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Notes on Generalizations of Local Ogus-Vologodsky

Correspondence

By Atsushi Shiho

Abstract. Given a smooth scheme over Z/pnZ with a lift of rel-
ative Frobenius to Z/pn+1Z, we construct a functor from the category
of Higgs modules to that of modules with integrable connection as
the composite of the level raising inverse image functors from the cat-
egory of modules with integrable pm-connection to that of modules
with integrable pm−1-connection for 1 ≤ m ≤ n. In the case m = 1,
we prove that the level raising inverse image functor is an equivalence
when restricted to quasi-nilpotent objects, which generalizes a local
result of Ogus-Vologodsky. We also prove that the above level raising
inverse image functor for a smooth p-adic formal scheme induces an
equivalence of Q-linearized categories for general m when restricted to
nilpotent objects (in strong sense), under a strong condition on Frobe-
nius lift. We also prove a similar result for the category of modules
with integrable pm-Witt-connection.

Contents

1. Modules with Integrable pm-Connection 798

2. p-Adic Differential Operators of Negative Level 812

2.1. The case of p-adic formal schemes . . . . . . . . . . . . . . . 813

2.2. The case of schemes over Z/pnZ . . . . . . . . . . . . . . . . 828

2.3. Crystalline property of integrable pm-connections . . . . . . . 835

3. Frobenius Descent to the Level Minus One 847

4. A Comparison of de Rham Cohomologies 856

5. Modules with Integrable pm-Witt-Connection 868

2010 Mathematics Subject Classification. 12H25, 14F30, 14F40.
Key words: Module with connection, Higgs module, Frobenius descent, de Rham

comohology, module with Witt-connection.

793



794 Atsushi Shiho

Introduction

For a proper smooth algebraic variety X over C, the equivalence of

the category of modules endowed with integrable connection on X and the

category of Higgs modules on X (with semistability and vanishing Chern

number condition) is established by Simpson [10]. In search for the analogue

of it in chatacteristic p > 0, Ogus and Vologodsky proved in [9] similar

equivalences for a smooth scheme X1 over a scheme S1 of characteristic p >

0. One of their results [9, 2.11] is described as follows: Denote the structure

morphism X1 −→ S1 by f1, let FS1 : S1 −→ S1 be the absolute Frobenius

morphism, put X
(1)
1 := S1 ×FS1

,S1 X1, denote the projection X
(1)
1 −→ S1

by f
(1)
1 and let FX1/S1

: X1 −→ X
(1)
1 be the relative Frobenius morphism.

Assume that we are given smooth lifts f2 : X2 −→ S2, f
(1)
2 : X

(1)
2 −→ S2

of f1, f
(1)
1 to morphisms of flat Z/p2Z-schemes and a lift F2 : X2 −→ X

(1)
2

of the morphism FX1/S1
which is a morphism over S2. Then there exists

an equivalence between the category of quasi-nilpotent Higgs modules on

X
(1)
1 and that of modules with quasi-nilpotent integrable connection on X1.

(There is also a version [9, 2.8] which does not assume the existence of f2

and F2. In this case, the categories they treat are a little more restricted

in some sense.) The key of their proof is the Azumaya algebra property of

the sheaf D(0)
X1/S1

of differential operators of level 0 on X1 over S1. Also,

in the above situation, one can give an explicit description of this functor

as the inverse image by ‘divided Frobenius’. (See [9, 2.11.2], [4, 5.9, 6.5] or

Remark 1.12 in this paper.)

The purpose of this paper is to construct a functor from Higgs modules

to modules with integrable connection for smooth schemes over some flat

Z/pnZ-schemes and study the properties of this functor and related functors.

Let us fix n ∈ N and let Sn+1 be a scheme flat over Z/pn+1Z. Let us put

Sj := Sn+1⊗Z/pjZ (j ∈ N,≤ n+1), let f1, FS1 be as above and for 0 ≤ m ≤
n, let us put X

(m)
1 := S1 ×Fm

S1
,S1 X1, denote the projection X

(m)
1 −→ S1 by

f
(m)
1 and for 1 ≤ m ≤ n, let F

(m)
X1/S1

: X
(m−1)
1 −→ X

(m)
1 be the relative Frobe-

nius morphism for f
(m)
1 . Moreover, assume that we are given a smooth lift

fn+1 : Xn+1 −→ Sn+1 of f1, smooth lifts f
(m)
n+1 : X

(m)
n+1 −→ Sn+1 of f

(m)
1 (0 ≤

m ≤ n) with f
(0)
1 = f1 and lifts F

(m)
n+1 : X

(m−1)
n+1 −→ X

(m)
n+1 of the morphisms
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F
(m)
X1/S1

(1 ≤ m ≤ n) which are morphisms over Sn+1. Furthermore, let

fn : Xn −→ Sn, f
(m)
n : X

(m)
n −→ Sn (0 ≤ m ≤ n), F

(m)
n : X

(m−1)
n −→ X

(m)
n

be fn+1⊗Z/pnZ, f
(m)
n+1⊗Z/pnZ, F

(m)
n+1⊗Z/pnZ, respectively. Under this as-

sumption, first we construct the functor Ψqn : HIG(X
(n)
n )qn −→ MIC(Xn)

qn

from the category HIG(X
(n)
n )qn of quasi-nilpotent Higgs modules on X

(n)
n

to the category MIC(Xn)
qn of modules with quasi-nilpotent integrable con-

nection on Xn.

The construction of the functor Ψqn is done in the following way: For 0 ≤
m ≤ n, let MIC(m)(X

(m)
n )qn be the category of modules with quasi-nilpotent

integrable pm-connection (also called ‘quasi-nilpotent integrable connection

of level −m’) on X
(m)
n , that is, the category of pairs (E ,∇) consisting of an

O
X

(m)
n

-module E endowed with an additive map∇ : E −→ E⊗Ω1

X
(m)
n /Sn

with

the property ∇(fe) = f∇(e)+pme⊗df (e ∈ E , f ∈ O
X

(m)
n

), the integrability

and the quasi-nilpotence condition. (The notion of pm-connection is the case

λ = pm of the notion of λ-connection of Simpson [11].) Note that we have

HIG(X
(n)
n )qn = MIC(n)(X

(n)
n )qn since pn = 0 on X

(n)
n . We construct the

functor Ψqn as the composite of functors F
(m),∗,qn
n+1 : MIC(m)(X

(m)
n )qn −→

MIC(m−1)(X
(m−1)
n )qn for 1 ≤ m ≤ n, which are defined as the inverse

image by divided Frobenius (which we call the level raising inverse image)

associated to F
(m)
n+1, as in the case of [9, 2.11.2], [4, 5.9].

The first naive question might be whether the functor Ψqn is an equiv-

alence or not. (Note that, since the sheaf of differential operators of level 0

on Xn over Sn does not seem to have Azumaya algebra property, it would

be hard to generalize the method of Ogus-Vologodsky in this case.) Unfor-

tunately, the functors F (m),∗,qn are not equivalences (not full, not essentially

surjective) for m ≥ 2 and so the functor Ψqn is not an equivalence either.

So an interesting question would be to construct nice functors from the

functors F
(m),∗,qn
n+1 . As a first answer to this question, we prove that the

functor F
(1),∗,qn
n+1 is an equivalence, under the assumption that there exists

a closed immersion Sn+1 ↪→ S of Sn+1 into a p-adic formal scheme S flat

over Zp. This generalizes [9, 2.11] under the existence of S. To prove this,

we may work locally and so we may assume the existence of a smooth lift

f : X −→ S of fn+1, a smooth lift f (1) : X(1) −→ S of f
(1)
1 and a lift

F (1) : X −→ X(1) of the morphism F
(1)
X1/S1

. In this situation, we introduce
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the notion of the sheaf of p-adic differential operators D(−1)

X(1)/S
of level −1

of X(1) over S, which is a level −1 version of the sheaf of p-adic differ-

ential operators defined and studied by Berthelot [1], [2]. Then we prove

that the category MIC(1)(X
(1)
n )qn is equivalent to the category of pn-torsion

quasi-nilpotent left D(−1)

X(1)/S
-modules and re-define the functor F (1),∗,qn as

the level raising inverse image functor from the category of pn-torsion quasi-

nilpotent left D(−1)

X(1)/S
-modules to the category of pn-torsion quasi-nilpotent

left D(0)
X/S-modules. This is a negative level version of the level raising in-

verse image functor defined in [2, 2.2]. (We also give a definition of the

sheaf of p-adic differential operators of level −m and give the interpreta-

tion of (quasi-nilpotent) modules with integrable pm-connection and (level

raising) inverse image functors of them in terms of D-modules for general

m ∈ N.) Then, one can prove the equivalence of the functor F (1),∗,qn by

following the proof of Frobenius descent by Berthelot [2, 2.3].

To explain our next result, let us fix m ∈ N and assume that we are

given smooth lifts f : X −→ S of f1, f
(1) : X(1) −→ S of f

(1)
1 and a ‘nice’

lift F : X −→ X(1) of FX1/S1
which is a morphism over S. Then, un-

der certain assumption on nilpotence condition, we prove that the i-th de

Rham cohomology of an object in the category MIC(m)(X(1)) of modules

with integrable pm-connection on X(1) is isomorphic to the i-th de Rham

cohomology of its level raising inverse image by F (which is an object in the

category MIC(m−1)(X) of modules with integrable pm−1-connection on X)

when i = 0, and isomorphic modulo torsion for general i. This implies that

the level raising inverse image by F induces a fully faithful functor between

a full subcategory of MIC(m)(X(1)) and that of MIC(m−1)(X) satisfying cer-

tain nilpotence condition and that it induces an equivalence of Q-linearized

categories (again under nilpotence condition), which gives a second answer

to the question we raised in the previous paragraph.

Also, we prove a Witt version of the result in the previous paragraph:

We introduce the category of modules with integrable pm-Witt connection

MIWC(m)(X1) on X1 for a smooth morphism X1 −→ S1 of chatacteristic

p > 0 with S1 perfect and the level raising inverse image functor F∗ :

MIWC(m)(X
(1)
1 ) −→ MIWC(m−1)(X1) for X1 −→ S1 as above and X

(1)
1 :=

S1×FS1
,S1 X1. We prove that the functor F∗ induces a fully faithful functor

between a full subcategory of MIWC(m)(X
(1)
1 ) and that of MIWC(m−1)(X1)
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satisfying certain nilpotence condition and that it induces an equivalence of

Q-linearized categories (again under nilpotence condition). This result has

an advantage that we need no assumption on the liftability of objects and

Frobenius morphisms.

The content of each section is as follows: In Section 1, we introduce

the notion of modules with integrable pm-connection, (level raising) inverse

image functors and define the functor Ψ (Ψqn) from the category of (quasi-

nilpotent) Higgs modules to the category of modules with (quasi-nilpotent)

integrable connection as the iteration of level raising inverse image func-

tors. We also give an example which shows that the functor Ψ,Ψqn are not

equivalences.

In Section 2, we introduce the sheaf of p-adic differential operators of

negative level and prove basic properties of it. In particular, we prove

the equivalence between the category of (quasi-nilpotent) left D-modules of

level −m and the category of (quasi-nilpotent) modules with integrable pm-

connection (m ∈ N). In the case of schemes over Z/pnZ, we also introduce

certain crystalized categories to describe the categories of (quasi-nilpotent)

modules with integrable pm-connection, and prove certain crystalline prop-

erty of them. In Section 3, we prove that the level raising inverse image

functor from the category of modules with integrable p-connection to that

of modules with integrable connection defined in Section 1 is an equiva-

lence of categories when restricted to quasi-nilpotent objects. In Section 4,

we compare the de Rham cohomology of certain modules with integrable

pm-connection over smooth p-adic formal schemes and that of the pull-back

of them by the level raising inverse image functor, and deduce the full-

faithfulness (resp. the equivalence) of the functor from the category (resp.

the Q-linearized category) of modules with integrable pm-connection to that

of modules with integrable pm−1-connection satisfying nilpotent conditions.

In Section 4, we introduce the notion of modules with integrable pm-Witt

connection and the level raising inverse image functor from the category

of modules with integrable pm-Witt connection to that of modules with

integrable pm−1-Witt connection. We compare the de Rham cohomology

of certain modules with integrable pm-Witt-connection and the de Rham

cohomology of the pull-back of them by the level raising inverse image func-

tor, and deduce the full-faithfulness (resp. the equivalence) of the functor

from the category (resp. the Q-linearized category) of modules with inte-
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grable pm-Witt-connection to that of modules with integrable pm−1-Witt-

connection satisfying nilpotent conditions.

While the main part of this work is done, the author is partly supported

by Grant-in-Aid for Young Scientists (B) 21740003 from the Ministry of Ed-

ucation, Culture, Sports, Science and Technology, Japan and Grant-in-Aid

for Scientific Research (B) 22340001 from Japan Society for the Promotion

of Science. Currently, he is partly supported by Grant-in-Aid for Scien-

tific Research (C) 25400008 and Grant-in-Aid for Scientific Research (B)

23340001.

Convention

Throughout this paper, p is a fixed prime number. Fiber products and

tensor products in this paper are p-adically completed ones, unless otherwise

stated. A local section of a sheaf E on a (formal) scheme means a section

of E on an affine open (formal) subscheme.

1. Modules with Integrable pm-Connection

In this section, we define the notion of modules with integrable pm-

connection. Also, we define the inverse image functor of the categories

of modules with integrable pm-connection, and the ‘level raising inverse

image functor’ from the category of modules with integrable pm-connection

to that of modules with integrable pm−1-connection for a lift of Frobenius

morphism. As a composite of the level raising inverse image functors, we

define the functor from the category of Higgs modules to the category of

modules with integrable connection, which is a generalization of the inverse

of local Cartier transform of Ogus-Vologodsky [9, 2.11].

First we give a definition of pm-connection, which is a special case (the

case λ = pm) of the notion of λ-connection of Simpson [11].

Definition 1.1. Let X −→ S be a smooth morphism of schemes over

Z/pnZ or p-adic formal schemes and let m ∈ N. A pm-connection on an

OX -module E is an additive map ∇ : E −→ E ⊗OX
Ω1
X/S satisfying ∇(fe) =

f∇(e) + pme ⊗ df for any local sections e ∈ E , f ∈ OX . We refer to a

pm-connection also as a connection of level −m.
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When we are given an OX -module with pm-connection (E ,∇), we can

define the additive map ∇k : E ⊗OX
Ωk
X/S −→ E ⊗OX

Ωk+1
X/S which is char-

acterized by ∇k(e⊗ ω) = ∇(e) ∧ ω + pme⊗ dω.

Definition 1.2. With the notation above, we call (E ,∇) integrable if

we have ∇1◦∇ = 0. We denote the category of OX -modules with integrable

pm-connection by MIC(m)(X).

When m = 0, the notion of modules with integrable pm-connection is

nothing but that of modules with integrable connection. In this case, we

denote the category MIC(m)(X) also by MIC(X). Also, when X,S are

schemes over Z/pnZ with n ≤ m, the notion of modules with integrable pm-

connection is nothing but that of Higgs modules. In this case, we denote

the category MIC(m)(X) also by HIG(X).

Remark 1.3. For a smooth morphism f : X −→ S of p-adic formal

schemes and n ∈ N, we denote the full subcategory of MIC(m)(X) consisting

of pn-torsion objects by MIC(m)(X)n. If we denote the morphism f⊗Z/pnZ

by Xn −→ Sn, the direct image by the canonical closed immersion Xn ↪→ X

induces the equivalence of categories MIC(m)(Xn)
=−→ MIC(m)(X)n.

Let us assume given a commutative diagram

X
g−−−→ Y� �

S −−−→ T

(1.1)

of schemes over Z/pnZ or p-adic formal schemes with smooth vertical arrows

and and an object (E ,∇) in MIC(m)(Y ) (where MIC(m)(Y ) is defined for

the morphism Y −→ T ). Then we can endow a structure of an integrable

pm-connection g∗∇ on g∗E by g∗∇(fg∗(e)) = fg∗(∇(e))+pmg∗(e)⊗df (e ∈
E , f ∈ OX). So we have the inverse image functor

g∗ : MIC(m)(Y ) −→ MIC(m)(X); (E ,∇) �→ g∗(E ,∇) := (g∗E , g∗∇).

Remark 1.4. Let us assume given the commutative diagram (1.1) of p-

adic formal schemes with smooth vertical arrows and let us denote the mor-

phism g⊗Z/pnZ by gn : Xn −→ Yn. Then the inverse image functor g∗ above
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induces the functor g∗ : MIC(m)(Y )n −→ MIC(m)(X)n, and it coincides

with the inverse image functor g∗n : MIC(m)(Yn) −→ MIC(m)(Xn) associated

to gn via the equivalences MIC(m)(Xn)
=−→ MIC(m)(X)n,MIC(m)(Yn)

=−→
MIC(m)(Y )n of Remark 1.3.

Next we introduce the notion of quasi-nilpotence. Let X −→ S be

a smooth morphism of schemes over Z/pnZ which admits a local coordi-

nate t1, ..., td. Then, for (E ,∇) ∈ MIC(m)(X), we can write ∇ as ∇(e) =∑d
i=1 θi(e)dti for some additive maps θi : E −→ E (1 ≤ i ≤ d). Then we

have

0 = (∇1 ◦ ∇)(e) =
∑
i<j

(θiθj − θjθi)(e)dti ∧ dtj .

So we have θiθj = θjθi. Therefore, for a = (a1, ..., ad) ∈ Nd, the map

θa :=
∏d

i=1 θ
ai
i is well-defined.

Definition 1.5. With the above situation, we call (E ,∇) quasi-nilpo-

tent with respect to (t1, ..., td) if, for any local section e ∈ E , there exists

some N ∈ N such that θa(e) = 0 for any a ∈ Nd with |a| ≥ N .

Lemma 1.6. The above definition of quasi-nilpotence does not depend

on the local coordinate (t1, ..., td).

Proof. When m = 0, this is classical [3]. Here we prove the lemma

in the case m > 0. (The proof is easier in this case.) First, let us note that,

for f ∈ OX , we have the equality

∑
i

θi(fe)dti = ∇(fe) = f∇(e) + pmedf =
∑
i

(fθi(e) + pm
∂f

∂ti
)dti.

So we have the equality

θif = fθi + pm
∂f

∂ti
.(1.2)

Now let us take another local coordinate t′1, ..., t
′
d, and write ∇ as ∇(e) =∑d

i=1 θ
′
i(e)dt

′
i. Then we have

∑
i

θi(e)dti =
∑
i,j

θi(e)
∂ti
∂t′j

dt′j =
∑
j

(
∑
i

∂ti
∂t′j

θi(e))dt
′
j .
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Hence we have θ′j =
∑

i

∂ti
∂t′j

θi.

Let us prove that, for any local section e ∈ E and for any a ∈ Nd, there

exist some fa,b ∈ OX (b ∈ Nd, |b| ≤ |a|) with

θ′a(e) =
∑

|b|≤|a|
pm(|a|−|b|)fa,bθ

b(e),(1.3)

by induction on a: Indeed, this is trivially true when a = 0. If this is true

for a, we have

θ′jθ
′a(e) = (

∑
i

∂ti
∂t′j

θi)(
∑

|b|≤|a|
pm(|a|−|b|)fa,bθ

b)(e)

=
∑
i,b

(pm(|a|−|b|) ∂ti
∂t′j

fa,bθ
b+ei(e)

+ pm(|a|−|b|+1)∂fa,b
∂ti

θb(e)) (by (1.2))

and from this equation, we see that the claim is true for a+ ej .

Now let us assume that (E ,∇) is quasi-nilpotent with respect to

(t1, ..., td), and take a local section e ∈ E . Then there exists some N ∈ N such

that θb(e) = 0 for any b ∈ Nd, |b| ≥ N . Then, for any a ∈ Nd, |a| ≥ N + n,

we have either |b| ≥ N or |a| − |b| ≥ n for any b ∈ Nd. Hence we have either

pm(|a|−|b|) = 0 or θb(e) = 0 on the right hand side of (1.3) and so we have

θ′a(e) = 0. So we have shown that (E ,∇) is quasi-nilpotent with respect to

(t′1, ..., t
′
d) and so we are done. �

Remark 1.7. By (1.2), we have

θa(fe) =
∑

0≤b≤a
pm|b|∂

bf

∂tb
θa−b(e)

for e ∈ E , f ∈ OX , and we have pm|b|∂
bf

∂tb
∈ pm|b|b!OX . Hence, if we have

θa(e) = 0 for any a ∈ Nd, |a| ≥ N , we have θa(fe) = 0 for any a ∈ Nd, |a| ≥
N + pnd. Therefore, to check the quasi-nilpotence of (E ,∇) (with respect

to some local coordinate t1, ..., td), it suffices to check that, for some local

generator e1, ..., er of E , there exists some N ∈ N such that θa(ei) = 0 for
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any a ∈ Nd, |a| ≥ N and 1 ≤ i ≤ r. Also, we can take N ∈ N such that

θa(e) = 0 for any a ∈ Nd, |a| ≥ N and any local section e ∈ E .

When a given morphism does not admit a local coordinate globally, we

define the notion of quasi-nilpotence as follows:

Definition 1.8.

(1) Let X −→ S be a smooth morphism of schemes over Z/pnZ. Then an

object (E ,∇) in MIC(m)(X) is called quasi-nilpotent if, locally on X,

there exists a local coordinate t1, ..., td of X over S such that (E ,∇) is

quasi-nilpotent with respect to (t1, ..., td). (Note that, by Lemma 1.6,

this definition is independent of the choice of t1, ..., td.)

(2) LetX −→ S be a smooth morphism of p-adic formal schemes. Then an

object (E ,∇) in MIC(m)(X) is called quasi-nilpotent if it is contained

in MIC(m)(X)n for some n and the object in MIC(m)(Xn) (where

Xn := X ⊗ Z/pnZ) corresponding to (E ,∇) via the equivalence in

Remark 1.3 is quasi-nilpotent.

We denote the full subcategory of MIC(m)(X) consisting of quasi-nilpotent

objects by MIC(m)(X)qn, and in the case of (2), we denote the category

MIC(m)(X)n ∩MIC(m)(X)qn by MIC(m)(X)qn
n .

Next we prove the functoriality of quasi-nilpotence.

Proposition 1.9. Let us assume given a commutative diagram (1.1)

of smooth morphism of p-adic formal schemes or schemes over Z/pnZ with

smooth vertical arrows. Then the inverse image functor g∗ : MIC(m)(Y ) −→
MIC(m)(X) induces the functor g∗,qn : MIC(m)(Y )qn −→ MIC(m)(X)qn, that

is, g∗ sends quasi-nilpotent objects to quasi-nilpotent objects.

Proof. In view of Remark 1.4, it suffices to prove the case of schemes

over Z/pnZ. When m = 0, the proposition is classical ([3], [2]). So we may

assumem > 0. Since the quasi-nilpotence is a local property, we may assume

that there exists a local coordinate t1, ..., td (resp. t′1, ..., t
′
d′) of X over S

(resp. Y over T ). Let us take an object (E ,∇) in MIC(m)(Y )qn and write
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the map ∇, g∗∇ as ∇(e) =
∑

j θ
′
j(e)dt

′
j , g

∗∇(fg∗(e)) =
∑

i θi(fg
∗(e))dti.

Let us write g∗(dt′j) =
∑

i aijdti. Then we have

g∗∇(fg∗(e)) = fg∗(∇(e)) + pmg∗(e)⊗ df

=
∑
i,j

(aijfg
∗(θ′j(e)) + pmg∗(e)

∂f

∂ti
)dti

and so we have θi(fg
∗(e)) =

∑
j aijfg

∗(θ′j(e)) + pm
∂f

∂ti
g∗(e). Let us prove

that, for any local sections e ∈ E , f ∈ OX and a ∈ Nd, there exist some

fa,b ∈ OX (b ∈ Nd, |b| ≤ |a|) (which depends on e, f) with

θa(fg∗(e)) =
∑

|b|≤|a|
pm(|a|−|b|)fa,bg

∗(θ′b(e)),(1.4)

by induction on a: Indeed, this is trivially true when a = 0. If this is true

for a, we have

θiθ
a(fg∗(e)) = θi(

∑
|b|≤|a|

pm(|a|−|b|)fa,bg
∗(θ′b(e)))

=
∑
j,b

(aijp
m(|a|−|b|)fa,bg

∗(θ′b+ej (e))

+ pm(|a|−|b|+1)∂fa,b
∂ti

g∗(θ′b(e)))

and from this equation, we see that the claim is true for a+ ei. From (1.4),

we can prove the quasi-nilpotence of (g∗E , g∗∇) as in the proof of Lemma

1.6. So we are done. �

Before we define the level raising inverse image functor, we give the

following definition to fix the situation.

Definition 1.10. In this definition, ‘a scheme flat over Z/p∞Z’ means

a p-adic formal scheme flat over Zp.

For a, b, c ∈ N ∪ {∞} with a ≥ b ≥ c, we mean by Hyp(a, b, c) the

following hypothesis: We are given a scheme Sa flat over Z/paZ, and for

j ∈ N, j ≤ a, Sj denotes the scheme Sa⊗Z/pjZ. We are also given a smooth

morphism of finite type f1 : X1 −→ S1, and let FX1 : X1 −→ X1, FS1 :
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S1 −→ S1 be the Frobenius endomorphism (p-th power endomorphism).

Let us put X
(1)
1 := S1 ×FS1

,S1 X1 and denote the projection X
(1)
1 −→ S1

by f
(1)
1 . Then the morphism FX1 induces the relative Frobenius morphism

FX1/S1
: X1 −→ X

(1)
1 . We assume that we are given a smooth lift fb : Xb −→

Sb of f1, a smooth lift f
(1)
b : X

(1)
b −→ Sb of f

(1)
1 , and for j ∈ N, j ≤ b, denote

the morphism fb⊗Z/pjZ, f
(1)
b ⊗Z/pjZ by fj : Xj −→ Sj , f

(1)
j : X

(1)
j −→ Sj ,

respectively. Also, we assume that we are given a lift Fc : Xc −→ X
(1)
c of

the morphism FX1/S1
which is a morphism over Sc. For j ∈ N, j ≤ c, let

Fj : Xj −→ X
(1)
j be Fc⊗Z/pjZ. Finally, when a =∞ (resp. b =∞, c =∞),

we denote Sa (resp. fb : Xb −→ Sb and f
(1)
b : X

(1)
b −→ Sb, Fc : Xc −→ X

(1)
c )

simply by S (resp. f : X −→ S and f (1) : X(1) −→ S, F : X −→ X(1)).

Roughly speaking, Hyp(a, b, c) means that S1 is lifted to a scheme Sa flat

over Z/paZ, f1 : X1 −→ S1 and f
(1)
1 : X

(1)
1 −→ S1 are lifted to morphisms

over Sb = Sa ⊗ Z/pbZ and the relative Frobenius FX1/S1
: X1 −→ X

(1)
1 is

lifted to a morphism over Sc = Sa ⊗ Z/pcZ.

Now we define the level raising inverse image functor for a lift of Frobe-

nius. Let n ∈ N and assume that we are in the situation of Hyp(n +

1, n + 1, n + 1). When we work locally, we can take a local coordinate

t1, ..., td of Xn+1 over Sn+1 and a local coordinate t′1, ..., t
′
d of X

(1)
n+1 over

Sn+1 such that F ∗
n+1(t

′
i) = tpi + pai for some ai ∈ OXn+1 . Hence we have

F ∗
n+1(dt

′
i) = p(tp−1

i dti + dai), that is, the image of the homomorphism

F ∗
n+1 : Ω1

X
(1)
n+1/Sn+1

−→ Ω1
Xn+1/Sn+1

is contained in pΩ1
Xn+1/Sn+1

. So there

exists a unique morphism F
∗
n+1 : Ω1

X
(1)
n /Sn

−→ Ω1
Xn/Sn

which makes the

following diagram commutative

Ω1

X
(1)
n+1/Sn+1

F ∗
n+1−−−→ Ω1

Xn+1/Sn+1

proj.

� p
�

Ω1

X
(1)
n /Sn

F
∗
n+1−−−→ Ω1

Xn/Sn
,

where proj. denotes the natural projection and p denotes the map naturally

induced by the multiplication by p on Ω1
Xn+1/Sn+1

. Using this, we define the
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level raising inverse image functor

F ∗
n+1 : MIC(m)(X(1)

n ) −→ MIC(m−1)(Xn)(1.5)

as follows: an object (E ,∇) in MIC(m)(X
(1)
n ) is sent by F ∗

n+1 to the

object (F ∗
nE , F ∗

n∇), where F ∗
n∇ is the additive map characterized by

(F ∗
n∇)(fF ∗

n(e)) = fF
∗
n+1(∇(e)) + pm−1F ∗

n(e) ⊗ df for e ∈ E , f ∈ OXn .

(Here, by abuse of notation, we denoted the map

E ⊗ Ω1

X
(1)
n /Sn

−→ F ∗
nE ⊗ Ω1

Xn/Sn
; e⊗ ω �→ F ∗

n(e)⊗ F
∗
n+1(ω)

also by F
∗
n+1.)

We need to check that the above definition of functor (1.5) is well-

defined. First note that the map F ∗
n∇ is well-defined, because we have

for e ∈ E , f ∈ OXn , g ∈ OX
(1)
n

the equality

(F ∗
n∇)(fF ∗

n(ge)) = fF
∗
n+1(∇(ge)) + pm−1F ∗

n(ge)⊗ df

= fF
∗
n+1(g∇(e) + pme⊗ dg) + pm−1F ∗

n(ge)⊗ df

= fF ∗
n(g)F

∗
n+1(∇(e)) + pm−1(fF ∗

n(e)⊗ pF
∗
n+1(dg) + F ∗

n(ge)⊗ df)

= fF ∗
n(g)F

∗
n+1(∇(e)) + pm−1F ∗

n(e)⊗ d(fF ∗
n(g))

= (F ∗
n∇)((fF ∗

n(g))F ∗
n(e)).

Next we check that (F ∗
nE , F ∗

n∇) is a pm−1-connection. This follows from

the fact that, for e ∈ F ∗
nE with e =

∑
i fiF

∗
n(ei) (fi ∈ OXn , ei ∈ E) and

f ∈ OXn , we have the equality

(F ∗
n∇)(fe) = (F ∗

n∇)(
∑
i

ffi∇(ei))

=
∑
i

(ffiF
∗
n+1(∇(ei)) + pm−1F ∗

n(ei)⊗ d(ffi))

= f
∑
i

fiF
∗
n+1(∇(ei)) + f

∑
i

pm−1F ∗
n(ei)⊗ dfi +

∑
i

pm−1fiF
∗
n(ei)⊗ df

= fF ∗
n(e) + pm−1e⊗ df.

Finally, we need to check the integrability of (F ∗
nE , F ∗

n∇). This is done as

follows: Let us take the local coordinate t1, ..., td of Xn+1 over Sn+1 and the
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local coordinate t′1, ..., t
′
d of X

(1)
n+1 over Sn+1 as above (so that F ∗

n+1(t
′
i) =

tpi + pai), take a local section e ∈ E and write

∇(e) =
∑
i

ei ⊗ dt′i, ∇(ei) =
∑
j

eij ⊗ dt′j .

The integrability of (E ,∇) implies that eij = eji. Let (F ∗
n∇)1 : F ∗

nE ⊗
Ω1
Xn/Sn

−→ F ∗
nE ⊗ Ω2

Xn/Sn
be the morphism defined by (F ∗

n∇)1(g ⊗ ω) =

(F ∗
n∇)(g) ∧ ω + pm−1g ⊗ dω. Then our task is to show ((F ∗

n∇)1 ◦
(F ∗

n∇))(fF ∗
n(e)) = 0 for f ∈ OXn . This is actually calculated as follows:

((F ∗
n∇)1 ◦ (F ∗

n∇))(fF ∗
n(e))

= (F ∗
n∇)1(fF

∗
n+1(∇(e)) + pm−1F ∗

n(e)df)

= (F ∗
n∇)1(

∑
i

fF ∗
n(ei)⊗ F

∗
n+1(dt

′
i) + pm−1F ∗

n(e)df)

=
∑
i

fF
∗
n+1(∇(ei)) ∧ F ∗

n+1(dt
′
i) +

∑
i

pm−1F ∗
n(ei)df ∧ F ∗

n+1(dt
′
i)

+
∑
i

pm−1fF ∗
n(ei)⊗ dF

∗
n+1(dt

′
i) + pm−1F

∗
n+1(∇(e)) ∧ df

= f
∑
i

F
∗
n+1(∇(ei)) ∧ F ∗

n+1(dt
′
i) + pm−1f

∑
i

F ∗
n(ei)⊗ dF

∗
n+1(dt

′
i)

= f
∑
i,j

F ∗
n(eij)⊗ (F

∗
n+1(dt

′
j) ∧ F

∗
n+1(dt

′
i))

+ pm−1f
∑
i

F ∗
n(ei)⊗ d(tp−1

i dti +
∑
j

∂ai
∂tj

dtj)

= pm−1f
∑
i

F ∗
n(ei)⊗


∑

j,k

∂2ai
∂tk∂tj

dtk ∧ dtj


 = 0.

So we have checked the integrability of (F ∗
nE , F ∗

n∇) and so the functor (1.5)

is well-defined.

Also, in the situation of Hyp(∞,∞,∞), we have the homomorphism
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F
∗

: Ω1
X(1)/S

−→ Ω1
X/S which makes the diagram

Ω1
X(1)/S

F ∗
−−−→ Ω1

X/S� p

�
Ω1
X(1)/S

F
∗

−−−→ Ω1
X/S

commutative, and using this, we can define the level raising inverse image

functor

F ∗ : MIC(m)(X(1)) −→ MIC(m−1)(X)(1.6)

in the same way.

Remark 1.11. Assume we are in the situation of Hyp(∞,∞,∞) and

put X
(1)
n := X(1) ⊗ Z/pnZ, Xn := X ⊗ Z/pnZ. Then the functor (1.6)

induces the functor F ∗ : MIC(m)(X(1))n −→ MIC(m−1)(X)n, and this

coincides with the functor (1.5) via the equivalences MIC(m)(X
(1)
n )

=−→
MIC(m)(X(1))n,MIC(m−1)(Xn)

=−→ MIC(m−1)(X)n of Remark 1.3.

Remark 1.12. Assume that we are in the situation of Hyp(2, 2, 2).

Then the level raising inverse image functor for m = 1 is written as F ∗
2 :

HIG(X
(1)
1 ) −→ MIC(X1). Let us see how it is calculated locally. Let us

take a local coordinate t1, ..., td of X2 and a local coordinate t′1, ..., t
′
d of

X
(1)
2 with F ∗

2 (t′i) = tpi + pai. Then F
∗
2 : Ω1

X
(1)
1 /S1

−→ Ω1
X1/S1

is written as

F
∗
2(dt

′
i) = tp−1

i dti + dai and the functor F ∗
2 is defined by using it. So we

obtain the following expression of the functor F ∗
2 : A Higgs module (E , θ) on

X
(1)
1 of the form θ(e) =

∑d
i=1 θi(e)⊗dt′i is sent to the integrable connection

(F ∗
X1/S1

E ,∇) such that, if we write ∇ =
∑d

i=1 ∂idti, we have

∂i(1⊗ e) = tp−1
i ⊗ θi(e) +

d∑
j=1

∂aj
∂ti
⊗ θj(e).

Let ι : HIG(X
(1)
1 ) −→ HIG(X

(1)
1 ) be the functor (E , θ) �→ (E ,−θ). Then, by

the above expression, we see that the functor F ∗
2 ◦ ι coincides with a special

case of the functor defined in [4, 5.8] (the case m = 0 in the notation of [4])
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for quasi-nilpotent objects. (The underlying sheaf F ∗
1 E is globally the same

as the image of the functor in [4, 5.8], and the connections coincide because

they coincide locally.) Hence, by [4, 6.5], it coincides with the functor in [9,

2.11] for quasi-nilpotent objects.

We have the functoriality of quasi-nilpotence with respect to level raising

inverse image functors, as follows:

Proposition 1.13. Assume that we are in the situation of Hyp(n +

1, n+1, n+1) (n ∈ N) (resp. Hyp(∞,∞,∞)). Then the level raising inverse

image functor F ∗
n+1 : MIC(m)(X

(1)
n ) −→ MIC(m−1)(Xn) (resp.

F ∗ : MIC(m)(X(1)) −→ MIC(m−1)(X)) induces the functor F ∗,qn
n+1 :

MIC(m)(X
(1)
n )qn −→ MIC(m−1)(Xn)

qn (resp. F ∗,qn : MIC(m)(X(1))qn −→
MIC(m−1)(X)qn), that is, F ∗

n+1 (resp. F ∗) sends quasi-nilpotent objects to

quasi-nilpotent objects.

Proof. In view of Remark 1.11, it suffices to prove the proposition

for F ∗
n+1. In the case m = n = 1, the functor F ∗

2 ◦ ι (ι is as in Remark

1.12) coincides with the functor in [9, 2.11]. Hence it sends quasi-nilpotent

objects to quasi-nilpotent objects. Since ι induces an auto-equivalence

of MIC(1)(X
(1)
1 )qn, we see that F ∗

2 sends quasi-nilpotent objects to quasi-

nilpotent objects.

Next, let us prove the proposition in the case m = 1 and n general, by

induction on n. Let us take an object (E ,∇) in MIC(1)(X
(1)
n ). Then we

have the exact sequence

0 −→ (pE ,∇|pE) −→ (E ,∇) −→ (E/pE ,∇) −→ 0,

where ∇ is the p-connection on E/pE induced by ∇. Since Fn : Xn −→ X
(1)
n

is finite flat, the above exact sequence induces the following exact sequence:

0 −→ F ∗
n+1(pE ,∇|pE) −→ F ∗

n+1(E ,∇) −→ F ∗
n+1(E/pE ,∇) −→ 0.

Then, since F ∗
n+1(pE ,∇|pE) = F ∗

n(pE ,∇|pE) and F ∗
n+1(E/pE ,∇) =

F ∗
2 (E/pE ,∇), they are quasi-nilpotent by induction hypothesis. Then, if

we work locally, take a local coordinate t1, ..., td of Xn+1 and write the con-

nection on F ∗
n+1(E ,∇) as e �→

∑
i θ(e)⊗ dti (e ∈ F ∗

n+1E), there exists some

N ∈ N such that θa(e) is zero in F ∗
n+1(E/pE) for any a ∈ Nd with |a| ≥ N
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and any local section e ∈ F ∗
n+1E , by Remark 1.7. Then, since θa(e) is con-

tained in F ∗
n+1(pE), there exists some M ∈ N such that θa+b(e) = 0 for any

b ∈ Nd with |b| ≥M and any local section e ∈ F ∗
n+1E , again by Remark 1.7.

Hence F ∗
n+1(E ,∇) is also quasi-nilpotent, as desired.

Finally we prove the proposition in the case m ≥ 2. Let us take a

local coordinate t1, ..., td of Xn+1, a local coordinate t′1, ..., t
′
d of X

(1)
n+1 with

F ∗
n+1(t

′
i) = tpi + pai. Take an object (E ,∇) in MIC(m)(X

(1)
n ) and write

∇(e) :=
∑

i θ
′(e)dt′i, F

∗
n∇(fF ∗

n(e)) =
∑

i θ(fF
∗
n(e))dti. Then we can prove

that, for any local sections e ∈ E , f ∈ OXn and a ∈ Nd, there exist some

fa,b ∈ OXn (b ∈ Nd, |b| ≤ |a|) (which depends on e, f) with

θa(fF
∗
n+1(e)) =

∑
|b|≤|a|

p(m−1)(|a|−|b|)fa,bF
∗
n+1(θ

′b(e)),(1.7)

in the same way as the proof of Proposition 1.9. From this we see the quasi-

nilpotence of F ∗
n+1(E ,∇) = (F ∗

nE , F ∗
n∇) again in the same way as the proof

of Proposition 1.9. �

Remark 1.14. In the above proof, we used the results in [9]. Later, we

give another proof of Proposition 1.13 which does not use any results in [9]

under a slightly stronger hypothesis Hyp(∞, n+1, n+1) or Hyp(∞,∞,∞).

Now we define a functor from the category of (quasi-nilpotent) Higgs

modules to the category of modules with (quasi-nilpotent) integrable con-

nection as a composite of level raising inverse image functors. Let us con-

sider the following hypothesis.

Hypothesis 1.15. Let us fix n ∈ N and let Sn+1 be a scheme flat

over Z/pn+1Z. For j ∈ N, j ≤ n + 1, let us put Sj := Sn+1 ⊗ Z/pjZ.

Let f1 : X1 −→ S1 be a smooth morphism and let FS1 : S1 −→ S1 be the

Frobenius endomorphism. For 0 ≤ m ≤ n, let us put X
(m)
1 := S1×Fm

S1
,S1X1,

denote the projection X
(m)
1 −→ S1 by f

(m)
1 and for 1 ≤ m ≤ n, let F

(m)
X1/S1

:

X
(m−1)
1 −→ X

(m)
1 be the relative Frobenius morphism for f

(m−1)
1 .

Assume that we are given a smooth lift fn+1 : Xn+1 −→ Sn+1 of f1,

smooth lifts f
(m)
n+1 : X

(m)
n+1 −→ Sn+1 of f

(m)
1 (0 ≤ m ≤ n) with f

(0)
n+1 =

fn+1 and lifts F
(m)
n+1 : X

(m−1)
n+1 −→ X

(m)
n+1 of the morphism F

(m)
X1/S1

(1 ≤
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m ≤ n) which are morphisms over Sn+1. Finally, let fn : Xn −→ Sn,

f
(m)
n : X

(m)
n −→ Sn, F

(m)
n : X

(m−1)
n −→ X

(m)
n be fn+1 ⊗ Z/pnZ, f

(m)
n+1 ⊗

Z/pnZ, F
(m)
n+1 ⊗ Z/pnZ, respectively.

Then we define the functor as follows:

Definition 1.16. Assume that we are in the situation of Hypothesis

1.15. Then we define the functors

Ψ : HIG(X(n)
n ) −→ MIC(Xn), Ψqn : HIG(X(n)

n )qn −→ MIC(Xn)
qn

as the composite F
(1),∗
n+1 ◦F

(2),∗
n+1 ◦ · · · ◦F

(n),∗
n+1 , F

(1),∗,qn
n+1 ◦F (2),∗,qn

n+1 ◦ · · · ◦F (n),∗,qn
n+1

of level raising inverse image functors

F
(m),∗
n+1 : MIC(m)(X(m)

n ) −→ MIC(k)(X(m−1)
n ) (1 ≤ m ≤ n),

F
(m),∗,qn
n+1 : MIC(m)(X(m)

n )qn −→ MIC(m−1)(X(m−1)
n )qn (1 ≤ m ≤ n),

respectively.

Since the morphisms F
(m)
n are finite flat, we see that the functors Ψ,Ψqn

are exact and faithful. However, we see in the following example that the

functors Ψ,Ψqn are not so good as one might expect.

Example 1.17. In this example, let us put Sn+1 = Spec Z/pn+1Z and

let Sj := Sn+1 ⊗ Z/pjZ = Spec Z/pjZ, Xj := Spec (Z/pjZ)[t±1] for j ∈
N, j ≤ n + 1. Also, put X

(m)
j := Spec (Z/pjZ)[t±1] for all m ∈ N, j ∈

N, j ≤ n + 1 and let F
(m)
j : X

(m−1)
j −→ X

(m)
j be the morphism defined

by t �→ tp. Then F
(m),∗
n+1 : Ω1

X
(m)
n /Sn

−→ Ω1

X
(m−1)
n /Sn

sends f(t)t−1dt to

f(tp)t−ptp−1dt = f(tp)t−1dt and the level raising inverse image functor

F
(m),∗
n+1 : MIC(m)(X

(m)
n ) −→ MIC(m−1)(X

(m−1)
n ) is defined as ‘the pull-back

by F
(m),∗
n+1 ’.

For m ∈ N and f(t) ∈ Γ(X
(m)
n ,O

X
(m)
n

), we define the pm-connection

(O
X

(m)
n

,∇f(t)) by ∇f(t) = pmd+f(t)t−1dt. It is locally free of rank 1. Since

any locally free sheaf of rank 1 on X
(m)
n is free, any pm-connection on X

(m)
n

which is locally free of rank 1 has the form (O
X

(m)
n

,∇f(t)) for some f(t). For
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a pm-connection (O
X

(m)
n

,∇f(t)), the pm−1-connection F
(m),∗
n+1 (O

X
(m)
n

,∇f(t))

is equal to (O
X

(m−1)
n

,∇f(tp)) thanks to the description of F
(m),∗
n+1 given in the

previous paragraph.

Let us make some more calculation on the pm-connection (O
X

(m)
n

,∇f(t)).

It is easy to see that we have an isomorphism (O
X

(m)
n

,∇f(t)) ∼= (O
X

(m)
n

,∇0)

if and only if (O
X

(m)
n

,∇f(t)) is generated as O
X

(m)
n

-module by a horizontal

element. Since we have

∇f(t)(g(t)) = pm
dg

dt
dt+ gft−1dt = g(pmtg−1dg

dt
+ f)t−1dt,

we see that (OX(m) ,∇f(t)) is isomorphic to (O
X

(m)
n

,∇0) if and only if there

exists an element g ∈ Γ(X
(m)
n ,O×

X
(m)
n

) with f = −pmtg−1dg

dt
. If g is an

element in Γ(X(m),O×
X

(m)
n

), it has the form g = c(tN + ph1) for some c ∈
(Z/pnZ)×, N ∈ Z and h1 ∈ Γ(X(m),OX(m)), and in this case, g−1 has the

form c−1(t−N + ph2) for some element h2 in Γ(X
(m)
n ,O

X
(m)
n

). Then we have

−pmtg−1dg

dt
= −pmt(t−N + ph2)(NtN−1 + p

dh1

dt
)

= −pmN + pm+1h(t)

for some h ∈ Γ(X
(m)
n ,O

X
(m)
n

). Therefore, we have shown that if (O
X

(m)
n

,

∇f(t)) is isomorphic to (O
X

(m)
n

,∇0), f has the form −pmN + pm+1h(t).

Now, to investigate the functor F
(1),∗
n+1 : MIC(1)(X

(1)
n ) −→ MIC(Xn),

first let us consider the p-connection (O
X

(1)
n
,∇1). Then, since there does

not exist N ∈ N, h ∈ Γ(X
(1)
n ,O

X
(1)
n

) with 1 = −pN + p2h, it is not

isomorphic to (O
X

(1)
n
,∇0). On the other hand, we see that the connec-

tion F
(1),∗
n+1 (O

X
(1)
n
,∇1) = (OXn ,∇1) is isomorphic to F

(1),∗
n+1 (O

X
(1)
n
,∇0) =

(OXn ,∇0) because we have 1 = −tg−1dg

dt
when g = t−1. So we can conclude

that the functor F
(1),∗
n+1 is not full. Secondly, let us consider the connection

(OXn ,∇t). If it is contained in the essential image of F
(1),∗
n+1 , we should have

(OXn ,∇t) ∼= F
(1),∗
n+1 (O

X
(1)
n
,∇f(t)) = (OXn ,∇f(tp)) for some f(t). Then we

have f(tp) − t = −N + ph for some N ∈ Z and h ∈ Γ(Xn,OXn), but it is

impossible. Hence we see that the functor F
(1),∗
n+1 is not essentially surjective.
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Next, let us investigate the functors F
(m),∗
n+1 : MIC(m)(X

(m)
n ) −→

MIC(m−1)(X
(m−1)
n ), F

(m),∗,qn
n+1 : MIC(m)(X

(m)
n )qn −→ MIC(m−1)(X

(m−1)
n )qn

for m ≥ 2. First let us consider the pm-connection (O
X

(m)
n

,∇pm−1). We

see as in the previous paragraph that it is not isomorphic to (O
X

(m)
n

,∇0),

and that F
(m),∗
n+1 (O

X
(m)
n

,∇pm−1) = (O
X

(m−1)
n

,∇pm−1) is isomorphic to

F
(m),∗
n+1 (O

X
(m)
n

,∇0) = (O
X

(m−1)
n

,∇0). If we put ∇pm−1(e) = ∂(e)dt, we

can see easily by induction that ∂l(1) = (
∏l−1

i=0(p
m−1 − ipm))/tl. By this

and Remark 1.7, we see that (O
X

(m)
n

,∇pm−1) is quasi-nilpotent. So the

functors F
(m),∗
n+1 , F

(m),∗,qn
n+1 are not full. Secondly, let us consider the con-

nection (O
X

(m−1)
n

,∇pt). If it is contained in the essential image of F
(m),∗
n+1 ,

we should have (O
X

(m−1)
n

,∇pt) ∼= F
(m),∗
n+1 (O

X
(m)
n

,∇f(t)) = (O
X

(m−1)
n

,∇f(tp))

for some f(t). Then we have f(tp) − pt = −pm−1N + pmh for some

N ∈ N and h ∈ Γ(X
(m−1)
n ,O

X
(m−1)
n

), but it is impossible. Also, if we

put ∇pt(e) = ∂(e)dt, we can see easily by induction that ∂l(1) = pl. By this

and Remark 1.7, we see that (O
X

(m−1)
n

,∇pt) is quasi-nilpotent. Hence the

functors F
(m),∗
n+1 , F

(m),∗,qn
n+1 are not essentially surjective.

In conclusion, Ψ is not full, not essentially surjective for any m ≥ 1, and

Ψqn is not full, not essentially surjective for any m ≥ 2.

In view of the above example, we would like to ask the following question.

Question 1.18. Is it possible to construct some nice functor (a fully

faithful functor or an equivalence) from the functors F
(m),∗
n+1 , F

(m),∗,qn
n+1 , pos-

sibly under some more assumption?

Several answers to this question will be given in Sections 3, 4 and 5.

2. p-Adic Differential Operators of Negative Level

In this section, first we introduce the sheaf of p-adic differential operators

of level −m (m ∈ N), which is a ‘negative level version’ of the sheaf of p-

adic differential operators of level m defined by Berthelot, for a smooth

morphism of p-adic formal schemes flat over Zp. We prove the equivalence

of the notion of left D-modules in this sense and that of modules with
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integrable pm-connection. We also define the inverse image functors and the

level raising inverse image functors for left D-modules, which are compatible

with the corresponding notion for modules with integrable pm-connection

over p-adic formal schemes.

The definition of the sheaf of p-adic differential operators of level

−m (m ∈ N) is possible only for smooth morphisms of p-adic formal schemes,

because we use the formal blow-up with respect to an ideal containing pm

in the definition. In the case of smooth morphisms Xn −→ Sn of schemes

flat over Z/pnZ, we give a similar description by considering all the local

lifts of Xn to smooth p-adic formal scheme and consider the ‘crystalized’

category of D-modules.

We also consider a variant of the ‘crystalized’ category of D-modules,

which is also related to the category of modules with integrable pm-con-

nection. As a consequence, we prove certain crystalline property for the

category of modules with integrable pm-connection: When fn : Xn −→ Sn
is a smooth morphism of flat Z/pnZ-schemes and if we denote the morphism

fn ⊗ Z/pZ by X1 −→ S1, we know that the category MIC(Xn)
qn, which is

equivalent to the category of crystals on the crystalline site (X1/Sn)crys,

depends only on the diagram X1 −→ S1 ↪→ Sn. We prove here similar

results for the categories of modules with integrable pm-connection, although

the result in the case m > 0 is weaker than that in the case m = 0.

2.1. The case of p-adic formal schemes

Let S be a p-adic formal scheme flat over Spf Zp and let X be a p-adic

formal scheme smooth over S. For a positive integer r, we denote the r-fold

fiber product of X over S by Xr. For positive integers m, r, let T̃X,(−m)(r)

be the formal blow-up of Xr+1 along the ideal pmOXr+1 +Ker∆(r)∗, where

∆(r)∗ : OXr+1 −→ OX denotes the homomorphism induced by the diagonal

map ∆(r) : X ↪→ Xr+1. Let TX,(−m)(r) be the open formal subscheme of

T̃X,(−m)(r) defined by

TX,(−m)(r) := {x ∈ T̃X,(−m)(r) |
pmO

T̃X,(−m)(r),x
= ((pmOXr+1 + Ker∆(r)∗)O

T̃X,(−m)(r)
)x}.

Then, since we have (pmOXr+1 + Ker∆(r)∗)|X = pmOX , the diagonal map

∆(r) factors through a morphism ∆̃(r) : X ↪→ TX,(−m)(r) by the uni-

versality of formal blow-up. Let us put IX,(−m)(r) := Ker∆̃(r)∗. Let
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(PX,(−m)(r), IX,(−m)(r)) be the PD-envelope of OTX,(−m)(r) with respect to

the ideal IX,(−m)(r), and let us put PX,(−m)(r) := Spf OX
PX,(−m)(r). Also,

for k ∈ N, let PkX,(−m)(r), P
k
X,(−m)(r) be PX,(−m)(r), PX,(−m)(r) modulo

IX,(−m)(r)
[k+1]. In the case r = 1, we drop the symbol (r) from the nota-

tion.

Note that PX,(−m) admits two OX -algebra (OX -module) structure in-

duced by the 0-th and 1-st projection X2 −→ X, which we call the left

OX -algebra (OX -module) structure and the right OX -algebra (OX -module)

structure, respectively. Note also that, for m′ ≤ m, we have the canonical

morphism PX,(−m′) −→ PX,(−m).

Locally, PX,(−m)(r) is described in the following way. Assume that X

admits a local parameter t1, ..., td over S. Then, if we denote the q-th

projection Xr+1 −→ X by πi (0 ≤ q ≤ r) and if we put τi,q := π∗
q+1ti −

π∗
q ti, Ker∆(r)∗ is generated by τi,q’s (1 ≤ i ≤ d, 0 ≤ q ≤ r − 1) and we

have TX,(−m)(r) = Spf OX
OX {τi,q/pm}i,q, where {−} means the p-adically

completed polynomial algebra. So we have PX,(−m)(r) = OX 〈τi,q/pm〉i,q,
where 〈−〉 means the p-adically completed PD-polynomial algebra.

We see easily that the identity map Xr+r′+1 −→ Xr+1 ×X Xr′+1 natu-

rally induces the isomorphism PX,(−m)(r)⊗OX
PX,(−m)(r

′) −→ PX,(−m)(r+

r′) and in the local situation, the element τi,q/p
m⊗ 1 (resp. 1⊗ τi,q/pm) on

the left hand side corresponds to the element τi,q/p
m (resp. τi,q+r/p

m) on

the right hand side. Then, the projection X3 −→ X2 to the (0, 2)-th factor

induces the homomorphism

δ : PX,(−m) −→ PX,(−m)(2) ∼= PX,(−m) ⊗OX
PX,(−m)

with δ(τi/p
m) = τi/p

m ⊗ 1 + 1⊗ τi/p
m (here we denoted τi,0 simply by τi)

and so it induces the homomorphism

δk,k
′
: Pk+k′X,(−m) −→ P

k
X,(−m) ⊗OX

Pk′X,(−m).

Using these, we define the sheaf of p-adic differential operators of negative

level as follows:

Definition 2.1. Let X,S be as above. Then we define the sheaf

D(−m)
X/S,k of p-adic differential operators of level −m and order ≤ k by
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D(−m)
X/S,k := HomOX

(PkX,(−m),OX) and the sheaf D(−m)
X/S of p-adic differen-

tial operators of level −m by D(−m)
X/S :=

⋃∞
k=0D

(−m)
X/S,k. We define the product

D(−m)
X/S,k ×D

(−m)
X/S,k′ −→ D

(−m)
X/S,k+k′

by sending (P, P ′) to the homomorphism

Pk+k′X,(−m)

δk,k
′

−→ PkX,(−m) ⊗OX
Pk′X,(−m)

id⊗P ′
−→ PkX,(−m)

P−→ OX .

By definition, D(−m)
X/S also admits two OX -module structures, which are

defined as the multiplication by the elements in D(−m)
X/S,0 = OX from left and

from right. We call these the left and the right OX -module strucrure of

D(−m)
X/S . Note that P ∈ D(−m)

X/S,k acts on OX as the composite

OX −→ PkX,(−m)
P−→ OX

(where the first map is defined by f �→ 1 ⊗ f), and this defines the action

of D(−m)
X/S on OX . For m′ ≤ m, the canonical map PX,(−m′) −→ PX,(−m)

induces the homomorphism of rings ρ−m′,−m : D(−m)
X/S −→ D

(−m′)
X/S .

Assume that X admits a local parameter t1, ..., td over S and put τi :=

1⊗ti−ti⊗1 ∈ OX2 . Then, as we saw before, we have PX,(−m) = OX 〈τi/pm〉i
and so PkX,(−m) admits a basis {(τ/pm)[l]}|l|≤k as OX -module. (Here and

after, we use multi-index notation.) We denote the dual basis of it in D(−m)
X/S,k

by {∂〈l〉}|l|≤k. When l = (0, ..., 1, ..., 0) (1 is placed in the i-th entry),

∂〈l〉 is denoted also by ∂i. When we would like to clarify the level, we

denote the element ∂〈l〉 by ∂〈l〉−m . Since the canonical map PX,(−m′) −→
PX,(−m) sends (τ/pm

′
)[l] to p(m−m′)|l|(τ/pm)[l], we have ρ−m′,−m(∂〈l〉−m) =

p(m−m′)|l|∂〈l〉−m′ .

We prove some formulas which are the analogues of the ones in [1, 2.2.4]:

Proposition 2.2. With the above notation, we have the following:

(1) For f ∈ OX , 1⊗ f =
∑

|l|≤k ∂
〈l〉(f)(τ/pm)[l] in PkX,(−m).
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(2) ∂〈l〉(ti) = l!

(
i

l

)
pm|l|ti−l.

(3) ∂〈l〉∂〈l
′〉 = ∂〈l+l

′〉.

(4) For f ∈ OX , ∂〈k〉f =
∑

k′+k′′=k

(
k

k′

)
∂〈k

′〉(f)∂〈k
′′〉.

Proof. (1) is immediate from definition. By looking at the coefficient

of (τ/pm)[l] of 1⊗ ti = (t+ pm(τ/pm))i, we obtain (2). From the equality

(∂〈l〉∂〈l
′〉)((τ/pm)[i])

= (∂〈l〉(id⊗ ∂〈l
′〉)δ|l|,|l

′|)((τ/pm)[i])

= (∂〈l〉(id⊗ ∂〈l
′〉))(

∑
a+b=i

(τ/pm)[a] ⊗ (τ/pm)[b]) =

{
1, if i = l + l′,
0, otherwise,

we see the assertion (3). From the equality

(∂〈k〉f)((τ/pm)[i]) = ∂〈k〉((1⊗ f)(τ/pm)[i])

= ∂〈k〉(
∑
l

∂〈l〉(f)(τ/pm)[l](τ/pm)[i])

= ∂〈k〉(
∑
l

(
l + i

l

)
∂〈l〉(f)(τ/pm)[l+i]),

we see the assertion (4). �

Remark 2.3. Let DX/S be the formal scheme version of the sheaf of

usual differential operators and let us take a local basis {∂[l]}l∈Nd of DX/S ,

which can be defined in the same way as {∂〈l〉} above. Then OX admits

the natural action of DX/S and we see, for l ∈ Nd, m ∈ N and f ∈ OX , the

equalities

∂〈l〉−m(f) = pm|l|∂〈l〉0(f) = l!pm|l|∂[l](f).

In particular, we have ∂〈l〉−m(f)→ 0 as |l| → ∞.

Next we define the notion of (−m)-PD-stratification and compare it with

the notion of left D(−m)
X/S -module.
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Definition 2.4. A (−m)-PD-stratification on an OX -module E is a

compatible family of PkX,(−m)-linear isomorphisms {εk : PkX,(−m)⊗OX
E =−→

E ⊗OX
PkX,(−m)}k with ε0 = id such that the following diagram is commu-

tative for any k, k′ ∈ N :

PkX,(−m) ⊗OX
Pk′X,(−m) ⊗OX

E
id⊗εk′

��

δk,k
′,∗(εk+k′ ) ���������������������

PkX,(−m) ⊗OX
E ⊗OX

Pk′X,(−m)

εk⊗id
��

E ⊗OX
PkX,(−m) ⊗OX

Pk′X,(−m).

The conditions put on {εk}k in the above definition is called the cocy-

cle condition. It is easy to see that the cocycle condition is equivalent to

the condition qk∗02 (εk) = qk∗01 (εk) ◦ qk∗12 (εk) for k ∈ N, where qkij denotes the

homomorphism PkX,(−m) −→ PkX,(−m)(2) induced by the (i, j)-th projection

X3 −→ X2.

We have the following equivalence, which is an analogue of [1, 2.3.2]:

Proposition 2.5. For an OX-module E, the following three data are

equivalent.

(a) A left D(−m)
X/S -module structure on E which extends the given OX-

module structure.

(b) A compatible family of OX-linear homomorphisms {θk : E −→ E ⊗OX

PkX,(−m)}k (where we regard E ⊗OX
PkX,(−m) as OX-module by using

the right OX-module structure of PkX,(−m)) with θ0 = id such that the

following diagram is commutative for any k, k′ ∈ N :

E ⊗OX
Pk+k′X,(−m)

id⊗δk,k′−−−−−→ E ⊗OX
PkX,(−m) ⊗OX

Pk′X,(−m)

θk+k′

� θk⊗id

�
E θk′−−−→ E ⊗OX

Pk′X,(−m).

(2.1)

(c) A (−m)-PD-stratification {εk}k on E.
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Proof. Since the proof is identical with the classical case, we only

give a brief sketch. The data in (a) is equivalent to a compatible family of

homomorphisms µk : D(−m)
X/S,k ⊗OX

E −→ E satisfying the condition coming

from the product structure of D(−m)
X/S , and µk’s induce the homomorphisms

θk : E −→ HomOX
(D(−m)

X/S,k, E) = E ⊗OX
PkX,(−m) (k ∈ N)

which satisfy the conditions in (b). So the data in (a) gives the data

(b), and we see easily that they are in fact equivalent. When we are

given the data in (b), we obtain the PkX,(−m)-linear homomorphism εk :

PkX,(−m) ⊗OX
E −→ E ⊗OX

PkX,(−m) by taking PkX,(−m)-linearization of θk.

Since εk(1⊗x) = θk(x) is written locally as
∑

|l|≤k ∂
〈l〉(x)⊗(τ/pm)[l], we see

that εk is actually an isomorphism because the inverse of it is given locally

by x⊗ 1 �→
∑

|l|≤k(−1)|l|(τ/pm)[l]⊗ ∂〈l〉(x). The cocycle condition for {εk}k
follows from the commutative diagram (2.1) for {θk}k and so the data in

(b) gives the data in (c). Again we see easily that they are in fact equiva-

lent. �

Next we relate the notion of left D(−m)
X/S -modules and that of modules

with pm-connection. Let X −→ S be as above. Recall that a pm-connection

on an OX -module E is an additive map ∇ : E −→ E ⊗OX
Ω1
X/S satisfying

∇(fe) = f∇(e) + pme ⊗ df (e ∈ E , f ∈ OX). To give another description

of pm-connection, let us put J1
X/S := Ker(P1

X,(−m) −→ OX). Then we have

a natural map α : Ω1
X/S −→ J1

X/S induced by the map P1
X,(0) −→ P1

X,(−m),

and locally α is given by dti = τi �→ pm(τi/p
m). So α is injective and

the image is equal to pmJ1
X/S . Hence we have the unique isomorphism

β : Ω1
X/S

=−→ J1
X/S satisfying pmβ = α. Via the identification by β, a pm-

connection on E is equivalent to an additive map ∇ : E −→ E ⊗OX
J1
X/S

satisfying ∇(fe) = f∇(e) + e ⊗ df for any e ∈ E , f ∈ OX . (Attention: the

element df ∈ J1
X/S here is the element 1 ⊗ f − f ⊗ 1 ∈ P1

X,(−m), not the

element β(1⊗ f − f ⊗ 1).)

The following proposition is the analogue of [3, 2.9].

Proposition 2.6. Let X −→ S be as above. For an OX-module E,
the following data are equivalent:

(a) A pm-connection ∇ : E −→ E ⊗OX
J1
X/S on E.
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(b) A P1
X,(−m)-linear isomorphism ε1 : P1

X,(−m)⊗OX
E =−→ E⊗OX

P1
X,(−m)

which is equal to identity modulo J1
X/S.

Proof. Since the proof is again identical with [3, 2.9], we only give

a brief sketch. First assume that we are given the isomorphism ε1 as in

(b). Then, if we define ∇ : E −→ E ⊗OX
J1
X/S by ∇(e) := ε(1 ⊗ e) − e ⊗

1, it gives a pm-connection. Conversely, if we are given a pm-connection

∇ : E −→ E ⊗OX
J1
X/S , let us define the P1

X,(−m)-linear homomorphism

ε1 : P1
X,(−m)⊗OX

E −→ E⊗OX
P1
X,(−m) by ε(1⊗e) = ∇(e)+e⊗1. Then it is

easy to see that ε1 is equal to identity modulo J1
X/S . To show that ε1 is an

isomorphism, let us consider the isomomorphism t : P1
X,(−m) −→ P1

X,(−m)

induced by the morphism X2 −→ X2; (x, y) �→ (y, x) and let s : E ⊗OX

P1
X,(−m) −→ P1

X,(−m)⊗OX
E be the isomorphism x⊗ ξ �→ t(ξ)⊗x. Then we

see that (s ◦ ε1)2 : P1
X,(−m) ⊗OX

E −→ P1
X,(−m) ⊗OX

E is a P1
X,(−m)-linear

endomorphism which is equal to the identity modulo J1
X/S . Hence it is an

isomorphism and we see from this that ε1 is also an isomorphism. �

As for the integrability, we have the following proposition.

Proposition 2.7. Let E be an OX-module and let ∇ : E −→ E ⊗OX

Ω1
X/S

id⊗β,=−→ E ⊗OX
J1
X/S be a pm-connection. Let ε1 : P1

X,(−m) ⊗OX
E −→

E ⊗OX
P1
X,(−m) be the P1

X,(−m)-linear isomorphism corresponding to ∇ by

the equivalence in Proposition 2.6 and let µ1 : D(−m)
X/S,1 ⊗OX

E −→ E be the

homomorphism induced by the composite

E ↪→ P1
X,(−1) ⊗OX

E ε1−→ E ⊗OX
P1
X,(−1)

∼= HomOX
(D(−m)

X/S,1, E).

Then the following conditions are equivalent.

(1) (E ,∇) is integrable.

(2) µ1 is (uniquely) extendable to a D(−m)
X/S -module structure on E which

extends the given OX-module structure.

Proof. We may work locally. So we can write ∇(e) =
∑

i θi(e)dti
id⊗β�→∑

i θi(e)(τi/p
m), using local coordinate. Then we have µ1(∂i ⊗ e) = θi(e).
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First assume the condition (2). Then, since [∂i, ∂j ](e) = 0 for any e ∈ E ,
we have [θi, θj ](e) = 0 for any e and so (E ,∇) is integrable. So the condition

(1) is satisfied.

On the other hand, let us assume the condition (1). Then, we define

the action of ∂〈k〉 ∈ D(−m)
X/S on e ∈ E by ∂〈k〉(e) :=

∏d
i=1 θ

ki
i (e), where

k = (k1, ..., kd). To see that this action acturally defines a D(−m)
X/S -module

structure on E , we have to check the following equalities for local sections

e ∈ E and f ∈ OX (see (3), (4) in Proposition 2.2):

∂〈k〉∂〈k
′〉(e) = ∂〈k+k

′〉(e),(2.2)

∂〈k〉(fe) =
∑

k′+k′′=k

(
k

k′

)
∂〈k

′〉(f)∂〈k
′′〉(e).(2.3)

By the definition of the action of ∂〈k〉’s on e given above, the equality (2.2) is

reduced to the equality θiθj(e) = θjθi(e), that is, the integrability of (E ,∇).

In view of the equality (2.2), the proof of the equality (2.3) is reduced to

the case |k| = 1, and in this case, it is rewritten as

θi(fe) = fθi(e) + ∂i(f)e (1 ≤ i ≤ d).

This is equlvalent to the equality ∇(fe) = f∇(e) + e ⊗ df in E ⊗OX
J1
X/S ,

which is true by the definition of pm-connection. So we have the well-defined

D(−m)
X/S -module structure on E and hence the condition (2) is satisfied. So

we are done. �

Corollary 2.8. For an OX-module E, the following three data are

equivalent.

(a) An integrable pm-connection on E.

(b) A D(m)
X/S-module structure on E which extends the given OX-module

structure.

(c) A (−m)-PD-stratification {εk}k on E.

In particular, we have the equivalence

MIC(m)(X)
=−→ (left D(−m)

X/S -modules)
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and it induces the equivalence

MIC(m)(X)n
=−→ (left D(−m)

X/S ⊗ Z/pnZ-modules).

Proof. It suffices to prove the equivalence of (a) and (b). When we are

given an integrable pm-connection on E , we have the desired D(m)
X/S-module

structure on E thanks to Proposition 2.7. Conversely, when we are given a

D(m)
X/S-module structure on E which extends the given OX -module structure,

we have the induced homomorphism µ1 : D(−m)
X/S,1 ⊗OX

E −→ E . It gives the

OX -linear homomorphism

E −→ HomOX
(D(−m)

X/S,1, E) ∼= E ⊗OX
P1
X,(−m)

(where the OX -module structure on the target is induced by the right OX -

module structure on P1
X,(−m)), and by taking the P1

X,(−m)-linearization of

it, we obtain the homomorphism ε1 : P1
X,(−m) ⊗OX

E −→ E ⊗OX
P1
X,(−m)

which is equal to the identity modulo J1
X/S . It is automatically an isomor-

phism by the last argument in the proof of Proposition 2.6, and it gives a

pm-connection ∇ by Proposition 2.6. Then, ∇ gives rise to the homomor-

phism µ1 by the recipe given in the statement of Proposition 2.7. Since µ1 is

extendable to the D(−m)
X/S -module structure by assumption, we see by Propo-

sition 2.7 that ∇ is integrable. So we obtain the integrable pm-connection

∇ and so we are done. �

Next we give a D-module theoretic interpretation of the quasi-nilpotence

for objects in MIC(m)(X)n. The following proposition is the analogue of [1,

2.3.7].

Proposition 2.9. Let f : X −→ S be a smooth morphism of p-adic

formal schemes flat over Zp. Let m ∈ N and let E := (E ,∇) be an object in

MIC(m)(X)n, regarded as a left D(−m)
X/S ⊗Z/pnZ-module. Then the following

conditions are equivalent.

(a) (E ,∇) is quasi-nilpotent as an object in MIC(m)(X)n.

(b) Locally on X, f admits a local coordinate such that the following con-

dition is satisfied: For any local section e ∈ E, there exists some N ∈ N
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such that ∂〈k〉(e) = 0 for any k with |k| ≥ N , where ∂〈k〉 is the element

in D(−m)
X/S defined by using the fixed local coordinate.

(c) The condition given in (b) is satisfied for any local coordinate.

(d) There exists (uniquely) a PX,(−m)-linear isomorphism ε : PX,(−m)⊗OX

E =−→ E ⊗OX
PX,(−m) satisfying the cocycle condition on PX,(−m)(2)

which induces the (−m)-PD stratification {εk}k on E associated to the

D(−m)
X/S -module structure on E via Proposition 2.5.

(We call the isomorphism ε in (d) the (−m)-HPD-stratification associated

to E .)

Proof. The proof is similar to that of [1, 2.3.7]. First, let us work

locally on X, take a local coordinate t1, ..., td of f and write ∇ as ∇(e) =∑
i θi(e)dti. Then, in the notation in (b), we have θk = ∂〈k〉 for any k ∈ Nd.

Hence we have the equivalence of (a) and (b). When the condition (b)

is satisfied, we can define the morphism θ : E −→ E ⊗OX
PX,(−m) by

θ(e) =
∑

k ∂
〈k〉(e) ⊗ (τ/pm)[k] and by PX,(−m)-linearizing it, we obtain the

homomorphism ε : PX,(−m) ⊗OX
E −→ E ⊗OX

PX,(−m) which induces the

stratification {εk}k. The cocycle condition for ε follows from that for {εk}k
and the uniqueness is clear. Also, if we define θ′ : E −→ PX,(−m) ⊗OX

E by

θ′(e) :=
∑

k(−1)|k|(τ/pm)[k]⊗ ∂〈k〉(e), we see that the PX,(−m)-linearization

of it gives the inverse of ε. So ε is an isomorphism and thus defines a (−m)-

HPD-stratification. Conversely, if we are given a (−m)-HPD-stratification ε

associated to E , the coefficient of (τ/pm)[k] of the elememt ε(1⊗ e) ∈ E ⊗OX

PX,(−m) =
⊕

k E(τ/pm)[k] is equal to ∂〈k〉(e), by Proposition 2.5. Hence the

condition (b) is satisfied. Finally, since the condition (d) is independent of

the choice of the local coordinate, we have the equivalence of the conditions

(c) and (d). �

Definition 2.10. Let f : X −→ S be as above. Then, a left D(−m)
X/S -

module E is said to be quasi-nilpotent if it is pn-torsion for some n and that

it satisfies the condition (d) of Proposition 2.9. By Proposition 2.9, we have

the equivalence

MIC(m)(X)qn =−→ (quasi-nilpotent left D(−m)
X/S -modules),
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which is induced by

MIC(m)(X)qn
n

=−→ (quasi-nilpotent left D(−m)
X/S ⊗ Z/pnZ-modules) (n ∈ N).

Next we give a definition of the inverse image functor for left D(−m)
−/− -

modules. Let

X ′ f−−−→ X� �
S′ −−−→ S

(2.4)

be a commutative diagram of p-adic formal schemes flat over Spf Zp such

that the vertical arrows are smooth. Then, for any m, k ∈ N, it induces the

commutative diagram

P k
X′,(−m)

⊂−−−→ PX′,(−m)

p′i−−−→ X ′

gk
� g

� f

�
P k
X,(−m)

⊂−−−→ PX,(−m)
pi−−−→ X

(2.5)

for i = 0, 1, where p′i, pi denotes the morphism induced by the i-th projection

X ′2 −→ X ′, X2 −→ X, respectively. So, if E is an OX -module endowed with

a (−m)-PD-stratification {εk}k, f∗E is naturally endowed with the (−m)-

PD-stratification {gk∗εk}k. Hence, in view of Proposition 2.5, we have the

functor

f∗ :(left D(−m)
X/S -modules) −→ (left D(−m)

X′/S′-modules);(2.6)

(E , {εk}k) �→ (f∗E , {gk∗εk}k),

and this induces also the functor

f∗ : (left D(−m)
X/S ⊗ Z/pnZ-modules)(2.7)

−→ (left D(−m)
X′/S′ ⊗ Z/pnZ-modules).

As for the quasi-nilpotence, we have the following:
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Proposition 2.11. With the above notation, assume that E is quasi-

nilpotent. Then f∗E is also quasi-nilpotent.

Proof. When E is quasi-nilpotent, the (−m)-PD-stratification {εk}k
associated to E is induced from a (−m)-HPD-stratification ε. Then the

(−m)-PD-stratification {gk∗εk}k associated to f∗E is induced from the

(−m)-HPD-stratification g∗ε by the commutativity of the diagram (2.5).

So f∗E is also quasi-nilpotent. �

The inverse image functor here is equivalent to the inverse image functor

in the previous section in the following sense.

Proposition 2.12. With the above notation, the inverse image

functor (2.6) is equal to the inverse image functor f∗ : MIC(m)(X) −→
MIC(m)(X ′) defined in the previous section via the equivalence in Corollary

2.8. (Hence the inverse image functor (2.7) is equal to the inverse image

functor f∗ : MIC(m)(X)n −→ MIC(m)(X ′)n defined in the previous section.)

Proof. Assume given an object (E ,∇) ∈ MIC(m)(X) and let

(f∗E , f∗∇) ∈ MIC(m)(X ′) be the inverse image of it defined in the previous

section. On the other hand, let (E , {εk}) be the (−m)-PD-stratification as-

sociated to (E ,∇), let (f∗E , {gk∗εk}) be the inverse image of it defined above

and let (f∗E , ∇̃) be the object in MIC(m)(X ′) associated to (f∗E , {gk∗εk})
via the equivalence in Corollary 2.8. Since the underlying OX′-module f∗E
of (f∗E , f∗∇) and that of (f∗E , ∇̃) are the same, it suffices to prove the co-

incidence of pm-connections f∗∇ and ∇̃. To see this, we may work locally.

Take a local section e ∈ E and let us put ∇(e) =
∑

i eidai. Then we

have f∗∇(e) =
∑

f∗ei ⊗ df∗(ai).

On the other hand, if we denote the composite E ∇−→ E ⊗ Ω1
X/S

id⊗β−→
E⊗J1

X/S by ∇′, we have ∇′(e) =
∑

i ei(dai/p
m). Hence ε1 : P1

X,(−m)⊗E −→
E ⊗ P1

X,(−m) is written as

ε(1⊗ e) = e⊗ 1 +∇′(e) = e⊗ 1 +
∑
i

ei ⊗ dai/p
m.
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Since g1∗ : P1
X,(−m) −→ P1

X′,(−m) sends dai/p
m to df∗(ai)/pm, we have

g1∗ε(1⊗ f∗e) = f∗e⊗ 1 +
∑
i

f∗ei ⊗ g1∗(dai/p
m)

= f∗e⊗ 1 +
∑
i

f∗ei ⊗ df∗(ai)/p
m,

and so we have ∇̃(f∗e) =
∑

i f
∗ei ⊗ df∗(ai). Therefore we have f∗∇ = ∇̃,

as desired. �

Remark 2.13. Proposition 2.11 together with Proposition 2.12 gives

another proof of Proposition 1.9 in the case of p-adic formal schemes flat

over Zp (at least in the case m ≥ 1).

Next we define the level raising inverse image functor for D(−)
−/−-modules.

The following proposition is an analogue of [2, 2.2.2].

Proposition 2.14. In the situation of Hyp(∞,∞,∞), F induces nat-

urally a PD-morphism Φ : PX,(−m+1) −→ PX(1),(−m) (with respect to the

PD-ideal on the defining ideal of X ↪→ PX,(−m+1), X
(1) ↪→ PX(1),(−m),

respectively).

Proof. We may work locally. So we may assume that there exist a

local parameter t1, ..., td of X and a local parameter t′1, ..., t
′
d of X(1) such

that F ∗(t′i) = tpi + pai for some ai ∈ OX (1 ≤ i ≤ d). Let us put τi :=

1⊗ ti − ti ⊗ 1 ∈ OX2 , τ ′i := 1⊗ t′i − t′i ⊗ 1 ∈ O(X(1))2 and let us denote the

morphism F × F : X2 −→ (X(1))2 simply by F 2. Then we have

F 2∗(τ ′i) = 1⊗ tpi − tpi ⊗ 1 + p(1⊗ ai − ai ⊗ 1)(2.8)

= (τi + ti ⊗ 1)p − tpi ⊗ 1 + p(1⊗ ai − ai ⊗ 1)

= τpi +

p−1∑
k=1

(
p

k

)
tp−ki τki + p(1⊗ ai − ai ⊗ 1).

Hence there exists an element σi ∈ I := Ker(OX2 → OX) such that

F 2∗(τ ′i) = τpi +pσi. So, when m ≥ 2, the image of F 2∗(τ ′i) in OTX,(−m+1)
be-

longs to Ip+pI ⊆ (pm−1OTX,(−m+1)
)p+p(pm−1OTX,(−m+1)

) = pmOTX,(−m+1)
.

So, by the universality of formal blow-up, F 2 induces the morphism
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TX,(−m+1) −→ TX(1),(−m) and by the universality of the PD-envelope, it

induces the PD-morphism Φ : PX,(−m+1) −→ PX′,(−m), as desired. When

m = 1, the image of F 2∗(τ ′i) in OPX,(0)
is equal to p!τ

[p]
i + pσi and so it be-

longs to pOPX,(0)
. Hence F 2 induces the morphism PX,(0) −→ TX(1),(−1) and

then it induces the PD-morphism Φ : PX,(0) −→ PX(1),(−1), as desired. �

Remark 2.15. In the same way as the above proof, we can prove also

that, for r ∈ N, the morphism F r+1 : Xr+1 −→ (X(1))r+1 naturally induces

the PD-morphism Φ : PX,(−m+1)(r) −→ PX(1),(−m)(r).

Let the situation be as in Hyp(∞,∞,∞) and let m ∈ N. Then, by

Proposition 2.14, we have the commutative diagrams

P k
X,(−m+1)

⊂−−−→ PX,(−m+1)
pi−−−→ X

Φk

� Φ

� F

�
P k
X(1),(−m)

⊂−−−→ PX(1),(−m)

p
(1)
i−−−→ X(1)

(2.9)

for i = 0, 1, where pi, p
(1)
i denotes the morphism induced by the i-th pro-

jection X2 −→ X, (X(1))2 −→ X(1) respectively and Φk is the morphism

naturally induced by Φ. So, if E is an OX(1)-module endowed with a (−m)-

PD-stratification {εk}k, F ∗E is endowed with a (−m+ 1)-PD-stratification

{Φk∗εk}. Hence, in view of Proposition 2.5, we have the functor

F ∗ :(left D(−m)

X(1)/S
-modules) −→ (left D(−m+1)

X/S -modules);(2.10)

(E , {εk}k) �→ (f∗E , {Φk∗εk}k),

and this induces also the functor

F ∗ : (left D(−m)

X(1)/S
⊗ Z/pnZ-modules)(2.11)

−→ (left D(−m+1)
X/S ⊗ Z/pnZ-modules).

By the existence of the diagram (2.9), we can prove the following in the

same way as Proposition 2.11 (so we omit the proof):

Proposition 2.16. With the above notation, assume that E is quasi-

nilpotent. Then F ∗E is also quasi-nilpotent.
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The level raising inverse image functor here is equivalent to that in the

previous section in the following sense.

Proposition 2.17. With the above notation, the inverse image

functor (2.10) is equal to the level raising inverse image functor F ∗ :

MIC(m)(X(1)) −→ MIC(m−1)(X) defined in the previous section via the

equivalence in Corollary 2.8. (Hence the inverse image functor (2.11) is

equal to the inverse image functor F ∗ : MIC(m)(X(1))n −→ MIC(m−1)(X)n
defined in the previous section.)

Proof. Assume given an object (E ,∇) ∈ MIC(m)(X(1)) and let

(F ∗E , F ∗∇) be the level raising inverse image of it defined in the previ-

ous section. On the other hand, let (E , {εk}) be the (−m)-PD-stratification

associated to (E ,∇), let (F ∗E , {Φk∗εk}) be the level raising inverse image of

it defined above and let (F ∗E , ∇̃) be the object in MIC(m−1)(X) associated

to (F ∗E , {Φk∗εk}) via the equivalence in Corollary 2.8. Since the underly-

ing OX -module F ∗E of (F ∗E , F ∗∇) and that of (F ∗E , ∇̃) are the same, it

suffices to prove the coincidence of pm-connections F ∗∇ and ∇̃. To see this,

we may work locally. So we can take ti, t
′
i, ai as in the proof of Proposition

2.14. Take a local section e ∈ E and let us put ∇(e) =
∑

i eidt
′
i. Then, by

definition, F ∗∇(e) =
∑

F ∗ei(t
p−1
i dti + dai).

On the other hand, if we denote the composite E ∇−→ E ⊗Ω1
X/S

id⊗β−→ E ⊗
J1
X/S by ∇′, ∇′(e) =

∑
i ei(dt

′
i/p

m). Hence ε1 : P1
X,(−m)⊗E −→ E⊗P1

X,(−m)

is written as

ε(1⊗ e) = e⊗ 1 +∇′(e) = e⊗ 1 +
∑
i

ei ⊗ dt′i/p
m.

Since Φ1∗ : P1
X,(−m) −→ P1

X′,(−m) sends dt′i/p
m to tp−1

i (dti/p
m−1) +

dai/p
m−1 by the calculation (2.8), we have

Φ1∗ε(1⊗ F ∗e) = F ∗e⊗ 1 +
∑
i

F ∗ei ⊗ Φ1∗(dt′i/p
m)

= F ∗e⊗ 1 +
∑
i

F ∗ei ⊗ (tp−1
i (dti/p

m−1) + dai/p
m−1),

and so we have ∇̃(F ∗e) =
∑

i f
∗ei ⊗ (tp−1

i dti + dai). Therefore we have

f∗∇ = ∇̃, as desired. �
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Remark 2.18. Proposition 2.16 together with Proposition 2.17 gives

another proof of Proposition 1.13 under Hyp(∞,∞,∞), as promised in

Remark 1.14.

2.2. The case of schemes over Z/pnZ

In the previous subsection, we defined the sheaf of p-adic differential

operators of level −m for smooth morphisms of p-adic formal schemes flat

over Zp. The construction there does not work well for smooth morphisms

of schemes flat over Z/pnZ because we needed the formal blow-up with

respect to certain ideal containing pm in the construction. In this subsection,

we explain how to interpret the notion of the category of modules with

integrable pm-connection for smooth morphisms of schemes Xn −→ Sn flat

over Z/pnZ and the (level raising) inverse image functors between them in

terms of D-modules, under the assumption that Sn is liftable to a p-adic

formal scheme S flat over Zp. (Note that Xn is not necessarily liftable to a

smooth p-adic formal scheme over S globally). The key point is to consider

all the local lifts of Xn to a smooth p-adic formal scheme over S and consider

the ‘crystalized’ category.

Definition 2.19. Let S be a p-adic formal scheme flat over Zp, let

Sn := S ⊗ Z/pnZ and let f : Xn −→ Sn be a smooth morphism. Then

we define the category C(Xn/S) as follows: An object is a triple (Un, U, iU )

consisting of an open subscheme Un of Xn, a smooth formal scheme U over

S and a closed immersion iU : Un ↪→ U which makes the following diagram

Cartesian:

Un
⊂ ��

iU
��

Xn
f �� Sn

∩
��

U �� S.

A morphism ϕ : (Un, U, iU ) −→ (Vn, V, iV ) in C(Xn/S) is defined to be a

pair of a morphism ϕn : Un −→ Vn over Xn and a morphism ϕ : U −→ V

over S such that the square

Un
iU−−−→ U

ϕn

� ϕ

�
Vn

iV−−−→ V
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is Cartesian.

Lemma 2.20. Let S be a p-adic formal scheme flat over Zp and let

f, f ′ : U −→ V be morphisms of smooth p-adic formal schemes over S which

coincide modulo pn. Then, for a D(−m)
V/S ⊗ Z/pnZ-module E, there exists a

canonical isomorphism τf,f ′ : f ′∗E =−→ f∗E of D(−m)
U/S ⊗ Z/pnZ-modules.

Proof. Let {εk}k be the (−m)-PD-stratification associated to E and

let f∗k , f
′∗
k : PkV,(−m) −→ PkU,(−m) be the morphism induced by f, f ′, respec-

tively.

First let us prove that f∗k is equal to f ′∗k modulo pn. Since PkV,(−m) is

topologically generated by OV and the elements of the form (1 ⊗ a − a ⊗
1)/pm (a ∈ OV ), it suffices to check that the images of these elements by

f∗k coincides with those by f ′∗k modulo pn. For the elements in OV , this is

clear since f and f ′ are equal modulo pn. Let us consider the images of the

element (1⊗ a− a⊗ 1)/pm. If we put f∗(a)− f ′∗(a) =: pnb, we have

f∗k ((1⊗ a− a⊗ 1)/pm)− f ′∗k((1⊗ a− a⊗ 1)/pm)

= ((1⊗ f∗(a)− f∗(a)⊗ 1)/pm)− (1⊗ f ′∗(a)− f ′∗(a)⊗ 1)/pm)

= pn(1⊗ b− b⊗ 1)/pm.

Hence f∗k is equal to f ′∗k modulo pn, as desired.

Let us put f = f mod pn = f ′ mod pn, f
∗
k = f∗k mod pn = f ′∗k mod pn.

Then we have the canonical isomorphism

τf,f ′ : f ′∗E =−→ f
∗E =−→ f∗E ,

and since we have f ′∗kεk = f
∗
kεk = f∗k εk, τf,f ′ gives an isomorphism as

D(−m)
U/S ⊗ Z/pnZ-modules. �

Using these, we give the following definition.

Definition 2.21. Let us take n, n′,m ∈ N with n ≤ n′, let S be a p-

adic formal scheme flat over Zp, let Sn′ := S⊗Z/pn
′
Z and let f : Xn′ −→ Sn′

be a smooth morphism. Then we define the category D(−m)(Xn′/S)n as the

category of pairs

((EU )U :=(Un′ ,U,iU )∈C(Xn′/S), (αϕ)ϕ:(Un′ ,U,iU )→(Vn′ ,V,iV )∈MorC(Xn′/S)),(2.12)
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where EU is aD(−m)
U/S ⊗Z/pnZ-module and αϕ is an isomorphism ϕ∗EV =−→ EU

as D(−m)
U/S ⊗ Z/pnZ-modules satisfying the following conditions:

(1) αid = id.

(2) αϕ◦ψ = αϕ ◦ϕ∗(αψ) for morphisms ϕ : (Un′ , U, iU ) −→ (Vn′ , V, iV ), ψ :

(Vn′ , V, iV ) −→ (Wn′ ,W, iW ) in C(Xn′/S).

(3) For two morphisms ϕ,ψ : (Un′ , U, iU ) −→ (Vn′ , V, iV ) in C(Xn′/S),

the isomorphism α−1
ψ ◦ αϕ : ϕ∗EV =−→ EU =−→ ψ∗E coincides with τψ,ϕ

defined in Lemma 2.20.

We denote the object (2.12) simply by ((EU )U , (αϕ)ϕ) or (EU )U .

We call an object (EU )U ∈ D(−m)(Xn′/S)n quasi-nilpotent if each EU is

a quasi-nilpotent D(−m)
U/S ⊗ Z/pnZ-module, and denote the full subcategory

of D(−m)(Xn′/S)n consisting of quasi-nilpotent objects by D(−m)(Xn′/S)qn
n .

Then we have the following, which is aD-module theoretic interpretation

of the category MIC(m)(Xn):

Proposition 2.22. Let us take n, n′,m ∈ N with n ≤ n′ and let S be a

p-adic formal scheme flat over Zp. Let Sn′ := S⊗Z/pn
′
Z, let f : Xn′ −→ Sn′

be a smooth morphism and let Xn −→ Sn be f ⊗ Z/pnZ. Then there exists

the canonical equivalence of categories

MIC(m)(Xn)
=−→ D(−m)(Xn′/S)n, MIC(m)(Xn)

qn =−→ D(−m)(Xn′/S)qn
n .

Proof. Assume we are given an object (E ,∇) in MIC(m)(Xn). Let

us take an object (Un′ , U, iU ) of C(Xn′/S), let us put Un := Un′ ⊗ Z/pnZ

and denote the composite Un ↪→ Un′
iU
↪→ U by ĩU . Then, via ĩU , we can

regard EU := (E ,∇)|Un as an object in MIC(m)(U)n by Remark 1.3, and by

Corollary 2.8, we can regard it as a D(−m)
U/S ⊗Z/pnZ-module. Also, for a mor-

phism ϕ : (Un′ , U, iU ) −→ (Vn′ , V, iV ) in C(Xn′/S), the induced morphism

Un −→ Vn := V ⊗Z/pnZ gives the isomorphism αϕ : ϕ∗EV =−→ EU as objects

in MIC(m)(Un) and it induces the isomorphim as D(−m)
U/S ⊗ Z/pnZ-modules
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by Remarks 1.3, 1.4, Corollary 2.8 and Proposition 2.12. We can check eas-

ily that the pair ((EU )U , (αϕ)ϕ) defines an object in D(−m)(Xn′/S)n. (The

condition (3) in Definition 2.21 comes from the fact that the isomorphism

αϕ defined above depends only on ϕ modulo pn.)

Conversely, if we are given an object ((EU )U , (αϕ)ϕ) in D(−m)(Xn′/S)n,

each EU naturally defines an object in MIC(m)(Un′)n, and the transition

maps αϕ’s depend only on ϕmodulo pn
′
up to canonical isomorphism. Hence

EU ’s glue to give an object in MIC(m)(Xn′)n = MIC(m)(Xn). We can check

that these functors give the inverse of each other, and so obtain the first

equivalence.

To obtain the second equivalence, it suffices to see the consistence of the

definitions of quasi-nilpotence. This follows from Proposition 2.9. �

Next we define the inverse image functor for the categories D(−m)(−/−).

Let n, n′,m ∈ N with n ≤ n′ and assume given the following commutative

diagram

Xn′ −−−→ Sn′
⊆−−−→ S

f

� � �
Yn′ −−−→ Tn′

⊆−−−→ T,

where S, T are p-adic formal schemes flat over Zp, Sn′ = S ⊗ Z/pn
′
Z, Tn′ =

T ⊗ Z/pn
′
Z, the right top arrow and the right bottom arrow are canonical

closed immersion, the left top arrow and the left bottom arrow are smooth.

Under this situation, we define the inverse image functor

f∗ : D(−m)(Yn′/T )n −→ D(−m)(Xn′/S)n

as follows: Let us take an object E := (EV )V in D(−m)(Yn′/T )n and

(Un′ , U, iU ) ∈ C(Xn′/S). Then, locally on U , there exists an object

(Vn′ , V, iV ) ∈ C(Yn′/T ), a morphism ϕn′ : Un′ −→ Vn′ over f , a mor-

phism ϕ : U −→ V over S −→ T with ϕ ◦ iU = iV ◦ ϕn′ . Then, we define

the D(−m)
U/S ⊗ Z/pnZ-module (f∗E)U by (f∗E)U := ϕ∗EV . When there exists

another object (V ′
n′ , V ′, iV ′) ∈ C(Yn′/T ) with morphisms ϕ′

n′ : Un′ −→ V ′
n′ ,

ϕ′ : U −→ V ′ as above, there exists an isomorphism ι : V
=−→ V ′ locally on

V ′. Then, since ι◦ϕ and ϕ′ are equal modulo pn
′
, we have the isomorphism

ϕ∗EV =−→ (ι ◦ ϕ)∗EV ′
τϕ′,ι◦ϕ−→ ϕ′∗EV ′ ,
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and this is indendent of the choice of ι because, when we are given another

isomorphism ι′ : V
=−→ V ′, we have the commutative diagram

ϕ∗EV =−−−→ (ι ◦ ϕ)∗EV ′
τϕ′,ι◦ϕ−−−−→ ϕ′∗EV ′∥∥∥ τι′◦ϕ,ι◦ϕ

� ∥∥∥
ϕ∗EV =−−−→ (ι′ ◦ ϕ)∗EV ′

τϕ′,ι′◦ϕ−−−−→ ϕ′∗EV ′

(the commutativity of the left square is the pull-back of the property (3) in

Definition 2.21 by ϕ∗ and that of the right square comes from the definition

of τ−/−). Therefore, we can glue the local definition (f∗E)U := ϕ∗EV and

define the D(−m)
U/S ⊗ Z/pnZ-module (f∗E)U globally. We can also check that

the (f∗E)U ’s for (Un′ , U, iU ) ∈ C(Xn′/S) form an object f∗E := ((f∗E)U )U
in D(−m)(Xn′/S)n in the same way. By the correspondence E �→ f∗E , the

inverse image functor

f∗ : D(−m)(Yn′/T )n −→ D(−m)(Xn′/S)n

is defined. Because this functor is defined locally as the inverse image func-

tor of D(−m)
−/− ⊗ Z/pnZ-modules, it induces the functor

f∗,qn : D(−m)(Yn′/T )qn
n −→ D(−m)(Xn′/S)qn

n .

Also, we see by the construction that the inverse image functors f∗, f∗,qn

here are equal to the inverse image functors of modules with integrable

pm-connection

f∗n : MIC(m)(Yn)
=−→ MIC(m)(Xn),

f∗,qn
n : MIC(m)(Yn)

qn =−→ MIC(m)(Xn)
qn

(where Xn := Xn′ ⊗ Z/pnZ, Yn := Yn′ ⊗ Z/pnZ, fn := f ⊗ Z/pnZ) defined

in Section 1 via the equivalences in Proposition 2.22. (See also Proposition

2.12.)

Next we define the level raising inverse image functor. First we prove

the following lemma, which is an analogue of Lemma 2.20.

Lemma 2.23. Assume we are in the situation of Hyp(∞, n+1, n+1).

Let f, f ′ : U −→ V be morphisms of smooth p-adic formal schemes over S
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which coincide modulo pn+1 and put f := f ⊗ Z/pn+1Z = f ′ ⊗ Z/pn+1Z :

Un+1 −→ Vn+1. Assume moreover that this morphism fits into the following

commutative diagram

Un+1
f−−−→ Vn+1

∩
� ∩

�
Xn+1

Fn+1−−−→ X
(1)
n+1,

where the vertical arrows are open immersions. (So f, f ′ are local lifts of

Fn+1 and so we can define the level raising inverse image functor for f, f ′.)

Then, for a D(−m)
V/S ⊗ Z/pnZ-module E, the canonical isomorphism τf,f ′ :

f ′∗E =−→ f∗E in Lemma 2.20 (which is a priori an isomorphism as D(−m)
U/S ⊗

Z/pnZ-modules) is an isomorphism of D(−m+1)
U/S ⊗ Z/pnZ-modules.

Proof. Since Fn+1 is a homeomorphism, we may shrink V so that

f, f ′ : U −→ V are homeomorphisms. Then we can replace Un+1, Vn+1 by

Xn+1, X
(1)
n+1 and then by putting X := U,X(1) := V , we may assume that

the situation is as in Hyp(∞,∞,∞) (but we have two lifts f, f ′ instead of

F there).

Let {εk}k be the (−m)-PD-stratification associated to E and let Φ∗
k,Φ

′∗
k :

Pk
X(1),(−m)

−→ PkX,(−m) be the morphism induced by f, f ′ respectively, by

Proposition 2.14. (See also the diagram (2.9).)

Let us prove that Φ∗
k is equal to Φ′∗

k modulo pn. To prove this, we may

work locally. So we assume that there exist ti, t
′
i, τi, τ

′
i as in the proof of

Proposition 2.14. Note that f and f ′ coincide modulo pn+1. So, by the

calculation similar to (2.8), we see that f2∗(τ ′i)− f ′
2∗(τ ′i) can be written as

an element of the form pn+1(1⊗bi−bi⊗1). Then, by definition of Φ∗
k,Φ

′∗
k, we

have Φ∗
k(τi/p

m)−Φ′∗
k(τi/p

m) = pn{(1⊗ bi− bi⊗1)/pm−1}. Since Pk
X(1),(−m)

is topologically generated by OX(1) and τ ′i/p
m’s, we see the coincidence of

Φ∗
k and Φ′∗

k modulo pn, as desired.

Let us put Φ
∗
k = Φ∗

k mod pn = Φ′∗
k mod pn. Then, since we have Φ′∗

kεk =

Φ
∗
kεk = Φ∗

kεk, the isomorphism τf,f ′ in Lemma 2.20 gives an isomorphism

as D(−m)
X/S ⊗ Z/pnZ-modules. So we are done. �

Under Hyp(∞, n′, n′) with n′ ∈ N, n′ ≥ n+1, we define the level raising
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inverse image functor

F ∗
n′ : D(−m)(X

(1)
n′ /T )n −→ D(−m+1)(Xn′/S)n

as follows: Let us take an object E := (EV )V in D(−m)(X
(1)
n′ /T )n and

(Un′ , U, iU ) ∈ C(Xn′/S). Then, locally on U , there exists an object

(Vn′ , V, iV ) ∈ C(X
(1)
n′ /T ), a morphism ϕn′ : Un′ −→ Vn′ over Fn′ , a mor-

phism ϕ : U −→ V over S with ϕ ◦ iU = iV ◦ ϕn′ . Then, we define the

D(−m+1)
U/S ⊗ Z/pnZ-module (F ∗

n′E)U by (F ∗
n′E)U := ϕ∗EV , where the right

hand side denotes the level raising inverse image by ϕ. When there exists

another object (V ′
n′ , V ′, iV ′) ∈ C(X

(1)
n′ /T ) with morphisms ϕ′

n′ : Un′ −→ V ′
n′ ,

ϕ′ : U −→ V ′ as above, there exists an isomorphism ι : V
=−→ V ′ locally on

V ′. Then, since ι◦ϕ and ϕ′ are equal modulo pn
′
, we have the isomorphism

ϕ∗EV =−→ (ι ◦ ϕ)∗EV ′
τϕ′,ι◦ϕ−→ ϕ′∗EV ′ ,

and this is indendent of the choice of ι as before. Therefore, we can glue

the local definition (F ∗
n′E)U := ϕ∗EV and define the D(−m)

U/S ⊗Z/pnZ-module

(F ∗
n′E)U globally. We can also check that the (F ∗

n′E)U ’s for (Un′ , U, iU ) ∈
C(Xn′/S) form an object F ∗

n′E := ((F ∗
n′E)U )U in D(−m)(Xn′/S)n in the

same way. By the correspondence E �→ F ∗
n′E , the level raising inverse image

functor

F ∗
n′ : D(−m)(X

(1)
n′ /S)n −→ D(−m+1)(Xn′/S)n

is defined. Because this functor is defined locally as the level raising inverse

image functor of D(−)
−/− ⊗ Z/pnZ-modules, it induces the functor

F ∗,qn
n′ : D(−m)(X

(1)
n′ /T )qn

n −→ D(−m+1)(Xn′/S)qn
n .

Also, we see by the construction that the inverse image functors F ∗
n′ , F

∗,qn
n′

here are equal to the level raising inverse image functors of modules with

integrable pm-connection

F ∗
n+1 : MIC(m)(X(1)

n ) −→ MIC(m−1)(Xn),

F ∗,qn
n+1 : MIC(m)(X(1)

n )qn −→ MIC(m−1)(Xn)
qn

defined in Section 1 via the equivalences in Proposition 2.22. (See also

Proposition 2.17.) In particular, we have given another proof of Proposition

1.13 under the assumption Hyp(∞, n+1, n+1), as promised in Remark 1.14.
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2.3. Crystalline property of integrable pm-connections

In this subsection, we prove a crystalline property for the categories

MIC(m)(Xn),MIC(m)(Xn)
qn for a smooth morphism Xn −→ Sn satisfying

certain liftability condition. We prove a similar result also for the cate-

gories MIC(m)(X),MIC(m)(X)qn for a smooth morphism X −→ S of p-adic

formal schemes flat over Zp. The key construction in the former case is a

variant D
(−m)

(Xm+e/S)n (where e = 1 or 2) of the category of the form

D(−)(−/−)− defined in the previous subsection and the (level raising) in-

verse image functor for it.

The starting point is the following, which is an analogue of [2, 2.1.5]:

Proposition 2.24. Let

X Y� �
S −−−→ T

be a diagram of p-adic formal schemes flat over Spf Zp such that the vertical

arrows are smooth. Let m, e ∈ N, let E be a left D(−m)
Y/T -module and assume

one of the following:

(a) p ≥ 3, e = 1 or p = 2, e = 2.

(b) E is quasi-nilpotent and e = 1.

Let us put Xm+e := X⊗Z/pm+eZ and let fm+e : Xm+e −→ Y be a morphism

over T . Assume that f, f ′ : X −→ Y are morphisms over T which lift fm+e.

Then there exists a canonical D(−m)
X/S -linear isomorphism τ f,f ′ : f ′∗E =−→

f∗E.
Moreover, when E is pn-torsion and f and f ′ are equal modulo pn+m for

some n ≥ 1, the isomorphism τ f,f ′ is equal to the isomorphism τf,f ′ defined

in Lemma 2.20.

Proof. By assumption, we have the commutative diagram

Xm+e
fm+e−−−→ Y

∩
� �diag.

X
(f,f ′)−−−→ Y ×T Y,

(2.13)
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and by the universality of formal blow-up and PD-envelope, the lower hor-

izontal arrow factors as

X −→ TY,(−m−e) −→ TY,(−m) −→ Y ×T Y.(2.14)

Let us denote the morphism X −→ TY,(−m) in the diagram (2.14) (the

composite of the first two arrows) by g′ and let us denote the composite

Xe := X ⊗ Z/peZ ↪→ Xm+e
fm+e−→ Y by fe. Then the diagram

Xe
fe−−−→ Y

∩
� �
X

g′−−−→ TY,(−m)

(2.15)

(where the right vertical arrow is the morphism induced by the diagonal

map) is commutative: Indeed, using the fact that OTY,(−m)
is locally topo-

logically generated by sections a with pma ∈ OY×TY , the commutativity

of the diagram (2.13) induces that of (2.15). Then, by the universality of

PD-envelope, the diagram (2.15) induces the commutative diagram

Xe
fe−−−→ Y

∩
� �∩

X
g−−−→ PY,(−m).

(2.16)

In the case (a), the defining ideal peOX of the closed immersion Xe ↪→ X

is topologically PD-nilpotent. So the morphism X −→ PY,(−m) in (2.16)

factors as X
gr−→ P r

Y,(−m) ↪→ PY,(−m) for some r ∈ N. Then we define τ f,f ′ :=

g∗r (ηr), where ηr is the isomorphism of (−m)-PD-stratification associated to

E on P r
Y,(−m). In the case (b), we define τ f,f ′ := g∗(η), where η is the

isomorphism of (−m)-HPD-stratification associated to E on PY,(−m). Then

we see that τ f,f ′ is an OX -linear isomorphism.

So it suffices to prove that τ f,f ′ is D(−m)
X/S -linear. Let us put F :=

f∗E ,F ′ := f ′∗E , let us take l ∈ N, let pi : P l
X,(−m) −→ X (i = 0, 1) be

the morphism induced by the i-th projection X2 −→ X and let εl : p∗1F
=−→

p∗0F , ε′l : p∗1F ′ =−→ p∗0F ′ be the isomorphism of (−m)-PD-stratification for



Ogus-Vologodsky Correspondence 837

F ,F ′ on P l
X,(−m). Then it suffices to prove the commutativity of the fol-

lowing diagram of sheaves on P l
X,(−m):

p∗1F ′ p∗1(τf ′,f )
−−−−−→ p∗1F

ε′l

� εl

�
p∗0F ′ p∗0(τf ′,f )

−−−−−→ p∗0F .

(2.17)

Let us consider the following commutative diagram

Xm+e
fm+e−−−→ Y� �

X2 (f×f,f ′×f ′)−−−−−−−→ Y 4,

(2.18)

where the vertical arrows are the diagonal embeddings. Then, by the uni-

versality of formal blow-up, the composite PX,(−m) −→ X2 (f×f,f ′×f ′)−→ Y 4

factors as PX,(−m)
h′−→ TY,(−m)(3) −→ Y 4, and we see (in the same way

as the proof of the commutativity of (2.15)) that the commutativity of the

diagram (2.18) induces that of the following diagram:

Xe
fe−−−→ Y� �

PX,(−m)
h′−−−→ TY,(−m)(3).

(2.19)

Then, noting that the defining ideal of the closed immersion Xe ↪→ X ↪→
PX,(−m) admits a PD-structure canonically, we see that the diagram (2.19)

gives rise to the morphism h : P l
X,(−m) −→ PY,(−m)(3). Also, the defining

ideal of the closed immersion Xe ↪→ P l
X,(−m) still admits a PD-structure

canonically.

Assume that we are in the case (a). Then the PD-structure on the

defining ideal of Xe ↪→ P l
X,(−m) is topologically PD-nilpotent. So the

morphism h factors as P l
X,(−m)

hs−→ P s
Y,(−m)(3) −→ PY,(−m)(3) for some

s ∈ N, s ≥ l, r. Let qij : P s
Y,(−m)(3) −→ P s

Y,(−m) (0 ≤ i < j ≤ 3) be the
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morphism induced by the (i, j)-th projection X4 −→ X2. Then we have

p∗0(τ f ′,f ) = p∗0g
∗
s(ηs) = h∗sq

∗
02(ηs) and p∗1(τ f ′,f ) = h∗sq

∗
13(ηs). Also, when we

denote the morphism P l
X,(−m) −→ P s

Y,(−m) induced by f×f : X2 −→ Y 2 by

ϕ, we have εl = ϕ∗(ηs) = h∗q∗01(ηs) and similarly we have ε′l = h∗q23(ηs). So

The commutativity of the diagram (2.17) follows from the cocycle condition

for ηs. So we are done in the case (a). In the case (b), we can prove the

commutativity of the diagram (2.17) in the same way, by replacing ηs by η

and P s
Y,(−m) by PY,(−m).

Finally, let us assume that E is pn-torsion and that f and f ′ are equal

modulo pn+m for some n ≥ 1. Let us consider locally and take a local

coordinate t1, ..., td of Y over T . Then, by definition, the isomorphism

τf,f ′ : f ′∗E =−→ f∗E is written as

f ′∗(e) �→
∑
k∈Nd

((f ′∗(t)− f∗(t))/pm)[k]f∗(∂〈k〉e),

and the k-th term on the right hand side is contained in (k!)−1p|k|nf∗E ⊆
pnf∗E = 0 when k �= 0. Hence we have τ f,f ′(f ′∗(e)) = f∗(e) and this implies

the equality τ f,f ′ = τf,f ′ . �

Remark 2.25. When E is pn-torsion and f, f ′ are equal only modulo

pn, the isomorphism τ f,f ′ above is not necessarily equal to the isomorphism

τf,f ′ in Lemma 2.20 unless m = 0.

By the argument in [2, 2.1.6], we have the following immediate corollary

of Proposition 2.24 (we omit the proof):

Corollary 2.26.

(1) Let us put e = 1 if p ≥ 3 and e = 2 if p = 2. let f : X −→ S be a

smooth morphism of formal schemes flat over Zp and let Xm+e −→
Sm+e be f ⊗ Z/pm+eZ. Then the category

MIC(m)(X) = (left D(−m)
X/S -modules)

depends only on the diagram Xm+e −→ Sm+e ↪→ S and functorial

with respect to this diagram.
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(2) let f : X −→ S be a smooth morphism of formal schemes flat over Zp

and let Xm+1 −→ Sm+1 be f ⊗ Z/pm+1Z. Then the category

MIC(m)(X)qn = (quasi-nilpotent left D(−m)
X/S -modules)

depends only on the diagram Xm+1 −→ Sm+1 ↪→ S and functorial

with respect to this diagram.

Next we consider the case of pn-torsion objects. First, using Proposition

2.24, we give the following definition:

Definition 2.27.

(1) Let us put e = 1 if p ≥ 3 and e = 2 if p = 2. Let us take n, n′,m ∈ N

with m + e ≤ n′, let S be a p-adic formal scheme flat over Zp, let

Sn′ := S ⊗ Z/pn
′
Z and let f : Xn′ −→ Sn′ be a smooth morphism.

Then we define the category D
(−m)

(Xn′/S)n as the category of pairs

((EU )U :=(Un′ ,U,iU )∈C(Xn′/S),

(αϕ)ϕ:(Un′ ,U,iU )→(Vn′ ,V,iV )∈MorC(Xn′/S)),
(2.20)

where EU is a D(−m)
U/S ⊗ Z/pnZ-module and αϕ is an isomorphism

ϕ∗EV =−→ EU as D(−m)
U/S ⊗ Z/pnZ-modules satisfying the following

conditions:

(a) αid = id.

(b) αϕ◦ψ = αϕ ◦ ϕ∗(αψ) for morphisms ϕ : (Un′ , U, iU ) −→
(Vn′ , V, iV ), ψ : (Vn′ , V, iV ) −→ (Wn′ ,W, iW ) in C(Xn′/S).

(c) For two morphisms ϕ,ψ : (Un′ , U, iU ) −→ (Vn′ , V, iV ) in

C(Xn′/S), the isomorphism α−1
ψ ◦ αϕ : ϕ∗EV =−→ EU =−→ ψ∗E

coincides with τψ,ϕ defined in Proposition 2.24.

We denote the object (2.20) simply by ((EU )U , (αϕ)ϕ) or (EU )U .

(2) Let us put e = 1 and let us take n, n′,m ∈ N, S, f : Xn′ −→ Sn′ as

in (1). Then we define the category D
(−m)

(Xn′/S)qn
n as the category

of pairs (2.20) where EU is a quasi-nilpotent D(−m)
U/S ⊗ Z/pnZ-module

and αϕ is an isomorphism ϕ∗EV =−→ EU as D(−m)
U/S ⊗ Z/pnZ-modules

satisfying the conditions (a), (b), (c) in (1).
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When n′ ≥ max(m + n,m + e) (where e is as in Definition 2.27),

we have the equalities D
(m)

(Xn′/S)n = D(m)(Xn′/S)n, D
(m)

(Xn′/S)qn
n =

D(m)(Xn′/S)qn
n , because the isomorphisms τψ,ϕ used in Definition 2.27 are

equal to the isomorphisms τψ,ϕ used in Definition 2.21. Now let us note

that, for n′, n′′ ∈ N with m+ e ≤ n′ ≤ n′′, the functor

r′ : C(Xn′′/S) −→ C(Xn′/S);

(Un′′ , U, iU ) �→ (Un′ := Un′′ ⊗ Z/pn
′
Z, U, Un′ ↪→ Un′′

iU
↪→ U)

induces the functors r : D
(m)

(Xn′/S)n −→ D
(m)

(Xn′′/S)n, r :

D
(m)

(Xn′/S)qn
n −→ D

(m)
(Xn′′/S)qn

n . Hence we obtain the functor

R : D
(m)

(Xm+e/S)n
r−→ D

(m)
(Xn′/S)n

=−→ D(m)(Xn′/S)n,(2.21)

R : D
(m)

(Xm+e/S)qn
n

r−→ D
(m)

(Xn′/S)qn
n

=−→ D(m)(Xn′/S)qn
n(2.22)

for n′ ≥ max(m+ n,m+ e). Then we have the following:

Proposition 2.28.

(1) Let us put e = 1 if p ≥ 3 and e = 2 if p = 2. Let us take n, n′,m ∈ N

with n′ ≥ max(m + n,m + e) and let S be a p-adic formal scheme

flat over Zp. Let Sn′ := S ⊗ Z/pn
′
Z, let f : Xn′ −→ Sn′ be a smooth

morphism and let Xm+e −→ Sm+e be f ⊗Z/pm+eZ. Then the functor

(2.21) is an equivalence of categories.

(2) Let us put e = 1 and let the other notations be as in (1). Then the

functor (2.22) is an equivalence of categories.

Proof. Since the proof is the same, we only prove (1). To do so,

it suffices to construct the inverse of the functor r : D
(m)

(Xm+e/S)n −→
D

(m)
(Xn′/S)n. So let us take E := (EV )V ∈ D

(m)
(Xn′/S)n and take an

object (Um+e, U, iU ) in C(Xm+e/S). Then, locally on U , there exists an

object (Vn′ , V, iV ) in C(Xn′/S) and a morphism ϕ : U −→ V over S inducing

ϕ : Um+e −→ Vn′ which is a morphism over the canonical closed immersion

Xm+e ↪→ Xn′ : Indeed, if we put Un′ := U ⊗ Z/pn
′
Z, it is a smooth lift

of Um+e ↪→ Xm+e −→ Sm+e over Sn′ . Hence we have the isomorphism
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Un′
∼
= Vn′ between Un′ and some open subscheme Vn′ of Xn′ locally on U .

Then, locally on U , Vn′ admits a smooth lift iV : Vn′ ↪→ V over S and the

isomorphism Un′
∼
= Vn′ is liftable to an isomorphism ϕ : U −→ V over S, as

desired.

Taking (Vn′ , V, iV ) and ϕ : U −→ V as in the previous paragraph, we

define a D(−m)
U/S ⊗Z/pnZ-module r−1(E)U by r−1(E)U := ϕ∗EV . When there

exists another object (V ′
n′ , V ′, iV ′) and another isomorphism ϕ′ : U −→ V ′,

there exists an isomorphism ι : V
=−→ V ′ locally on V ′. Then we have the

isomorphism

ϕ∗EV =−→ (ι ◦ ϕ)∗EV ′
τϕ′,ι◦ϕ−→ ϕ′∗EV ′ ,

and this is indendent of the choice of ι because, when we are given another

isomorphism ι′ : V
=−→ V ′, we have the commutative diagram

ϕ∗EV =−−−→ (ι ◦ ϕ)∗EV ′
τϕ′,ι◦ϕ−−−−→ ϕ′∗EV ′∥∥∥ τ ι′◦ϕ,ι◦ϕ

� ∥∥∥
ϕ∗EV =−−−→ (ι′ ◦ ϕ)∗EV ′

τϕ′,ι′◦ϕ−−−−→ ϕ′∗EV ′ .

Therefore, we can glue the local definition r−1(E)U := ϕ∗EV and define

the D(−m)
U/S ⊗ Z/pnZ-module r−1(E)U globally. We can also check that

the r−1(E)U ’s for (Um+e, U, iU ) ∈ C(Xm+e/S) form an object r−1E :=

((r−1E)U )U in D
(−m)

(Xm+e/S)n in the same way, and so we have defined

the functor r−1 : D
(m)

(Xn′/S)n −→ D
(m)

(Xm+e/S)n, which is easily seen

to be the inverse of the functor r. So we are done. �

Let us put e = 1 if p ≥ 3 and e = 2 if p = 2. Let us take n,m ∈ N and

assume given the following commutative diagram

Xm+e −−−→ Sm+e
⊆−−−→ S

f

� � �
Ym+e −−−→ Tm+e

⊆−−−→ T,

(2.23)

where S, T are p-adic formal schemes flat over Zp, Sm+e = S ⊗ Z/pm+eZ,

Tm+e = T ⊗ Z/pm+eZ, the right top arrow and the right bottom arrow are
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canonical closed immersions, the left top arrow and the left bottom arrow

are smooth. Under this situation, we can define the inverse image functor

f∗ : D
(−m)

(Ym+e/T )n −→ D
(−m)

(Xm+e/S)n(2.24)

in the same way as the inverse image functor

f∗ : D(−m)(Yn′/T )n −→ D(−m)(Xn′/S)n (n′ ≥ n)(2.25)

defined before. Also, when n′ ≥ max(m+ n,m+ e) and the diagram (2.23)

is liftable to the diagram

Xn′ −−−→ Sn′
⊆−−−→ S

f

� � �
Yn′ −−−→ Tn′

⊆−−−→ T

(2.26)

(where Sn′ = S ⊗Z/pn
′
Z, Tn′ = T ⊗Z/pn

′
Z, and the left top arrow and the

left bottom arrow are smooth), we have the equality R ◦ (2.24) = (2.25)◦R.

Also, when e = 1, we have the inverse image functor

f∗,qn : D
(−m)

(Ym+e/T )qn
n −→ D

(−m)
(Xm+e/S)qn

n(2.27)

in the same way as the inverse image functor

f∗,qn : D(−m)(Yn′/T )qn
n −→ D(−m)(Xn′/S)qn

n (n′ ≥ n)(2.28)

defined before, and when n′ ≥ max(m + n,m + e) and the diagram (2.23)

is liftable to the diagram (2.26), R ◦ (2.27) = (2.28) ◦R. Hence we have the

following corollary of Proposition 2.28, which is the first main result in this

subsection.

Corollary 2.29.

(1) Let the notations be as in Proposition 2.28(1). Then the category

MIC(m)(Xn) = D(−m)(Xn′/S)n (where Xn := Xn′ ⊗ Z/pnZ) depends

only on Xm+e −→ Sm+e ↪→ S and is functorial with respect to this

diagram.



Ogus-Vologodsky Correspondence 843

(2) Let the notations be as in Proposition 2.28(2). Then the category

MIC(m)(Xn)
qn = D(−m)(Xn′/S)qn

n (where Xn := Xn′ ⊗ Z/pnZ) de-

pends only on the diagram Xm+1 −→ Sm+1 ↪→ S and is functorial

with respect to this diagram.

Remark 2.30. Let S, n′ be as above and put Sj := S⊗Z/pjZ for j ∈ N.

Note that the above corollary does not imply that the category MIC(m)(Xn)

depends only on Xm+e −→ Sm+e ↪→ S for any smooth morphism Xn −→
Sn: The above corollary is applicable only for the smooth morphism Xn −→
Sn which is liftable to a smooth morphism Xn′ −→ Sn′ .

Next we discuss the crystalline property of the level raising inverse image

functor. To do so, we need the following proposition.

Proposition 2.31. Let the notations be as in Hyp(∞,∞,∞). Let

m, e ∈ N,≥ 1, let E be a left D(−m)

X(1)/S
-module and assume one of the follow-

ing :

(a) p ≥ 3, e = 1 or p = 2, e = 2.

(b) E is quasi-nilpotent and e = 1.

Suppose that we have another morphism F ′ : X −→ X(1) over S lifting

the morphism FX1/S1
which coincides with F modulo pm+e. Then the iso-

morphism τF,F ′ : F ′∗E =−→ F ∗E defined in Proposition 2.24 is actually

D(−m+1)
X/S -linear.

Proof. Let ti, t
′
i, τi, τ

′
i be as in the proof of Proposition 2.14. Then

we can write F ∗(t′i) = tpi + pai, F
′∗(t′i) = tpi + pai + pm+ebi for some ai, bi ∈

OX , and we see by the same calcuation as in the proof of Proposition 2.14

that there exist elements σi ∈ I := Ker(OX2 → OX), σ′
i ∈ OX2 such that

(F ×F ′)∗(τ ′i) = τpi + pσi + pm+eσ′
i. So, for m ≥ 2, the image of this element

in OTX,(−m+1)
belongs to pmOTX,(−m+1)

and in the case m = 1, the image

of this element in OPX,(0)
belongs to pOPX,(0)

. Therefore, in both cases, the

image of this element in OPX,(−m+1)
belongs to pmOPX,(−m+1)

.
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Now let us consider the morphism h′ := (F×F, F ′×F ′) : X2 −→ (X(1))4.

Then we have the commutative diagram

Xm+e
Fm+e−−−→ X(1)� �

X2 h′−−−→ (X(1))4,

(2.29)

where Fm+e is the composite Xm+e ↪→ X
F−→ X(1), which is also written

as the composite Xm+e ↪→ X
F ′
−→ X(1). Let us denote the q-th projection

(X(1))4 −→ X(1) by πq (0 ≤ q ≤ 3), (q, q + 1)-th projection (X(1))4 −→
(X(1))2 by πq,q+1 (0 ≤ q ≤ 2) and put τ ′i,q := π∗

q+1t
′
i − π∗

q t
′
i = π∗

q,q+1(τ
′
i).

Then Ker(O(X(1))4 −→ OX(1)) is generated by τ ′i,q’s (1 ≤ i ≤ d, 0 ≤ q ≤
3). If we denote the i-th projection X2 −→ X by pi (i = 0, 1), we have

h′∗(τi,0) = h′∗(π∗
1t

′
i − π∗

0t
′
i) = p∗0F

∗t′i − p∗0F ∗t′i = 0 and by similar reason, we

also have h′∗(τi,2) = 0. Also, we have

h′∗(τi,1) = h′∗(π∗
2t

′
i − π∗

1t
′
i) = p∗1F

′∗t′i − p∗0F
∗t′i = (F × F ′)∗(τ ′i)

and the image of this element inOPX,(−m+1)
belongs to pmOPX,(−m+1)

. Hence,

by the universality of formal blow-up, the morphism PX,(−m+1) −→ X2 h′−→
(X(1))4 factors as

PX,(−m+1)
h′′−→ TX(1),(−m)(3) −→ (X(1))4.

Furthermore, since OT
X(1),(−m)

(3) is locally topologically generated by the

elements in OX(1) and the elements of the form τ ′i,q/p
m, the commutative

diagram (2.29) induces the commutative diagram

Xe
Fe−−−→ X(1)� �

PX,(−m+1)
h′′−−−→ TX(1),(−m)(3),

where Xe = X ⊗ Z/peZ and Fe is the composite Xe ↪→ Xm+e
Fm+e−→ X(1).

Noting that the defining ideal of the closed immersion Xe ↪→ PX,(−m+1)
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admits a PD-structure canonically, we see that the above diagram gives

rise to the morphism h : P l
X,(−m+1) −→ PY,(−m)(3) for any l ∈ N. Then,

in the case (b), we can prove the commutativity of the diagram (2.17)

on P l
X,(−m+1) by using the morphism h, in the same way as the proof of

Proposition 2.24. In the case (a), we see that the morphism h factors as

P l
X,(−m+1)

hs−→ P s
Y,(−m)(3) −→ PY,(−m)(3) for some s ∈ N, s ≥ l because

the the PD-structure on the ideal of the defining ideal of Xe ↪→ P l
X,(−m+1)

is topologically PD-nilpotent, and then we can prove the commutativity of

the diagram (2.17) on P l
X,(−m+1) by using hs. So we are done. �

Again by the argument in [2, 2.1.6] (see also [2, 2.2.6]), we have the

following immediate corollary of Proposition 2.31 (we omit the proof):

Corollary 2.32. Let the notations be as in Hyp(∞,∞,∞).

(1) Let us put e = 1 if p ≥ 3 and e = 2 if p = 2. Then the level raising

inverse image functor

F ∗ : (left D(−m)

X(1)/S
-modules) −→ (left D(−m+1)

X/S -modules),

which is equal to the level raising inverse image functor F ∗ :

MIC(m)(X(1)) −→ MIC(−m+1)(X), depends only on Fm+e :=

F mod pm+e.

(2) The level raising inverse image functor

F ∗,qn : (quasi-nilpotent left D(−m)

X(1)/S
-modules)

−→ (quasi-nilpitent left D(−m+1)
X/S -modules),

which is equal to the level raising inverse image functor F ∗,qn :

MIC(m)(X(1))qn −→ MIC(−m+1)(X)qn, depends only on Fm+1 :=

F mod pm+1.

Next we consider the case of pn-torsion objects. Let m ∈ N,≥ 1, assume

that we are in the situation of Hyp(∞,m + e,m + e) with e = 1 if p ≥ 3

and e = 2 if p = 2, and let us take n ≥ 1. Then we can define the level

raising inverse image functor

F ∗
m+e : D

(−m)
(X

(1)
m+e/T )n −→ D

(−m+1)
(Xm+e/S)n(2.30)
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in the same way as the level raising inverse image functor

F ∗
n′ : D(−m)(X

(1)
n′ /T )n −→ D(−m+1)(Xn′/S)n (n′ ≥ n+ 1)(2.31)

defined before. Also, when n′ ≥ max(m+n,m+ e) and when we are in the

situation of Hyp(∞, n′, n′), we have the equality R ◦ (2.30) = (2.31) ◦ R.

Also, when e = 1, we have the inverse image functor

F ∗,qn
m+e : D

(−m)
(X

(1)
m+e/T )qn

n −→ D
(−m+1)

(Xm+e/S)qn
n(2.32)

in the same way as the inverse image functor

F ∗,qn
n′ : D(−m)(X

(1)
n′ /T )qn

n −→ D(−m)(Xn′/S)qn
n (n′ ≥ n+ 1)(2.33)

defined before, and when n′ ≥ max(m + n,m + e) and when we are in the

situation of Hyp(∞, n′, n′), we have the equality R ◦ (2.32) = (2.33) ◦ R.

Hence we have the following corollary, which is the second main result in

this subsection.

Corollary 2.33.

(1) Let m ≥ 1 and let us put e = 1 if p ≥ 3, e = 2 if p = 2. Then, under

Hyp(∞, n′, n′) with n′ ≥ max(m+n,m+ e), the level raising inverse

image functor

F ∗
n′ : D(−m)(X

(1)
n′ /S)n −→ D(−m+1)(Xn′/S)n

(which is equal to the level raising inverse image functor F ∗
n+1 :

MIC(m)(X
(1)
n /S) −→ MIC(m−1)(Xn/S)) depends only on Fm+e =

Fn′ mod pm+e.

(2) Let m ≥ 1. Then, under Hyp(∞, n′, n′) with n′ ≥ m + n, the level

raising inverse image functor

F ∗,qn
n′ : D(−m)(X

(1)
n′ /S)qn

n −→ D(−m+1)(Xn′/S)qn
n

(which is equal to the level raising inverse image functor F ∗,qn
n+1 :

MIC(m)(X
(1)
n /S)qn −→ MIC(m−1)(Xn/S)qn) depends only on Fm+1 =

Fn′ mod pm+1.
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Remark 2.34. Let m, e, n′ be as above. Note that the above corollary

does not imply that, under the situation Hyp(∞, n + 1, n + 1), the level

raising inverse image functor

F ∗
n+1 : MIC(m)(X(1)

n /S) −→ MIC(m−1)(Xn/S))

(resp. F ∗,qn
n+1 : MIC(m)(X(1)

n /S)qn −→ MIC(m−1)(Xn/S)qn)

depends only on Fm+e (resp. Fm+1): The above corollary is applicable only

in the situation Hyp(∞, n′, n′).

3. Frobenius Descent to the Level Minus One

In this section, we prove that the level raising inverse image functor for

relative Frobenius gives an equivalence between the category of modules

with quasi-nilpotent integrable p-connection and the category of modules

with quasi-nilpotent integrable connection. In terms of D-modules, this is

an equivalence of the category of quasi-nilpotent left D-modules of level −1

and the the category of quasi-nilpotent left D-modules of level 0. So we can

say this result as ‘the Frobenius descent to the level −1’. The method of

the proof is similar to the proof of Frobenius descent due to Berthelot [2].

The main result in this section is the following:

Theorem 3.1 (Frobenius descent to the level minus one). Assume

that we are in the situation of Hyp(∞,∞,∞). Then the level raising in-

verse image functor

F ∗ : MIC(1)(X(1))qn −→ MIC(X)qn

is an equivalence of categories.

We have the following immediate corollaries:

Corollary 3.2.

(1) Assume that we are in the situation of Hyp(∞, n + 1, n + 1). Then

the level raising inverse image functors

F ∗
n+1 : MIC(1)(X(1)

n )qn −→ MIC(Xn)
qn

F ∗
n+1 : D(1)(X

(1)
n+1)

qn
n −→ D(0)(Xn+1)

qn
n

are equivalences of categories.
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(2) Assume that we are in the situation of Hyp(∞, 2, 2). Then, for n ∈ N,

the level raising inverse image functor

F ∗
2 : D

(1)
(X

(1)
2 )qn

n −→ D
(0)

(X2)
qn
n

is an equivalence of categories.

Proof. Since all the categories appearing in the statement satisfy the

descent property for the Zariski topology, we may work Zariski locally. Then

we can assume that we are in the situation of Hyp(∞,∞,∞), and in this

case, the level raising inverse image functors are interpreted as the pn-torsion

part of the level raising inverse image functor

F ∗ : MIC(1)(X(1))qn −→ MIC(X)qn

in Theorem 3.1. So the corollary follows from Theorem 3.1. �

Note that this gives a possible answer to Question 1.18. We prove several

lemmas to prove Theorem 3.1.

Lemma 3.3. Let the notations be as in Hyp(∞,∞,∞) and assume

that the relative dimension of f : X −→ S is equal to d. Then the morphism

Φ : PX/S,(0) −→ PX(1)/S,(−1) defined in Proposition 2.14 is a finite flat

morphism of degree p2d.

Proof. It suffices to prove that the morphism PX/S,(0) −→ X ×X(1)

PX(1)/S,(−1) induced by Φ is a finite flat morphism of degree pd. To show this,

we may work locally. So we can take a local coordinate t1, ..., td of X over

S and a local coordinate t′1, ..., t
′
d of X(1) over S such that F ∗(t′i) = tpi + pai

for some ai ∈ OX (1 ≤ i ≤ d). Let us put τi := 1⊗ ti − ti ⊗ 1 ∈ OX2 , τ ′i :=

1⊗ t′i − t′i ⊗ 1 ∈ O(X(1))2 . The homomorphism of sheaves corresponding to

the morphism PX/S,(0) −→ X ×X(1) PX(1)/S,(−1) has the form

OX〈τ ′i/p〉1≤i≤d −→ OX〈τi〉1≤i≤d.(3.1)

Since the morphism F 2 : X2 −→ (X(1))2 sends τ ′i to

1⊗ (tpi + pai)− (tpi + pai)⊗ 1 = (τi + ti ⊗ 1)p − tpi ⊗ 1 + p(1⊗ ai − ai ⊗ 1)

= τpi +

p−1∑
k=1

(
p

k

)
tp−ki τki + p(1⊗ ai − ai ⊗ 1)



Ogus-Vologodsky Correspondence 849

and the morphism Φ is induced by F 2, it follows that τ ′i/p is sent by

the morphism (3.1) to the element
∑p−1

k=1 p
−1

(
p

k

)
tp−ki τki + τ

[p]
i +∑

k∈Nd,k �=0 ∂
〈k〉0(ai)τ [k]. For l ∈ N, let us put Il := {k = (ki)i ∈ Nd | k �=

0,∀i, ki < pl+1}. Then, since we have ∂〈k〉0(ai) ∈ k!OX ⊆ pOX for k ∈
Nd \(I0∪{0}), we see that τ ′i/p is sent by the morphism (3.1) to the element

of the form τ
[p]
i +

∑
k∈I0 ui,kτ

k + pvi for some ui,k ∈ OX , vi ∈ OX〈τi〉1≤i≤d.
Hence, for l ∈ N, (τ ′i/p)

[pl] is sent by the morphism (3.1) to an element of the

form τ
[pl+1]
i +

∑
k∈Il ui,l,kτ

[k] + pvi,l for some ui,l,k ∈ OX , vi,l ∈ OX〈τi〉1≤i≤d.
To prove the lemma, we may assume that X is affine and it suffices to

prove that the morphism (3.1) modulo p is finite flat of degree pd. Let us

put A := OX/pOX . Then the morphism (3.1) modulo p has the form

A[xi,l]1≤i≤d,l≥0/(x
p
i,l)i,l −→ A[yi,l]1≤i≤d,l≥0/(y

p
i,l)i,l(3.2)

(xi,l corresponds to the element (τ ′i/p)
[pl] mod p and yi,l corresponds to the

element τ [pl] mod p) and xi,l is sent to an element of the form yi,l+1 + ai,l,

where ai,l is an element in A[yi,l′ ]1≤i≤d,0≤l′≤l/(y
p
i,l′)i,l′ with no degree 0 part.

(Here the degree is taken with respect to yi,k’s.) Let us denote the degree 1

part of ai,l by bi,l. Let us consider the A-algebra homomorphism

α : A[zi,l]1≤i≤d,l≥−1/(z
p
i,l)i,l −→ A[yi,l]1≤i≤d,l≥0/(y

p
i,l)i,l

defined by α(zi,−1) = yi,0, α(zi,l) = yi,l+1 + bi,l (l ≥ 0). Let us define the

A-algebra homomorphism

β : A[yi,l]1≤i≤d,l≥0/(y
p
i,l)i,l −→ A[zi,l]1≤i≤d,l≥−1/(z

p
i,l)i,l

of the converse direction inductively, in the following way: First, let us

define β(yi,0) := zi,−1. When we defined β(yi,l′) for 0 ≤ l′ ≤ l, we can define

β(bi,l) since bi,l is a linear form in yi,l′ ’s for 1 ≤ i ≤ d, 0 ≤ l′ ≤ l. Then we

define β(yi,l+1) := zi,l − β(bi,l). Then β is well-defined, and it is easy to see

that α and β are the inverse of each other. Hence β is an isomorphism, and

so it suffices to prove that the composite β ◦ (3.2) is finite flat of degree pd.

Notice that we can factorize β ◦ (3.2) as

A[xi,l]1≤i≤d,l≥0/(x
p
i,l)i,l

⊂−→ A[xi,l]1≤i≤d,l≥−1/(x
p
i,l)i,l(3.3)

−→ A[zi,l]1≤i≤d,l≥−1/(z
p
i,l)i,l
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by introducing new variables xi,−1 (1 ≤ i ≤ d) and by sending them to

zi,−1 (1 ≤ i ≤ d). Also, noting the fact that β sends yi,l to linear forms in

zi,l′ ’s (−1 ≤ l′ ≤ l), we see that xi,l (l ≥ 0) is sent by β ◦ (3.2) (thus by the

second homomorphism of (3.3)) to an element of the form zi,l + ci,l, where

ci,l is an element in A[zi,l′ ]1≤i≤d,−1≤l′≤l/(z
p
i,l′)i,l′ whose degree 0 part and

degree 1 part are zero. From this expression, we see easily that the second

homomorphism in (3.3) is an isomorphism. On the other hand, it is clear

that the first homomorphism in (3.3) is finite flat of degree pd. So we see

that β ◦ (3.2) is finite flat of degree pd and so the proof of the lemma is

finished. �

Lemma 3.4. Let the notations be as in Hyp(∞,∞,∞). Then the

defining ideal of the diagonal morphism X ↪→ X ×X(1) X admits a unique

PD-structure. So the closed immersion X ×X(1) X ↪→ X ×S X induces the

PD-morphism X ×X(1) X −→ PX,(0).

Proof. We have the equality OX×
X(1)X = OX×SX/J (where J is the

ideal topologically generated by the elements 1 ⊗ F ∗(y) − F ∗(y) ⊗ 1 (y ∈
OX(1))), and the kernel I of OX×

X(1)X −→ OX is topologically generated

by the elements 1 ⊗ x − x ⊗ 1 (x ∈ OX). For x ∈ OX , let us take a lift

x′ ∈ OX(1) of 1⊗ x ∈ O
X

(1)
1

and put F ∗(x′) = xp + pz. Then we have

0 = 1⊗ F ∗(x′)− F ∗(x′)⊗ 1

= 1⊗ xp − xp ⊗ 1 + p(1⊗ z − z ⊗ 1)

= ((1⊗ x− x⊗ 1) + x⊗ 1)p − xp ⊗ 1 + p(1⊗ z − z ⊗ 1)

= (1⊗ x− x⊗ 1)p

+

p−1∑
i=1

(
p

i

)
(xp−i ⊗ 1)(1⊗ x− x⊗ 1)i + p(1⊗ z − z ⊗ 1)

in OX×
X(1)X . So, in OX×

X(1)X , (1⊗ x− x⊗ 1)p has the form

pa(1⊗ x− x⊗ 1) + p(1⊗ z − z ⊗ 1)(3.4)

for some a ∈ OX×
X(1)X and z ∈ OX .

We should prove that the ideal I admits a unique PD-structure. Since

OX×
X(1)X is a flat Zp-algebra, it suffices to prove that, for any x ∈ OX and
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k ∈ N, (1⊗ x− x⊗ 1)k ∈ k!OX×
X(1)X . First we prove it for k = pl (l ∈ N),

by induction on l. In the case l = 0, it is trivially true. In general, we have

(1⊗ x− x⊗ 1)p
l

= ((1⊗ x− x⊗ 1)p)p
l−1

= (pa(1⊗ x− x⊗ 1) + p(1⊗ z − z ⊗ 1))p
l−1

(by (3.4))

=

pl−1∑
i=0

pp
l−1

(
pl−1

i

)
ap

l−1−i(1⊗ x− x⊗ 1)p
l−1−i(1⊗ z − z ⊗ 1)i,

and by induction hypothesis, the i-th term is contained in

pp
l−1

(
pl−1

i

)
(pl−1 − i)!i!OX×

X(1)X = pp
l−1

(pl−1)!OX×
X(1)X = pl!OX×

X(1)X .

So we have (1 ⊗ x − x ⊗ 1)p
l ∈ pl!OX×

X(1)X , as desired. For k ∈ N with

k �= pl (∀l ∈ N), let us take the maximal integer l′ such that k is divisible by

pl
′
. Then we have (1⊗ x− x⊗ 1)k = (1⊗ x− x⊗ 1)p

l′
(1⊗ x− x⊗ 1)k−p

l′
,

and it is contained in pl
′
!(k− pl′)!OX×

X(1)X = k!OX×
X(1)X by the result for

pl
′
and the induction hypothesis. So we are done. �

Remark 3.5. By the same argument, we see the following: For d ∈ N,

the kernel I1 of the homomorphism OX×
X(1)X〈y1, ..., yd〉 −→ OX〈y1, ..., yd〉

(induced by the diagonal morphism) admits a unique PD-structure. More-

over, if we put

I2 := Ker(OX×
X(1)X〈y1, ..., yd〉 −→ OX×

X(1)X),

I := I1 + I2 = Ker(OX×
X(1)X〈y1, ..., yd〉 −→ OX),

we see that I admits a unique PD-structure compatible with that on I1 and

that on I2, since, for x ∈ I1∩I2, we have n!x[n] = xn for both PD-structures.

Remark 3.6. If we put X(r) to be the (r + 1)-fold fiber product of

X over X(1), we see in the same way as the proof given above that the

defining ideal of the diagonal morphism X ↪→ X(r) admits a unique PD-

structure. So the closed immersion X(r) ↪→ Xr+1 induces the PD-morphism

X(r) −→ PX,(0)(r).
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Lemma 3.7. Let the situation be as in Hyp(∞,∞,∞). Then the defin-

ing ideal of the diagonal closed immersion X ↪→ PX,(0) ×P
X(1),(−1)

PX,(0)

admits a unique PD-structure.

Proof. The uniqueness follows from the fact that PX,(0) ×P
X(1),(−1)

PX,(0), being flat over PX,(0) by Lemma 3.3, is flat over Zp. Let us prove

the existence of the desired PD-structure. Since we have the uniqueness, we

may work locally. So we have the isomorphisms

OPX,(0)×P
X(1),(−1)

PX,(0)
∼= OX〈τi〉i ⊗O

X(1) 〈τ ′i/p〉i OX〈τi〉i(3.5)

∼= (OX ⊗O
X(1)
OX)〈τi,0, τi,1〉i/I

(where τi,0 := τi ⊗ 1, τi,1 := 1⊗ τi), where I is the closed ideal topologically

generated by

Φ∗
1(τ

′
i/p)

[k] − Φ∗
0(τ

′
i/p)

[k] (1 ≤ i ≤ d, k ∈ N),(3.6)

and Φ∗
j (j = 0, 1) is the homomorphism

OX(1)〈τ ′i/p〉i = PX(1),(−1)
Φ∗
−→ PX,(0)

j-th incl.−→ PX,(0) ⊗OX
PX,(0)

= (OX ⊗O
X(1)
OX)〈τi,0, τi,1〉i.

First, let us note that, by Remark 3.5, the ideal

Ker((OX ⊗O
X(1)
OX)〈τi,0, τi,1〉i −→ OX)

= Ker((OX ⊗O
X(1)
OX)〈τi,0, τi,1〉i −→ OX ⊗O

X(1)
OX)

+ Ker((OX ⊗O
X(1)
OX)〈τi,0, τi,1〉i −→ OX〈τi,0, τi,1〉i)

admits the PD-structure compatible with the canonical PD-structure on the

ideal Ker((OX ⊗O
X(1)
OX)〈τi,0, τi,1〉i −→ OX ⊗O

X(1)
OX). So it suffices to

prove that the ideal I is a PD-subideal of Ker((OX⊗O
X(1)
OX)〈τi,0, τi,1〉i −→

OX) to prove the lemma. If we denote the element (3.6) simply by a − b,

it suffices to prove that (a− b)[l] ∈ I for any l ≥ 1. If we take the maximal

integer m such that l is divisible by pm, we have (a − b)[l] =

(
l

pm

)
(a −
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b)[l−p
m](a − b)[p

m]. So it suffices to prove that (a − b)[p
m] ∈ I for m ≥ 0.

To prove it, it suffices to prove the following claim: For m ≥ 0, there exist

elements cj ∈ OX〈τi,0, τi,1〉i (0 ≤ j ≤ m) with (a − b)[p
m] =

∑m
j=0 cj(a

[pj ] −
b[p

j ]), because a[pj ] − b[p
j ] ∈ I. We prove this claim by induction on m.

When m = 0, the claim is trivially true. Assume that the claim is true for

m− 1 and put (a− b)[p
m−1] =

∑m−1
j=0 cj(a

[pj ] − b[p
j ]). Then we have

(a− b)[p
m] =

(pm−1!)pp!

pm!
((a− b)[p

m−1])[p]

=
(pm−1!)pp!

pm!
(

m−1∑
j=0

cj(a
[pj ] − b[p

j ]))[p]

=
(pm−1!)pp!

pm!


m−1∑

j=0

cpj (a
[pj ] − b[p

j ])[p] +A




for some A of the form
∑m−1

j=0 dj(a
[pj ] − b[p

j ]). Moreover, we have

(a[pj ] − b[p
j ])[p] =

pj+1!

(pj !)pp!
(a[pj+1] − b[p

j+1]) +

p−1∑
s=1

1

s!(p− s)!
(a[pj ])p−s(−b[pj ])s

in the case p ≥ 3, and it is easy to see that the second term on the right

hand side is a multiple of a[pj ]− b[pj ]. Hence the proof is finished in the case

p ≥ 3. The case p = 2 follows from the equality

(a[2j ] − b[2
j ])[2] = ua[2j+1] − a[2j ]b[2

j ] + ub[2
j+1]

= u(a[2j+1] − b[2
j+1]) + 2ub[2

j+1] − a[2j ]b[2
j ]

= u(a[2j+1] − b[2
j+1])− b[2

j ](a[2j ] − b[2
j ]),

where u =
2j+1!

(2j)!2
. So we are done. �

Now we are ready to prove Theorem 3.1. The proof is similar to that of

[2, 2.3.6].

Proof of Theorem 3.1. In the proof, we freely regard an object

in MIC(1)(X(1))qn (resp. MIC(X)qn) as a quasi-nilpotent left D(−1)

X(1)/S
-

module (resp. D(0)
X/S-module) or a p-power torsion module with (−1)-HPD-

stratification on X(1) (resp. 0-HPD-stratification on X).
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Since F : X −→ X(1) is finite flat, the functor F ∗ is faithful. Let

us prove that F ∗ is full. Let Φ : PX,(0)−→PX(1),(−1) be the morphism

defined in Proposition 2.14, let u : X ×X(1) X−→PX,(0) be the morphism

defined in Lemma 3.4 and let pj : X ×X(1) X −→ X (j = 0, 1) be the j-th

projection. Let us take an object (E ′, ε′) ∈ MIC(1)(X(1))qn and let us put

(E , ε) := F ∗(E ′, ε′) = (F ∗E ′,Φ∗ε′) ∈ MIC(X)qn. Then u∗ε = u∗Φ∗ε′ is an

isomorphism p∗1E
=−→ p∗0E , and by using Remarks 2.15 and 3.6, we see that it

satisfies the cocycle condition on X×X(1)X×X(1)X. So (E , u∗ε) is a descent

data on X relative to X(1). If we take a local coordinate t1, ..., td of X over

S and a local coordinate t1, ..., td of X(1) over S with F ∗(t′i) = tpi + pai (1 ≤
i ≤ d) and if we put τi := 1⊗ti−ti⊗1 ∈ OX2 , τ ′i := 1⊗t′i−t′i⊗1 ∈ O(X(1))2 ,

the PD-homomorphism of sheaves

(Φ ◦ u)∗ : OP
X(1),(−1)

−→ OPX,(0)
−→ OX×

X(1)X

associated to Φ ◦ u sends τ ′i/p as

τ ′i/p �→ τ
[p]
i + p−1

p−1∑
j=1

(
p

j

)
tp−ji τ ji + (1⊗ ai − ai ⊗ 1)

�→ −p−1
p−1∑
j=1

(
p

j

)
tp−ji τ ji − (1⊗ ai − ai ⊗ 1)

+ p−1
p−1∑
j=1

(
p

j

)
tp−ji τ ji + (1⊗ ai − ai ⊗ 1) = 0.

So Φ ◦ u factors through X(1). Hence u∗ε is the pull-back of the identity

map on E ′ by X×X(1) X −→ X(1), that is, the descent data (E , u∗ε) is equal

to the one coming canonically from E ′.
Now let us take (E ′, ε′), (F ′, η′) ∈ MIC(1)(X

(1)
n )qn, put (E , ε) :=

F ∗(E ′, ε′), (F , η) := F ∗(F ′, η) ∈ MIC(Xn)
qn and assume that we are given

a morphism ϕ : (E , ε) −→ (F , η). For an open subscheme U of X, let

us put U (1) := U ×X X(1), A := Γ(U,OX), A′ := Γ(U (1),OX(1)), E :=

Γ(U, E), E′ := Γ(U (1), E ′), F := Γ(U,F), F ′ := Γ(U (1),F ′). Then we have

A ⊗A′ E′ = E,A ⊗A′ F ′ = F and by the argument in the previous para-

graph, E,F are naturally endowed with the descent data relative to A′

coming canonically from E′, F ′ and the morphism Γ(U,ϕ) : E −→ F is a
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morphism of descent data. Hence it descends to a morphism ψU : E′ −→ F ′.
By letting U vary, we see that {ψU}U defines a morphism ψ : E ′ −→ F ′

with F ∗(ψ) = ϕ. To prove that ψ induces a morphism (E ′, ε′) −→ (F ′, η′),
we should prove the compatibility of ψ with ε′, η′. Since Φ is finite flat,

it suffices to prove the compatibility of F ∗ψ = ϕ with Φ∗ε′ = ε,Φ∗η′ = η

and it follows from definition. So ψ is a morphism in MIC(1)(X(1))qn with

F ∗ψ = ϕ and so the functor F ∗ is full, as desired.

We prove that the functor F ∗ is essentially surjective. Let us take (E , ε) ∈
MIC(X)qn. Then, as we saw above, u∗ε defines a descent data on E relative

to X(1). Hence, for any open subscheme U of X and A,A′, E as above, u∗ε
defines a descent data on the A-module E relative to A′. Hence it descends

to a A′-module E′ satisfying A ⊗A′ E′ = E, since A is finite flat over A′.
Next, let U be an open subscheme of X, U =

⋃
i Ui be an open covering and

put Uij := Ui ∩ Uj . Let Ei, Eij (resp. E′
i, E

′
ij) be the module E (resp. E′)

in the case U = Ui, U = Uij respectively. Then we have the exact sequence

0 −→ E −→
∏
i

Ei −→
∏
i,j

Eij ,

and it implies the exactness of the sequence

0 −→ E′ −→
∏
i

E′
i −→

∏
i,j

E′
ij .

Hence, by letting U vary, E′’s induce a sheaf ofOX(1)-module E ′ with F ∗E ′ =

E .
Let pj : PX,(0) −→ X, p′j : PX(1),(−1) −→ X(1) (j = 0, 1) be the mor-

phisms induced by j-th projection. Then ε : p∗1E −→ p∗0E is rewritten

as ε : Φ∗p′∗1E ′ −→ Φ∗p′∗0E ′. We prove that ε descents to a morphism

ε′ : p′∗1E ′ −→ p′∗0E ′. Let πij : PX,(0) ×P
X(1),(−1)

PX,(0) −→ PX,(0) ((i, j) =

(0, 1), (2, 3)) be the morphism induced by the (i, j)-th projection X4 −→ X2

and let ρj (j = 0, 1) be the descent data on p∗jE coming from p′∗jE ′. Then, to

see the existence of ε′, it suffices to prove the commutativity of the following

diagram, since Φ is finite flat:

π∗
23(p

∗
1E)

ρ1−−−→ π∗
01(p

∗
1E)

π∗
23ε

� π∗
01ε

�
π∗

23(p
∗
0E)

ρ0−−−→ π∗
01(p

∗
0E).

(3.7)
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Note that, by Lemma 3.7, the morphism P̃ := PX,(0) ×P
X(1),(−1)

PX,(0) −→
X4 induced by two PX,(0) −→ X2’s induces the morphism v : P̃ −→
PX,(0)(3). Let qij : PX,(0)(3) −→ PX,(0) (0 ≤ i < j ≤ 3) be the morphism

induced by the (i, j)-th projection X4 −→ X2. By definition, ρ0 is equal to

the pull-back by p0×p0 : P̃ −→ X×X(1) X of the descent data on E relative

to X(1) coming from E ′, and it is equal to the pull-back of ε by

u ◦ (p0 × p0) = q02 ◦ v : P̃ −→ PX,(0).

So we have ρ0 = (p0 × p0)
∗u∗ε = v∗q∗02ε. We see the equality ρ1 = v∗q∗13ε in

the same way. On the other hand, we have π∗
23ε = v∗q23ε, π

∗
01ε = v∗q01ε by

definition. Hence the commutativity of the diagram (3.7) follows from the

cocycle condition for ε. So we have proved the existence of the morphism

ε′ : p′∗1E ′ −→ p′∗0E ′.
ε′ is an isomorphism because so is ε. Also, the cocycle condition for ε′

is reduced to that for ε because Φ is finite flat. Therefore, ε′ is a (−1)-

HPD-stratification and so (E ′, ε′) forms an object in MIC(1)(X(1))qn with

F ∗(E ′, ε′) = (E , ε). Hence we have shown the essential surjectivity of the

functor F ∗ and so the proof of the theorem is now finished. �

Remark 3.8. Assume that we are in the situation of Hyp(∞, 2, 2).

Also, let ι : HIG(X
(1)
1 )qn −→ HIG(X

(1)
1 )qn be the functor (E , θ) �→ (E ,−θ).

Then, by Corollary 3.2(1), the functor

F ∗
2 ◦ ι : HIG(X

(1)
1 )qn −→ MIC(X1)

qn

is an equivalence. In view of Remark 1.12, this reproves [9, 2.11] and a

special case of [4, 5.8] (the case m = 0 in the notation there). So we can

regard Theorem 3.1 as a generalization of their results in some sense. Note

however that our result is slightly weaker than their results in the sense that

we need the existence of a flat p-adic formal scheme S with S⊗Z/pZ = S1.

4. A Comparison of de Rham Cohomologies

In this section, we prove a comparison theorem between the de Rham co-

homology of certain modules with pm-connection on p-adic formal schemes

and the de Rham cohomology of the pull-back of them by the level raising
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inverse image functor associated to certain lift of Frobenius. As an applica-

tion, we prove the equivalence between the Q-linearization of the category of

nilpotent modules with integrable pm-connection and the Q-linearization of

the category of nilpotent modules with integrable pm−1-connection, under

the existence of a nice lift of Frobenius.

Let X −→ S be a smooth morphism between p-adic formal schemes

flat over Zp and let m ∈ N. We define the category MIC(m)(X)qn
• as the

category of projective systems (E•,∇•)•∈N in MIC(m)(X) with (En,∇n) ∈
MIC(m)(X)qn

n such that (En+1,∇n+1) −→ (En,∇n) induces the isomorphism

(En+1,∇n+1) ⊗ Z/pnZ
=−→ (En,∇n) for any n ∈ N. If we put (E ,∇) :=

lim←− n(En,∇n) ∈ MIC(m)(X), we have (E ,∇)⊗Z/pnZ = (En,∇n) when each

En is quasi-coherent, by [1, 3.3.1]. We define several nilpotent properties for

objects in MIC(m)(X)qn
• which are stronger than quasi-nilpotence as follows:

Definition 4.1. Let X −→ S,m be as above.

(1) For a smooth scheme Y over Sn := S ⊗ Z/pnZ, an object (E ,∇) in

MIC(m)(Y )qn is called f-constant (resp. lf-constant) if E is a quasi-

coherent OY -module flat over Z/pnZ (resp. a locally free OY -module

of finite rank) and it is generated as OY -module by elements e with

∇(e) = 0. For l ∈ N, It is called f-nilpotent of length ≤ l (resp. lf-

nilpotent of length ≤ l) if it can be written as an iterated extension

of length ≤ l by f-constant (resp. lf-constant) objects.

(2) An object (E•,∇•) in MIC(m)(X)qn
• is called f-nilpotent (resp. lf-

nilpotent) if there exists some l ∈ N such that, for each n ∈ N, there

exists some etale surjective morphism Yn −→ Xn := X ⊗ Z/pnZ such

that (En,∇n)|Yn ∈ MIC(m)(Yn)
qn is f-nilpotent of length ≤ l (resp.

lf-nilpotent of length ≤ l).

(3) An object (E•,∇•) in MIC(m)(X)qn
• is called nilpotent if it can be

written as an iterated extension by the object (OX• , p
md).

We denote the full subcategory of MIC(m)(X)qn
• consisting of f-nilpotent

(resp. lf-nilpotent, nilpotent) objects by MIC(m)(X)fn• (resp. MIC(m)(X)lfn• ,

MIC(m−1)(X)n•).

Definition 4.2. Let the notations be as in Definition 4.1. We call

an object (E ,∇) in MIC(m)(X) f-nilpotent (resp. lf-nilpotent, nilpotent)
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if there exists an object (En,∇n)n in MIC(m)(X)fn• (resp. MIC(m)(X)lfn• ,

MIC(m)(X)n•) with (E ,∇) := lim←− n(En,∇n) ∈ MIC(m)(X), and denote the

category of f-nilpotent (resp. lf-nilpotent, nilpotent) objects in MIC(m)(X)

by MIC(m)(X)fn (resp. MIC(m)(X)lfn, MIC(m)(X)n). Since each En is quasi-

coherent for any (En,∇n)n ∈ MIC(m)(X)fn• , the functor (En,∇n) �→
(E ,∇) := lim←− n(En,∇n) induces the equivalence

MIC(m)(X)fn•
=−→ MIC(m)(X)fn,

(resp. MIC(m)(X)lfn•
=−→ MIC(m)(X)lfn, MIC(m)(X)n•

=−→ MIC(m)(X)n).

(The inverse is given by (E ,∇) �→ ((E ,∇)⊗ Z/pnZ)n.)

Note that we have implications

nilpotent =⇒ lf-nilpotent =⇒ f-nilpotent.

Recall that an object (E ,∇) in MIC(m)(X) induces morphisms

∇k : E ⊗OX
Ωk
X/S −→ E ⊗OX

Ωk+1
X/S

and they form a complex

0 −→ E ∇−→ E ⊗OX
Ω1
X/S

∇1−→ E ⊗OX
Ω2
X/S

∇2−→ · · · ,
which we call the de Rham complex of (E ,∇). We denote the cohomology

sheaf of this complex by Hi(E ,∇) and the hypercohomology of it on X by

H i(X, (E ,∇)).

To state the main result in this section, we give the following definition

to fix the situation.

Definition 4.3. In this definition, Gm,T denotes the scheme

SpecT [t±1] for a scheme T and the p-adic formal scheme Spf T{t±1} for

a p-adic formal scheme T . For a, b, c, c′ ∈ N ∪ {∞} with a ≥ b ≥ c ≥ c′,
we mean by Hyp(a, b, c, c′) the following hypothesis: Let Sj (j ≤ a), fj :

Xj −→ Sj (j ≤ b), f
(1)
j : X

(1)
j −→ Sj (j ≤ b), Fj : Xj −→ X

(1)
j (j ≤ c) be as

in Hyp(a, b, c). Also, we assume that there exists a Cartesian diagram

Xc′
Fc′−−−→ X

(1)
c′� �

Gd
m,Sc′

p−−−→ Gd
m,Sc′

(4.1)
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for some d ∈ N Zariski locally, where the vertical arrows are etale and the

map p is the morphism over S which sends the coordinates to the p-th power

of them.

When a =∞ (resp. b =∞, c =∞), we denote Sa (resp. fb : Xb −→ Sb

and f
(1)
b : X

(1)
b −→ Sb, Fc : Xc −→ X

(1)
c ) simply by S (resp. f : X −→ S

and f (1) : X(1) −→ S, F : X −→ X(1)). In the local situation where there

exists the diagram (4.1), let t1, ..., td (resp. t′1, ..., t
′
d) be the local coordinate

on X (resp. X(1)) induced from the canonical coordinate of Gm,S via the

left vertical arrow (resp. the right vertical arrow) in (4.1) and let us put

τi := 1⊗ ti − ti ⊗ 1 ∈ OX2 , τ ′i := 1⊗ t′i − t′i ⊗ 1 ∈ O(X(1))2 .

Roughly speaking, Hyp(a, b, c, c′) means that S1 is lifted to a scheme Sa

flat over Z/paZ, f1 : X1 −→ S1 and f
(1)
1 : X

(1)
1 −→ S1 is lifted to morphisms

over Sb = Sa ⊗ Z/pbZ, the relative Frobenius FX1/S1
: X1 −→ X

(1)
1 is lifted

to a morphism over Sc = Sa ⊗ Z/pcZ and nicely lifted to a morphism over

Sc′ = Sa ⊗ Z/pc
′
Z.

Then the main result in this section is stated in the following way.

Theorem 4.4. Let the notations be as in Hyp(∞,∞,∞,∞) and let

(E ,∇) be an object in MIC(m)(X(1))fn. Then the level raising inverse image

functor F ∗ : MIC(m)(X(1)) −→ MIC(m−1)(X) induces the natural isomor-

phisms

H0(E ,∇)
=−→ H0(F ∗(E ,∇)).

Hi(E ,∇)⊗Q
=−→ Hi(F ∗(E ,∇))⊗Q (i ∈ N).

More precisely, F ∗ induces the natural injective morphism

Hi(E ,∇)−→Hi(F ∗(E ,∇)) (i ∈ N)

which is isomorphic when i = 0 and whose cokernel is killed by pc, where c is

a natural number which depends only on m, i and the length of lf-nilpotence

of (E ,∇).

Before the proof, we give several corollaries.

Corollary 4.5. Let the notations be as in Hyp(∞,∞,∞,∞) and let

(E ,∇) be an object in MIC(m)(X(1))fn. Then the level raising inverse image
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functor F ∗ : MIC(m)(X(1)) −→ MIC(m−1)(X) induces the isomorphisms

H0(X(1), (E ,∇))
=−→ H0(X,F ∗(E ,∇)).

H i(X(1), (E ,∇))⊗Q
=−→ H i(X,F ∗(E ,∇))⊗Q (i ∈ N).

More precisely, F ∗ induces the homomorphism

H i(X(1), (E ,∇))−→H i(X,F ∗(E ,∇)) (i ∈ N)

which is isomorphic when i = 0 and whose kernel and cokernel are killed by

pc, where c is a natural number which depends only on m, i and the length

of lf-nilpotence of (E ,∇).

Proof. This follows from Theorem 4.4 and the spectral sequences

Es,t
2 = Hs(X(1),Ht(E ,∇)) =⇒ Hs+t(X(1), (E ,∇)),

Es,t
2 = Hs(X,Ht(F ∗(E ,∇))) =⇒ Hs+t(X,F ∗(E ,∇)). �

To give two more corollaries, we introduce some more categories. Recall

that, under Hyp(∞,∞,m+ 1), we have an equivalence

MIC(m−1)(X)qn
n

=−→ MIC(m−1)(Xn+m−1)
qn
n

=−→ D(m−1)(Xn+m−1/S)qn
n

=−→ D
(m−1)

(Xn+m−1/S)qn
n

=−→ D
(m−1)

(Xm+1/S)qn
n

for n ∈ N. Let us define the category D
(m−1)

(Xm+1/S)qn
• as the

category of projective systems (E•)•∈N in D
(m−1)

(Xm+1/S)qn :=⋃
nD

(m−1)
(Xm+1/S)qn

n with En ∈ D
(m−1)

(Xm+1/S)qn
n such that En+1 −→

En induces the isomorphism En+1 ⊗ Z/pnZ
=−→ En for any n ∈ N. Then the

above equivalence induces the equivalence

MIC(m−1)(X)qn
•

=−→ D
(m−1)

(Xm+1/S)qn
• .(4.2)

Then we define the category D
(m−1)

(Xm+1/S)lfn• , D
(m−1)

(Xm+1/S)n• by the

essential image of MIC(m−1)(X)lfn• ,MIC(m−1)(X)n• by the equivalence (4.2),

respectively. Also, we can define the category D
(m)

(X
(1)
m+1/S)qn

• , the equiv-

alence

MIC(m)(X(1))qn
•

=−→ D
(m)

(X
(1)
m+1/S)qn

• ,
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and the categories D
(m)

(X
(1)
m+1/S)lfn• , D

(m)
(X

(1)
m+1/S)n• in the same way.

Note that we have the level raising inverse image functor

F ∗
m+1 : D

(m)
(X

(1)
m+1/S)qn

• −→ D
(m−1)

(Xm+1/S)qn
•

induced by the ones F ∗
m+1 : D

(m)
(X

(1)
m+1/S)qn

n −→ D
(m−1)

(Xm+1/S)qn
n for

n ∈ N.

Then we have the following corollary:

Corollary 4.6.

(1) Let the sitation be as in Hyp(∞,∞,m + 1,m + 1). Then the level

raising inverse image functor

F ∗
m+1 : D

(m)
(X

(1)
m+1/S)qn

• −→ D
(m−1)

(Xm+1/S)qn
•

induces the fully faithful functor

F ∗
m+1 : D

(m)
(X

(1)
m+1/S)lfn• −→ D

(m−1)
(Xm+1/S)lfn• ,(4.3)

and via the induced fully faithful functor

D
(m)

(X
(1)
m+1/S)lfn•,Q −→ D

(m−1)
(Xm+1/S)lfn•,Q(4.4)

between Q-linealized categories, D
(m)

(X
(1)
m+1/S)lfn•,Q is a thick full sub-

category of D
(m−1)

(Xm+1/S)lfn•,Q.

(2) Let the sitation be as in Hyp(∞,∞,∞,m+1). Then the level raising

inverse image functor F ∗ : MIC(X(1))qn −→ MIC(m−1)(X)qn induces

the fully faithful functor

F ∗ : MIC(m)(X(1))lfn −→ MIC(m−1)(X)lfn,(4.5)

and via the induced fully faithful functor

MIC(X(1))lfnQ −→ MIC(m−1)(X)lfnQ(4.6)

between Q-linealized categories, MIC(m)(X(1))lfnQ is a thick full subcat-

egory of MIC(m−1)(X)lfnQ .
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Proof. First we prove (2) under Hyp(∞,∞,∞,∞). Since the source

and the target in (4.5) and (4.6) are rigid tensor categories and F ∗ is a

tensor functor, it suffices to prove that, for (E ,∇) ∈ MIC(m)(X(1))lfn, the

level raising inverse image functor induces the isomorphisms

H0(X(1), (E ,∇))
=−→ H0(X,F ∗(E ,∇)),

H1(X(1), (E ,∇))⊗Q
=−→ H1(X,F ∗(E ,∇))⊗Q,

and it follows from Corollary 4.5.

Next we prove (1). First we work locally and assume the existence of

F : X −→ X(1) which lifts Fm+1 and assume that we are in the situation of

Hyp(∞,∞,∞,∞) with this F . Then the functor (4.3) is identical with the

functor (4.5) and the latter is fully faithful by the argument in the previous

paragraph. Hence the former is also fully faithful.

Since the categories appearing in (4.3) satisfies the descent property for

Zariski coverings, we can deduce from the argument in the previous para-

graph that the functor (4.3) is fully faithful globally, under Hyp(∞,∞,m+

1,m + 1). Let us prove that D
(m)

(X
(1)
m+1/S)lfn•,Q is a thick full subcategory

of D
(m−1)

(Xm+1/S)lfn•,Q via (4.4) globally, under Hyp(∞,∞,m+ 1,m+ 1).

Let us take an exact sequence

0 −→ F ∗
m+1E ′

f−→ E g−→ F ∗
m+1E ′′ −→ 0(4.7)

in D
(m−1)

(Xm+1/S)lfn•,Q = MIC(m−1)(X)lfnQ ⊆ MIC(m−1)(X)Q with E ′, E ′′

contained in D
(m)

(X
(1)
m+1/S)lfn• . It suffices to prove that E is in the essential

image of the functor (4.4). We may assume that f, g are morphisms in

MIC(m−1)(X) and that g ◦ f = 0 in MIC(m−1)(X). Then we have the

diagram

0 −−−→ F ∗
m+1E ′

f−−−→ E g−−−→ F ∗
m+1E ′′ −−−→ 0

α

� ∥∥∥ β

�
0 −−−→ Kerg −−−→ E −−−→ Img −−−→ 0

(4.8)

in MIC(m−1)(X). Since α, β are isomorphisms in MIC(m−1)(X)Q, we have

some a ∈ N and morphisms

α′ : Kerg −→ F ∗
m+1E ′, β′ : F ∗

m+1E ′′ −→ Img
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such that α ◦ α′ = α′ ◦ α = pa, β ◦ β′ = β′ ◦ β = pa. If we push the lower

horizontal line in (4.8) by α′ and pull it back by β′, we obtain the exact

sequence of the form

0 −→ F ∗
m+1E ′ −→ E1 −→ F ∗

m+1E ′′ −→ 0

in MIC(m−1)(X)lfn with E1 isomorphic to E in the category MIC(m−1)(X)Q.

So, by replacing E by E1, we may assume that the exact sequence (4.7) is the

one in the category MIC(m−1)(X)lfn. Now let us take a Zariski covering X =⋃
αXα by open subschemes such that, if we denote the corresponding open

covering of X(1) by X(1) =
⋃
αX

(1)
α , there exists a lift Fα : Xα −→ X

(1)
α of

Fm+1 for each α with which we are in the situation of Hyp(∞,∞,∞,∞) (for

Xα). Then, since the functor F ∗
m+1|X(1)

α
is equal to F ∗

α : MIC(m)(X
(1)
α )lfn −→

MIC(m−1)(Xα)lfn, we have the homomorphism

H1(X(1)
α ,Hom(E ′′, E ′)) −→ H1(Xα,Hom(F ∗

m+1E ′′, F ∗
m+1E ′))

whose kernel and cokernel are killed by pc, where c is a natural number

independent of α. So, by multiplying the extension class [E ] of the exact

sequence (4.7) by pc, we may assume that there exists an exact sequence

0 −→ E ′|
X

(1)
α
−→ Fα −→ E ′′|X(1)

α
−→ 0(4.9)

in MIC(m)(X
(1)
α )lfn for each α such that F ∗

m+1(4.9) is isomorphic to (4.7)|Xα .

In particular, we have the isomorphism iα : F ∗
m+1Fα

=−→ E|Xα . So, if we put

iαβ := i−1
β ◦ iα : F ∗

m+1Fα −→ F ∗
m+1Fβ on Xα ∩Xβ, it satisfies the cocycle

condition. Then, since F ∗
m+1 is fully faithful, we see that there exists an

object F in D
(m−1)

(X
(1)
m+1/S)lfn• = MIC(m−1)(X(1))lfn with F ∗

m+1F = E .
Hence E is in the essential image of the functor (4.4) and so we have shown

that D
(m)

(X
(1)
m+1/S)lfn•,Q is a thick full subcategory of D

(m−1)
(Xm+1/S)lfn•,Q.

So the proof of (1) is finished.

Finally, since the functors (4.5), (4.6) are identified with (4.3), (4.4), the

assertion (2) in general case is an immediate consequence of the assertion

(1). So the proof of corollary is finished. �

Corollary 4.7. If we are in the situation of Hyp(∞,∞,m+ 1,m+

1), the level raising inverse image functor F ∗
m+1 : D

(m)
(X

(1)
m+1/S)qn

• −→
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D
(m−1)

(Xm+1/S)qn
• induces the fully faithful functor

F ∗
m+1 : D

(m)
(X

(1)
m+1/S)n• −→ D

(m−1)
(Xm+1/S)n• ,(4.10)

giving the equivalence

D
(m)

(X
(1)
m+1/S)n•,Q

=−→ D
(m−1)

(Xm+1/S)n•,Q(4.11)

between Q-linearized categories. Also, if we are in the situation of

Hyp(∞,∞,∞,m + 1) with X quasi-compact, the level raising inverse im-

age functor F ∗ : MIC(X(1))qn −→ MIC(m−1)(X)qn induces the fully faithful

functor

F ∗ : MIC(m)(X(1))n −→ MIC(m−1)(X)n,(4.12)

giving the equivalence

MIC(X(1))nQ
=−→ MIC(m−1)(X)nQ(4.13)

between Q-linealized categories.

Proof. The full faithfulness of (4.10) and (4.12) follows from that

of (4.3) and (4.5). Also, by the same argument as the proof of Corol-

lary 4.6, we see that D
(m)

(X
(1)
m+1/S)n•,Q (resp. MIC(X(1))nQ) is a thick full

subcategory of the category D
(m−1)

(Xm+1/S)n•,Q (resp. MIC(m−1)(X)nQ)

via the functor (4.11) (resp. (4.13)). Since any object in the categories

D
(m−1)

(Xm+1/S)n•,Q, MIC(m−1)(X)nQ is written as an iterated extension of

trivial objects, thickness above implies the equivalence of the functors (4.11),

(4.13). �

Note that Corollaries 4.6, 4.7 give possible answers to Question 1.18.

We give a proof of Theorem 4.4.

Proof of Theorem 4.4. We have the homomorphism of complexes

from the de Rham complex of (E ,∇) to that of F ∗(E ,∇) induced by the level

raising inverse image functor. So, to prove the theorem, we may work locally.

So we may assume that the Cartesian diagram (4.1) exists globally. Then we

have F ∗E = ⊕ataE , where a runs through the set I := {a = (ai)i ∈ Nd | 0 ≤
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ai ≤ p − 1}. If we express ∇ : E −→ E ⊗O
X(1)

Ω1
X(1)/S

= ⊕di=1Et′
−1
i dt′i by

∇(e) =
∑

i∇i(e)t
′−1
i dt′i, F

∗∇ : F ∗E −→ F ∗E ⊗OX
Ω1
X/S = ⊕di=1F

∗Et−1
i dti

has the property F ∗∇(e) =
∑

i∇i(e)t
−1
i dti. (Here we wrote the element

F ∗(e) ∈ F ∗E simply by e.) Hence we have, for a = (ai)i ∈ I,

F ∗∇(tae) = taF ∗∇(e) + pm−1
∑
i

ait
aet−1

i dti(4.14)

= ta
∑
i

{(1⊗∇i) + pm−1ai}(e)t−1
i dti.

For a = (ai)i ∈ I, let θa : E −→ E ⊗O
X(1)

Ω1
X(1)/S

= ⊕di=1Et′
−1
i dt′i be

the linear map e �→
∑

i aiet
′−1
i dt′i. Then, by (4.14), we have F ∗(E ,∇) =

(F ∗E , F ∗∇) = ⊕a∈I(E ,∇+ pm−1θa) via the identification of ⊕di=1F
∗Et−1

i dti
and ⊕a∈I ⊕di=1 Et′

−1
i dt′i on the target. Hence we have

Hi(F ∗(E ,∇)) = ⊕a∈IHi(E ,∇+ pm−1θa).(4.15)

Let us consider the following claim:

Claim 1. p4l(m−1)(i+1)Hi(E ,∇ + pm−1θa) = 0 for all i ∈ N and a ∈
I, �= 0.

First we prove that the claim 1 implies the theorem. We see easily

that the claim 1 and the equality (4.15) imply the injective morphism

Hi(E ,∇) −→ Hi(F ∗(E ,∇)) whose cokernel is killed by p4l(m−1)(i+1). Also,

since En := E ⊗ Z/pnZ is flat over Z/pnZ for each n, E is flat over Zp and

hence the both hand sides of (4.15) are flat over Zp when i = 0. So the

claim implies the equalities H0(E ,∇+ pm−1θa) = 0 for a ∈ I, �= 0, and this

and (4.15) imply the isomorphism H0(E ,∇)
=−→ H0(F ∗(E ,∇)), as desired.

So it suffices to prove the claim 1.

In the following, we denote the map θa ⊗ Z/pnZ : En −→ En ⊗O
X(1)

Ω1
X(1)/S

also by θa, by abuse of notation. Let us take l ∈ N and etale

surjective morphism Yn −→ X
(1)
n (n ∈ N) such that (En,∇n)|Yn is f-nilpotent

of length ≤ l. For an open subset U ⊆ X(1), let (E ,∇ + pm−1θa)(U),

(En,∇n+pm−1θa)(U) be the complex Γ(U, E⊗OX
Ω•
X/S), Γ(U, En⊗OX

Ω•
X/S)

induced from the de Rham complex of (E ,∇+ pm−1θa), (En,∇n + pm−1θa)

respectively and let H i((E ,∇+ pm−1θa)(U)), H i((En,∇n + pm−1θa)(U)) be
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the i-th cohomology of this complex. To prove claim 1, first prove the

following claim:

Claim 2. For n ∈ N and an open affine formal subscheme U ⊆ X(1),

we have p2l(m−1)(i+1)H i((En,∇+pm−1θa)(U)) = 0 for all i ∈ N and a ∈ I, �=
0.

We prove claim 2. Let us put n′ := n+m− 1 and let Y −→ X(1) be an

etale morphism lifting Yn′ −→ X
(1)
n′ . Take an affine etale Čech hypercovering

U• −→ U such that U0 −→ U is a refinement of Y ×X(1) U −→ U . Then,

since En is quasi-coherent, we have

H i((En,∇+ pm−1θa)(U)) = H i((En,∇+ pm−1θa)(U•))

(where the right hand side denotes the i-th cohomology of the double com-

plex (En,∇+ pm−1θa)(U•)) and so we have the spectral sequence

Es,t
2 := Ht((En,∇+ pm−1θa)(Us)) =⇒ Hs+t((En,∇+ pm−1θa)(U)).

Hence it suffices to prove p2l(m−1)H i((En,∇ + pm−1θa)(Us)) = 0 for all

s. By assumption, (En′ ,∇n′)|Us is written as an iterated extension of f-

constant objects (En′,j ,∇n′,j) (1 ≤ j ≤ l) in MIC(m)(Us ⊗ Z/pn
′
Z). Then

(En′ ,∇n′ + pm−1θa)|Us is written as an iterated extension of (En′,j ,∇n′,j +

pm−1θa) (1 ≤ j ≤ l), and (En,∇n + pm−1θa)|Us is written an iterated exten-

sion of (En,j ,∇n,j + pm−1θa) := (En′,j ,∇n′,j + pm−1θa)⊗ Z/pnZ (1 ≤ j ≤ l).

So it suffices to prove

p2(m−1)H i((En,j ,∇n,j + pm−1θa)(Us)) = 0.

Since (En′,j ,∇n′,j) is f-constant, we have ∇n′,j(En′,j) ⊆ pmEn′,j ⊗ Ω1
X(1)/S

.

Hence we can factorize ∇n′,j as

En′,j
∇n′,j−→ En,j ⊗ Ω1

X(1)/S

pm−1

−→ En′,j ⊗ Ω1
X(1)/S

,

where pm−1 is the map induced from the multiplication by pm−1 on En′,j ⊗
Ω1
X(1)/S

. Let ∇j : En,j −→ En,j ⊗ Ω1
X(1)/S

be ∇n′,j ⊗ Z/pnZ. Then it is a
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f-nilpotent p-connection and we have the commutative diagram

En,j
pm−1

−−−→ En,j =−−−→ En,j
∇n,j+p

m−1θa

� ∇j+θa

� ∇n,j+p
m−1θa

�
En,j ⊗ Ω1

X(1)/S

=−−−→ En,j ⊗ Ω1
X(1)/S

pm−1

−−−→ En,j ⊗ Ω1
X(1)/S

.

(4.16)

For k ∈ N, let us denote the homomorphism En,j ⊗ Ωk
X(1)/S

−→ En,j ⊗
Ωk+1
X(1)/S

induced by ∇n,j + pm−1θa (resp. ∇j + θa) by (∇n,j + pm−1θa)k

(resp. (∇j + θa)k). Then the commutativity of (4.16) implies that of the

following diagram:

En,j ⊗ Ωi−1
X(1)/S

p2(m−1)

−−−−−→ En,j ⊗ Ωi−1
X(1)/S

=−−−→ En,j ⊗ Ωi−1
X(1)/S

(∇n,j+p
m−1θa)i−1

� (∇j+θa)i−1

� (∇n,j+p
m−1θa)i−1

�
En,j ⊗ Ωi

X(1)/S

pm−1

−−−→ En,j ⊗ Ωi
X(1)/S

pm−1

−−−→ En,j ⊗ Ωi
X(1)/S

(∇n,j+p
m−1θa)i

� (∇j+θa)i

� (∇n,j+p
m−1θa)i

�
En,j ⊗ Ωi+1

X(1)/S

=−−−→ En,j ⊗ Ωi+1
X(1)/S

p2(m−1)

−−−−−→ En,j ⊗ Ωi+1
X(1)/S

.

(4.17)

From the commutative diagram (4.17), we see that it suffices to prove the

equality H i((En,j ,∇j +θa)(Us)) = 0 to prove the claim 2. Since (En,j ,∇j) is

a f-constant p-connection, we see that ∇(En,j) ⊆ pEn,j ⊗Ω1
X(1)/S

. So we can

write (En,j ,∇j + θa) as an iterated extension by the Higgs module (E1,j , θa)
(where E1,j = En,j ⊗Z/pZ), and by [8, 2.2.2], we have H i((E1,j , θa)(Us)) = 0

for any i ∈ N. Hence we have H i((En,j ,∇j + θa)(Us)) = 0 (i ∈ N) and so

the proof of claim 2 is finished.

Finally we prove the claim 1. For any open affine U ⊆ X(1), we have

the exact sequence

0 −→ lim←−
1H i−1((En,∇n + pm−1θa)(U)) −→ H i((E ,∇+ pm−1θa)(U))

−→ lim←− nH
i((En,∇n + pm−1θa)(U)) −→ 0

and by claim 1, the first and the third term are killed by p2l(m−1)(i+1).

Hence H i((E ,∇ + pm−1θa)(U)) is killed by p4l(m−1)(i+1) and so we have
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p4l(m−1)(i+1)Hi(E ,∇+pm−1θa) = 0, as desired. So the proof of the theorem

is now finished. �

5. Modules with Integrable pm-Witt-Connection

In this section, we define the notion of modules with integrable pm-Witt-

connection. We also define the level raising inverse image functor from the

categories of modules with integrable pm-Witt-connection to that of pm−1-

Witt-connection, and prove that it induces the equivalence of categories

between Q-linearized categories when restricted to nilpotent objects. This is

the Witt analogue of the equivalence (4.13) in Corollary 4.7. The categories

defined in this section is more complicated than the categories defined in

Section 1, but the equivalance proven in this section has the advantage that

we need no assumpion on liftability of Frobenius.

Throughout this section, we fix a perfect scheme S1 of characteristic

p > 0.

Definition 5.1. Let us assume given a smooth morphism X1 −→ S1.

Let WOX1 = lim←− nWnOX1 be the ring of Witt vectors of OX1 and let

WΩ•
X1

= lim←− nWnΩ
•
X1

be the de Rham-Witt complex of X1. Then a

pm-Witt-connection on a WOX1-module E is an additive map ∇ : E −→
E ⊗WOX1

WΩ1
X1

satisfying ∇(fe) = f∇(e)+pme⊗df for e ∈ E , f ∈WOX1 .

We call a pm-Witt-connection also as a Witt-connection of level −m.

When we are given a WOX1-module with pm-Witt-connection (E ,∇),

we can define the additive map ∇k : E ⊗WOX1
WΩk

X1
−→ E ⊗WOX1

WΩk+1
X1

which is characterized by ∇k(e⊗ ω) = ∇(e) ∧ ω + pme⊗ dω.

Definition 5.2. With the notation above, we call (E ,∇) integrable

if we have ∇1 ◦ ∇ = 0. We denote the category of WOX1-modules with

integrable pm-Witt-connection by MIWC(m)(X1).

It is easy to see that the category MIWC(m)(X1) is functorial with re-

spect to X1. We define the notion of nilpotence as follows:

Definition 5.3. An object (E ,∇) in MIWC(m)(X1) is called nilpotent

if it can be written as an iterated extension by the object (WOX1 , p
md). We
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denote the full subcategory of MIWC(m)(X1) consisting of nilpotent objects

by MIWC(m)(X1)
n.

Let FS1 : S1 −→ S1 be the Frobenius endomorphism and let X
(1)
1 :=

S1×F,S1 X1. Then we define the homomorphism of differential graded alge-

bras

(WΩ•
X

(1)
1

, pmd) −→ (WΩ•
X1
, pm−1d)(5.1)

by the composite

(WΩ•
X

(1)
1

, pmd)
=−→ lim←− n(WnOS1 ⊗Wn+1OS1

Wn+1Ω
•
X

(1)
1

, id⊗ pmd)

=−→ lim←− n(WnOS1 ⊗F,Wn+1OS1
Wn+1Ω

•
X1
, id⊗ pmd)

id⊗F−→ (WnΩ
•
X1
, pm−1d)

(where F is the Frobenius in de Rham-Witt complexes). We denote the

homomorphism (5.1) also by F . Also, for a WO
X

(1)
1

-module E and a local

section e ∈ E , denote WOX1 ⊗F,WO
X

(1)
1

E and 1 ⊗ e ∈ WOX1 ⊗F,WO
X

(1)
1

E simply by F∗E , F∗(e). Then, for (E ,∇) ∈ MIWC(m)(X
(1)
1 ), we define

F∗(E ,∇) ∈ MIWC(m−1)(X1) by F∗(E ,∇) := (F∗E , F∗∇), where F∗E is

as above and F∗∇ : F∗E −→ F∗E ⊗WOX1
WΩ1

X1
is the map defined by

F∗∇(fF∗(e)) = fF∗(∇(e)) + pm−1F∗(e)df for e ∈ E , f ∈WOX1 . (The inte-

grability of F∗(E ,∇) follows from the well-known formula dF = pFd for de

Rham-Witt complex.) So we have the functor

F∗ : MIWC(m)(X
(1)
1 ) −→ MIWC(m−1)(X1),

and it is easy to see that it induces the functor

F∗ : MIWC(m)(X
(1)
1 )n −→ MIWC(m−1)(X1)

n.(5.2)

An object (E ,∇) in MIWC(m−1)(X1) (resp. MIWC(m)(X
(1)
1 )) induces

the complex

0 −→ E ∇−→ E ⊗WOX1
WΩ1

X1

∇1−→ E ⊗WOX1
WΩ2

X1

∇2−→ · · ·

(resp. 0 −→ E ∇−→ E ⊗WO
X

(1)
1

WΩ1

X
(1)
1

∇1−→ E ⊗WO
X

(1)
1

WΩ2

X
(1)
1

∇2−→ · · · ),
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which is called the de Rham complex of (E,∇). We denote the cohomology

sheaf of this complex by Hi(E ,∇) and the hypercohomology of it on X1

(resp. X
(1)
1 ) by H i(X1, (E ,∇)) (resp. H i(X

(1)
1 , (E ,∇))).

Then we have the following theorem, which is the Witt version of The-

orem 4.4:

Theorem 5.4. Let the notations be as above and let (E ,∇) ∈
MIWC(m)(X

(1)
1 )n. Then the level raising inverse image functor (5.2) in-

duces the natural isomorphisms

H0(E ,∇)
=−→ H0(F∗(E ,∇)).

Hi(E ,∇)⊗Q
=−→ Hi(F∗(E ,∇))⊗Q (i ∈ N).

We have the following corollaries, which we can prove in the same way

as Corollaries 4.5, 4.7. (So we omit the proof.)

Corollary 5.5. Let S1, X1, X
(1)
1 be as above and let (E ,∇) ∈

MIWC(m)(X
(1)
1 )n. Then the level raising inverse image functor (5.2) in-

duces the isomorphisms

H0(X
(1)
1 , (E ,∇))

=−→ H0(X1, F∗(E ,∇)).

H i(X
(1)
1 , (E ,∇))⊗Q

=−→ H i(X1, F∗(E ,∇))⊗Q (i ∈ N).

Corollary 5.6. Let S1, X1, X
(1)
1 be as above. Then the level raising

inverse image functor (5.2) is a fully faithful functor which gives the equiv-

alence

MIWC(X
(1)
1 )nQ

=−→ MIWC(m−1)(X1)
n
Q(5.3)

between Q-linealized categories.

Proof of Theorem 5.4. Since we may work locally, we may assume

that S1 = SpecR,X1 = SpecB1 are affine. (Hence WnS = SpecWn(R).)
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Also, we may assume that the homomorphism R −→ B1 corresponding to

X1 −→ S1 factors as

R −→ A1 := R[Ti]1≤i≤d −→ A′
1 := R[T±1

i ]1≤i≤d −→ B1,(5.4)

where the last map is etale. Recall [6, 3.2] that a Frobenius lift of a smooth

R-algebra C1 is a projective system of data (Cn, φn, δn)n≥1 (with C1 the

same as the given one), where

• Cn (n ≥ 1) is a smooth lifting over Wn(R) of C1 satisfying

Wn(R)⊗Wn+1(R) Cn+1
=−→ Cn.

• φn (n > 1) is a map Cn −→ Cn−1 over F : Wn(R) −→Wn−1(R) which

is compatible with the Frobenius morphism C1 −→ C1.

• δn (n ≥ 1) is a map Cn −→Wn(C1) such that the diagram

Cn
δn−−−→ Wn(C1)

φn

� F

�
Cn−1

δn−1−−−→ Wn−1(C1)

is commutative.

Now let us define the Frobenius lift (An, φn, δn)n, (A
′
n, φ

′
n, δ

′
n) of A1, A

′
1 by

An := Wn(R)[Ti]1≤i≤d, φn(Ti) = T p
i , δn(Ti) = [Ti],

A′
n := Wn(R)[T±1

i ]1≤i≤d, φn(T
±1
i ) = T±p

i , δn(T
±1
i ) = [T±1

i ],

where [−] denotes the Teichmüller lift. Then we have a map (fn)n :

(An, φn, δn)n −→ (A′
n, φ

′
n, δ

′
n)n over the map A1 −→ A′

1 in (5.4) such that

the diagrams

A′
n

φ′
n−−−→ A′

n−1

fn

� fn−1

�
An

φn−−−→ An−1,

A′
n

δ′n−−−→ Wn(A
′
1)

fn

� Wn(f1)

�
An

δn−−−→ Wn(A1)

(5.5)
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are coCartesian. Moreover, by the proof of [6, 3.2], there exists a Frobenius

lift (Bn, ψn, εn)n of B1 and a map (gn)n : (A′
n, φ

′
n, δ

′
n)n −→ (Bn, ψn, εn)n

over the map A′
1 −→ B1 in (5.4) such that the diagrams

Bn
ψ′
n−−−→ Bn−1

gn

� gn−1

�
A′
n

φ′
n−−−→ A′

n−1,

Bn
εn−−−→ Wn(B1)

gn

� Wn(g1)

�
A′
n

δ′n−−−→ Wn(A
′
1)

(5.6)

are coCartesian. Let us define the Frobenius lift (A
(1)
n , φ

(1)
n , δ

(1)
n )n of A

(1)
1 :=

R⊗F,R A1 by

A(1)
n := Wn(R)⊗F,Wn(R) An, φ(1)

n := F ⊗ φn, δ(1)
n := id⊗ δn,

and define the Frobenius lift (A′(1)
n , φ′(1)

n , δ′(1)
n )n of A′(1)

1 := R ⊗F,R A′
1 and

the Frobenius lift (B
(1)
n , ψ

(1)
n , ε

(1)
n )n of B

(1)
1 := R⊗F,R B1 in the same way.

Let us put B := lim←− nBn, B
(1) := lim←− nB

(1)
n . Recall that we have the

map F : (WΩ•
B

(1)
1

, pmd) −→ (WΩ•
B1
, pm−1d) of differential graded algebras

defined in (5.1). On the other hand, we have the map F
∗

: (Ω•
B(1) , p

md) −→
(Ω•

B, p
m−1d) of differential graded algebras such that the composite

Ωi
B(1)

F
∗
−→ Ωi

B
pi−→ Ωi

B

is the one defined by the homomorphism ψ : B(1) −→ B induced by ψn’s.

(This ψ is a lift of relative Frobenius morphism B
(1)
1 −→ B1, and the map

F
∗

for • = 1 is the same as the one defined in Section 1.) Furthermore, the

morphisms εn, ε
(1)
n (n ∈ N) induce the homomorphisms

εn : (Ω•
Bn
, pm−1d) −→ (WnΩ

•
B1
, pm−1d),

ε := lim←− nεn : (Ω•
B, p

m−1d) −→ (WΩ•
B1
, pm−1d),

ε(1)
n : (Ω•

B
(1)
n
, pmd) −→ (WnΩ

•
B

(1)
1

, pmd),

ε(1) := lim←− nε
(1)
n : (Ω•

B(1) , p
md) −→ (WΩ•

B
(1)
1

, pmd),

and the well-known formulas FV = p, FdV = d, Fd[x] = [x]p−1d[x] of de
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Rham-Witt complexes imply the commutativity of the following diagram:

(WΩ•
B

(1)
1

, pmd)
F−−−→ (WΩ•

B1
, pm−1d)

ε(1)

� ε

�
(Ω•

B(1) , p
md)

F
∗

−−−→ (Ω•
B, p

m−1d).

(5.7)

To prove the theorem, it suffices to prove that the homomorphisms

H0(F ) : H0(WΩ•
B

(1)
1

, pmd) −→ H0(WΩ•
B1
, pm−1d),(5.8)

H i(F )⊗Q : H i(WΩ•
B

(1)
1

, pmd)⊗Q(5.9)

−→ H i(WΩ•
B1
, pm−1d)⊗Q (i ∈ N)

induced by F are isomorphisms. We prove this by using the commutative

diagram (5.7). First, by Theorem 4.4, the homomorphisms

H0(F
∗
) : H0(Ω•

B(1) , p
md) −→ H0(Ω•

B, p
m−1d),(5.10)

H i(F
∗
)⊗Q : H i(Ω•

B(1) , p
md)⊗Q −→ H i(Ω•

B, p
m−1d)⊗Q (i ∈ N)(5.11)

induced by F
∗

are isomorphisms. (Hyp(∞,∞,∞,∞) is satisfied because

of the left cocartesian diagram in (5.6).) Next we prove that the homomor-

phisms

H0(ε) : H0(Ω•
B, p

m−1d) −→ H0(WΩ•
B1
, pm−1d),(5.12)

H i(ε)⊗Q : H i(Ω•
B, p

m−1d)⊗Q(5.13)

−→ H i(WΩ•
B1
, pm−1d)⊗Q (i ∈ N)

induced by ε are isomorphisms. To prove this, we follow the argument in [6,

Theorem 3.5]: First, let us note the commutative diagram appeared there

(Ω•
Bn
, d)

=←−−− (B2n ⊗A2n,φn Ω•
An
, id⊗ d)

εn

� id⊗δn
�

(WnΩ
•
B1
, d)

=←−−− (B2n ⊗A2n,φn WnΩA1 , id⊗ d),

(5.14)

where we denoted the maps induced from εn, δn by the same latters abu-
sively, and φn : A2n −→ An is the map φn+1 ◦ · · · ◦φ2n. Also, in the proof of
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[6, Theorem 3.5], it is shown that we have the decomposition (WnΩ
•
A1
, d) =

(C•
int, d)⊕ (C•

frac, d) such that δn : (Ω•
An
, d) −→ (WnΩA1 , d) induces the iso-

morphism of complexes (Ω•
An
, d)

=−→ (C•
int, d) and that the complex (C•

frac, d)
is acyclic. Hence δn : (Ω•

An
, d) −→ (WnΩA1 , d) is a quasi-isomorphism and so

is εn : (Ω•
Bn
, d) −→ (WnΩ

•
B1
, d) by (5.14). Hence ε := lim←− nεn : (Ω•

B, d) −→
(WΩ•

B1
, d) is also a quasi-isomorphism. Since Ωi

B,WΩi
B1

’s (i = 0, 1) are

p-torsion free, we have H0(Ω•
B, p

m−1d) = H0(Ω•
B, d), H

0(WΩ•
B1
, pm−1d) =

H0(WΩ•
B1
, d) and so the map (5.12) is an isomorphism. Also, using the

commutative diagrams

Ωi−1
B

=−−−−→ Ωi−1
B

p2(m−1)

−−−−−→ Ωi−1
B

d

� pm−1d

� d

�
Ωi

B
pm−1

−−−−→ Ωi
B

pm−1

−−−−→ Ωi
B

d

� pm−1d

� d

�
Ωi+1

B

p2(m−1)

−−−−−→ Ωi+1
B

=−−−−→ Ωi+1
B ,

WΩi−1
B1

=−−−−→ WΩi−1
B1

p2(m−1)

−−−−−→ WΩi−1
B1

d

� pm−1d

� d

�
WΩi

B1

pm−1

−−−−→ WΩi
B1

pm−1

−−−−→ WΩi
B1

d

� pm−1d

� d

�
WΩi+1

B1

p2(m−1)

−−−−−→ WΩi+1
B1

=−−−−→ WΩi+1
B1

,

Ωi−1
B

p2(m−1)

−−−−−→ Ωi−1
B

ε−−−→ WΩi−1
B1

=−−−→ WΩi−1
B1

pm−1d

� d

� d

� pm−1d

�
Ωi
B

pm−1

−−−→ Ωi
B

ε−−−→ WΩi
B1

pm−1

−−−→ WΩi
B1

pm−1d

� d

� d

� pm−1d

�
Ωi+1
B

=−−−→ Ωi+1
B

ε−−−→ WΩi+1
B1

p2(m−1)

−−−−−→ WΩi+1
B1

,

we can show that the kernel and the cokernel of the homomorphism

p2(m−1)H i(ε) : H i(Ω•
B, p

m−1d) −→ H i(WΩ•
B1
, pm−1d)

are killed by p4(m−1). Hence (5.13) is also an isomorphism.

In the same way as above, we can also prove that the homomorphisms

H0(ε(1)) : H0(Ω•
B(1) , p

md) −→ H0(WΩ•
B

(1)
1

, pmd),(5.15)

H i(ε(1))⊗Q : H i(Ω•
B(1) , p

md)⊗Q(5.16)

−→ H i(WΩ•
B

(1)
1

, pmd)⊗Q (i ∈ N)
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induced by ε(1) are isomorphisms. Then, by (5.10), (5.11), (5.12), (5.13),

(5.15), (5.16) and the diagram (5.7), we can conclude that the homomor-

phisms (5.8), (5.9) are isomorphisms, as desired. �
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