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1 INTRODUCTION 
 

1.1 Background 

 

Global warming has been identified as one of the most serious global environmental issues for 

the last several decades. According to the Climate Change 2014 by IPCC [1-1], the globally 

averaged combined land and ocean surface temperature anomaly has risen by around 0.85 °C 

from 1880 to 2012. Moreover, it is likely to rise by 2.6 ~ 4.8 °C by the end of the 21st century. As 

a result, the temperature rise causes the thaw of the mountain glaciers and snow cover globally, 

leading to the sea level change. Over the period from 1901 to 2010, the globally averaged sea 

level has risen by 0.19 m, and will further rise by around 0.07 ~ 0.36 m by 2050, and around by 

0.09 ~ 0.69 m by 2080 [1-2].  

 

 As the main cause for global warming, greenhouse gas emissions (such as CO2, CH4, N2O, etc.) 

into the atmosphere have increased significantly during the past few decades. Especially, 

continued emissions of CO2 gas by human activities will cause further warming and long-lasting 

changes in all components of the climate system, increasing the likelihood of severe, pervasive 

and irreversible impacts for human beings and ecosystems [1-1]. Therefore, in order to limit the 

climate change and prevent the global warming, substantial and sustained reduction in CO2 

emissions is considered to be necessary and emergent, of which CO2 capture and storage (CCS) 

is expected to be one of the most effective strategies [1-3]. 

 

 For the storage of a large amount of CO2 gas, onshore and shallow offshore storages are 

considered to be the most common methods for CCS [1-4]. In these methods, CO2 gas is usually 

injected into the deep saline aquifers located at 800 ~ 3000 m below the seafloor in the ocean [1-

5], with three main CO2 trapping mechanisms as geochemical trapping, geological trapping, and 

hydrodynamic trapping basically [1-6]. Although CO2 storage in the deep saline aquifers has been 

regarded as a feasible and effective way to trap anthropogenic CO2 gas, there is a social concern 

that it may have inadequate safe storage life span [1-7] because the stored CO2 may not remain 

stable beneath the seafloor, and the leakage of CO2 gas may cause some environment issues such 

as ocean acidification [1-8], leading to negative impacts on marine organisms and the ecosystem 

[1-9].  

 

 In order to reduce the major risk of CO2 leakage from the deep saline aquifers, a novel approach 

of CO2 storage in the deep saline aquifers using the sealing effect of gas hydrate (hereinafter 

referred to as hydrate sealing) was proposed by Koide et al. [1-10], as shown in Fig 1-1. In this 
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method, if a leakage occurs at the sub-seabed storage sites, and CO2 gas seeps out of the cap rock 

which is considered to be the first seal, the leaked CO2 gas migrates upward and tends to form 

CO2 hydrate at the base of the hydrate stability zone, creating a low-permeability secondary cap 

layer which can greatly restrict further upward CO2 flow [1-10]. The potential of the hydrate 

sealing process has been studied and proved by Tohidi et al. [1-9], and hydrate formation 

providing an effective seal has been found to reduce the risk of CO2 leakage significantly for CO2 

storage in the deep saline aquifers. 

 

 

Fig. 1- 1 The schematic diagram of CO2 storage in the deep saline aquifers using the sealing 

effect of gas hydrate proposed by Koide et al. [1-10] 

 

On the other hand, as a new countermeasure for CCS, CO2 storage in the sub-seabed sand 

sediment in the form of gas hydrate (hereinafter referred to as hydrate storage) was proposed by 

Inui et al. [1-11], as shown in Fig. 1-2. In this method, CO2 gas is injected into the sub-seabed 

sediment at the depth of about hundreds of meters beneath the seafloor under the water column 

of more than 300 m, where the sediment is composed by sand-mud alternate layers under the 

condition of low temperature and high pressure. After injection, CO2 gas selectively flows into 

the sand layers whose permeability is 10 ~ 100 times higher than the surrounding mud layers, and 

forms CO2 hydrate gradually. This method has the following features: (a) there are many storage 

sites all over the world due to the broad distribution of sand-mud alternate layers offshore; (b) a 

huge amount of CO2 hydrate can form effectively due to the large pore space and wide contact 

area between CO2 and water in the sand layers; (c) CO2 hydrate can be stored safely in the marine 

500 ~

1000 mbsl

1000 ~

2000 mbsf

Supercritical CO2

CO2 hydrate

CO2 

leakage

Cap rock

Depth

Temperature

10 ~ 20 ºC

5 ºC

Hydrate 

stability 

zone

35 ~ 65 ºC



 

3 

 

sediment due to the solid form of hydrate; and (d) the risk of CO2 leakage can be reduced to a 

great extent due to the permeability reduction in the hydrate reservoirs which function as 

impermeable layers. 

 

However, after CO2 hydrate formation, the permeability of the sand layers near the injection 

wells drops sharply because the solid hydrate occupies the pore space of the sand sediment, which 

may cause the blockage of the gas flow, and hinder the further injection of CO2 gas. In order to 

store a large amount of CO2 gas in the sub-seabed sand sediment in the form of gas hydrate, it is 

important and essential to avoid such large permeability reduction, and ensure the gas front 

expands over a wide area.  

 

 

Fig. 1- 2 The schematic diagram of CO2 storage in the sub-seabed sand sediment in the form of 

gas hydrate proposed by Inui et al. [1-11] 

 

 

1.2 Previous Study 

 

In order to evaluate the potential and feasibility of hydrate sealing and hydrate storage, it requires 

comprehensive understanding of the kinetics of CO2 hydrate formation, and precise assessment 

of hydrate formation rate. Therefore, firstly, general reviews of previous studies on kinetic models 

for CO2 hydrate formation are provided in this study.  

 

As the first work which accounts for the fact that the growth of gas hydrate particles is a 
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crystallization and mass transfer process, the model proposed by Englezos et al. [1-12] has 

remained for more than ten years as the most complete kinetic model available in the open 

literature for hydrate growth. 

 

 p eq

p

dn
K A f f

dt

 
  

 
, (1-1) 

 

where 𝑛 is the moles of gas consumed in hydrate formation, 𝐾∗ is the overall rate constant 

around a hydrate particle [mol/m2/Pa/s], 𝐴𝑝 is the particles surface area [m2], and (𝑓 − 𝑓𝑒𝑞) is 

the fugacity difference between dissolved gas and its three-phase equilibrium point [Pa]: i.e. the 

overall driving force.  

 

 Although this model is a mechanistic one with a simple form, it has far-reaching influence on 

other improved models proposed by the subsequent researchers (Skovborg and Rasmussen [1-13], 

Herri et al. [1-14][1-15], Gnanendran and Amin [1-16], Ribeiro and Lage [1-17], etc.).  

 

In 2011, Inui [1-18] conducted a series of experiments on CO2 hydrate formation in the lab-scale 

sand sediment under the condition of gas-liquid two-phase flow to figure out the phenomena of 

the gas flow blockage. Then, Inui [1-18] developed a one-dimensional simulator using a new 

kinetic model for CO2 hydrate formation in the sand sediment proposed by Inui et al. [1-11] in 

order to reveal the blockage mechanism of the gas flow due to hydrate formation. Inui [1-18] also 

proposed a new concept of “rupture”, which means fresh surface appearing on the hydrate film. 

In this theory, CO2 hydrate forms and accumulates at the gas-liquid interface. However, under 

certain circumstances, rupture occurs on the hydrate film, resulting in the appearance of fresh gas-

liquid interface where new hydrate can form. The kinetic model proposed by Inui et al. [1-11] is 

shown as below: 

 

   
 

 
2 2

2 2 2 21
1

CO CO

G eqCO CO CO COl

H f I G eq I f S A eq

d f

f f
Q k xA f f x A k A f f

h

k k


     

  
     

   

, 
(1-2) 

 

where 𝑘𝑓  and 𝑘𝑓
𝑙  are the intrinsic rate constants of CO2 hydrate formation at the gas-liquid 

interface and in the aqueous phase [mol/m2/Pa/s], respectively. 𝑘𝑑 is CO2 diffusion constant in 

the hydrate film [mol/m/Pa/s]. 𝐴𝐼 and 𝐴𝑆 are the gas-liquid interfacial area and the sand surface 

area where CO2 hydrate formation takes place [m2/m3], respectively. 𝑥 is the rupture ratio: i.e. 



 

5 

 

the ratio of the fresh surface at the gas-liquid interface [-], and ℎ is the average thickness of the 

hydrate film [m]. Besides, 𝑓𝐺
𝐶𝑂2 , 𝑓𝐴

𝐶𝑂2 , and 𝑓𝑒𝑞
𝐶𝑂2  are CO2 fugacity in the gas phase, in the 

aqueous phase, and at the three-phase equilibrium point [Pa], respectively. 

 

 In this kinetic model, hydrate formation morphologies in the sand sediment were considered to 

consist of three different parts: from the fresh surface (rupture), from the growth of the hydrate 

film, and from dissolved CO2 in the aqueous phase. Especially for the part of dissolved CO2 in 

the aqueous phase without the gas-liquid interface, Inui et al. [1-11] considered that CO2 hydrate 

only formed on the surface of the sand particles in their model. Besides, Inui et al. [1-11] treated 

the intrinsic rate constants of CO2 hydrate formation at the gas-liquid interface and in the aqueous 

phase as different parameters, for which the value of 𝑘𝑓 was about three orders larger than that 

of 𝑘𝑓
𝑙 . Moreover, for the rupture ratio 𝑥, Inui et al. [1-11] assumed that it would not change with 

time, and treated it as a constant value. 

 

 Afterward, based on the concept of rupture, Takahashi et al. [1-19] proposed another kinetic 

model, in which hydrate formation morphologies in the sand sediment without gas-liquid two-

phase flow were only considered to consist of two different parts: from the fresh surface (rupture), 

and from the growth of the hydrate film. However, unlike Inui et al. [1-11], Takahashi et al. [1-

19] assumed that dissolved CO2 moved towards the gas-liquid interface in the aqueous phase, and 

formed hydrate on the aqueous-phase side of the hydrate film at the gas-liquid interface. The 

kinetic model proposed by Takahashi et al. [1-19] is shown as below: 

 

     2 2 2 21
CO CO CO CO

H f I G eq f I I eqQ k xA f f k x A f f     , (1-3) 

 

where 𝑓𝐼
𝐶𝑂2 is CO2 fugacity at the gas-liquid interface [Pa], which is given as below: 

 

2 2 2

2

CO CO CO

A d G A f eq A ACO

I

A d A f A

h k f h hk f hk C
f

h k h hk hk H

 


 
, (1-4) 

 

where ℎ𝐴 is a thin layer of water in which CO2 diffusion takes place [m], 𝑘𝐴 is the normalized 

CO2 diffusion coefficient in the aqueous phase [mol/m/s], 𝐶𝐴
𝐶𝑂2  is CO2 concentration in the 

aqueous phase [mol/mol], and 𝐻 is Henry’s constant [Pa]. 

 

 In addition, for the rupture ratio 𝑥, Takahashi et al. [1-19] considered that it should be related to 
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the average thickness of the hydrate film ℎ. In their theory, with the increase of ℎ, the hydrate 

film is more likely to fracture due to the volume expansion of the solid hydrate under non-flow 

condition, and fresh surface (rupture) appears. Therefore, their rupture ratio model describes the 

inverse correlation of 𝑥 decreasing monotonically with the increase of ℎ as below: 

 

 2expx ah  , (1-5) 

 

where 𝑎 is a coefficient which can be determined by parameter-fitting with the experimental data 

[m-2]. 

 

 Then, Takahashi et al. [1-19] used their models and conducted numerical simulations of CO2 

hydrate formation in the sand sediment without gas-liquid two-phase flow in order to determine 

the unknown parameters of 𝑘𝑑 and 𝑎 in their models. 

 

 Later, Nakashima [1-20] used the kinetic model proposed by Inui et al. [1-11] and developed a 

two-dimensional numerical simulator by modifying a gas-liquid two-phase flow code, 

TOUGH+HYDRATE v1.0 [1-21], to replicate the experimental results of Inui et al. [1-11]. 

Moreover, Nakashima [1-20] proposed a new rupture ratio model under the condition of gas-

liquid two-phase flow as below: 

 

G Ax p M , (1-6) 

 

where 𝜒 is a coefficient which means the inverse of the velocity [s/m], 𝑝𝐺  is the dynamic 

pressure of the gas phase to the water surface [Pa], and 𝑀𝐴 is the mobility of the aqueous phase 

[m/Pa/s]. 

 

 As shown in Fig. 1-3 (a), in this model, Nakashima [1-20] assumed that only under the condition 

of gas-liquid two-phase flow could the rupture occur on the hydrate film. In addition, the more 

rapidly the gas phase was flowing, the larger the rupture ratio became (Fig. 1-3 (b)). However, 

even the gas phase was flowing, if the water saturation dropped to a certain extent: i.e. the 

irreducible water saturation state, the aqueous phase would lose its mobility, and the rupture could 

not occur (Fig. 1-3 (c)). In a similar way, even the water saturation was large enough to support 

its mobility, if the gas phase could not flow, there would still be no rupture on the hydrate film 

(Fig. 1-3 (d)). 
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Fig. 1- 3 The schematic diagram of the rupture ratio model proposed by Nakashima [1-20] 

 

 Then, Nakashima [1-20] used this model and conducted numerical simulations of CO2 hydrate 

formation in the sand sediment with gas-liquid two-phase flow by the numerical simulator. The 

calculation results were consistent with the experimental data of Inui et al. [1-11] in one case, but 

had some errors in the other case. 

 

 Recently, in order to match the calculation results to the experiments better, Yu et al. [1-22] 

modified the rupture ratio model proposed by Nakashima [1-20] by changing the dynamic 

pressure of the gas phase 𝑝𝐺  to the momentum density of the gas phase 𝜌𝐺 as below: 

 

G Ax M . (1-7) 

  

In this model, unlike Nakashima [1-20], Yu et al. [1-22] considered that the contribution of the 

gas phase to the rupture ratio was made by the force generated by the momentum difference of 

the gas flow instead of the energy generated by the pressure difference of the gas flow. 

 

 Then, Yu et al. [1-22] used this model and conducted numerical simulations of CO2 hydrate 

formation in the sand sediment with gas-liquid two-phase flow using the numerical simulator 

developed by Nakashima [1-20]. Their calculation results showed good consistency with the 

experimental data of Inui et al. [1-11] in both the two cases. 
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1.3 Objective of This Study 

 

As mentioned above, CO2 storage in the deep saline aquifers using the sealing effect of gas 

hydrate (hydrate sealing) and CO2 storage in the sub-seabed sand sediment in the form of gas 

hydrate (hydrate storage) are regarded as emerging technologies for CCS with many advantages. 

However, open literatures related to the formation process of CO2 hydrate in the sand sediment 

are limited. In addition, the blockage mechanism of the gas flow due to hydrate formation has not 

been revealed clearly yet. 

 

Therefore, before these technologies can be promoted to the commercial application, lack of the 

knowledge about the storage potential of hydrate sealing and hydrate storage will still be the 

bottleneck. In order to reach the target of conducting field experiments, it is necessary to build a 

numerical simulator which can fully describe the complicated physical and chemical phenomena 

of gas-liquid two-phase flow and CO2 hydrate formation in the sub-seabed sand sediment. 

 

 Although previous studies on CO2 hydrate formation behavior in the sand sediment under the 

condition of gas-liquid two-phase flow were generally reviewed in this study, hydrate formation 

morphologies have not been classified by locations in the sand sediment completely. Besides, CO2 

hydrate formation in the aqueous phase either on the surface of the sand particles or on the 

aqueous-phase side of the hydrate film has been taken into account in these models, but not both. 

Furthermore, the rupture ratio models should have different forms depending on hydrate 

formation morphologies. 

 

 Therefore, based on the studies of the previous researchers, an inclusive model for CO2 hydrate 

formation, which includes different hydrate formation morphologies at different locations in the 

sand sediment, is proposed in this study. Besides, a new rupture ratio model related to the 

geometric shapes of the sand particles, which can be explained both physically and geometrically, 

is also introduced. Then, numerical simulations are conducted using these new models to replicate 

the experimental results of Inui et al. [1-11]. Moreover, the calculation results are compared with 

the experimental data so that unknown parameters in the models can be determined by parameter-

fitting. In addition, in order to validate the inclusive model proposed in this study, numerical 

simulations of CO2 hydrate formation in the lab-scale sediment by liquid CO2 injection are carried 

out using the model parameters determined in this study under the experimental conditions. 

Finally, conclusions are drawn for the whole study, and suggestions are made for the future work. 
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2 MODELING OF GAS-LIQUID TWO-PHASE FLOW AND CO2 

HYDRATE FROMATION IN LAB-SCALE SAND SEDIMENT 
 

In this chapter, the basic structure of the numerical simulator used in this study, including 

governing equations and models for gas-liquid two-phase flow and CO2 hydrate formation, 

especially an inclusive model for CO2 hydrate formation, are introduced in detail.  

 

2.1 Introduction of the Numerical Simulator 

 

2.1.1 About TOUGH+HYDRATE 

 

 The numerical simulator used in this study is made by modifying a gas-liquid two-phase flow 

code, TOUGH+HYDRATE v1.0 [1-21], which was developed by the Lawrence Berkeley 

National Laboratory. This simulator can describe the mass balance for water, gas, hydrate and 

heat under the condition of gas-liquid two-phase flow using the finite difference method.  

 

In the original TOUGH+HYDRATE code, a series of four primary variables (𝑃, 𝑇, 𝑆𝐺 and 𝑆𝐴) 

are solved iteratively by Newton-Raphson method using four governing equations (mass balance 

equations for aqueous, gas and hydrate phases as well as heat balance equation) as below, 

respectively: 

 

 2 2

2 2 2

( )
H O H O

G G G A A A H O H O H O

G G A A H H

S X S X
X X Q X

t

   
  


F F , (2-1) 

 2 2

2 2

2 2

( )
CO CO

G G G A A A CO CO

G G A A G A

CO CO

H H inj

S X S X
X X

t

Q X Q

   
   



 

F F J J

　　　　　　　　　　　　　

, (2-2) 
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HH Q
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
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 
, (2-3) 

2 2

, ,

,

,

(1 )

)

R R

A G H

m

A G

CO CO

H H sol sol

A G

C T S U

T h
t
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

   


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



 
   
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
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
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, (2-4) 
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where the subscripts of the variables A, G, and H represent aqueous phase, gas phase, and hydrate 

phase, respectively. The superscripts of the variables H2O, CO2, and hyd represent H2O, CO2, and 

CO2 hydrate as components, respectively. 

 

 Other variables are described as below. 𝑆𝛽 is the volume fraction (i.e. saturation) of phase β ≡ 

A, G, H [m3/m3], 𝜌𝛽 is the density of phase β ≡A, G, H [kg/m3], and 𝑋𝛽
𝜅 is the mass fraction of 

the component κ ≡ H2O, CO2, hydrate in phase β ≡A, G, H [kg/kg]. 𝐅𝛽 is the flux term of phase 

β ≡A, G [kg/m3/s], 𝐉𝛽 is the diffusion term of phase β ≡A, G [kg/m3/s], 𝑄𝛽 is the source/sink 

term of phase β ≡A, G [kg/m3/s], ℎ𝛽 is the specific enthalpy of phase β ≡A, G [J/kg], and 𝑈𝛽  is 

the specific internal energy of phase β ≡A, G, H [J/kg]. 𝑇 is the absolute temperature [K], and 

𝜆𝑚 is the composite thermal conductivity [W/m/K]. 𝜙 is the porosity of the porous medium [-], 

𝜌𝑅  is the density of the porous medium [kg/m3], and 𝐶𝑅  is the specific heat capacity of the 

porous medium [J/kg/K]. 𝑄𝐻  is the total hydrate formation rate [kg/m3/s], and Δ𝐻𝐻  is the 

enthalpy change during hydrate formation/dissociation [J/kg]. 𝑄𝑠𝑜𝑙
𝐶𝑂2 is CO2 dissolution rate in 

the aqueous phase [kg/m3/s], Δ𝐻𝑠𝑜𝑙
𝐶𝑂2 is the enthalpy change during CO2 gas dissolution [J/kg], 

and 𝑄𝑖𝑛𝑗
𝐶𝑂2 is CO2 injection rate [kg/m3/s]. 

 

 In addition, the flux terms in the governing equations follow the Darcy’s law, which are given 

as below: 

 

( )rA A
S A A A

A

k
k P S


 


   AF g , (2-5) 

( )rG G
S G G G

G

k
k P S


 


   GF g , (2-6) 

GAc PPP  , (2-7) 

 

where 𝑘𝑆  is the absolute permeability of the porous medium [m2], 𝑘𝑟𝛽  is the relative 

permeability of phase β ≡A, G [-], and 𝜇𝛽 is the viscosity of phase β ≡A, G [Pa·s]. 𝑃𝛽  is the 

pressure of phase β ≡A, G [Pa], 𝑃𝑐 is the capillary pressure [Pa], and 𝐠 is the acceleration of 

gravity [m/s2].  

 

 Based on the governing equations mentioned above, four primary variables of 𝑃, 𝑇, 𝑆𝐺 and 

𝑆𝐴 are solved iteratively using the fully implicit method for three-phase coexistence condition 

(gas phase, aqueous phase and hydrate phase). Then, the other parameters are determined 
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automatically when the primary variables are settled.  

 

However, the original TOUGH+HYDRATE code is mainly used for the simulations of the 

system behavior in methane hydrate-bearing geologic media (i.e. in the permafrost or in the deep 

ocean sediments), and the mass fraction of methane in the aqueous phase is not considered as a 

primary variable but determined based on the equilibrium concentration at the given pressure and 

temperature condition, because methane gas can barely dissolve into the aqueous phase. This may 

not be a critical problem for the simulations of methane hydrate formation and dissociation, but 

this approximation has a great risk to yield to misleading results in the simulations of CO2 gas 

injection into the pure water. For this reason, an addition governing equation: i.e. the mass balance 

equation for CO2 gas dissolved in the aqueous phase was added to the original code by Nakashima 

[1-20] in order to determine CO2 mass fraction in the aqueous phase as a fifth primary variable 

𝑋𝐴
𝐶𝑂2 as below: 

 

 2

2 2 2 2

CO

A A A CO CO CO CO

sol A A A H H

S X
Q X Q X

t

 
   


F J , (2-8) 

 

where 𝑋𝐻
𝐶𝑂2 is CO2 mass fraction in CO2 hydrate [kg/kg], which is calculated by the chemical 

formula of CO2 hydrate (CO2·5.75H2O).  

 

 In summary, by using five governing Equations (2-1) ~ (2-4) and (2-8), a set of five primary 

variables ( 𝑃 , 𝑇 , 𝑆𝐺 , 𝑆𝐴  and 𝑋𝐴
𝐶𝑂2 ) are solved iteratively in the modified version of 

TOUGH+HYDRATE, which builds the basic structure of the code. 

 

 In addition, the calculation scheme of the modified version of TOUGH+HYDRATE used in this 

study is shown in Fig. 2-1. 
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Fig. 2- 1 The calculation scheme of the modified version of TOUGH+HYDRATE used in this 

study [1-21] 

 

2.1.2 Relative permeability and capillary pressure models 

 

As shown in Equations (2-5) and (2-6), it is considered that gas-liquid two-phase flow follows 

the Darcy’s law in this study, and the Darcy’s velocity depends on the relative permeability and 

capillary pressure greatly. Based on a review of various models proposed by the previous 
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researchers (van Genuchten [2-1], Milly et al. [2-2], Stone [2-3], Brooks and Corey [2-4], etc.), 

the Brooks and Corey models [2-4] were adopted by Nakashima [1-20] for the broad application.  

 

First, by using the irreducible water saturation 𝑆𝐴
𝑖𝑟𝑟  [m3/m3] and the residual gas saturation 

𝑆𝐺
𝑟𝑒𝑠 [m3/m3], the water saturation 𝑆𝐴 [m3/m3] is normalized to the effective water saturation 𝑆𝑒 

[m3/m3] as below: 

 

1

irr

A A
e irr res

A G

S S
S

S S




 
, (2-9) 

 

where the irreducible water saturation 𝑆𝐴
𝑖𝑟𝑟 is set to be 0.39 [m3/m3] according to Inui [1-18], 

who adopted the experimental results of Sakamoto et al. [2-5], and the residual gas saturation 

𝑆𝐺
𝑟𝑒𝑠 is set to be 0.02 [m3/m3] according to Rutqvist et al. [2-6]. 

 

Then, by using the effective water saturation 𝑆𝑒, the relative permeability models used in this 

study are given as below: 

 

   0 21 1rGn

rG rG e ek k S S   , (2-10) 

( ) rAn

rA ek S , (2-11) 

 

where 𝑘𝑟𝐺
0  is called the end point of the relative permeability for gas phase [-] (i.e. the relative 

permeability for gas phase when water saturation drops below the irreducible water saturation). 

According to the literatures reviewed, a range of 0.063~0.5 for 𝑘𝑟𝐺
0  were measured and used by 

other researchers (Sakamoto et al. [2-7], Ott et al. [2-8]). However, in order to simplify this model, 

𝑘𝑟𝐺
0 = 1 is adopted in this study.  

 

Besides, the exponents of 𝑛𝑟𝐺  and 𝑛𝑟𝐴  in the models are treated as unknown parameters, 

whose optimum values will be determined by parameter-fitting comparing with the experimental 

data. As a special case, by setting 𝑛𝑟𝐺 and 𝑛𝑟𝐴 to be 2 and 4, respectively, Equations (2-10) and 

(2-11) become the generalized Corey model [2-4]. The curves of relative permeability models for 

gas phase and aqueous phase with the change of water saturation are shown in Fig. 2-2. 
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Fig. 2- 2 The curves of relative permeability models for gas phase and aqueous phase with the 

change of water saturation 

 

 In addition, the capillary pressure model is given by using the effective water saturation 𝑆𝑒 

according to Brooks and Corey [2-4] as below: 

 

Pcn

edc SPP )( , (2-12) 

 

where 𝑃𝑑 is the initial capillary pressure at the moment when gas begins to flow [Pa], which can 

be calculated by Young-Laplace equation as below: 

 

d
Pd

 cos4
 , (2-13) 

 

where 𝜎  is the surface tension of the aqueous phase [N/m], set as 75 N/m referring to the 

Chronological Scientific Tables [2-9]. 𝜃 is the contact angle of the sand particles [rad], and 𝑑 

is the main pore radius of the sand sediment [μm], set as 1.23 rad and 56 μm, respectively, referring 

to Sakamoto et al. [2-7]. Then, 𝑃𝑑 can be calculated as 𝑃𝑑 = 1.79 kPa by Equation (2-13). 

 

 Besides, the exponent of 𝑛𝑃𝑐 in Equation (2-12) is treated as an unknown parameter in this 
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study, which will be determined by parameter-fitting. 

 

2.1.3 CO2 gas dissolution rate model 

 

 During the process of gas-liquid two-phase flow, CO2 gas dissolves into the aqueous phase 

through the gas-liquid interface gradually. CO2 gas dissolution rate model can be described as 

Equation (2-14), and the driving force is the difference between CO2 equilibrium mass fraction 

𝑋𝐴
𝑒𝑞

 [kg/kg] and CO2 mass fraction in the aqueous phase 𝑋𝐴
𝐶𝑂2 [kg/kg].  

 

 2 2CO COeq

sol t I A AQ k A X X  , (2-14) 

 

where 𝑘𝑡 is CO2 mass transfer coefficient at the gas-liquid interface [m/s], whose value is set as 

2.0×10-6 m/s by Inui [1-18] and Nakashima [1-20]. However, in this study, 𝑘𝑡 is treated as an 

unknown parameter, and will be determined by parameter-fitting. Besides, 𝐴𝐼 is the gas-liquid 

interfacial area [m2/m3]. 

 

2.1.4 Gas-liquid interfacial area model 

 

Gas-liquid interfacial area in variably saturated porous media has a significant influence on mass 

transfer processes, such as gas dissolution in the aqueous phase, volatilization, and evaporation 

[2-10]. Recently, Molly et al. [2-11] used a promising technology – synchrotron X-ray 

microtomography for the direct investigation of the gas-liquid interfacial area in sandy porous 

media. They found a totally smooth interfacial area and water saturation correlation based on the 

experimental data, and proposed an empirical model for estimating the gas-liquid interfacial area. 

In this study, the empirical model proposed by Molly et al. [2-11] is adopted and modified as 

below: 

 

 0.9112 0.9031 0.991

0 0.991 1

irr

S A A A

I

A
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A

S

        
 

, (2-15) 

 

where 𝐴𝑆 is the surface area of the porous media [m2/m3]: i.e. sand surface area in this study.  

 

In this model, the gas-liquid interfacial area is proportional to the surface area of the porous 

media, and inversely proportional to the water saturation. The specific gas-liquid interfacial area 
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𝐴𝐼 𝐴𝑆⁄  as a function of water saturation 𝑆𝐴 is shown in Fig. 2-3. 

 

 

Fig. 2- 3 The specific gas-liquid interfacial area 𝐴𝐼 𝐴𝑆⁄  as a function of water saturation 𝑆𝐴 

 

2.1.5 Sand surface area model 

 

 The sand surface area 𝐴𝑆 used in Equation (2-15) for the calculation of gas-liquid interfacial 

area 𝐴𝐼, is given by Kozeny and Carman model [2-12] as below: 

 

3

5
S

S

A
k


 . (2-16) 

 

For the porosity 𝜙 and absolute permeability 𝑘𝑆 of the sand sediment, the average values of 

the experimental data obtained by Sakamoto et al. [2-5] using the same Toyoura sand are adopted 

in this study. 

 

2.1.6 Mass diffusion models 

 

𝐉𝛽 in Equations (2-2) and (2-4) is the mass diffusion term of phase β ≡A, G. In the original 

TOUGH+HYDRATE code, only the mass diffusion term of the gas phase was included. However, 

the mass diffusion term of the aqueous phase was not taken into account. In this study, the mass 
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diffusion term of the aqueous phase was also introduced using the method according to Fuller et 

al. [2-13] by Nakashima [1-20] as below: 

 

2 2CO CO

G G G G G GS D X    J , (2-17) 

2 2CO CO

A A A A A AS D X    J , (2-18) 

 

where 𝜏𝛽 is the tortuosity factor for phase β ≡A, G [-], which can be calculated internally by 

Millington and Quirk model [2-14]. 𝐷𝐺
𝐶𝑂2 is CO2 diffusion coefficient in the gas phase [m2/s], 

determined by Riazi and Whiton model [2-15], and 𝐷𝐴
𝐶𝑂2  is CO2 diffusion coefficient in the 

aqueous phase [m2/s], which can be calculated by the following method according to Wilke and 

Chang [2-16]: 

 

 
22

2 2

1/2

9

0.6
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H OCO

A

H O CO

M T
D

V





  , (2-19) 

 

where 𝜑 is called the association parameter [-], set as 2.6 in this study. 𝑉𝐶𝑂2 is the molar volume 

of CO2 [cm3/mol], given as 34 cm3/mol. 𝑀𝐻2𝑂 is the molar mass of H2O [g/mol], and 𝜂𝐻2𝑂 is 

the viscosity of H2O [Pa·s] at the absolute temperature 𝑇, which can be calculated as below: 

 

 
2

0.4199ln 273.15 2.2057H O T     . (2-20) 

 

2.1.7 Heat flux and diffusion models 

 

The heat balance in this study is solved by using Equation (2-4), the five terms on the right side 

of which represent (a) heat exchange due to the temperature gradient, (b) heat transfer due to the 

flux and diffusion of the fluids, (c) injection and exhaust heat due to the source and sink of the 

fluids, (d) CO2 hydrate formation heat, and (e) CO2 gas dissolution heat, respectively. For the 

composite thermal conductivity 𝜆𝑚 in the first term, a random model which is often used in the 

hydrate-bearing sand sediment is adopted in this study [2-17] as below: 

 

1G A HS S S

m G A H S

         , (2-21) 
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where 𝜆𝐺 is the thermal conductivity of the gas phase [W/m/K], which can be calculated by the 

empirical equation proposed by Chung et al. [2-18]. 𝜆𝐴  is the thermal conductivity of the 

aqueous phase [W/m/K], which can be determined by the model of O’Sullivan et al. [2-19] and 

the modified model of Falta et al. [2-20] (in the case of low water saturation).  

 

 For CO2 hydrate formation heat Δ𝐻𝐻 in the fourth term, Kamath model [2-21] is adopted as 

below: 

 

14.95
28.38 19199HH

T

 
    

 
. (2-22) 

 

In addition, CO2 gas dissolution heat Δ𝐻𝑠𝑜𝑙
𝐶𝑂2  in the fifth term is determined according to 

Himmelblau and Babb [2-22]. 

 

 

2.2 Modeling of CO2 Hydrate Formation in the Sand Sediment 

 

2.2.1 Equilibrium curve for CO2 hydrate formation 

 

 The equilibrium curve is very important for the determination of hydrate formation and 

dissociation conditions. In this study, Kamath model [2-21] for the calculation of CO2 hydrate 

equilibrium pressure 𝑃𝑒𝑞
𝐶𝑂2 is adopted as below, and the equilibrium curve is shown in Fig. 2-4. 

 

2 3exp 10CO

eqP
T



 

   
 

 

18.59, 3161 248.15K 273.15K

44.58, 10246 273.15K 298.15K

T

T

 

 

    
 

    
 . 

(2-23) 
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Fig. 2- 4 The equilibrium curve for CO2 hydrate formation used in this study 

 

2.2.2 Inclusive model for CO2 hydrate formation in the sand sediment 

 

 As mentioned in Section 1.3, in CO2 hydrate formation models proposed by the previous 

researchers (Inui et al. [1-11], Takahashi et al. [1-19]), hydrate formation morphologies have not 

been classified by locations completely. Besides, for CO2 hydrate formation in the aqueous phase, 

only one part (either on the surface of the sand particles or on the aqueous-phase side of the 

hydrate film) has been taken into account in their models. For these reasons, previous models 

used so far cannot fully describe the complex process of CO2 hydrate formation in the sand 

sediment, and need to be improved. Therefore, in this study, an inclusive model for CO2 hydrate 

formation in the sand sediment is proposed as below: 

 

1 2 3H H H HQ Q Q Q   . (2-24) 

 

As shown in Fig. 2-5, in this model, hydrate formation morphologies in the sand sediment are 
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assumed to consist of three different parts: (a) on the gas front, (b) on the hydrate film behind the 

gas front, and (c) on the surface of the sand particles behind the gas front, where the corresponding 

hydrate formation rates are 𝑄𝐻1, 𝑄𝐻2, and 𝑄𝐻3 [kg/m3/s], respectively. 

 

 

Fig. 2- 5 The schematic diagram of hydrate formation morphologies in the sand sediment 

proposed in this study 

 

𝛿 in the model is a “switch”, which is used to determine whether the gas front exists in a 

computational cell or not. It is defined as below: 

 

1      in a computational cell where the gas front exists

0      elsewhere



 


. (2-25) 

 

In order to determine whether the gas front exists in a computational cell (𝛿 = 1) or not (𝛿 = 0) 

during the simulation, the following method is introduced in this study. First, the conceptions of 

computational cells for the aqueous phase (hereinafter referred to as water cell) and for the gas 

phase (hereinafter referred to as gas cell) are defined. A water cell is a computational cell, which 

the gas front has not passed by yet: i.e. the cell located in the forward side of the gas front. While 
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a gas cell is a computational cell, which the gas front exists in or has already passed by: i.e. the 

cell located on the gas front or in the backward side of the gas front. The division between a water 

cell and a gas cell is a threshold value of gas saturation: i.e. the residual gas saturation 𝑆𝐺
𝑟𝑒𝑠 (a 

very small value such as 0.01). If the gas saturation within a computational cell is no larger than 

the residual gas saturation: i.e. 𝑆𝐺 ≤ 𝑆𝐺
𝑟𝑒𝑠, then, this cell is treated as a water cell. On the contrary, 

if the gas saturation within a computational cell is larger than the residual gas saturation: i.e. 𝑆𝐺 >

𝑆𝐺
𝑟𝑒𝑠, then, this cell is treated as a gas cell.  

 

At the beginning of the simulation, all the 𝛿 switches within the calculation domain are set to 

be “off state”: i.e. 𝛿 = 0. Then, during the calculation, the simulator searches a particular gas 

cell automatically at every time iteration: the gas cell that has a water cell as its neighbor in the 

same line along the gas flow direction. After this cell is found, it is considered to be a cell where 

the gas front exists, and the switch within this cell will “turn on”: i.e. 𝛿 = 1 (only a gas cell can 

change to the gas front cell). For other computational cells, the switches still remain “off state”: 

i.e. 𝛿 = 0. Therefore, it is assumed that there is only one computational cell where the gas front 

exists in each line along the gas flow direction, and the combination of these particular gas cells 

is treated as the gas front. The schematic diagram for the determination of a computational cell 

where the gas front exists (orange cells), as well as the conceptions of a water cell (green cells) 

and a gas cell (pink cells) is shown in Fig. 2-6. 
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Fig. 2- 6 The schematic diagram for the determination of a computational cell where the gas 

front exists 

 

It is worth mentioning that when the angle between the gas front and the cross section of the 

calculation domain is too steep, there may be two computational cells where the gas front exists 

in a line along the gas flow direction at the same time. This method can only detect the former 

ones (orange cells) as the gas front cells, while the latter ones (pink cells) are only treated as 

normal gas cells. This approximate method may lead to a slight error in the calculation. However, 

this phenomenon is only likely to occur near the boundary where there is a steep angle between 

the gas front and the cross section of the calculation domain, which is considered to be rare during 

the simulation based on the Darcy’s law. 

 

2.2.2.1 Hydrate formation rate on the gas front 

 

As shown in Fig. 2-7, hydrate forms on the gas front at two different locations: one is at the fresh 

surface (rupture), and the other one is at the gas-liquid interface of the existing hydrate film (the 

growth of the hydrate film). For the growth of the hydrate film, CO2 gas is provided both by the 

diffusion of CO2 gas through the hydrate film, and by the diffusion of dissolved CO2 in the 

aqueous phase to the gas-liquid interface of the hydrate film. Besides, the gas-liquid interface is 
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not covered by the hydrate film completely. Under certain circumstances, rupture occurs on the 

hydrate film, resulting in the appearance of fresh gas-liquid interface where new hydrate can form.  

 

 

Fig. 2- 7 The schematic diagram of hydrate formation morphologies on the gas front 

 

In addition, as the gas flows, a part of CO2 hydrate on the gas front may be captured by the sand 

particles, and separated from the gas front. This part of hydrate should be taken as the loss of the 

formation amount, and converted into a negative formation rate as −𝑄𝐻1→3. Therefore, hydrate 

formation rate on the gas front is considered to be composed of the fresh surface formation 

(rupture), the growth of the hydrate film, and the formation loss due to the capture of the sand 

particles, which is given as below: 

 

     2 2 2 2

1 1 1 1 1 1 1 31
CO CO CO CO

H H f G eq H f I eq HQ M k x A f f M k x A f f Q       , (2-26) 

 

where 𝑀𝐻 is the molar mass of CO2 hydrate [kg/mol], 𝑘𝑓 is the intrinsic rate constant of CO2 

hydrate formation [mol/m2/Pa/s], 𝐴1 is the gas-liquid interfacial area on the gas front where CO2 

hydrate formation takes place [m2/m3], and 𝑥1 is the rupture ratio on the gas front where fresh 

surface appears [-]. Besides, 𝑓𝐺
𝐶𝑂2, 𝑓𝐼1

𝐶𝑂2, and 𝑓𝑒𝑞
𝐶𝑂2 are CO2 fugacity in the gas phase, at the gas-

liquid interface on the gas front, and at the three-phase equilibrium point [Pa], respectively. 

 

① Gas-liquid interfacial area on the gas front 𝐴1  

 

 The gas-liquid interfacial area on the gas front 𝐴1 is the specific surface area of the gas-liquid 

interface where CO2 hydrate formation takes place under the condition of gas-liquid two-phase 

flow. It is assumed that 𝐴1 within a computational cell is given as below: 
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where 𝐴0 is the cross sectional area of the computational cell on the gas front [m2], 𝑉0 is the 

volume of the computational cell [m3], and 𝑈𝐺  is the gas phase velocity [m/s]. ∆𝑥, ∆𝑦, and ∆𝑧 

are the sizes of the computational cell on the x axis, y axis, and z axis [m], respectively. 𝑢𝐺, 𝑣𝐺, 

and 𝑤𝐺 are the component velocities of 𝑈𝐺  on the x axis, y axis, and z axis [m/s], respectively. 

 

② Rupture ratio on the gas front 𝑥1  

 

 As the gas front passes by the equator of a sand particle, fresh surface (rupture) appears on the 

gas front after a part of hydrate film on the gas front is captured by the sand particle, as shown in 

Fig. 2-8. 

 

 

Fig. 2- 8 The schematic diagram of fresh surface (rupture) appearing on the gas front 

 

For the determination of rupture ratio on the gas front 𝑥1, the following method is introduced in 

this study, as shown in Fig. 2-9. First, the average radius of the cross sectional area of the sand 

particle is assumed to be 𝑅̅, which can be calculated by using the radius of the sand particle 𝑟 

as below: 
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r


   . (2-28) 

 

 

Fig. 2- 9 The schematic diagram for the determination of rupture ratio on the gas front 

 

 Then, the following equation can be obtained: 

 

2
22 16

cos
4

r r R r





   . (2-29) 

 

 It is assumed that the sand particle is spherical. At time 𝑡, the radius of the cross sectional area 

of the sand particle where the gas front exists is assumed to be 𝑅1, and at time 𝑡 + 𝑡𝑖𝑛, the radius 

is assumed to be 𝑅2, as can be seen in Fig. 2-9. Therefore, the following equations can be obtained: 

 

2 2 2

1 sinR r  , (2-30) 

   
222 2 2 2

2 cos sin 2 cosG in G in G inR r r U t r r U t U t         , (2-31) 

 

where 𝑡𝑖𝑛 is the microscale induction time for hydrate formation at the fresh surface on the gas 

front, as shown in Fig. 2-9, which is very short, so (𝑡𝑖𝑛)
2  can be neglected in this study. 

Therefore, 𝑅2 is rewritten as below: 
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2 2 2

2 sin 2 cos G inR r r U t    . (2-32) 

 

As a result, the fresh surface generated by one sand particle from time 𝑡 to 𝑡 + 𝑡𝑖𝑛 is a circle, 

as shown in Fig. 2-10, the area 𝑎𝑓𝑟𝑒𝑠ℎ of which can be calculated as below: 

 

 
2

2 2

1 2

16
2 cos

2
fresh G in G ina R R r U t r U t

 
  


       . (2-33) 

 

 

Fig. 2- 10 The schematic diagram for the determination of fresh surface area on the gas front 

 

Assume 𝑛 is the number of the sand particles on the gas front within a computational cell, 

which is given as below: 
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02 3 2

1 116A
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 
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    . (2-34) 

 

As the gas front moves, it is assumed that fresh surface appears only for half the number of the 

sand particles on the gas front, because rupture occurs after the gas front passes by the equators 

of the spherical sand particles. Therefore, the total fresh surface area on the gas front 𝐴𝑓𝑟𝑒𝑠ℎ 

should be calculated as below: 
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As a result, the rupture ratio on the gas front 𝑥1 can be defined as below: 
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where 𝛼 is the function of geometrical factor and microscale induction time [s], which can be 

determined by parameter-fitting for the real irregular sand particles. 

 

③ CO2 fugacity at the gas-liquid interface on the gas front 𝑓𝐼1
𝐶𝑂2  

 

 As shown in Fig. 2-11, for the growth of the hydrate film, it is assumed that hydrate formation 

rate at the gas-liquid interface of the hydrate film equals to the total sum of CO2 diffusion rates 

which come from both the gas phase and aqueous phase to the gas-liquid interface of the hydrate 

film on the gas front (in the case of 𝐶𝐴
𝐶𝑂2 > 𝐶𝐼1

𝐶𝑂2) as below: 

 

GI A
nn n

t t t

 
 

  
. (2-38) 

 



 

28 

 

 

Fig. 2- 11 The schematic diagram of hydrate film growth on the gas front 

 

By the introduction of CO2 fugacity at the gas-liquid interface on the gas front 𝑓𝐼1
𝐶𝑂2, hydrate 

formation rate at the gas-liquid interface of the hydrate film 𝜕𝑛𝐼 𝜕𝑡⁄  can be described as below: 

 

   2 2

1 1 11
CO COI

f I eq

n
k x A f f

t


  


. (2-39) 

 

 According to the Henry’s law and the definition of fugacity, 𝑓𝐼1
𝐶𝑂2 is given by  

 

2 2

1 1

CO CO

I If HC , (2-40) 

 

where Φ is the fugacity coefficient [-], which is a function of pressure 𝑃 and temperature 𝑇. 

𝐻 is Henry’s constant [Pa], and 𝐶𝐼1
𝐶𝑂2 is CO2 concentration at the gas-liquid interface on the gas 

front [mol/mol]. 

 

 For CO2 diffusion rate in the hydrate film 𝜕𝑛𝐺 𝜕𝑡⁄ , the driving force is the difference between 

CO2 fugacity in the gas phase, and that at the gas-liquid interface on the gas front. 
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where 𝑘𝑑  is CO2 diffusion constant in the hydrate film [mol/m/Pa/s], which is treated as an 

unknown parameter in this study. ℎ1 is the average thickness of the hydrate film on the gas front 

[m], which is given as below: 

 

 
1

1

1 11

HS
h

x A





, (2-42) 

 

where 𝑆𝐻1 is CO2 hydrate saturation on the gas front [m3/m3], which can be calculated by the 

integral of hydrate formation rate on the gas front 𝑄𝐻1. Besides, the integral interval is from the 

start time 0 of the simulation to the current time 𝑇𝑐𝑢𝑟. 
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1 curT
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 On the other hand, for CO2 diffusion rate in the aqueous phase 𝜕𝑛𝐴 𝜕𝑡⁄ , the driving force is the 

difference between CO2 concentration in the aqueous phase, and that at the gas-liquid interface 

on the gas front. 
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where ℎ𝐴 is a thin layer of water in which CO2 diffusion takes place [m], set as 1.0×10-6 m in 

this study, according to Takahashi et al. [1-19]. 𝑘𝐴 is the normalized CO2 diffusion coefficient in 

the aqueous phase [mol/m/s], which is given as below: 
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 By the combination of Equations (2-38) ~ (2-41) and Equation (2-44), CO2 mass transfer at the 

gas-liquid interface of the hydrate film on the gas front can be described as below: 
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 By solving the equation above, 𝐶𝐼1
𝐶𝑂2 can be obtained as below: 
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 During the numerical simulation, 𝐶𝐼1
𝐶𝑂2  is calculated at each time step, and substituted into 

Equation (2-40), so CO2 fugacity at the gas-liquid interface on the gas front 𝑓𝐼1
𝐶𝑂2  can be 

calculated as below: 
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 It is worth mentioning that Fig. 2-11 only describes the case of 𝐶𝐴
𝐶𝑂2 > 𝐶𝐼1

𝐶𝑂2, in which CO2 

diffusion in the aqueous phase only takes place in one direction (from the aqueous phase to the 

gas-liquid interface of the hydrate film). In fact, CO2 diffusion in the aqueous phase can happen 

in both two directions (the aqueous phase  the gas-liquid interface of the hydrate film), as 

shown in Fig. 2-12. For the case of 𝐶𝐴
𝐶𝑂2 < 𝐶𝐼1

𝐶𝑂2, it is assumed that hydrate film dissociates, and 

CO2 gas dissolves into the aqueous phase due to the low CO2 concentration in the aqueous phase, 

resulting in CO2 diffusion from the gas-liquid interface of the hydrate film to the aqueous phase 

inversely. Equation (2-44) has taken this part of CO2 diffusion into consideration as well, so it can 

describe CO2 diffusion in the aqueous phase in both two directions on the gas front. 
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Fig. 2- 12 The schematic diagram of CO2 diffusion in the aqueous phase in both two directions 

on the gas front 

 

④ Hydrate formation rate 𝑄𝐻1→3: transferred from 𝑄𝐻1 to 𝑄𝐻3 

 

The part of hydrate film on the gas front captured by the sand particles after the gas front passes 

by should be considered as the formation loss in the form of a negative formation rate as −𝑄𝐻1→3. 

The derivation process of 𝑄𝐻1→3 can be calculated through the following procedures. 

 

 As shown in Fig. 2-13, at time 𝑡, a volume element 𝑑𝑉 of the hydrate film on the gas front can 

be calculated as below: 
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where 𝑑𝑠 is the area element of the hydrate film on the gas front [m2], which can be calculated 

by the radii of the cross sectional area of the sand particle, 𝑅1 and 𝑅2. 
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Fig. 2- 13 The schematic diagram for the determination of hydrate formation rate 𝑄𝐻1→3: 

transferred from 𝑄𝐻1 to 𝑄𝐻3 

 

At time 𝑡 + 𝑑𝑡, this part of hydrate is captured by the sand particle completely, and transferred 

to part of 𝑄𝐻3. For all the sand particles on the gas front, it is assumed that only half of them 

capture hydrate film, and the other half generate ruptures, so the total volume 𝑑𝑉𝐻1→3 of the 

hydrate film captured by the sand particles in a computational cell during the time element 𝑑𝑡 is 

calculated as below: 
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Then, the saturation of the hydrate film captured by the sand particles on the gas front 𝑑𝑆𝐻1→3 

can be calculated as below: 
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1 3 1
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14 16H
H G

dV h
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V r
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      , (2-51) 

 

where 0
1

0

A
A

V


 . 

 

Therefore, the corresponding hydrate formation rate transferred from 𝑄𝐻1  to 𝑄𝐻3  can be 

obtained as below: 
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where 𝛾  is a dimensionless geometrical factor of the sand particles [-]. It is an unknown 

parameter for the real irregular sand particles, but in order to reduce the number of unknown 

parameters in this study, 𝛾 is set to be 1.0. 

 

2.2.2.2 Hydrate formation rate on the hydrate film behind the gas front 

 

As shown in Fig. 2-14, hydrate forms on the hydrate film behind the gas front at two different 

locations: one is at the fresh surface (rupture), and the other one is at the gas-liquid interface of 

the existing hydrate film (the growth of the hydrate film). The corresponding hydrate formation 

rate is given as below: 
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     2 2 2 2

2 2 2 2 2 21
CO CO CO CO

H H f G eq H f I eqQ M k x A f f M k x A f f     , (2-54) 

 

where 𝐴2 is the gas-liquid interfacial area behind the gas front where CO2 hydrate formation 

takes place [m2/m3], 𝑥2 is the rupture ratio on the hydrate film behind the gas front where fresh 

surface appears [-], and 𝑓𝐼2
𝐶𝑂2 is CO2 fugacity at the gas-liquid interface behind the gas front [Pa]. 

 

 

Fig. 2- 14 The schematic diagram of hydrate formation morphologies on the hydrate film behind 

the gas front 

 

① Gas-liquid interfacial area behind the gas front 𝐴2  

 

As the gas front passes by, the water saturation behind the gas front approaches to the irreducible 

state gradually. For the gas-liquid interfacial area behind the gas front, Molly et al. [2-11] 

proposed an empirical model as mentioned in Equation (2-15), which describes a linear 

correlation of gas-liquid interfacial area and water saturation, and is modified as below: 

 

 
2

0.9112 0.9031 0.991

0 0.991 1

irr

S A A A

A

A S S S
A

S

        
 

. (2-55) 

 

Especially, for a computational cell where the gas front exists, the gas-liquid interfacial area 

behind the gas front should be calculated by using the actual water saturation 𝑆𝐴
∗ behind the gas 

front within the same cell instead of the average water saturation 𝑆𝐴 of the whole cell: i.e. 
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 However, it is difficult to determine 𝑆𝐴
∗ due to the complex three-dimensional shapes of the 

computational cell behind the gas front. Therefore, an approximate method is introduced in this 

study, as shown in Fig. 2-15. To start with, for 𝑆𝐴
∗ of the first computational cell in each line 

along the gas flow direction, it is assumed that it equals to the irreducible water saturation: i.e. 

𝑆𝐴
∗ = 𝑆𝐴

𝑖𝑟𝑟. Then, for other computational cells, it is assumed that it equals to the water saturation 

of the cell just behind the one where the gas front exists within the same line along the gas flow 

direction: i.e. 𝑆𝐴
∗ = 𝑆𝐴

′ .  

 

 

Fig. 2- 15 The schematic diagram for the determination of actual water saturation behind the gas 

front within a computational cell 

 

② Rupture ratio behind the gas front 𝑥2 

 

 After the gas front passes by, hydrate formation takes place at the gas-liquid interface behind the 

gas front, as shown in Fig. 2-16 (a). As the thickness of the hydrate film grows to a certain extent, 

the film fractures due to the volume expansion of the solid hydrate, and fresh surface (rupture) 

appears where new hydrate can form, as shown in Fig. 2-16 (b). Takahashi et al. [1-19] proposed 

a model which describes the inverse correlation of the rupture ratio decreasing monotonically 

with the increase of the average thickness of the hydrate film as mentioned before, and it is also 

adopted in this study.  
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 2

2 2expx h  , (2-57) 

 

where 𝛽  is an unknown coefficient which can be determined by parameter-fitting with the 

experimental data [m-2], and ℎ2 is the average thickness of the hydrate film behind the gas front 

[m]. The correlation between 𝑥2 and ℎ2 by different 𝛽 is shown in Fig. 2-17. 

 

 

Fig. 2- 16 The schematic diagram for the determination of rupture ratio on the hydrate film 

behind the gas front 
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Fig. 2- 17 The correlation between the rupture ratio on the hydrate film and the average 

thickness of the hydrate film by different 𝛽 

 

In addition, the average thickness of the hydrate film behind the gas front ℎ2 is given as below: 
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where 𝑆𝐻2 is CO2 hydrate saturation on the hydrate film behind the gas front [m3/m3], which can 

be calculated by the integral of the hydrate formation rate on the film behind the gas front 𝑄𝐻2. 

Besides, the integral interval is from the start time 0 of the simulation to the current time 𝑇𝑐𝑢𝑟. 
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③ CO2 fugacity at the gas-liquid interface behind the gas front 𝑓𝐼2
𝐶𝑂2  

 

The schematic diagram of hydrate film growth behind the gas front is shown in Fig. 2-18. As 

introduced in Section 2.2.2.1, it is also considered that hydrate formation rate at the gas-liquid 

interface of the hydrate film equals to the total sum of CO2 diffusion rates which come from both 

the gas phase and aqueous phase to the gas-liquid interface of the hydrate film behind the gas 

front (in the case of 𝐶𝐴
𝐶𝑂2 > 𝐶𝐼2

𝐶𝑂2). Therefore, CO2 concentration and fugacity at the gas-liquid 
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interface behind the gas front are given as below, respectively: 
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Fig. 2- 18 The schematic diagram of hydrate film growth behind the gas front 

 

Likewise, the equations above can also describe CO2 diffusion in the aqueous phase in both two 

directions behind the gas front (the aqueous phase  the gas-liquid interface of the hydrate 

film), as shown in Fig. 2-19. 
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Fig. 2- 19 The schematic diagram of CO2 diffusion in the aqueous phase in both two directions 

behind the gas front 

 

2.2.2.3 Hydrate formation rate on the surface of the sand particles behind the gas 

front 

 

As shown in Fig. 2-20, hydrate forms on the surface of the sand particles behind the gas front 

from two different parts: one is dissolved CO2 in the aqueous phase, and the other one is the part 

of hydrate captured by the sand particles as mentioned in Section 2.2.2.1. Therefore, 𝑄𝐻3 is 

given as below: 
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where 𝑓𝐴
𝐶𝑂2 is CO2 fugacity in the aqueous phase [Pa]. 
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Fig. 2- 20 The schematic diagram of hydrate formation morphologies on the surface of the sand 

particles behind the gas front 

 

2.2.3 Modified permeability reduction model 

 

 After CO2 hydrate forms in the sand sediment, the flow resistance increases due to the existence 

of the solid hydrate in the pore space. In this study, the increase of the flow resistance induced by 

hydrate formation is represented by the permeability reduction of the sand sediment in appearance. 

However, since hydrate formation morphologies are classified by locations in this study: i.e. on 

the gas front, on the hydrate film, and on the surface of the sand particles behind the gas front, it 

is considered that CO2 hydrate formation with different morphologies should have different 

contributions to the permeability reduction. Therefore, a modified permeability reduction model 

is proposed as below: 

 

,0 1 2 3S S H H Hk k K K K , (2-63) 

 

where 𝑘𝑆,0 is the absolute permeability of the sand sediment without hydrate [m2], and 𝐾𝐻1, 

𝐾𝐻2, and 𝐾𝐻3 are the permeability reduction coefficients of hydrate formation on the gas front, 

on the hydrate film, and on the surface of the sand particles behind the gas front [-], respectively.  

 

 Because CO2 hydrate film on the gas front is assumed to be very thin, it is considered that CO2 

hydrate formation on the gas front has no influence on the permeability reduction, and the 

permeability reduction coefficient 𝐾𝐻1 is given by 
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 Because CO2 hydrate on the hydrate film behind the gas front is likely to form between the sand 

particles or in the pore space of the sand sediment, it is considered to have a great effect on the 

permeability reduction. For the calculation of the permeability reduction coefficient 𝐾𝐻2, the 

model proposed by Masuda et al. [2-17] is adopted in this study as below: 

 

 

where 𝑁 is the permeability reduction exponent of hydrate formation behind the gas front [-], 

which is usually treated as an unknown parameter in the previous studies (Inui et al. [1-11], 

Nakashima [1-20], etc.). In this study, it will be determined by parameter-fitting. 

 

Because CO2 hydrate on the surface of the sand particles behind the gas front is only considered 

to coat the sand particle and become part of it, it is supposed to have less effect on the permeability 

reduction. For the calculation of the permeability reduction coefficient 𝐾𝐻3 , the following 

method is introduced in this study. 

 

 First, it is assumed that hydrate only forms on the surface of the sand particles in a computational 

cell. After hydrate formation, the porosity of the cell changes from 𝜙  to 𝜙∗  because solid 

hydrate occupies the pore space of the sand sediment, as shown in Fig. 2-21. The relationship 

between 𝜙 and 𝜙∗ can be described as below: 

 

 

where 𝑆𝐻3 is CO2 hydrate saturation on the surface of the sand particles behind the gas front, 

which can be calculated as below: 

 

 

 On the other hand, the sand surface area also changes from 𝐴𝑆 to 𝐴𝑆
∗  after hydrate formation, 

and the relationship between them can be described as below: 
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 Therefore, the permeability reduction coefficient 𝐾𝐻3 can be calculated by the permeability 

change before and after hydrate formation: i.e. 𝑘𝑆,0 and 𝑘𝑆, using Kozeny and Carman model 

[2-12] as below: 

 

 

where 𝑐𝐾 is Kozeny coefficient [-]. 

 

 

Fig. 2- 21 The schematic diagram for the determination of permeability reduction coefficient of 

hydrate formation on the surface of the sand particles behind the gas front 𝐾𝐻3  
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2.3 Summary 

 

In this chapter, governing equations and models used for gas-liquid two-phase flow and CO2 

hydrate formation in the numerical simulator, especially the inclusive model for CO2 hydrate 

formation, have been described in detail. 

 

In the next chapter, numerical simulations of gas-liquid two-phase flow and CO2 hydrate 

formation in the sand sediment will be conducted in order to determine the unknown parameters 

in the models. 
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3 DETERMINATION OF MODEL PARAMETERS 
 

As mentioned in Chapter 2, there are several model parameters in the numerical simulator which 

have been treated as unknown parameters in this study. In this chapter, these unknown parameters 

are determined by parameter-fitting comparing with the experimental data. 

 

3.1 CO2 Hydrate Formation without Gas-liquid Two-phase Flow 

 

In this section, experiments of CO2 hydrate formation in the lab-scale sand sediment without 

gas-liquid two-phase flow carried out by Inui [1-18] are introduced at first. Then, based on the 

experiments, simulations of CO2 hydrate formation in the sand sediment without gas-liquid two-

phase flow under the experimental conditions are conducted using the numerical simulator. 

Finally, unknown parameters are determined by comparing the simulation results with the 

experimental data. 

 

3.1.1 Experiment outline of CO2 hydrate formation without gas-liquid two-

phase flow 

 

 In order to determine the intrinsic rate constant of CO2 hydrate formation 𝑘𝑓 and CO2 diffusion 

constant in the hydrate film 𝑘𝑑, which are both important parameters in the inclusive model for 

CO2 hydrate formation as mentioned in Section 2.2.2, experiments of CO2 hydrate formation in 

the lab-scale sand sediment without gas-liquid two-phase flow were conducted by Inui [1-18]. 

For the easy understanding of this study, the experiment outline is introduced in brief as below. 

 

3.1.1.1 Experimental apparatus and procedures 

 

The experimental apparatus used by Inui [1-18] was the same as that used by Sakamoto et al. 

[2-5], which mainly consisted of a reaction vessel, a cooling unit, fluid injection and discharge 

parts. The reaction vessel was made of high-pressure stainless steel with the internal diameter of 

50 mm and the depth of 200 mm. Besides, one thermocouple was placed at the center of the 

reaction vessel in order to measure the temperature change in the sand sediment with time. The 

schematic diagram of the experimental apparatus is shown in Fig. 3-1. 
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Fig. 3- 1 The schematic diagram of the experimental apparatus for CO2 hydrate formation in the 

sand sediment without gas-liquid two-phase flow [1-18] 

 

The experimental procedures are summarized in brief according to Inui [1-18], with the 

illustration of the experimental apparatus as below. 

 

1) First, water-saturated sand sediment was prepared by filling Toyoura sand and pure water into 

the reaction vessel. Besides, in order to eliminate the air bubbles inside the sand sediment, 

the reaction vessel was beaten lightly with a wooden hammer at the side during the sand 

filling. 

2) After the sand sediment was set up, a certain amount of water was extracted from the outlet 

of the reaction vessel to set the initial water saturation in the sand sediment as 62%. 

3) CO2 gas was supplied from CO2 cylinder to the buffer tank in which the pressure was much 

higher than the experimental value. 
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4) After adjusting the back pressure regulator to the experimental value, CO2 gas was supplied 

from the buffer tank to the reaction vessel until the pressure reached the experimental value. 

5) The reaction vessel was bathed in the cooling unit at the experimental temperature, and the 

experiments were started. 

6) CO2 hydrate formation was confirmed by the temperature rise detected by the thermocouple 

placed at the center of the reaction vessel. 

7) For gas consumption due to hydrate formation, only that part of CO2 gas was supplied from 

the buffer tank to the reaction vessel. 

8) The pressure in the buffer tank was measured with time during the experiments, and the 

amount of CO2 gas consumption was calculated by the pressure drop in the buffer tank. 

9) After 12 hours since hydrate formation, one cycle of the experiments was completed. 

 

3.1.1.2 Initial experimental conditions 

 

The initial pressure and temperature conditions for five experimental cases – Case 1 ~ Case 5 

are listed in Table 3-1. 

 

Table 3- 1 Initial experimental conditions for Case 1 ~ Case 5 [1-18] 

 Initial pressure [MPa] Initial temperature [K] 

Case 1 2.5 275.95 

Case 2 3.1 276.05 

Case 3 3.1 278.85 

Case 4 3.1 278.65 

Case 5 3.5 278.65 

 

3.1.2 Simulation outline of CO2 hydrate formation without gas-liquid two-

phase flow 

 

 In this section, the simulation outline of CO2 hydrate formation in the lab-scale sand sediment 

without gas-liquid two-phase flow is explained in detail, including physical parameters, 

computational mesh, and initial simulation conditions. 

 

3.1.2.1 Physical parameters 

 

 The physical parameters of Toyoura sand, stainless steel (for the reaction vessel), and CO2 

hydrate are listed in Table 3-2. 
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Table 3- 2 Physical parameters of each material 

 Density 

[kg/m3] 

Specific heat 

[J/kg/K] 

Thermal conductivity 

[W/m/K] 

Toyoura sand 2.65×103 8.0×102 7.0 

Stainless steel 7.85×103 4.8×102 15.0 

CO2 hydrate 1.11×103 2.1×103 0.49 

 

 For the physical parameters of Toyoura sand, the values used by Konno et al. [3-1] and Ikegawa 

[3-2] are adopted in this study. For the stainless steel, the values are obtained from the 

Chronological Scientific Tables [2-9]. Besides, the density of CO2 hydrate is given by Aya et al. 

[3-3], and the specific heat and the thermal conductivity refer to the values of methane hydrate 

(Gupta et al. [3-4]).  

 

3.1.2.2 Computational mesh 

 

The computational mesh used for numerical simulations of CO2 hydrate formation without gas-

liquid two-phase flow in this study is designed as an axisymmetric cylinder with the radius of 25 

mm and the height of 200 mm, simulating the lab-scale sand sediment. Along the radial direction, 

it is divided into 17 cells, of which 16 cells have a length of 1.5 mm, and 1 cell has a length of 

1.0 mm (only for the outermost cell). On the other hand, along the height direction, it is divided 

into 100 cells equally with a height of 2.0 mm. 

 

Besides, a thin layer of cells which represents the stainless steel is placed around the cells of the 

calculation domain either with a length of 0.1 mm or a height of 0.1 mm, respectively. The 

pressure and temperature in these cells are set to be constant, and cannot change with time in 

order to simulate the reaction vessel bathed in the cooling unit. Therefore, a total number of 1836 

cells (18 cells in the radial direction and 102 cells in the height direction) is used for the 

computational mesh in Case 1 ~ Case 5. The schematic diagram of the computational mesh is 

shown in Fig. 3-2. 
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Fig. 3- 2 The schematic diagram of the computational mesh for CO2 hydrate formation without 

gas-liquid two-phase flow 

 

3.1.2.3 Initial simulation conditions 

 

As mentioned before, the initial water saturation of the sand sediment is set as 0.62 m3/m3 in the 

simulation. In addition, the solubility of CO2 gas in the aqueous phase is set to be the saturated 

concentration at the experimental pressure and temperature conditions in advance.  

 

Besides, the porosity and absolute permeability of the sand sediment are determined by the 

average values of the experimental data obtained by Sakamoto et al. [2-5] using the same Toyoura 

sand, set as 0.356 and 1.78×10-11 m2, respectively, in this study. However, the boundary cells 

which represent the stainless steel are considered to be non-porous and non-permeable: i.e. the 

porosity and absolute permeability are both set as 0 in this study. In addition, as mentioned before, 

since the reaction vessel is bathed in the cooling unit at the experimental temperature, the 

temperature of the boundary cells is assumed to be constant and cannot change with time, which 
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is set to be the initial temperature invariably during the simulation. 

 

On the other hand, in this study, with the severe change of pressure and temperature, physical 

and chemical behaviors in the sand sediment, such as hydrate formation rate, CO2 gas dissolution 

rate and so on, may also change significantly during the simulation. In order to reproduce these 

complicated phenomena, the time step in the iterative process of the implicit method needs to be 

determined properly in the calculations. Therefore, the time step is set to be variable in this study. 

In the case of convergence within 4 iteration loops, the time step becomes 2 times automatically. 

On the contrary, if the calculations cannot be convergent within 20 iteration loops, the time step 

is reduced to 1/4 automatically. Besides, the initial time step is set as 0.01 s, and the total 

calculation time is set as 1000 s in Case 1 ~ Case 5. 

 

3.1.3 Simulation results and discussions 

 

In this section, numerical simulations of CO2 hydrate formation in the lab-scale sand sediment 

without gas-liquid two-phase flow are conducted in order to determine the intrinsic rate constant 

of CO2 hydrate formation 𝑘𝑓 and CO2 diffusion constant in the hydrate film 𝑘𝑑, as introduced 

in Chapter 2 by comparing the calculation results with the experimental data. 

 

3.1.3.1 Sensitivity analysis on unknown parameters for CO2 hydrate formation 

 

 For the calculation of hydrate formation rate in the sand sediment, the inclusive model as 

proposed in Equation (2-24) is adopted in this study. However, since there is no gas-liquid two-

phase flow in the sand sediment, the movable gas front doesn’t exist. Therefore, it is considered 

that 0   is for no movable gas front, and Equation (2-24) can be simplified as below: 

 

2 3H H HQ Q Q  , (3-1) 

 

where 𝑄𝐻2 and 𝑄𝐻3 proposed in Equation (2-54) and (2-62) can also be simplified as below: 

 

     2 2 2 2

2 2 2 2 2 21
CO CO CO CO

H H f G eq H f I eqQ M k x A f f M k x A f f     , (3-2) 

 2 2

3

CO CO

H H f S A eqQ M k A f f  . (3-3) 
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 In order to determine 𝑘𝑓  and 𝑘𝑑 , numerical simulations are conducted under different 

experimental conditions, as listed in Table 3-1 for Case 1 ~ Case 5. Besides, since the rupture 

ratio on the hydrate film 𝑥2 also plays an important part in the hydrate formation rate on the 

hydrate film behind the gas front, the coefficient 𝛽  in Equation (2-57) is treated as a third 

unknown parameter in this study, which will be determined by parameter-fitting with 

experimental data as same as 𝑘𝑓 and 𝑘𝑑.  

 

First, preliminary simulations are conducted in order to understand the difference between the 

calculation results and the experimental data, and predict the ranges of the unknown parameters. 

Then, accurate simulations are conducted in order to carry out the sensitivity analysis, and obtain 

the optimum values for the unknown parameters. 

 

 Since the variation trends are found to be almost the same in Case 1 ~ Case 5 by changing the 

values of the unknown parameters, only the calculation results of Case 1 are used as an example 

to conduct the sensitivity analysis on unknown parameters for CO2 hydrate formation. As a result, 

the fitting parameters of 𝑘𝑓  (5.0×10-10 mol/m2/Pa/s, 5.0×10-9 mol/m2/Pa/s, and 5.0×10-8 

mol/m2/Pa/s), 𝑘𝑑 (5.0×10-19 mol/m/Pa/s, 5.0×10-18 mol/m/Pa/s, and 5.0×10-17 mol/m/Pa/s), and 

𝛽 (5.0×1012 m-2, 5.0×1013 m-2, and 5.0×1014 m-2): i.e. total seven combinations of Case 1A ~ Case 

1G are selected in this study. The simulation conditions for the sensitivity analysis on unknown 

parameters for CO2 hydrate formation in Case 1are listed in Table 3-3. 

 

In addition, the comparisons between the calculation results and the experimental data in Case 

1A ~ Case 1G are shown in Fig. 3-3 ~ Fig. 3-9, respectively. For all these figures, the first ones 

represent the temperature change detected at the center of the reaction vessel, and the second ones 

represent the amount of CO2 gas consumption due to hydrate formation, respectively. 
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Table 3- 3 The simulation conditions for the sensitivity analysis on unknown parameters for 

CO2 hydrate formation in Case 1 

 
𝑘𝑓 [mol/m2/Pa/s] 

5.0×10-10 5.0×10-9 5.0×10-8 

𝑘𝑑 

[mol/m/Pa/s] 

 135.0 10    

5.0×10-19  Case 1D  

5.0×10-18 Case 1A Case 1B Case 1C 

5.0×10-17  Case 1E  

𝛽 [m-2] 

 185.0 10dk    

5.0×1012  Case 1F  

5.0×1013 (Case 1A) (Case 1B) (Case 1C) 

5.0×1014  Case 1G  

 

① Sensitivity analysis on the intrinsic rate constant of CO2 hydrate formation 𝑘𝑓 

 

 As shown in Case 1A (Fig. 3-3), Case 1B (Fig. 3-4), and Case 1C (Fig. 3-5), 𝑘𝑓 is varied from 

5.0×10-10 mol/m2/Pa/s to 5.0×10-8 mol/m2/Pa/s, while 𝑘𝑑  and 𝛽  are fixed at 5.0×10-18 

mol/m/Pa/s and 5.0×1013 m-2, respectively. From the first figures, it can be seen that with the 

increase of 𝑘𝑓 , the temperature change detected at the early stage of CO2 hydrate formation 

becomes much more obvious. On the other hand, as shown in the second figures, the amount of 

CO2 gas consumption due to hydrate formation increases during the whole period, but the 

increasing extent at the early stage is much more significant than that at the late stage, which 

means 𝑘𝑓 mainly has a great effect on CO2 hydrate formation at the early stage. 

 

② Sensitivity analysis on CO2 diffusion constant in the hydrate film 𝑘𝑑 

 

As shown in Case 1B (Fig. 3-4), Case 1D (Fig. 3-6), and Case 1E (Fig. 3-7), 𝑘𝑑 is varied from 

5.0×10-19 mol/m/Pa/s to 5.0×10-17 mol/m/Pa/s, while 𝑘𝑓  and 𝛽  are fixed at 5.0×10-9 

mol/m2/Pa/s and 5.0×1013 m-2, respectively. From the first figures, it can be seen that with the 

increase of 𝑘𝑑, the temperature during the whole period, especially at the late stage, also increases 

obviously. Besides, for the amount of CO2 gas consumption due to hydrate formation, the 

calculation result is much smaller than the experimental data in Case 1D; while in Case 1E, the 

calculation result exceeds the experimental data significantly, which means 𝑘𝑑  mainly has a 

great effect on CO2 hydrate formation at the late stage. 

 

③ Sensitivity analysis on the coefficient 𝛽 in the rupture ratio model behind the gas front 
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As shown in Case 1B (Fig. 3-4), Case 1F (Fig. 3-8), and Case 1G (Fig. 3-9), 𝛽 is varied from 

5.0×1012 m-2 to 5.0×1014 m-2, while 𝑘𝑓 and 𝑘𝑑 are fixed at 5.0×10-9 mol/m2/Pa/s and 5.0×

10-18 mol/m/Pa/s, respectively. From all these figures, it can be seen that with the increase of 𝛽, 

both the temperature detected at the center of the reaction vessel and the amount of CO2 gas 

consumption due to hydrate formation drop sharply. The reason is that the rupture ratio 𝑥2 may 

drop too sharply at the early stage. At the early stage, CO2 hydrate is more likely to form at the 

fresh surface of the gas-liquid interface rather than on the existing hydrate film, resulting in the 

obvious temperature rise. Then, with the decrease of 𝑥2, the growth of the hydrate film becomes 

dominant, whose rate is much smaller than that at the fresh surface, so the temperature drops 

gradually at the late stage. However, if 𝛽 is set to be too large as shown in Case 1G, 𝑥2 drops 

sharply, depressing CO2 hydrate formation at the fresh surface which has a great contribution to 

the temperature rise at the early stage. On the contrary, if 𝛽 is set to be a smaller value as shown 

in Case 1F, 𝑥2 drops much more slowly, causing CO2 hydrate formation at the fresh surface to 

play an important part during the whole period. The result is that both the calculation results of 

the temperature change detected at the late stage and CO2 gas consumption due to hydrate 

formation exceed the experimental data significantly. 

 

④ Parameter-fitting results and discussions 

 

Based on the sensitivity analysis on the unknown parameters for CO2 hydrate formation, the 

optimum values of 𝑘𝑓 , 𝑘𝑑 , and 𝛽  are determined as 5.0×10-9 mol/m2/Pa/s, 5.0×10-18 

mol/m/Pa/s, and 5.0× 1013 m-2, respectively, as the figures shown in Case 1B where the 

calculation results are almost consistent with the experimental data. 

 

As can be seen in Fig. 3-4, for the amount of CO2 gas consumption due to hydrate formation, 

the calculation result shows good consistency with the experimental data. However, for the 

temperature change detected at the center of the reaction vessel, the calculation result of the 

temperature rise at the early stage of CO2 hydrate formation is not so obvious as the experimental 

data. One possible reason is that before hydrate formation, CO2 gas in the reaction vessel might 

be in the supersaturation state, so at the beginning of CO2 hydrate formation, the temperature 

reached a high peak in very short time due to the severe hydrate formation rate. However, the 

experimental data before CO2 hydrate formation has been lost, resulting in no way to verify this 

hypothesis. Therefore, the supersaturation state of CO2 gas has not been considered during the 

calculations. Instead, the solubility of CO2 gas in the aqueous phase is set to be the saturated 

concentration at the experimental pressure and temperature conditions in advance as mentioned 

before. Besides, the amount of CO2 gas consumption due to hydrate formation is fitted 
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preferentially in this study. 

 

 

 

Fig. 3- 3 The comparisons between the calculation results and the experimental data in Case 1A 
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Fig. 3- 4 The comparisons between the calculation results and the experimental data in Case 1B 
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Fig. 3- 5 The comparisons between the calculation results and the experimental data in Case 1C 

  

275.5

276

276.5

277

277.5

278

278.5

0 200 400 600 800 1000

T
em

p
er

at
u
re

 [
K

]

Time [s]

Experiment Calculation

0

0.005

0.01

0.015

0.02

0 200 400 600 800 1000

G
as

 c
o

n
su

m
p

ti
o

n
 [

m
o

l]

Time [s]

Experiment Calculation



 

56 

 

 

 

Fig. 3- 6 The comparisons between the calculation results and the experimental data in Case 1D 
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Fig. 3- 7 The comparisons between the calculation results and the experimental data in Case 1E 
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Fig. 3- 8 The comparisons between the calculation results and the experimental data in Case 1F 
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Fig. 3- 9 The comparisons between the calculation results and the experimental data in Case 1G 
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3.1.3.2 The determination of 𝒌𝒇, 𝒌𝒅, and 𝜷 

 

The parameter-fitting results for 𝑘𝑓, 𝑘𝑑, and 𝛽 in Case 1 ~ Case 5 are listed in Table 3-4. In 

addition, the fitting curves for the temperature change detected at the center of the reaction vessel, 

and the amount of CO2 gas consumption due to hydrate formation are shown in Fig. 3-10 ~ Fig. 

3-14, respectively. 

 

Table 3- 4 The parameter-fitting results for 𝑘𝑓, 𝑘𝑑, and 𝛽 in Case 1 ~ Case 5 

 𝑘𝑓 [mol/m2/Pa/s] 𝑘𝑑 [mol/m/Pa/s] 𝛽 [m-2] 

Case 1 5.0×10-9 5.0×10-18 5.0×1013 

Case 2 1.0×10-9 2.0×10-18 8.0×1013 

Case 3 5.0×10-9 5.0×10-18 2.0×1013 

Case 4 2.0×10-9 1.0×10-18 1.0×1013 

Case 5 5.0×10-9 3.5×10-18 3.0×1013 
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Fig. 3- 10 The fitting curves for the temperature change detected at the center of the reaction 

vessel, and the amount of CO2 gas consumption due to hydrate formation in Case 1 
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Fig. 3- 11 The fitting curves for the temperature change detected at the center of the reaction 

vessel, and the amount of CO2 gas consumption due to hydrate formation in Case 2 
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Fig. 3- 12 The fitting curves for the temperature change detected at the center of the reaction 

vessel, and the amount of CO2 gas consumption due to hydrate formation in Case 3 
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Fig. 3- 13 The fitting curves for the temperature change detected at the center of the reaction 

vessel, and the amount of CO2 gas consumption due to hydrate formation in Case 4 
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Fig. 3- 14 The fitting curves for the temperature change detected at the center of the reaction 

vessel, and the amount of CO2 gas consumption due to hydrate formation in Case 5 
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 For the determination of 𝑘𝑓  and 𝑘𝑑 , Arrhenius equation is often adopted, which gives the 

dependence of the rate constant 𝑘 of a chemical reaction on the absolute temperature 𝑇 as 

below: 

 

0 exp
E

k k
RT

 
  

 
, (3-4) 

 

where 𝑘0 is the pre-exponential factor [mol/m2/Pa/s], Δ𝐸 is the activation energy [J/mol], and 

𝑅 is the universal gas constant [J/mol/K], given as 8.314 J/mol/K. In addition, if the natural 

logarithm is taken to both sides of Equation (3-4), 𝑘0 and Δ𝐸 can be determined by Arrhenius 

plot, which displays the logarithm of rate constant ln𝑘 plotted against inverse temperature 1 𝑇⁄  

as below: 

 

0ln ln
E

k k
RT


  . (3-5) 

 

 In order to investigate the temperature dependence of 𝑘𝑓 and 𝑘𝑑, the fitting results extracted 

from Case 1 ~ Case 5 are plotted by Equation (3-5), as shown in Fig. 3-15 and Fig. 3-16. 

 

 

Fig. 3- 15 Arrhenius plot for the intrinsic rate constant of CO2 hydrate formation 𝑘𝑓 
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Fig. 3- 16 Arrhenius plot for CO2 diffusion constant in the hydrate film 𝑘𝑑 

 

 As can be seen in Fig. 3-15, the temperature dependence of 𝑘𝑓 has been confirmed, with the 

pre-exponential factor 𝑘0 as 1.73×1013 mol/m2/Pa/s, and the activation energy Δ𝐸 as 115.6 kJ 

obtained from the approximate curve, respectively. Besides, the range of 𝑘𝑓 fitted in this study 

(1.0×10-9 ~ 5.0×10-9 mol/m2/Pa/s) shows good consistency with the values fitted by Clark and 

Bishnoi [3-5] (3.214×10-9 ~ 6.423×10-9 mol/m2/Pa/s), which validates the parameter-fitting results 

in this study. On the other hand, it is assumed that 𝑘𝑑 has no temperature dependence, as can be 

seen in Fig. 3-16, so the average value of 𝑘𝑑 in Case 1 ~ Case 5 is adopted in this study, given 

as 3.30×10-18 mol/m/Pa/s. In addition, the rupture ratio model coefficient behind the gas front 𝛽 

under non-flow condition is determined by an order of 1013 m-2 (1.0×1013 ~ 8.0×1013 m-2) in this 

study. 

 

 For the validation, numerical simulations using 𝑘𝑓 and 𝑘𝑑 obtained from Arrhenius plot are 

re-conducted in Case 1 ~ Case 5, and the validation results are shown in Fig. 3-17 ~ Fig. 3-21, 

respectively. As can be seen in the figures, the validation results almost agree with the 

experimental data. Therefore, 𝑘𝑓 and 𝑘𝑑 obtained in this section will be used in the numerical 

simulations of CO2 hydrate formation with gas-liquid two-phase flow in the next section. 
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Fig. 3- 17 The validation results using 𝑘𝑓 and 𝑘𝑑 obtained from Arrhenius plot in Case 1 
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Fig. 3- 18 The validation results using 𝑘𝑓 and 𝑘𝑑 obtained from Arrhenius plot in Case 2 
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Fig. 3- 19 The validation results using 𝑘𝑓 and 𝑘𝑑 obtained from Arrhenius plot in Case 3 
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Fig. 3- 20 The validation results using 𝑘𝑓 and 𝑘𝑑 obtained from Arrhenius plot in Case 4 
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Fig. 3- 21 The validation results using 𝑘𝑓 and 𝑘𝑑 obtained from Arrhenius plot in Case 5 
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3.2 CO2 Hydrate Formation with Gas-liquid Two-phase Flow 

 

In this section, experiments of CO2 hydrate formation in the lab-scale sand sediment with gas-

liquid two-phase flow carried out by Inui [1-18] are introduced at first. Then, based on the 

experiments, simulations of gas-liquid two-phase flow and CO2 hydrate formation in the sand 

sediment under the experimental conditions are conducted using the numerical simulator. Finally, 

unknown parameters are determined by comparing the simulation results with the experimental 

data. 

 

3.2.1 Experiment outline of CO2 hydrate formation with gas-liquid two-phase 

flow 

 

In order to reveal the blockage mechanism of hydrate storage, experiments of CO2 gas injection 

into the lab-scale water-saturated sand sediment and CO2 hydrate formation in the sand sediment 

with gas-liquid two-phase flow, simulating the sub-seabed sand sediment, were conducted by Inui 

[1-18]. For the easy understanding of this study, the experiment outline is introduced in brief as 

below. 

 

3.2.1.1 Experimental apparatus and procedures 

 

The experimental apparatus used by Inui was the same as that introduced in Section 3.1.1.1, 

except that there was no buffer tank between CO2 cylinder and the reaction vessel. Besides, seven 

thermocouples (hereinafter referred to as T1 ~ T7 from the inlet to the outlet of the reaction vessel) 

were placed along the axis inside the reaction vessel with the interval of 20 mm vertically to 

measure the temperature changes in the sand sediment with time instead of one. On the other hand, 

a differential pressure gauge was placed between the inlet and outlet of the reaction vessel in order 

to measure the differential pressure between them. The schematic diagram of the experimental 

apparatus is shown in Fig. 3-22. 
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Fig. 3- 22 The schematic diagram of the experimental apparatus for CO2 hydrate formation in 

the sand sediment with gas-liquid two-phase flow [1-18] 

 

The experimental procedures are summarized in brief according to Inui [1-18] as below. 

 

1) First, water-saturated sand sediment was prepared as introduced in Section 3.1.1.1. 

2) After the sand sediment was set up, the reaction vessel was bathed in the cooling unit at the 

experimental temperature. Then, water was injected from the inlet of the reaction vessel at a 

constant rate by the water pump. 

3) After the temperature values detected at T1 ~ T7 dropped to the experimental temperature set 

by the cooling unit and became stable during water injection, the back pressure valve was 

adjusted in order to set the pressure at the outlet of the reaction vessel to the experimental 

value. 
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4) When the pressure inside the reaction vessel became stable, CO2 gas was injected from the 

CO2 cylinder into the reaction vessel at a constant rate through the mass flow controller, and 

the experiments were started. 

5) During the process of CO2 gas injection, hydrate formed in the sand sediment gradually, and 

the following data were measured: 

(a) the amount of discharged water from the outlet of the reaction vessel per minute; 

(b) the temperature changes detected at T1 ~ T7 due to CO2 dissociation and hydrate 

formation; 

(c) the differential pressure between the inlet and outlet of the reaction vessel due to the 

blockage of the gas flow. 

6) At the moment when gas was discharged from the outlet of the reaction vessel, CO2 gas 

injection was stopped, and one cycle of the experiments was completed. 

7) After the experiments, hydrate formed in the sand sediment was dissociated, and the amount 

of discharged gas from the outlet of the reaction vessel was measured by the mass flow meter. 

 

3.2.1.2 Initial experimental conditions 

 

 The initial experimental conditions for two experimental cases – Case 6 and Case 7 are listed in 

Table 3-5. 

 

Table 3- 5 Initial experimental conditions for Case 6 and Case 7 [1-18] 

  Case 6 Case 7 

Initial temperature [K] 275.15 278.15 

Initial pressure [MPa] 3.1 3.1 

CO2 gas injection rate [Nml/min] 300 300 

End time of induction stage [min] 4.6 3.4 

End time of CO2 gas injection [min] 19.1 20.6 

 

3.2.2 Simulation outline of CO2 hydrate formation with gas-liquid two-phase 

flow 

 

In this section, the simulation outline of CO2 hydrate formation in the lab-scale sand sediment 

with gas-liquid two-phase flow is explained in detail, including physical parameters, 

computational mesh, and initial simulation conditions. 
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3.2.2.1 Physical parameters 

 

 The physical parameters of Toyoura sand, stainless steel, and CO2 hydrate are the same as those 

listed in Table 3-2. 

 

3.2.2.2 Computational mesh 

 

The computational mesh used for numerical simulations of CO2 hydrate formation with gas-

liquid two-phase flow in this study is almost the same as that introduced in Section 3.1.2.2, except 

that a thin layer of cells with a height of 0.1 mm, which represents the gas injection layer, is 

inserted between the sand layer and the top stainless steel layer to simulate CO2 gas injection. 

Besides, the cell in the bottom stainless steel layer next to the axis is set to be water-saturated with 

constant pressure and temperature in order to represent the water discharging point at the bottom 

of the reaction vessel with a diameter of 3 mm. Therefore, a total number of 1854 cells (18 cells 

in the radial direction and 103 cells in the height direction) is used for the computational mesh in 

Case 6 and Case 7. The schematic diagram of the computational mesh is shown in Fig. 3-23. 
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Fig. 3- 23 The schematic diagram of the computational mesh for CO2 hydrate formation with 

gas-liquid two-phase flow 

 

3.2.2.3 Initial simulation conditions 

 

The porosity and absolute permeability of the sand sediment are determined by the average 

values of experimental data obtained by Sakamoto et al. [2-5] using the same Toyoura sand, set 

as 0.38 and 1.78×10-11 m2, respectively, in this study. 

 

Since the sand sediment is water-saturated, for the first time step when gas flows into the 

computational cell, the water saturation in the cell may change to the plus side and exceed 1 in 

the iteration process, which causes the calculation termination during the simulation. In order to 

solve this problem, the initial water saturation in the sand sediment is set as 0.99 m3/m3 in this 

study: i.e. the initial gas saturation is set as 0.01 m3/m3 instead of 0. Moreover, the hypothetical 

amount of CO2 gas in the sand sediment is set to be smaller than the residual gas saturation 0.02 

m3/m3, so it has no influence on the gas-liquid two-phase flow. On the other hand, when the gas 
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saturation in the cell drops below 0.01 m3/m3, the gas-liquid interfacial area is adjusted to 0 

automatically in the simulator, so there is no CO2 gas dissociation and hydrate formation in this 

cell. 

 

In addition, the initial time step is set as 0.01 s. Meanwhile, the induction stage (before CO2 

hydrate formation) are set as 4.6 min and 3.4 min in Case 6 and Case 7, respectively, as listed in 

Table 3-5, and the formation stage (after CO2 hydrate formation) are set as 14.5 min and 17.2 min 

in Case 6 and Case 7, respectively.  

 

3.2.3 Simulation results and discussions 

 

 In this section, numerical simulations of the induction stage (including only the process of gas-

liquid two-phase flow) and the formation stage (including both the processes of gas-liquid two-

phase flow and CO2 hydrate formation) are conducted, respectively, in order to determine the 

unknown model parameters introduced in Chapter 2 by comparing the calculation results with the 

experimental data. 

 

3.2.3.1 Sensitivity analysis on unknown parameters for gas-liquid two-phase flow 

 

 As mentioned in Section 2.1, unknown parameters for gas-liquid two-phase flow are included 

in the relative permeability and capillary pressure models as well as CO2 gas dissolution rate 

model, which are 𝑛𝑟𝐺 and 𝑛𝑟𝐴 in Equations (2-10) and (2-11), 𝑛𝑃𝑐 in Equation (2-12), and 𝑘𝑡 

in Equation (2-14), respectively.  

 

 For the aqueous phase flow, since the sand sediment is nearly water-saturated before CO2 gas 

injection, it can hardly be seen that the change of 𝑛𝑟𝐴 in the relative permeability model for the 

aqueous phase has a great influence on the behavior of the gas-liquid two-phase flow according 

to Nakashima [1-20]. So 𝑛𝑟𝐴 is set as 4, for which the generalized Corey model [2-4] is adopted 

in this study. However, if 𝑛𝑟𝐺 is set as 2, which is also the same value as that in the generalized 

Corey model [2-4], CO2 gas may become more likely to flow than the actual situation even under 

a small pressure difference. Besides, 𝑛𝑃𝑐 and 𝑘𝑡 may also have influence on the differential 

pressure and the amount of discharged water. Therefore, for the simplification of unknown 

parameters for gas-liquid two-phase flow, only three parameters: 𝑛𝑟𝐺, 𝑛𝑃𝑐, and 𝑘𝑡 are fitted in 

this study. 

 

Likewise, first, preliminary simulations are conducted in order to understand the difference 
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between the calculation results and the experimental data, and predict the ranges of the unknown 

parameters. Then, accurate simulations are conducted in order to carry out the sensitivity analysis, 

and obtain the optimum values for the unknown parameters. 

 

 As a result, the fitting parameters of 𝑛𝑟𝐺 (4, 8, and 12), 𝑛𝑃𝑐 (no capillary pressure, 0.1, and 1), 

and 𝑘𝑡 (0.5×10-17 m/s, 1.5×10-17 m/s, and 2.5×10-17 m/s): i.e. total seven combinations of Case 

6(7)A ~ Case 6(7)G are selected in this study. The simulation conditions for the sensitivity 

analysis on unknown parameters for gas-liquid two-phase flow are listed in Table 3-6. 

 

In addition, the comparisons between the calculation results and the experimental data in Case 

6A ~ Case 6G and Case 7A ~ Case 7G are shown in Fig. 3-24 ~ Fig. 3-30 and Fig. 3-31 ~ Fig. 3-

37, respectively. For all these figures, the first two ones represent the temperature changes 

detected at T1 ~ T3, the third ones represent the differential pressure between the inlet and outlet 

of the reaction vessel, and the fourth ones represent the amount of discharged water from the 

outlet of the reaction vessel, respectively. 

 

Table 3- 6 The simulation conditions for the sensitivity analysis on unknown parameters for gas-

liquid two-phase flow 

 
𝑛𝑟𝐺 [-] 

4 8 12 

𝑛𝑃𝑐 [-] 

 71.5 10tk    

No capillary 

pressure 
 Case 6(7)D  

0.1 Case 6(7)A Case 6(7)B Case 6(7)C 

1  Case 6(7)E  

𝑘𝑡 [m/s] 

 0.1
cPn   

0.5×10-7  Case 6(7)F  

1.5×10-7 (Case 6(7)A) (Case 6(7)B) (Case 6(7)C) 

2.5×10-7  Case 6(7)G  

 

① Sensitivity analysis on the exponent 𝑛𝑟G in the relative permeability model 

 

As shown in Case 6(7)A (Fig. 3-24 and Fig. 3-31), Case 6(7)B (Fig. 3-25 and Fig. 3-32), and 

Case 6(7)C (Fig. 3-26 and Fig. 3-33), 𝑛𝑟G is varied from 4 to 12, while 𝑛𝑃𝑐 and 𝑘𝑡 are fixed 

at 0.1 and 1.5×10-7 m/s, respectively. From the third figures, it can be seen that the differential 

pressure becomes larger with the increase of 𝑛𝑟G, for which the gas flow velocity decreases on 

the contrary due to the relative permeability reduction according to Equation (2-10). This also 
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explains the reason that obvious temperature rises detected at T3 can be seen in the second figures 

in Case 6A and Case 7A, but not in Case 6C and Case 7C where the gas flow moves much more 

slowly. On the other hand, for the amount of discharged water, with the increase of the differential 

pressure, the driving force of the gas flow which pushes the water out of the sand sediment 

becomes stronger, so a slight increase can be seen in the fourth figures from Case 6(7)A to Case 

6(7)C. 

 

② Sensitivity analysis on the exponent 𝑛𝑃𝑐 in the capillary pressure model 

 

As shown in Case 6(7)B (Fig. 3-25 and Fig. 3-32), Case 6(7)D (Fig. 3-27 and Fig. 3-34), and 

Case 6(7)E (Fig. 3-28 and Fig. 3-35), 𝑛𝑃𝑐 is varied from 0.1 to 1 as well as no capillary pressure, 

while 𝑛𝑟G and 𝑘𝑡 are fixed at 8 and 1.5×10-7 m/s, respectively. From the third figures, it can be 

seen that the differential pressure is the lowest when the capillary pressure is not considered in 

the calculations. While with the increase of 𝑛𝑃𝑐, the differential pressure also rises significantly. 

However, little differences can be seen in the second and fourth figures, which means 𝑛𝑃𝑐 has a 

great influence on the differential pressure, but not so much on the temperature changes and the 

amount of discharged water. 

 

③ Sensitivity analysis on the mass transfer coefficient 𝑘𝑡 in CO2 gas dissolution rate model 

 

As the shown in Case 6(7)B (Fig. 3-25 and Fig. 3-32), Case 6(7)F (Fig. 3-29 and Fig. 3-36), and 

Case 6(7)G (Fig. 3-30 and Fig. 3-37), 𝑘𝑡 is varied from 0.5×10-7 m/s to 2.5×10-7 m/s, while 𝑛𝑟G 

and 𝑛𝑃𝑐  are fixed at 8 and 0.1, respectively. From the fourth figures, it can be seen that the 

amount of discharged water decreases sharply with the increase of 𝑘𝑡. The reason is that if 𝑘𝑡 is 

too large, more CO2 gas dissolves into the aqueous phase through the gas-liquid interface, and the 

gas flow velocity becomes small, which makes the driving force not strong enough to push the 

water out of the sand sediment. This also explains the reason that the differential pressure drops 

in the third figures from Case 6(7)F to Case 6(7)G. On the other hand, with a larger amount of 

dissolved CO2 gas in the aqueous phase, the dissolution heat increases as well, so obvious 

temperature rises detected at T1 can be seen in Case 6(7)G rather than in Case 6(7)F. 

 

④ Parameter-fitting results and discussions 

 

 Based on the sensitivity analysis on the unknown parameters for gas-liquid two-phase flow, the 

optimum values of 𝑛𝑟G, 𝑛𝑃𝑐, and 𝑘𝑡 are determined as 8, 0.1, and 1.5×10-7 m/s, respectively, as 

the figures shown in Case 6B and Case 7B where the calculation results show good consistency 
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with the experimental data. In addition, contour maps of CO2 gas saturation, CO2 mass fraction 

in the aqueous phase, and temperature at the end of the induction stage in Case 6B and Case 7B 

are shown in Fig. 3-38 and Fig. 3-39, respectively. 

 

During the induction stage, as the gas front moves down towards the outlet of the reaction vessel, 

CO2 gas dissolves into the aqueous phase through the gas-liquid interface gradually. After the gas 

front passes by, water-unsaturated zone appears in the sand sediment behind the gas front. Small 

temperature rises detected at T1 and T2 during this stage are due to the dissolution heat of CO2 

gas in the aqueous phase. From the figures of the differential pressure in Case 6B and Case 7B, it 

can be seen that the calculation results are a little higher than the experimental data at the 

beginning of gas injection, and tend towards the experimental data gradually. This may be caused 

by the gas-liquid interfacial area model used in this study, whose value increases with the decrease 

of the water saturation linearly as mentioned in Section 2.1.4. When a tiny amount of CO2 gas 

flows into a computational cell at the beginning of the calculation, the gas-liquid interfacial area 

is also very small. However, in the actual process of gas injection, the gas front should have much 

larger gas-liquid interfacial area. For this reason, the calculated amount of CO2 gas dissolved in 

the aqueous phase is less than the actual amount at the beginning of gas injection, resulting in the 

gap of the differential pressure between the calculation results and the experimental data. 

  

 As shown in Fig. 3-38 and Fig. 3-39, the gas front moves horizontally towards the outlet with 

CO2 gas dissociation into the aqueous phase gradually, and nearly arrives at the one-third location 

of the reaction vessel. On the other hand, since the temperature of the boundary cells is set to be 

constant in order to simulate the reaction vessel bathed in the cooling unit, heat generated by CO2 

gas dissociation near the boundary transfers to the boundary cells which have lower temperature, 

causing the temperature in the center of the reaction vessel to become much higher than that near 

the boundary.  

 

 In the next section, 𝑛𝑟G , 𝑛𝑃𝑐 , and 𝑘𝑡  determined in this section will be treated as known 

parameters, and adopted to determine other unknown parameters in the numerical simulations of 

CO2 hydrate formation with gas-liquid two-phase flow. Besides, the calculation results of Case 

6B and Case 7B, as shown in Fig. 3-38 and Fig. 3-39, will be used as initial conditions for the 

simulation processes during the formation stage. 
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Fig. 3- 24 The comparisons between the calculation results and the experimental data in Case 

6A (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 25 The comparisons between the calculation results and the experimental data in Case 

6B (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 26 The comparisons between the calculation results and the experimental data in Case 

6C (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 

274

275

276

277

0 1 2 3 4 5

T
em

p
er

at
u
re

 [
K

]

Time [min]

T1 T2 T3

Calculation

274

275

276

277

0 1 2 3 4 5

T
em

p
er

at
u
re

 [
K

]

Time [min]

T1 T2 T3

Experiment

0

1

2

3

4

5

6

7

8

0 1 2 3 4 5

D
if

fe
re

n
ti

al
 p

re
ss

u
re

 [
k
P

a]

Time [min]

Experiment Calculation

0

5

10

15

20

25

0 1 2 3 4 5

A
m

o
u

n
t 

o
f 

d
is

ch
ar

g
ed

 w
at

er
 [

m
l]

Time [min]

Experiment Calculation



 

85 

 

 

Fig. 3- 27 The comparisons between the calculation results and the experimental data in Case 

6D (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 28 The comparisons between the calculation results and the experimental data in Case 

6E (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 29 The comparisons between the calculation results and the experimental data in Case 6F 

(Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 30 The comparisons between the calculation results and the experimental data in Case 

6G (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 31 The comparisons between the calculation results and the experimental data in Case 

7A (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 32 The comparisons between the calculation results and the experimental data in Case 

7B (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 33 The comparisons between the calculation results and the experimental data in Case 

7C (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 34 The comparisons between the calculation results and the experimental data in Case 

7D (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 35 The comparisons between the calculation results and the experimental data in Case 

7E (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 36 The comparisons between the calculation results and the experimental data in Case 7F 

(Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 37 The comparisons between the calculation results and the experimental data in Case 

7G (Induction stage) 

(First two) The temperature changes detected at T1~T3 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 38 The contour maps of CO2 gas saturation, CO2 mass fraction in the aqueous phase, and 

temperature at the end of the induction stage in Case 6B 

(Left) The contour map of CO2 gas saturation [m3/m3] 

(Middle) The contour map of CO2 mass fraction in the aqueous phase [kg/kg] 

(Right) The contour map of temperature [K] 

 

 

 

Fig. 3- 39 The contour maps of CO2 gas saturation, CO2 mass fraction in the aqueous phase, and 

temperature at the end of the induction stage in Case 7B 

(Left) The contour map of CO2 gas saturation [m3/m3] 

(Middle) The contour map of CO2 mass fraction in the aqueous phase [kg/kg] 

(Right) The contour map of temperature [K] 
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3.2.3.2 Sensitivity analysis on unknown parameters for CO2 hydrate formation 

 

As mentioned in Section 2.2, unknown parameters for CO2 hydrate formation are included in 

the rupture ratio models on the gas front and behind the gas front, as well as in the modified 

permeability reduction model, which are 𝛼 in Equation (2-37), 𝛽 in Equation (2-57), and 𝑁 in 

Equation (2-65), respectively. 

 

Besides, since there is gas-liquid two-phase flow in the sand sediment in Case 6 and Case 7, the 

full version of the inclusive model for CO2 hydrate formation as proposed in Equation (2-24) is 

used for the numerical simulations of CO2 hydrate formation in the sand sediment. 

 

Likewise, first, preliminary simulations are conducted in order to understand the difference 

between the calculation results and the experimental data, and predict the ranges of the unknown 

parameters. Then, accurate simulations are conducted in order to carry out the sensitivity analysis, 

and obtain the optimum values for the unknown parameters. 

 

As a result, the fitting parameters of 𝛼 (0.1 s, 1.0 s, and 4.0 s), 𝛽 (5.0×109 m-2, 5.0×1010 m-2, 

and 5.0×1011 m-2), and 𝑁 (3, 13, and 15.5): i.e. total seven combinations of Case 6(7)H ~ Case 

6(7)N are selected in this study. The simulation conditions for the sensitivity analysis on unknown 

parameters for CO2 hydrate formation are listed in Table 3-7. 

 

In addition, the comparisons between the calculation results and the experimental data in Case 

6H ~ Case 6N and Case 7H ~ Case 7N are shown in Fig. 3-40 ~ Fig. 3-46 and Fig. 3-47 ~ Fig. 3-

53, respectively. For all these figures, the first two ones represent the temperature changes 

detected at T1 ~ T7, the third ones represent the differential pressure between the inlet and outlet 

of the reaction vessel, and the fourth ones represent the amount of discharged water from the 

outlet of the reaction vessel, respectively. 
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Table 3- 7 The simulation conditions for the sensitivity analysis on unknown parameters for 

CO2 hydrate formation with gas-liquid two-phase flow 

 
𝛽 [m-2] 

5.0×109 5.0×1010 5.0×1011 

𝛼 [s] 

 15.5N   

0.1  Case 6(7)K  

1.0 Case 6(7)H Case 6(7)I Case 6(7)J 

4.0  Case 6(7)L  

𝑁 [-] 

 1.0   

3  Case 6(7)M  

13  Case 6(7)N  

15.5 (Case 6(7)H) (Case 6(7)I) (Case 6(7)J) 

 

① Sensitivity analysis on the coefficient 𝛽 in the rupture ratio model behind the gas front 

 

As shown in Case 6(7)H (Fig. 3-40 and Fig. 3-47), Case 6(7)I (Fig. 3-41 and Fig. 3-48), and 

Case 6(7)J (Fig. 3-42 and Fig. 3-49), 𝛽 is varied from 5.0×109 m-2 to 5.0×1011 m-2, while 𝛼 and 

𝑁 are fixed at 1.0 s and 15.5, respectively. As can be seen in the figures, the timings of the 

temperature rises detected at T1 ~ T7 are delayed in the calculation results of Case 6H and Case 

7H rather than those in the experimental data. On the other hand, in Case 6J and Case 7J, the 

timings of the temperature rises become earlier in the calculation than those in the experiments. 

The reason is mentioned in Section 3.1.3, which is with the increase of 𝛽, the rupture ratio on the 

hydrate film behind the gas front 𝑥2  drops more sharply, causing the part of CO2 hydrate 

formation at the fresh surface to be depressed. As a result, the amount of hydrate formation 

becomes less, and the amount of free gas which pushes the water out of the sand sediment 

becomes more. Meanwhile, the gas flow velocity also increases, causing the gas to be discharged 

from the outlet of the reaction vessel earlier than the experiments. This is also the reason that the 

increasing speeds of the amount of discharged water are much larger than the experiments, 

especially in Case 6J. On the contrary, if 𝛽 is set to be a smaller value, such as 5.0×109 m-2, more 

CO2 hydrate forms in the sand sediment, consuming a large amount of gas and causing the gas 

flow velocity to decrease. Therefore, the differential pressure in the calculation exceeds that in 

the experiment, while the amount of discharged water becomes less in Case 6H and Case 7H.  

 

Besides, the value of 𝛽 fitted in this section is much smaller than that fitted in Section 3.1.3, 

because the sand sediment is water-unsaturated, and the initial water saturation is 0.62 m3/m3 in 

that case. According to Equation (2-55), the gas-liquid interfacial area behind the gas front 

increases with the decrease of water saturation, so the gas-liquid interfacial area at the beginning 
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of the calculations in Section 3.1.3 should be much larger than that in this section. As a result, in 

order to promote hydrate formation rate in the water-saturated sand sediment, the rupture ratio 

𝑥2 cannot drop too sharply, which means a much smaller value of 𝛽 is preferable in this section.  

 

② Sensitivity analysis on the coefficient 𝛼 in the rupture ratio model on the gas front 

 

As shown in Case 6(7)I (Fig. 3-41 and Fig. 3-48), Case 6(7)K (Fig. 3-43 and Fig. 3-50), and 

Case 6(7)L (Fig. 3-44 and Fig. 3-51), 𝛼 is varied from 0.1 s to 4.0 s, while 𝛽 and 𝑁 are fixed 

at 5.0×1010 m-2 and 15.5, respectively. However, little differences can be seen in these figures. 

The reason is that the amount of CO2 hydrate formation on the gas front is very small, because 

the gas saturation in the computational cells including the gas front is very low. Besides, after 

hydrate forms on the gas front, it is moving with the gas front, and have no influence on the 

permeability reduction as mentioned in Section 2.2.3, as well as no influence on the gas flow 

velocity. Therefore, the calculation results of temperature, differential pressure, and the amount 

of discharged water are almost the same between Case 6(7)I, Case 6(7)K, and Case 6(7)L, even 

with the range of 𝛼 varied from 0.1 s to 4.0 s. 

 

③ Sensitivity analysis on the reduction exponent 𝑁 in the modified permeability reduction 

model 

 

As shown in Case 6(7)I (Fig. 3-41 and Fig. 3-48), Case 6(7)M (Fig. 3-45 and Fig. 3-52), and 

Case 6(7)N (Fig. 3-46 and Fig. 3-53), 𝑁 is varied from 3 to 15.5, while 𝛽 and 𝛼 are fixed at 

5.0×1010 m-2 and 1.0 s, respectively. From the third figures, it can be seen that the differential 

pressure rises significantly with the increase of 𝑁. When 𝑁 is set to be a small value, the 

permeability reduction due to hydrate formation is not obvious according to Equation (2-65). So 

the gas front moves fast and arrives at the outlet of the reaction vessel earlier, pushing more water 

out of the sand sediment. As a result, the calculation results of the differential pressure are smaller 

in Case 6M and Case 7M, while the amount of discharged water is much larger and closer to the 

experiments. However, in order to replicate the differential pressure rise due to the blockage of 

the gas flow, a larger value of 𝑁, such as 15.5, is much more appropriate in this study. 
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④ Parameter-fitting results and discussions 

 

 Based on the sensitivity analysis on the unknown parameters for CO2 hydrate formation, the 

optimum values of 𝛼, 𝛽, and 𝑁 are determined as 1.0 s, 5.0×1010 m-2, and 15.5, respectively, as 

the figures shown in Case 6I and Case 7I where the calculation results show good consistency 

with the experimental data. In addition, contour maps of CO2 hydrate saturation 𝑆𝐻, CO2 gas 

saturation 𝑆𝐺 , total hydrate formation rate 𝑄𝐻 , hydrate formation rate on the gas front 𝑄𝐻1, 

hydrate formation rate on the hydrate film behind the gas front 𝑄𝐻2, hydrate formation rate on 

the surface of the sand particles behind the gas front 𝑄𝐻3, and temperature 𝑇 with time in Case 

6I and Case 7I are shown in Fig. 3-54 ~ Fig. 3-60 and Fig. 3-61 ~ Fig. 3-67, respectively. 

 

After the induction stage, CO2 hydrate suddenly forms on the gas front and in the water-

unsaturated zone behind the gas front in short time, resulting in a large amount of CO2 gas 

consumption and a very fast shrink in volume. This causes the abrupt pressure drop in the whole 

reaction vessel. However, in the calculation, the pressure at the outlet of the reaction vessel is set 

to be fixed and cannot change with time. This is the reason that the differential pressure drops 

below zero at the beginning of CO2 hydrate formation and, then, recovers in both the two cases, 

as shown in Fig. 3-41 and Fig. 3-48. Compared with the experimental data, the timings of the 

temperature rises detected at T3 ~ T7 are delayed in Case 6I, mainly because the flow resistance 

in the sand sediment is so large that gas flow has been slowed. However, the temperature jumps 

detected at T1 ~ T7 caused by CO2 hydrate formation heat are replicated and confirmed by 

calculations. Besides, the calculated amount of discharged water is a little less than the 

experimental data in both the two cases, because most of the water forms hydrate or remains in 

the sand sediment as irreducible water instead of being discharged. 

 

At the late stage of CO2 gas injection, especially in Case 6I, obvious elevation of differential 

pressure can be seen both from the experimental data and the calculation result. This may be 

because solid hydrate occupies the pore space of the sand sediment, resulting in the blockage of 

the gas flow, as will be explained later using the contour maps of CO2 hydrate saturation. 

 

 As shown in Fig. 3-54 and Fig. 3-61, CO2 hydrate mainly distributes near the boundary of the 

reaction vessel, whose temperature is set to be constant to simulate the temperature-controlled 

boundary of the reaction vessel bathed in the cooling unit. As mentioned before, the temperatures 

detected at T1 ~ T7 rise after the induction stage mainly due to CO2 hydrate formation heat and, 

then, start to drop down when the cooling effect of the temperature-controlled boundary becomes 

dominant, causing the temperature near the boundary to be lower than that in the center of the 
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sand sediment, as shown in Fig. 3-60 and Fig. 3-67. According to the equilibrium curve for CO2 

hydrate formation as shown in Fig. 2-4, hydrate equilibrium pressure drops with the decrease of 

temperature, resulting in the reduction of hydrate equilibrium fugacity. For this reason, the driving 

force of hydrate formation near the boundary is much larger than that in the center, leading to the 

large hydrate formation rate near the boundary, as shown in Fig. 3-56 and Fig. 3-63.  

 

However, unlike Case 7I (Fig. 3-61), main CO2 hydrate distribution zone is not next to the 

boundary but has some distance, as shown in Case 6I (Fig. 3-54). This is because CO2 hydrate 

saturation is much higher in Case 6I than in Case 7I. When CO2 hydrate forms horizontally on 

the upper outer side of the sand sediment at the beginning of hydrate formation, the solid hydrate 

occupies the pore space of the sand sediment, causing the sharp permeability reduction and 

forcing the gas phase to flow towards the center, as shown in Fig. 3-55. Therefore, CO2 hydrate 

forms gradually at the gas-liquid interface between the aqueous phase remained on the outer side 

of the sand sediment and the gas phase forced to flow towards the center, resulting in the vertical 

distribution of CO2 hydrate saturation near the boundary of the reaction vessel in Case 6I, as 

shown in Fig. 3-54.  

 

In Fig. 3-57 and Fig. 3-64, it can be seen that hydrate formation rate on the gas front 𝑄𝐻1 is 

very small, mainly because the gas saturation in the computational cells including the gas front is 

very low, as shown in Fig. 3-55 and Fig. 3-62. Therefore, hydrate formation rate on the gas front 

𝑄𝐻1 has little contribution to the total hydrate formation rate 𝑄𝐻, which also agrees with the 

parameter-fitting results of 𝛼 as explained before. 

 

On the other hand, as shown in Fig. 3-58 and Fig. 3-65, hydrate formation rate on the hydrate 

film behind the gas front 𝑄𝐻2  is dominant in the total hydrate formation rate 𝑄𝐻 , which 

contributes to CO2 hydrate saturation greatly near the boundary, and causes the permeability 

reduction significantly, resulting in the blockage of the gas flow. Besides, as can be seen in Fig. 

3-59 and Fig. 3-66, hydrate formation rate on the surface of the sand particles behind the gas front 

𝑄𝐻3 is also very small, and has little contribution to the total hydrate formation rate 𝑄𝐻. 

 

To sum up, the simulation results suggest that the total hydrate formation rate 𝑄𝐻 is large near 

the boundary, and CO2 hydrate mainly distributes near the boundary of the reaction vessel due to 

the cooling effect of the temperature-controlled boundary. Besides, it is also indicated that hydrate 

formation rate on the hydrate film behind the gas front 𝑄𝐻2  makes the most important 

contribution to the large CO2 hydrate saturation near the boundary, while on the contrary, hydrate 

formation rates on the gas front 𝑄𝐻1 and on the surface of the sand particles behind the gas front 
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𝑄𝐻3  only have a very small contribution to CO2 hydrate saturation in the sand sediment. 

Therefore, the sharp permeability reduction of the sand sediment may mainly be caused by the 

part of CO2 hydrate formation on the hydrate film behind the gas front, which is likely to exist 

between the sand particles, occupying the pore space of the sand sediment and resulting in the 

blockage of the gas flow. 

 

In the future, the simulator developed in this study is expected to be applied to the numerical 

simulations of CO2 hydrate formation in the real-scale sand sediment in the ocean for sub-seabed 

CO2 storage. In that case, the sizes of the cells may be hundred or thousand times larger than those 

used in the lab-scale sand sediment such as in this study. However, hydrate formation rate on the 

hydrate film behind the gas front 𝑄𝐻2 may still be dominant, and hydrate formation rate on the 

gas front 𝑄𝐻1 may still not be important. The reason is that 𝑄𝐻1 is mainly determined by the 

part of hydrate formation rate at the fresh surface (rupture), as shown in the first term on the right 

side of Equation (2-26), where the rupture ratio 𝑥1  has played an important part; while the 

growth rate of the hydrate film hardly has any contributions to 𝑄𝐻1, as shown in the second term 

on the right side of Equation (2-26). In the process of CO2 gas injection into the real-scale sub-

seabed sand sediment, as the gas front moves, the gas phase velocity 𝑈𝐺  drops gradually due to 

the blockage of the gas flow, causing the rupture ratio 𝑥1 which is proportional to 𝑈𝐺 , to become 

much and much smaller as shown in Equation (2-37). As a result, hydrate formation rate at the 

fresh surface (rupture) has been depressed, leading to a small 𝑄𝐻1. This suggests that even in the 

real-scale numerical simulations, 𝑄𝐻2 should still be much larger than 𝑄𝐻1, which agrees with 

the calculation results obtained in this study. Therefore, it is safe to say that the simulator 

developed in this study can be applied to the real-scale numerical simulations directly. 

 

At last, it is worth mentioning that the experiments conducted by Inui [1-18] were completed at 

the moment when gas was discharged from the outlet of the reaction vessel. Therefore, compared 

with Case 6I, the calculation results of Case 7I are much closer to the actual situation of the 

experiment, because the gas front arrives at the outlet of the reaction vessel at the end of the 

calculation, as shown in Fig. 3-64. In the future work, improvements should be made to make the 

calculation results of both the two cases much more accurate and closer to the actual situation of 

the experiments. 
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Fig. 3- 40 The comparisons between the calculation results and the experimental data in Case 

6H 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 41 The comparisons between the calculation results and the experimental data in Case 6I 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 42 The comparisons between the calculation results and the experimental data in Case 6J 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 43 The comparisons between the calculation results and the experimental data in Case 

6K 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 44 The comparisons between the calculation results and the experimental data in Case 

6L 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 45 The comparisons between the calculation results and the experimental data in Case 

6M 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 46 The comparisons between the calculation results and the experimental data in Case 

6N 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 47 The comparisons between the calculation results and the experimental data in Case 

7H 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 

274

276

278

280

282

0 5 10 15 20

T
em

p
er

at
u
re

 [
K

]

Time [min]

T1 T2 T3 T4 T5 T6 T7

Experiment

274

276

278

280

282

0 5 10 15 20

T
em

p
er

at
u
re

 [
K

]

Time [min]

T1 T2 T3 T4 T5 T6 T7

Calculation

0

5

10

15

20

0 5 10 15 20

D
if

fe
re

n
ti

al
 p

re
ss

u
re

 [
k

P
a]

Time [min]

Experiment Calculation

0

15

30

45

60

75

90

0 5 10 15 20

A
m

o
u

n
t 

o
f 

d
is

ch
ar

g
ed

 w
at

er
 [

m
l]

Time [min]

Experiment Calculation



 

111 

 

 

Fig. 3- 48 The comparisons between the calculation results and the experimental data in Case 7I 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 49 The comparisons between the calculation results and the experimental data in Case 7J 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 50 The comparisons between the calculation results and the experimental data in Case 

7K 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 51 The comparisons between the calculation results and the experimental data in Case 

7L 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 52 The comparisons between the calculation results and the experimental data in Case 

7M 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 

274

276

278

280

282

0 5 10 15 20

T
em

p
er

at
u
re

 [
K

]

Time [min]

T1 T2 T3 T4 T5 T6 T7

Experiment

274

276

278

280

282

0 5 10 15 20

T
em

p
er

at
u
re

 [
K

]

Time [min]

T1 T2 T3 T4 T5 T6 T7

Calculation

0

5

10

15

20

0 5 10 15 20

D
if

fe
re

n
ti

al
 p

re
ss

u
re

 [
k

P
a]

Time [min]

Experiment Calculation

0

15

30

45

60

75

90

0 5 10 15 20

A
m

o
u

n
t 

o
f 

d
is

ch
ar

g
ed

 w
at

er
 [

m
l]

Time [min]

Experiment Calculation



 

116 

 

 

Fig. 3- 53 The comparisons between the calculation results and the experimental data in Case 

7N 

(First two) The temperature changes detected at T1~T7 

(Third) The differential pressure between the inlet and outlet of the reaction vessel 

(Fourth) The amount of discharged water from the outlet of the reaction vessel 
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Fig. 3- 54 The contour maps of CO2 hydrate saturation 𝑆𝐻 [m3/m3] with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

 

 

Fig. 3- 55 The contour maps of CO2 gas saturation 𝑆𝐺 [m3/m3] with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time) 
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Fig. 3- 56 The contour maps of total hydrate formation rate 𝑄𝐻 [kg/m3/s] with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

 

 

Fig. 3- 57 The contour maps of hydrate formation rate on the gas front 𝑄𝐻1 [kg/m3/s]  

with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time) 
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Fig. 3- 58 The contour maps of hydrate formation rate on the hydrate film behind the gas front 

𝑄𝐻2 [kg/m3/s] with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

 

Fig. 3- 59 The contour maps of hydrate formation rate on the surface of the sand particles 

behind the gas front 𝑄𝐻3 [kg/m3/s] with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time)  



 

120 

 

 

Fig. 3- 60 The contour maps of temperature 𝑇 [K] with time in Case 6I 

(Left: 10 min; Middle: 15 min; Right: End time) 
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Fig. 3- 61 The contour maps of CO2 hydrate saturation 𝑆𝐻 [m3/m3] with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

 

 

Fig. 3- 62 The contour maps of CO2 gas saturation 𝑆𝐺 [m3/m3] with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

  



 

122 

 

 

Fig. 3- 63 The contour maps of total hydrate formation rate 𝑄𝐻 [kg/m3/s] with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

 

 

Fig. 3- 64 The contour maps of hydrate formation rate on the gas front 𝑄𝐻1 [kg/m3/s]  

with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time)  
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Fig. 3- 65 The contour maps of hydrate formation rate on the hydrate film behind the gas front 

𝑄𝐻2 [kg/m3/s] with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time) 

 

 

Fig. 3- 66 The contour maps of hydrate formation rate on the surface of the sand particles 

behind the gas front 𝑄𝐻3 [kg/m3/s] with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time)  



 

124 

 

 

Fig. 3- 67 The contour maps of temperature 𝑇 [K] with time in Case 7I 

(Left: 10 min; Middle: 15 min; Right: End time) 
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3.3 Summary 

 

 In this chapter, numerical simulations of CO2 hydrate formation in the sand sediment without 

and with gas-liquid two-phase flow are conducted, respectively, using the inclusive model for 

CO2 hydrate formation proposed in this study. The calculation results agree with the experimental 

data, so that unknown model parameters in the numerical simulator are determined by parameter-

fitting. The summary of the unknown model parameters fitted in this study are shown in Table 3-

8. 

 

 In the next chapter, validation of the inclusive model for CO2 hydrate formation will be carried 

out using the model parameters determined in this chapter. 
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Table 3- 8 The summary of the unknown model parameters fitted in this study 

Extracted from 
Name of the unknown  

model parameter 
Symbol Unit Value Universality Other value sources 

CO2 hydrate 

formation without 

gas-liquid  

two-phase flow 

Intrinsic rate constant of 

CO2 hydrate formation 
𝑘𝑓 mol/m2/Pa/s 

0

13 2

0

exp

1.73 10  mol/m /Pa/s

115.6 kJ

f

E
k k

RT

k

E

 
  

 

 

 

  
Universal (the same order as Clarke 

and Bishnoi [3-5]) 

Inui [1-18],  

Takahashi et al. [1-19] 

CO2 diffusion constant in 

the hydrate film 
𝑘𝑑 mol/m/Pa/s 3.30×10-18 Universal 

Inui [1-18],  

Takahashi et al. [1-19] 

Rupture ratio coefficient 

behind the gas front 
𝛽 m-2 1.0 ~ 8.0×1013 

Universal (under non-flow 

condition) 
Takahashi et al. [1-19] 

CO2 hydrate 

formation with 

gas-liquid  

two-phase flow 

(Induction stage) 

Relative permeability 

model exponent 
𝑛𝑟𝐺 — 8 

Universal (the same order as 

Sakamoto et al. [2-7]) 
Nakashima [1-20] 

Capillary pressure model 

exponent 
𝑛𝑃𝑐 — 0.1 

Universal (the same order as 

Sakamoto et al. [2-7]) 
Nakashima [1-20] 

CO2 mass transfer 

coefficient 
𝑘𝑡 m/s 1.5×10-7 

Dependent on the physical 

properties of the fluid 

Inui [1-18],  

Nakashima [1-20] 

CO2 hydrate 

formation with 

gas-liquid  

two-phase flow 

(Formation stage) 

Rupture ratio coefficient 

on the gas front 
𝛼 s 1.0 

Dependent on the shape of the sand 

particle 
Originality 

Rupture ratio coefficient 

behind the gas front 
𝛽 m-2 5.0×1010 

Universal (under the condition of 

gas-liquid two-phase flow) 
Nakashima [1-20] 

Permeability reduction 

exponent 
𝑁 — 15.5 

Universal (the same order as 

Masuda et al. [2-17]) 

Inui [1-18], Nakashima 

[1-20], Yu et al. [1-22] 
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4 VALIDATION OF THE INCLUSIVE MODEL FOR CO2 

HYDRATE FORMATION 
 

In Chapter 3, unknown parameters in the models have been determined by parameter-fitting. In 

this chapter, in order to validate the inclusive model for CO2 hydrate formation proposed in this 

study, numerical simulations of CO2 hydrate formation in the lab-scale sediment by liquid CO2 

injection are conducted using the model parameters determined in the last chapter, and the 

calculation results are compared with the experimental data of CO2 hydrate formation in the lab-

scale sediment by liquid CO2 injection. 

 

4.1 Experimental Outline of CO2 Hydrate Formation in the Lab-scale 

Sediment by Liquid CO2 Injection 

 

In this section, experiments of CO2 hydrate formation in the lab-scale sediment by liquid CO2 

injection carried out by Li et al. [4-1] are introduced at first. Then, based on the experiments, 

simulations of CO2 hydrate formation in the lab-scale sediment by liquid CO2 injection under the 

experimental conditions are conducted by the numerical simulator using the model parameters 

determined in Chapter 3 in order to validate the inclusive model for CO2 hydrate formation 

proposed in this study. 

 

4.1.1 Experimental apparatus and procedures 

 

The experimental apparatus used by Li et al. [4-1] mainly consisted of a reaction vessel, a cooling 

unit, fluid injection and discharge parts. The schematic diagram of the experimental apparatus is 

shown in Fig. 4-1. The reaction vessel was made of stainless steel (high-pressure vessel) with the 

internal diameter of 49.5 mm and the depth of 250 mm. In order to measure the temperature 

changes with time in the sediment, three sets of thermocouples (total ten thermocouples, 

hereinafter referred to as TC.1 ~ TC.10) were placed inside the reaction vessel with the interval 

of 35 mm vertically and 120º horizontally, among which TC.1 ~ TC.5 were placed at the center 

of the reaction vessel, and TC.6 ~ TC.10 were placed at the locations which were 10 mm far from 

the center of the reaction vessel. Besides, TC.2/TC.6, TC.3/TC.7/TC.9, and TC.4/TC.8/TC.10 

were at the same height, respectively. In addition, liquid CO2 was injected into the center of the 

reaction vessel through an L-shape steel tube directly, the inlet of which was 8 mm higher than 

TC.2/TC.6. The locations and distributions of the ten thermocouples in the reaction vessel are 

shown in Fig. 4-2. 
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Fig. 4- 1 The schematic diagram of the experimental apparatus for CO2 hydrate formation in the 

lab-scale sediment by liquid CO2 injection [4-1] 

 

 

Fig. 4- 2 The locations and distributions of the ten thermocouples in the reaction vessel [4-1] 
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The experimental procedures are summarized in brief according to Li et al. [4-1], with the 

illustration of the experimental apparatus as below. 

 

1) First, water-saturated sediment was prepared by filling glass beads (BZ-02) and pure water 

into the reaction vessel. Besides, in order to eliminate the air bubbles inside the sediment, the 

reaction vessel was beaten lightly with a wooden hammer in the side during the glass beads 

filling. 

2) After the sediment was set up, the reaction vessel was bathed in the cooling unit at the 

experimental temperature. Then, water was injected from the bottom of the reaction vessel at 

a constant rate by the water pump to elevate the pressure inside the reaction vessel to be much 

higher than the experimental value. 

3) After the valve at the bottom of the reaction vessel was closed, obvious pressure drop was 

observed due to the compression of the residual air. 

4) The water injection process was repeated until no obvious pressure drop was observed inside 

the reaction vessel. 

5) After the pressure in the accumulators were adjusted to the experimental pressure by the N2 

gas bomb, the accumulator valves were opened to set the pressure inside the reaction vessel 

to be the experimental value. 

6) Liquid CO2 was supplied from the CO2 hand pump into the spiral tube bathed in the cooling 

unit. Thus, a certain amount of liquid CO2 was injected from the spiral tube into the reaction 

vessel. Then, the valves of the CO2 hand pump and the accumulators were closed, and the 

measurements were started. 

7) CO2 hydrate formation was confirmed by the temperature rises detected at the ten 

thermocouples placed inside the reaction vessel. 

8) After two hours since hydrate formation, the drain valve was opened to decrease the pressure 

of the reaction vessel to the atmosphere pressure. After dissociating the formed hydrate in the 

reaction vessel, one cycle of the experiments was completed. 

 

4.1.2 Initial experimental conditions 

 

The initial experimental conditions for two experimental cases – Case 8 and Case 9 are listed in 

Table 4-1. 

  



 

130 

 

Table 4- 1 Initial experimental conditions for Case 8 and Case 9 [4-1] 

  Case 8 Case 9 

Initial temperature [K] 281.35 282.35 

Initial pressure [MPa] 9.0 9.0 

Liquid CO2 injection amount [Nml] 33 33 

Average liquid CO2 injection rate [kg/s] 7.227×10-4 7.538×10-4 

End time of induction stage [min] 2.5 4.0 

End time of formation stage [min] 25.0 25.0 

 

 

4.2 Simulation Outline of CO2 Hydrate Formation in the Lab-scale 

Sediment by Liquid CO2 Injection 

 

In this section, the simulation outline of CO2 hydrate formation in the lab-scale sediment by 

liquid CO2 injection is explained in detail, including physical parameters, computational mesh, 

and initial simulation conditions. 

 

4.2.1 Physical parameters 

 

The physical parameters of stainless steel and CO2 hydrate are the same as those listed in Table 

3-2. Besides, as mentioned before, the reaction vessel was filled with glass beads (BZ-02), whose 

physical parameters are listed in Table 4-2. 

 

Table 4- 2 Physical parameters of glass beads (BZ-02) 

 
Density 

[kg/m3] 

Specific heat 

[J/kg/K] 

Thermal conductivity 

[W/m/K] 

Diameter 

[m] 

Glass beads 

(BZ-02) 
2.5×103 8.37×102 0.94 0.117 ~ 0.250×10-3 

 

4.2.2 Computational mesh 

 

The computational mesh used for numerical simulations of CO2 hydrate formation in the lab-

scale sediment by liquid CO2 injection in this study is also designed as an axisymmetric cylinder 

with the radius of 24.75 mm and the height of 250 mm, simulating the lab-scale sediment. Along 

the radial direction, it is divided into 17 cells, of which 16 cells have a length of 1.5 mm and 1 

cell has a length of 0.75 mm (only for the outermost cell). On the other hand, along the height 
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direction, it is divided into 125 cells equally with a height of 2.0 mm. 

 

Besides, a thin layer of cells which represents the stainless steel is placed around the cells of the 

calculation domain either with a length of 0.1 mm or a height of 0.1 mm, respectively. The 

pressure and temperature in these cells are set to be constant and cannot change with time in order 

to simulate the reaction vessel bathed in the cooling unit. Therefore, a total number of 2286 cells 

(18 cells in the radial direction and 127 cells in the height direction) is used for the computational 

mesh in Case 8 and Case 9. 

 

 As mentioned before, liquid CO2 was injected into the center of the reaction vessel through the 

L-shape steel tube directly, so a particular cell at the depth of 152 mm next to the axis is used as 

the liquid injection cell to simulate liquid CO2 injection. Besides, in order to simulate the upward 

liquid CO2 flow caused by the L-shape steel tube as shown in Fig. 4-2, a set of five cells around 

the liquid injection cell is treated as the stainless steel cells, whose physical properties are the 

same as those located on the boundary of the calculation domain. In addition, two cells in the top 

stainless steel layer next to the axis are set to be water-saturated with constant pressure and 

temperature in order to represent the water discharging point at the top of the reaction vessel with 

a diameter of 6 mm. However, it is worth mentioning that in the experiments, the valve at the 

outlet of the reaction vessel was only opened during liquid CO2 injection, and closed after the 

process of liquid CO2 injection was finished. So the two cells used for the water discharging point 

are only active during the induction stage. On the other hand, during the formation stage, these 

two cells are set to be normal stainless steel cells just like the other ones. The schematic diagram 

of the computational mesh is shown in Fig. 4-3. 
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Fig. 4- 3 The schematic diagram of the computational mesh for CO2 hydrate formation in the 

lab-scale sediment by liquid CO2 injection 

 

4.2.3 Initial simulation conditions 

 

The porosity and absolute permeability of the sediment are determined by the experimental data 

obtained by Li et al. [4-1], set as 0.373 and 8.64×10-12 m2, respectively, in this study. Besides, as 

mentioned in Section 3.2.2.3, the initial water saturation in the sediment is set as 0.99 m3/m3 in 

order to avoid the calculation termination during the simulation.  

 

On the other hand, since liquid CO2 was injected into the reaction vessel instead of CO2 gas in 

Case 8 and Case 9, the physical properties of the injection fluid have changed greatly. However, 

unlike CO2 gas, researches on the physical properties of liquid CO2 are limited. Therefore, most 

of the physical properties of liquid CO2 (such as density, viscosity, thermal conductivity, etc.) 
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used in this study are determined by the linear fitting of the experimental data obtained from the 

open literature (Vesovic et al. [4-2], Span and Wagner [4-3], Fenghour et al. [4-4], etc.).  

 

 In addition, the initial time step is set as 0.01 s. Meanwhile, the induction stages (before CO2 

hydrate formation) are set as 2.5 min and 4.0 min for Case 8 and Case 9, respectively, as listed in 

Table 4-1, and the formation stages (during CO2 hydrate formation) are set as 22.5 min and 21.0 

min for Case 8 and Case 9, respectively. 

 

 

4.3 Simulation Results and Discussions 

 

In this section, numerical simulations of CO2 hydrate formation in the lab-scale sediment by 

liquid CO2 injection are conducted using the model parameters determined in Chapter 3 in order 

to validate the inclusive model for CO2 hydrate formation proposed in this study. 

 

Like Case 6 and Case 7, the calculation processes also includes two stages: the induction stage 

(including only the process of liquid-liquid two-phase flow) and the formation stage (including 

only the process of CO2 hydrate formation). 

 

During the induction stage, liquid CO2 was injected into the reaction vessel by the CO2 hand 

pump, so the injection rates were actually not constant in the experiments. However, in the 

simulations, average liquid CO2 injection rates, as listed in Table 4-1, are used instead, which may 

cause slight errors for the calculations of liquid-liquid two-phase flow during the induction stage. 

 

Besides, for the mutual solubilities of liquid CO2 and water, the solubility of water in liquid CO2 

is smaller than that of liquid CO2 in water by a factor of 10, and the lower the temperature is, the 

smaller the value of the solubility of water in liquid CO2 becomes (King et al. [4-5]). Since liquid 

CO2 is only slightly soluble in water, it is reasonable to treat the liquid CO2 – water system as a 

one-sided solubility system, with liquid CO2 as the solute and water as the solvent according to 

Teng and Yamasaki [4-6]. Therefore, only liquid CO2 dissolution into the aqueous phase is 

considered in this study, and the dissolution rate is also described by Equation (2-14). However, 

CO2 mass transfer coefficient 𝑘𝑡 in Equation (2-14) is actually not a constant, but should be a 

function of Reynolds number 𝑅𝑒 and Schmidt number 𝑆𝑐 (Hirai et al. [4-7], Someya et al. [4-

8], etc.), which are both defined by the density and viscosity of the fluid. Since the injection fluid 

has changed from CO2 gas to liquid CO2 in Case 8 and Case 9, the physical properties of the fluid 

have also changed significantly. Therefore, the value of 𝑘𝑡  as listed in Table 3-8, which is 
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determined as 1.5×10-7 m/s by parameter-fitting in Chapter 3, may not be able to be adopted in 

these two cases, and need to be re-determined accordingly. In this section, a much smaller value 

of 0.2×10-7 m/s, which is almost one order smaller than that in Chapter 3, is used for the numerical 

simulations of liquid-liquid two-phase flow in the sediment. 

 

After the process of liquid CO2 injection was finished, the valve at the outlet of the reaction 

vessel was closed. Therefore, CO2 hydrate formed in a closed system like that in Case 1 ~ Case 

5. Besides, since there is no movable liquid front during the formation stage in Case 8 and Case 

9, 𝛿 = 0 is adopted to the inclusive model for CO2 hydrate formation as proposed in Equation 

(2-24), which can be simplified as Equation (3-1). Moreover, as listed in Table 3-8, the rupture 

ratio coefficient behind the gas front 𝛽 is determined separately for CO2 hydrate formation in 

the sand sediment without and with gas-liquid two-phase flow in Chapter 3, and the order of 𝛽 

is determined as 1013 m-2 (1.0×1013 ~ 8.0×1013 m-2 in Case 1 ~ Case 5) under non-flow condition. 

Therefore, in this section, a median value of 5.0×1013 m-2 is adopted to 𝛽 for the numerical 

simulations of CO2 hydrate formation in the lab-scale sediment without liquid-liquid two-phase 

flow. 

 

The comparisons between the calculation results and the experimental data in Case 8 and Case 

9 are shown in Fig. 4-4 and Fig. 4-5, respectively. For all these figures, the left three ones represent 

the temperature changes detected at TC.1 ~ TC.10 in the experiments, and the right two ones 

represent the temperature changes detected at TC.1 ~ TC.10 in the calculations.  

 

As shown in the left three figures of Fig. 4-4 and Fig. 4-5, during the induction stage, small 

temperature rises due to the dissolution heat of liquid CO2 in the aqueous phase are detected at 

TC.2, TC.3, TC.7, and TC. 9. This indicates that after injection, most of the liquid CO2 flows 

upward due to the L-shape steel tube, and the liquid CO2 phase may have reached as far as the 

location between TC.3 and TC.4 in the experiments. However, in the right two figures, small 

temperature rises are detected not only at the thermocouples mentioned above, but also at TC.4, 

TC.5, TC.6, TC.8, and TC.10, which means the liquid CO2 phase has reached as far as the location 

of TC.5 (the top thermocouple placed in the reaction vessel), and the distribution of liquid CO2 in 

the sediment at the end of the induction stage is much broader in the calculations than that in the 

experiments. This may be caused by the interfacial area model used in this numerical simulator. 

As mentioned in Section 2.1.4, the interfacial area model proposed by Molly et al. [2-11] describes 

a linear correlation of gas-liquid interfacial area and water saturation, so it may not be able to be 

adopted to the case of liquid-liquid two-phase flow. However, models about liquid-liquid 

interfacial area have not been found in the open literature, so in the numerical simulations of 
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liquid CO2 injection into the lab-scale sediment in this chapter, the model proposed by Molly et 

al. [2-11] still has to be used for the calculations of liquid-liquid interfacial area. This compromise 

may lead to the overestimation of the interfacial area in the calculations, causing liquid CO2 to 

flow much faster, and dissolve into the aqueous phase through the liquid-liquid interface much 

more than the experiments. 

 

Another possible reason for the broader distribution of liquid CO2 in the sediment in the 

calculations may be related to the relative permeability models used in this study (Brooks and 

Corey models [2-4]), which cause the liquid CO2 flow to move much faster in the calculations 

than that in the experiments. As mentioned before, Brooks and Corey models [2-4] were proposed 

for the relative permeability of the gas-liquid two-phase flow, and no open literature has been 

found to prove that these relative permeability models can be adopted in the case of liquid-liquid 

two-phase flow such as liquid CO2 and water in this study. Therefore, the relative permeability 

models used for liquid-liquid two-phase flow in this chapter need to be reconsidered in order to 

slow down the liquid CO2 flow and improve the calculation results. 

 

On the other hand, during the formation stage, CO2 hydrate forms in the sediment without liquid-

liquid two-phase flow. Likewise, obvious temperature jumps due to CO2 hydrate formation heat 

are detected at TC.2, TC.3, TC.7, and TC. 9 in the experiments, as shown in the left three figures 

of Fig. 4-4 and Fig. 4-5. However, extra temperature jumps are also detected at TC.4, TC.5, TC.6, 

TC.8, and TC.10, as shown in the right two figures, because the liquid CO2 phase has already 

reached the locations of these thermocouples at the end of the induction stage in the calculations, 

and starts to form hydrate as soon as the formation stage begins. Besides, for the calculation of 

hydrate formation rate on the hydrate film behind the liquid front 𝑄𝐻2 as shown in Equation (3-

2), which contributes to the temperature rises in the sediment significantly, the gas-liquid 

interfacial area model proposed by Molly et al. [2-11] as mention above is also adopted by 

compromise. This may also lead to some errors in the calculations. 

 

Comparing the calculation results with the experimental data in Case 8 and Case 9, as shown in 

Fig. 4-4 and Fig. 4-5, it can be seen that the calculation results of the temperature changes detected 

at TC.4, TC.5, TC.6, TC.8, and TC.10, which increase greatly in the whole calculation period, 

fail to match the experimental data due to broader distribution of liquid CO2 in the sediment in 

the calculations than that in the experiments. However, the temperature changes detected at TC.2, 

TC.3, TC.7, and TC. 9 in the experiments, which are all the thermocouples near the liquid CO2 

inlet, are replicated and confirmed by calculations successfully, which validates the inclusive 

model for CO2 hydrate formation proposed in this study to some extent. 
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Moreover, no obvious temperature rise is detected at TC.1 either in the experiments or in the 

calculations in Case 8 and Case 9, as shown in Fig. 4-4 and Fig. 4-5. This means the liquid CO2 

phase does not reach the location of TC.1 which is far below the liquid CO2 inlet. Therefore, it is 

considered that the stainless steel cells placed around the liquid injection cell have been proved 

to be effective on simulating the upward liquid CO2 flow caused by the L-shape steel tube. 

 

In addition, contour maps of CO2 hydrate saturation, liquid CO2 saturation, total hydrate 

formation rate, hydrate formation rate at the fresh surface (rupture), hydrate formation rate at the 

liquid-liquid interface of the existing hydrate film (the growth of the hydrate film), and 

temperature with time in Case 8 and Case 9 are extracted in order to figure out how hydrate forms 

and distributes in the sediment, as shown in Fig. 4-6 ~ Fig. 4-11 and Fig. 4-12 ~ Fig. 4-17, 

respectively. 

 

As shown in Fig. 4-6 and Fig. 4-12, CO2 hydrate mainly distributes near the boundary of the 

reaction vessel, whose temperature is set to be constant to simulate the temperature-controlled 

boundary of the reaction vessel bathed in the cooling unit. Besides, as can be seen in Fig. 4-7 and 

Fig. 4-13, at the end of the induction stage, liquid CO2 distributes at the depth of 0.03 ~ 0.17 m in 

the reaction vessel, which covers the location range of TC.2 ~ TC.10. Then, as soon as the 

formation stage begins, CO2 hydrate forms in the sediment with a very large hydrate formation 

rate in short time (Fig. 4-8 and Fig. 4-14), resulting in the temperature rises detected at TC.2 ~ 

TC.10 at the early stage of the formation stage, as shown in Fig. 4-11 and Fig. 4-17. At this 

moment, the total hydrate formation rate is mainly contributed by hydrate formation rate at the 

fresh surface: i.e. hydrate formation from the rupture occurring on the existing hydrate film, as 

shown in Fig. 4-9 and Fig. 4-15. Then, with the decrease of the rupture ratio 𝑥2, hydrate formation 

rate at the fresh surface drops sharply. On the contrary, hydrate formation rate at the liquid-liquid 

interface of the existing hydrate film: i.e. the growth of the hydrate film becomes dominant, as 

shown in Fig. 4-10 and Fig. 4-16. However, the growth rate of the hydrate film is extremely small 

due to the insufficiency of the driving force: i.e. the fugacity difference. Therefore, the 

temperature in the sediment cannot maintain at a high value, and drops gradually with time, as 

shown in Fig. 4-11 and Fig. 4-17.  

 

At last, from the contour maps, it can also be seen that the difference between the calculation 

results and the experimental data is due to the broader distribution of liquid CO2 in the sediment 

in the calculations, which causes the extra temperature rises detected at TC.4, TC.5, TC.6, TC.8, 

and TC.10, as shown in Fig. 4-4 and Fig. 4-5.
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Fig. 4- 4 The comparisons between the calculation results and the experimental data in Case 8 

(Left three) The temperature changes detected at TC.1 ~ TC.10 in the experiment 

(Right two) The temperature changes detected at TC.1 ~ TC.10 in the calculation 
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Fig. 4- 5 The comparisons between the calculation results and the experimental data in Case 9 

(Left three) The temperature changes detected at TC.1 ~ TC.10 in the experiment 

(Right two) The temperature changes detected at TC.1 ~ TC.10 in the calculation 
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Fig. 4- 6 The contour maps of CO2 hydrate saturation [m3/m3] with time in Case 8 

(Top three: 2.5 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 7 The contour maps of liquid CO2 saturation [m3/m3] with time in Case 8 

(Top three: 2.5 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 8 The contour maps of total hydrate formation rate [kg/m3/s] with time in Case 8 

(Top three: 2.5 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 9 The contour maps of hydrate formation rate at the fresh surface (rupture) [kg/m3/s] 

with time in Case 8 

(Top three: 2.5 min, 5 min, 10 min; Bottom two: 15 min, End time)  
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Fig. 4- 10 The contour maps of hydrate formation rate at the liquid-liquid interface of the 

existing hydrate film (the growth of the hydrate film) [kg/m3/s] with time in Case 8 

(Top three: 2.5 min, 5 min, 10 min; Bottom two: 15 min, End time)  
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Fig. 4- 11 The contour maps of temperature [K] with time in Case 8 

(Top three: 2.5 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 12 The contour maps of CO2 hydrate saturation [m3/m3] with time in Case 9 

(Top three: 4 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 13 The contour maps of liquid CO2 saturation [m3/m3] with time in Case 9 

(Top three: 4 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 14 The contour maps of total hydrate formation rate [kg/m3/s] with time in Case 9 

(Top three: 4 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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Fig. 4- 15 The contour maps of hydrate formation rate at the fresh surface (rupture) [kg/m3/s] 

with time in Case 9 

(Top three: 4 min, 5 min, 10 min; Bottom two: 15 min, End time)  
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Fig. 4- 16 The contour maps of hydrate formation rate at the liquid-liquid interface of the 

existing hydrate film (the growth of the hydrate film) [kg/m3/s] with time in Case 9 

(Top three: 4 min, 5 min, 10 min; Bottom two: 15 min, End time)  
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Fig. 4- 17 The contour maps of temperature [K] with time in Case 9 

(Top three: 4 min, 5 min, 10 min; Bottom two: 15 min, End time) 
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4.4 Summary 

 

In this chapter, numerical simulations of liquid CO2 injection and CO2 hydrate formation in the 

lab-scale sediment without liquid-liquid two-phase flow under the experimental conditions have 

been conducted using the model parameters determined in Chapter 3, and the inclusive model for 

CO2 hydrate formation proposed in this study has been validated by the experimental results of 

CO2 hydrate formation in the lab-scale sediment by liquid CO2 injection to some extent.  

 

In the next chapter, conclusions for the whole study will be drawn, and suggestions for the future 

work will be made. 
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5 CONCLUSIONS AND SUGGESTIONS 
 

In this chapter, based on the analysis of the simulation results, conclusions for the whole study 

are drawn, and suggestions for the future work are made. 

 

5.1 Conclusions for the Whole Study 

 

Beyond the traditional methods for CO2 capture and storage (onshore and shallow offshore 

storages) at present, two promising technologies: i.e. CO2 storage in the deep saline aquifers using 

the sealing effect of gas hydrate (hydrate sealing) and CO2 storage in the sub-seabed sand 

sediment in the form of gas hydrate (hydrate storage), have come into the limelight, and may even 

be expected to become the main stream for CCS some day in the future. Therefore, in order to 

evaluate the potential and feasibility of hydrate sealing and hydrate storage, it is important to 

understand CO2 hydrate formation behavior in the sub-seabed sand sediment by providing precise 

assessment of hydrate formation rate. 

 

In this study, first, previous studies on kinetic models for CO2 hydrate formation in the sand 

sediment are literally reviewed, which are considered to be insufficient to describe the complex 

process of CO2 hydrate formation in the sand sediment, and need to be improved. Therefore, an 

inclusive model for CO2 hydrate formation is proposed in this study in order to figure out hydrate 

formation morphologies, which are classified by locations in the sand sediment: i.e. on the gas 

front, on the hydrate film behind the gas front, and on the surface of the sand particles behind the 

gas front. Then, the processes of gas-liquid two-phase flow and CO2 hydrate formation in the sand 

sediment under the experimental conditions are analyzed using a numerical simulator which 

incorporates this newly proposed hydrate formation model. Simulation results are compared with 

the experimental data, so that unknown parameters in the models are determined by parameter-

fitting.  

 

Simulation results suggest that the total hydrate formation rate is large near the boundary of the 

reaction vessel, and CO2 hydrate mainly distributes near the boundary of the reaction vessel due 

to the cooling effect of the temperature-controlled boundary. Besides, it is also indicated that CO2 

hydrate formation on the hydrate film behind the gas front makes the most important contribution 

to the high CO2 hydrate saturation near the boundary; while on the contrary, CO2 hydrate 

formation on the gas front and on the surface of the sand particles behind the gas front only have 

a very small contribution to CO2 hydrate saturation in the sand sediment. Therefore, a possible 

conclusion can be drawn on the basis of the analysis above that the sharp permeability reduction 
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of the sand sediment is mainly caused by the part of CO2 hydrate formation on the hydrate film 

behind the gas front, which is likely to exist between the sand particles and occupy the pore space 

of the sand sediment, resulting in the blockage of the gas flow. 

 

 Besides, in order to validate the inclusive model for CO2 hydrate formation proposed in this 

study, numerical simulations of CO2 hydrate formation in the lab-scale sediment by liquid CO2 

injection are conducted using the model parameters determined in this study. Although extra 

temperature rises are detected at some thermocouples due to the broader distribution of liquid 

CO2 in the sediment in the calculations than that in the experiments, the temperature changes 

detected at the thermocouples near the liquid CO2 inlet have been replicated and confirmed by 

calculations successfully, which validates the inclusive model for CO2 hydrate formation to some 

extent. 

 

 

5.2 Suggestions for the Future Work 

 

 The 𝛿 switch used to determine whether the gas front exists in a computational cell or not, has 

a great influence on hydrate formation rate on the gas front. However, the method for the 

determination of 𝛿 proposed in this study can only be adopted to two-dimensional computational 

mesh (such as the axisymmetric mesh used in this study). For the use of three-dimensional 

computational mesh, a much more appropriate method should be introduced. 

 

 Besides, unlike the rupture ratio model on the gas front proposed in this study, which can be 

explained both physically and geometrically, the rupture ratio model behind the gas front adopted 

from Takahashi et al. [1-19] can only be explained physically, but not geometrically. For the 

accurate evaluation of the rupture ratio behind the gas front, a new model which can be explained 

both physically and geometrically should be reconsidered. 

 

 Moreover, since the amount of hydrate formation on the gas front is found to be very small by 

calculations, it is considered to have no influence on the permeability reduction of the sand 

sediment, and the permeability reduction coefficient 𝐾𝐻1 is treated as 1 in this study. However, 

if the amount of hydrate formation on the gas front is found to be large by calculations in the 

future work, its influence on the permeability reduction should be taken into account as well, and 

a model used for the determination of 𝐾𝐻1 is expected. 

 

 In addition, for the validation of the inclusive model proposed in this study, the experimental 
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results are only replicated and confirmed by calculations to some extent due to the lack of 

experimental data and models about the physical properties of liquid CO2 in the open literature, 

as well as the inappropriate use of the gas-liquid interfacial area model in the liquid CO2 – water 

system. Besides, the process of CO2 hydrate formation in the reaction vessel is under non-flow 

condition in the validation experiments, and the 𝛿 switch is set to be 0 in the calculations, so the 

full version of the inclusive model has not been validated completely. Therefore, in order to 

validate the inclusive model for CO2 hydrate formation proposed in this study systematically, 

experiments of CO2 hydrate formation in the lab-scale sand sediment by continuous CO2 gas 

injection at constant rates are suggested in the future work.  

 

 At last, it is worth mentioning that the final purpose of this study is to evaluate the potential and 

feasibility of hydrate sealing and hydrate storage. In order to achieve this purpose, numerical 

simulations of CO2 hydrate formation in the real-scale sub-seabed sand sediment in the ocean 

need to be conducted in the future work using the numerical simulator developed in this study. 

However, the calculation time may become expansive due to the increase of the cell numbers in 

the computational mesh. Therefore, efforts should be made to shorten the calculation time by 

using the proper cell size in the real-scale calculation domain. 
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