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The proliferation of mobile devices has created an extraordinary mobile data

growth, which stimulates interest in delivering better user experience. Among

all possible improvements, maintaining connectivity while moving around is

very attractive to end users. Recently many research efforts have been made

on applying SDN in the field of wireless or mobile networking. SDN enables

a centralized control over computer network by manipulating programmable

devices. This thesis focuses on applying the SDN paradigm to mobility man-

agement, which has been little studied until now. A testbed on Mobile IPv6

in laboratory environment was fist studied and results show shortcomings of

this traditional mobility management protocol. Then, the protocol design,

implementation, evaluation of SBMP are presented in this thesis. Through

evaluations from both quantitative and qualitative perspective, results show

that SBMP is able to provide a high performance handover in term of latency.
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Chapter 1

Introduction

1.1 Background

The past few years witnessed an increasing mobile data traffic, thanks to the

proliferation of mobile terminals - such as smart phones, tablets and so on.

And this trend is expected to continue in the future. According to Ericsson’s

most recent mobility report [1], world mobile subscriptions are expected to

reach 9,500 million by 2020 while total mobile data traffic are expected to

reach 25EB per month in 2020 (Figure 1.1). Such pace of increasing impose

significant challenges for today’s mobile network operators.

Figure 1.1: Global mobile traffic trend (monthly ExaBytes)
(Figure is taken from [1])

1
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One of the most important responsibilities of mobile network operators is

mobility management, which refers to a set of mechanisms to keep ongoing-

sessions continuity while a mobile user changes his/her physical channel, ac-

cess network or communication protocol. Mobility management could benefit

both end clients and the network operators. On one hand, end users could

leverage the benefit of heterogeneous network, getting access of broader net-

work resources while enjoying seamless roaming. On the other hand, network

operators could benefit from this via traffic offload [4].

1.2 Problem statement

Imagine one is talking to his friend via Skype, which is a telecommunications

software based on the Internet [5]. During the talk he has to move to another

room, which has different access network (probably different Wifi SSID). Dur-

ing his movement, chances are very high that the talking session would be

broken or at least be interrupted. To maintain an ongoing session alive during

movement, we need some mechanisms to provide mobility support.

In order for users to benefit from mobility support, it is important to keep

the upper layer sessions uninterrupted by the mobility. If the duration of the

sessions are short (e.g., web browsing), the probability is high that the sessions

will finish before the handover happens; even if those sessions are interrupted

by the handover, the cost is usually low (e.g., refresh the web page). However,

if the TCP sessions are typically long (e.g., video conferencing, Voice over

IP (VoIP), Game net, download/upload of large size files), the interruptions

during the handover would become unacceptable.

While there are many existing solutions for this problem, most of them are

not deployed in commercial network - the complexity of those protocols some-

times make deployment impossible. Usually, mobility support is traded with

performance degradation and extra overhead (heavy modification on proto-

col stack, complicated signaling process and so on) in these solutions (details

in Chapter 2). We argue that Software Defined Networking (SDN) could

be another promising candidate to provide mobility management, since its

flexibility enables the possibilities to introduce new functions in an efficient

way. However, how to utilize the SDN paradigm is still open to the research

community and has been little studied.
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1.3 Contributions

The main contribution of this work is the design and development of SBMP:

a system that provides mobility management using the concept of SDN. And

to evaluate the performance of this proposal, we chose to mainly focus on the

handover performance. Other key contributions of this thesis are as follows:

• Investigate how mobile IP performs on a testbed in lab environment

• Figure out what SDN could bring in, design and develop an SDN-based

mobility management protocol

• Compare and contrast the above mentioned protocols

– Focus on handover - bottleneck of mobility management

∗ In what way handover is carried out

∗ Handover times performance

∗ How handover affects the connection

1.4 Thesis organization

The rest of this thesis is organized as follows:

Chapter 2 presents related work in the area of mobility management and some

relevant publications on applying SDN in mobile or wireless network.

Mobile IPv6, one traditional solution to the problem and a testbed on it is

presented in Chapter 3.

In Chapter 4 the system design and development of SBMP is presented.

And in Chapter 5 the evaluation is done in both quantitative and qualita-

tive perspective. The methods of evaluating the system and experiments

performed are discussed, along with the corresponding results.

Finally, Chapter 6 contains concluding statements and points out some pos-

sible future directions continuing this thesis.



Chapter 2

Related Work

Various mobility management protocols for enabling end user mobility have

been proposed. In particular, mobility management implemented at the

network layer has being developed by the Internet Engineering Task Force

(IETF). This chapter gives an overview of two main groups of approaches to

support mobility management, host-based and network-based. The former

group is represented by Mobility IP [6][7], which expects end host’s partici-

pation in the signaling process. While in the network-based ones, the total

process is transparent to the end clients.

One should notice that there are also other ways for grouping research on mo-

bility management. For example, mobility management could also be broadly

divided into routing-based and mapping-based approach [8]. In routing-based

approach, a mobile keeps its IP address no matter where it goes. As a result,

the routing system must continuously keep track of a mobile’s movements

and reflect its current position on the routing infrastructure. A famous ex-

ample of routing-based protocol called Connexion was designed by Boeing.

The mapping-based approach is to provide mobility support by a mapping

between a mobile node’s stable identifier and its dynamically changing loca-

tor.

For two reasons we didn’t apply this taxonomy. Firstly, as discussed in [9],

routing-based proposals would not be suitable for large network since the

whole network must be informed of every movement by every mobile nodes

and it will be feasible only in small networks with a small number of mobile

nodes. Secondly, our proposal (will be shown in Chapter 4) is a hybrid of

routing-based and mapping-based mobility management.

4
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At the end of this chapter, an overview of SDN and some existing work using

SDN into mobile and wireless network will also be discussed.

2.1 Host-based mobility

Equipped with a specialized protocol stack, end clients are required to be

involved in the management of the mobility. Mobility IP [6, 7] enables global

reachability and session continuity by introducing the home agent (HA), an

entity located at the home network which anchors the permanent IP address

used by the MN, called home address (HoA). The HA is responsible for redi-

recting received traffic to the MN’s current location. When away from its

home network, MN acquires a temporal IP address from the visited network -

called care-of address (CoA) - and informs the HA about its current location

via Binding Update (BU). An IP bidirectional tunnel between the MN and

the HA is then used to redirect traffic from and to the MN [10].

The employment of a fixed HA brings the triangular routing problem when

the MN is away from HA. All the packets from CN to MN will have to take

a detour to pass the HA, which in most cases is no longer on the shortest

path between MN and CN. And triangle routing also leads to large handover

signaling cost, as well as heavy load on HA due to the same reason. Though

some modifications on MIPv6 have been proposed to mitigate those problems,

for example using multiple HAs to support one MN [11]. These extensions

make the signaling burden even heavier and can hardly been deployed in a

scalable way. And usually different levels of modifications of operating system

will be required on the end users’ side. We will cover more details of Mobile

IPv6 in Chapter 3.

One apparent trade off of host-based mobility is that a mobile node (MN)

is required to have a specialized protocol stack to support mobility. Thus,

modifications or upgrades on MNs become a must. This obviously increases

the operation expense and complexity for the MNs. Accordingly, network-

based mobility protocols are being developed by the research community.

2.2 Network-based mobility

In a network-based mobility support scheme, end host do not need to engage

in exchange of any mobility-related signaling with other entities. The Proxy
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(a) Mobile IPv6

(b) Proxy Mobile IPv6

Figure 2.1: MIPv6 and PMIPv6
(Figures are taken from [2, 3]

Mobile IPv6, standardized in RFC 5213 [12], is one of the most widely known

approach. The PMIPv6 proposed special mobility agents in networks that in-

clude an local mobility anchor (LMA) and a mobility access gateway (MAG),

for performing mobility-related signaling and handling mobility management

on behalf of each MN. An MAG is responsible for detecting and registering

the movement of the MN in its access network. When an MAG detects the

MN’s movement, it sends a proxy binding update (PBU) to the LMA. Upon

receiving the PBU, a LMA keeps a record of the MN’s attachment point and

create/update the binding cache. The LMA also sends out a proxy binding

acknowledgement (PBA) as a response to PBU to MAG. After MAG receives

the PBA, it sends the router advertisement (RA) message to MN, which will

configure its address.

Note that for both Mobile IPv6 and Proxy Mobile IPv6, there are many ex-

tensions grown from the original version. To name a few standardized by

IETF, Hierarchical Mobile IPv6 (HMIPv6) [13] introduces extensions to Mo-

bile IPv6 and IPv6 Neighbour Discovery to allow for local mobility handling.

Fast Mobile IPv6 (FMIPv6) [14] updates the packet formats for the Han-

dover Initiate (HI) and Handover Acknowledge (HAck) messages to provide a

shorter handover. Fast Proxy Mobile IPv6 (FPMIPv6) [15] introduces several

modifications to FMIPv6 to adapt to the network-based mobility manage-

ment.

The benefit of this group of extensions is that they aim at either transparency

to end users or they aims at providing a fast handover. And there are many
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comparison work done in the literature [16–19]. Generally, a shorter han-

dover delay could be expected in PMIPv6-like protocol as the LMA is a local

network entity and sending signaling to it produces less delay than sending

signal to a remote HA. Accordingly, the logic now sits in the network, which

increases the burden and complexities.

2.3 Software Defined Networking

SDN is one of the key outcomes of extensive research efforts over the last

decade towards to a more open, programmable, reliable, secure and manage-

able network infrastructure. By separating the control logic from the under-

lying infrastructure, it brings new tool set into network research community,

enabling researchers to implement new ideas by simply writing software. One

of the representative implementation of this concept is OpenFlow [20] , which

is discussed extensively in research community and sometimes are used to

refer SDN itself.

Recently, using SDN to handle mobile and wireless network becomes of inter-

est. A number of surveys has been published. For instance, [21] recognizes

challenges for future mobile and wireless network and points out SDN could

efficiently address those challenges significantly and benefit the future mobile

network.

Applying SDN in mobile context is still in its infancy. And there are already

a lot of work focusing on this [22–25]. Basically, there are two groups of work

trying to apply SDN. One is on cellular networks, the other is on WLAN.

With cellular networks, SoftRAN [26] is a software defined centralized control

plane of the radio access network. It regards base stations in a geographical

area as a virtual big-base station. One point worth mention here is that the

authors also implement some control plane functionalities down at the radio

elements. Specifically, the controller in the big-base station handles the cross

radio elements decision, and underlying radio elements will need to deal with

the frequently parameters. OpenRAN [27] is another software defined RAN

architecture from another perspective by introducing cloud computing. It

consists of wireless spectrum resource pool, cloud computing resource pool

and an SDN controller.

CellSDN [28] focuses on the software defined core part in the LTE network.

It covers both access and core network, and aims at implement a network
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operating system on LTE networks. SoftCell [29] is the successive research of

CellSDN. SoftCell introduces the software defined access switches and they

are used to implement the packet classification.

When it comes to applying SDN to WLAN, OpenRoad [30] proposes a net-

working environment that users could move freely between any wireless infras-

tructure. The proposal was based on OpenFlow and they deployed it on Stan-

ford campus [31]. Odin [32] is a prototype software defined wireless network

framework for enterprise WLANs. Odin builds on a light virtual access point

(AP) abstraction that has stable associations with users. The decision mod-

ule in Odin is an application on top of the OpenFlow controller. In this way,

Odin benefits several applications such as seamless mobility, load balancing.

OpenRadio [33] is another work trying to apply SDN on WLAN. OpenRadio

proposes a programmable wireless data plane by enabling programmability of

the Physical and MAC layer. It decomposes wireless protocols into processing

plane and decision plane with a modular and declarative APIs.

The above mentioned two groups of research are highly related to each other,

especially under the assumption that future cellular network are expected

to have an IP core. This means that all traffic leaving access networks will

become IP-based. As a result, IP mobility management becomes a key role

to support future wireless systems. Current and future researches on Internet

mobility management will continue to contribute to cellular networking as

well.



Chapter 3

Mobile IPv6 Testbed

3.1 Mobile IPv6

As mentioned briefly in Chapter 2, Mobile IPv6 [7] is derived from Mobile

IPv4 [6], which was designed to provide mobility to nodes with IPv4. Gener-

ally, when the mobile node (MN) changes its location from one access network

to another, the IP address corresponds to the MN’s location will change. In

Mobile IPv6, the home agent (HA) is used to keep a binding between MN’s

identifier (Home IP address) and its location (Care of IP address).

Since the Mobile IPv6 specification was published [7], many extensions have

been developed. For example, Fast Mobile IPv6 [34] aimed at reducing the

handover latency. Proxy Mobile IPv6 [12] released the requirement that end

clients have to be modified to support the protocol. In this thesis, we chose

to investigate the standard version of Mobile IPv6. To measure the per-

formance, we used an linux-based open source Mobile IPv6 implementation

called Universal Mobile IP (UMIP) [35].

3.2 Mobile IPv6 Handover Process

A complete Mobile IPv6 handover process will have both low layer latency

and network layer latency, as shown in Figure 3.1.

The low layer latency includes scanning, authentication and association to

the new access point. After the low layer handover finishes, the MN performs

the movement detection process. The MN will detect whether it is receiving

9
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Figure 3.1: Handover latency time line for Mobile IPv6

Table 3.1: Equipment details

Role Hardware
Operating

System
CPU

CN Macbook Air OS Yosemite 1.3 GHz

HA, AP1,
AP2, MN

Thinkpad T410 Ubuntu 14.04 2.4 GHz

Switch
PLANET
GSD-805

Unknown Unknown

router advertisements and neighbor discovery messages from a new access

point. Then, the MN will have to go through the Duplicate Address Detection

(DAD) to confirm the uniqueness of the IPv6 address, after which the MN

will form a new Care of Address (CoA). Note that the address configuration

is based on the prefix information included in the RA messages. The last step

is to notify the home agetn (HA) the MN’s CoA via Binding Update (BU)

and Binding Acknowledgement (BA). If the routing optimization is enabled,

the MN will also need to notify corresponding node (CN).

3.3 Handover latency on Mobile IPv6

3.3.1 Testbed setup

This section explains our testbed setup and relevant hardware in a lab envi-

ronment. By the time we made the testbed, we didn’t have access to existing

routers or equipment have Mobile IPv6 enabled by default. After a careful

study, we chose to have multiple Linux boxes functioning as accessing points

and home agent. That also goes along with our decision to use UMIP. The

testbed is shown in Figure 3.2 and the equipment details is shown in Table

3.1.
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Figure 3.2: Mobile IPv6 testbed

Figure 3.3: Handover latency

3.3.2 Handover latency results

As shown in Figure 3.3, We collected handover latency under three types

of handover scenarios: from home network to foreign one, movement among

foreign networks, and from foreign network back to home.

One clear conclusion we could reach is that three types of handover have al-

most the same low layer latency. And it has been observed that DAD is caus-

ing the most latency during a handover. And moving from foreign network

to home network comparatively cost less time for IPv6 address configuration.

That is because when the MN moves back to home network, it will not be
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Table 3.2: Handover success rate for a fast mover

Movement pattern Success rates

Linear 26.7% (4/15)
Back and forth (home-foreign) 46.7% (7/15)

Back and forth (foreign-foreign) 73.3% (11/15)

Figure 3.4: How handover affects the connection

necessary for the MN to acquire a new CoA as the home address could be

used to reach the MN.

Another experiment we tried is that we made a ”faster mover” scenario. In

this case, the MN will only stay at one station 2 seconds and then move away.

(We let the MN stay at each site for 10 seconds in the former experiment).

As we have shown that a handover will cost more than 2 seconds on most

cases, we could expect that some of handovers will not finish before the MN

moves away. And the results are shown in Table 3.2.

We also collected the Jitter and loss rate using iperf on the testbed. The

results are shown in Figure 3.4. We could see clearly each handover will

cause jitter increase nearly 200%. Meanwhile, we could see that loss rate is

on a relatively high level along the experiment, we couldn’t conclude that

is caused by MN’s movement, as there are wireless interference we couldn’t

reduce on the testbed. But a pattern do exist that loss rate will increase in

respond to each handover.
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3.4 Summary and motivations

Based on our experiment carried out on the testbed, we showed that Mobile

IPv6 protocol experiences averagely 2 seconds of handover latency. To our

life experience, a 2 seconds break is long enough to interrupt our chatting

session on Skype. And a MN could be totally unreachable if he/she moves

faster enough to jump away before the handover could ever finish. Also, the

loss rate and jitter increases along with each movement. Those matrics are

critical in a video/audio streaming session.

That gives much space to do optimization on handover latency. And in this

work we chose to use SDN, an innovative network paradigm which provides

flexibility.



Chapter 4

SBMP: SDN-based Mobility

Management Protocol

In this chapter we present our proposal of using SDN to support seamless

roaming. We will first give an overview of the proposal and then go to the

protocol details. At last, we will also present some implementation details

using Pyretic [36].

4.1 Overview of protocol

As mentioned in Chapter 2, SDN decouples the control logic from the data

plane. And it enables researchers to evolve new protocols easily by program-

ming. In our proposal, the concept of an ”Anchoring point” is lifted up to

the SDN controller(s). Each time the MN changes its location, an update is

necessary in the binding information database. Based on MN’s new location

reported by the new attachment accessing switch, the controller will install

new rules to the switches effected in this movement.

To reduce the necessary traffic between two layers, we decided to install pro-

visional rules in advance to the switches. By using location tags to identify a

location, the routing infrastructure is running based on those location tags.

To ensure packets don’t get lost during one’s movement, we are putting flood-

ing logic onto the edge switches as the MN moves. Local agents reside on each

edge switch to detect attachment/detachment event on that switch and trig-

ger corresponding rules accordingly.

14
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After an MN attaches to a new access switch, switch there will report this

event to the controller. After the controller sees this, it will update the binding

information database, which were consulted by all edge switches who want to

locate a mobile node.

We are setting the case when a network operator have control over its own

domain, consisted both wireless and mobile network. The corresponding node

(CN) is transparent from the movement of MN.

Generally, we will have three different roles in our protocol.

• Core switches

– Provisional flow rules based on tag

– Depend on configuration, will have different behavior upon seeing

a up-k tag

∗ Flood to both upstream and downstream switches (modify tag

to down before flooding down)

∗ Modify tag to down, only flood to downstream switches

• Edge switches

– Incoming packets

∗ Consult the controller, which will track this switch as well

∗ Put on a tag (keep the original destination)

– Outgoing packets

∗ Normal traffic: Strip off the tag and forward to the MN

∗ Flood traffic (with a flood tag down): Strip off the tag and

check destination, forward to MN if matches, drop otherwise

• Controller

– Updates the location database upon receiving a port up

– Remembers switches ever hit a specific MN, update those switches

if the MN moves
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4.2 Protocol details

4.2.1 Tagging

In order to reduce the amount of traffic between SDN controller and the

switches, we decided to rely the entire routing infrastructure on a tagging

system. This could also relax the limitation on controller that it needs to

support a large number of switches. Generally, we will have two types of

tagged packets in the network.

One type would be the normal packets, which will have a destination tag on

them. A destination tag will correspond to an edge switch if we think about

the network topology in a spanning tree way. Another type of packets would

be those corresponds to movement and flooding. The flooding mechanism is

introduced in Section 4.2.3. And here we want to bring this up because of

these tags should comply to the high level decision - routing should based on

tags.

The tagging system brings us at least two benefits. Firstly, it would be no

longer necessary to consult the SDN controller each time a switch sees a new

header. Secondly, the tagging system in fact separated an MN’s location from

its identifier.

4.2.2 Controller’s role

In our proposal, SDN controller keeps a binding information database which

binds each nodes’ identifier (IP address) and locator (location tag). The

controller will have the following responsibilities.

• Install forwarding rules to all the core switches based on location tag,

thus the entire routing infrastructure is based on tags

• Answer requests from edge switches asking which tag should be put,

given a destination’s identifier (IP address)

• Update edge switches with most recent binding information database

when notified MN’s movement by an edge switch



Chapter 4. SDN-based mobility 17

4.2.3 Flooding mechanism

In our proposal, we carefully designed a flooding mechanism to reduces the

number of lost packets during MN’s movement. Apparently, we made an as-

sumption that end users usually move within a relatively small region. That’s

the logic behind the idea of using a spanning tree to do flooding. However,

how many levels would be necessary to cover an average user’s movement, is

still an open question. As we will cover in Chapter 5, we will have two types

of movement and they have different implications on the movement pattern.

Priority with flooding rules Flooding brings not only benefit: we are

replicating packets and that will soon become a serious burden to the network.

To address this, we designed a reducing priority mechanism: we will take half

of the rules’ priority each time it got up one level on the spanning tree.

This will make sure flooded packets have lower priority in the core network

compared to the edge part. As it would be much more busy, in terms of more

traffic, near the core network and those flooded packets will be dropped since

their low priority. Again, how far will those flooded packets go will depend

on the configuration of flood tag value k . Details in Section 4.3.2.

4.2.4 An example

We will walk through an example in this section and try to cover the points

mentioned in 4.1. As shown in Figure 5.7, here we have ten switches, six of

which are located at the edge of the network (s5, s6, s7, s8, s9, s10).

And the other four are referred as the ”core switches”. A corresponding node

(CN) sits behind s6 and we assume it will be stationary during the whole

process. A mobile node (MN) starts its journey from s7, first move to s8,

and then continues to move further, end up in s9.

Let’s say now CN wants to talk to MN, it will send out a packet which will

reach s6. First time seeing this, the edge switch s6 will consult the controller

which tag should be put on this packet, providing MN’s IP address. The

controller will check the binding information database and returns s7. And

then all packets comes from CN destined to MN will have a tag s7 on them.

And at each switch along the path s6 - s2 - s1 - s3 - s7 there would be

rules pre-installed for how to handle a tag s7 - usually would be forwarding

on the shortest distance path. When the packets actually arrives at s7, the
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Figure 4.1: Walk through an example

edge switch at this side will strip off the tag and forwards those packets to

MN.

The interesting part starts from this moment: when the MN starts to move

to s8, the local agent locates at s7 will respond quickly by triggering a pre-

defined set of flood rules. These flood rules say that all the packets with a

tag s7 should now be flooded along the spanning tree at a pre-defined level

k . In this case, s7 will modify the tag s7 to a special flood tag and send

the packets to an upper stream switch in the spanning tree, in this case s3.

Upon receiving a packet with a flood tag, it will behave differently based on

configuration of k value. If k is configured to be one level (in this case would

be enough), s3 will stop sending packets to upper stream switches, modify

the flood tag and flood the packets to all down stream switches except where

it comes from, in this case s8.

Again, s8 will see a packet with some tagged packets, it will strip off those

tags as usual. And then it will check the destination field of the packet to see

whether this is a packet looking for itself. In one case, the packet’s destination

node do sits behind this edge switch, it will strip off whatever the tag on it

and forward the packet to the end node as expected. However, the packets

will simply be dropped otherwise. It’s a natural decision to make as we don’t

want everyone else got notified by one’s movement. In this case, s8 will strip

off the flood tag and then forward the packets to MN.
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When MN moves further, to s9 in this case, the local agent at s8 will again

trigger flood rules. And s8 will bouncing packets addressed to MN back into

the network after put on a flood tag. So the packets will reach s3. To this

moment, it’s not hard to tell that flooding one level on the spanning tree will

not be enough. So we will configure the k value to be (at least) two. Thus, s3

will not only floods the packet to downstream switches on the spanning tree,

it will also send the packets to its upper stream switches (in this case s1).

When s1 receives packets with a flood tag, it will simply flood the packets

to all its down stream switches except where it comes from (in this case, s1

will forward the packets to s2 and s4, which will in turn flood the packets

again to all edge switches). And this will finally make those packets reach

their intended target, the MN.

Along all of the flooding process, the edge switches who see a new end clients

coming should also reports this to the controller. Thus, the controller could

update the binding information database and install new set of rules to other

edge switches. The reaction of this event is quite important since it affects

the performance of the network and more details could be found in 4.3.

4.3 Discussion

4.3.1 Communication between mobile nodes

In our setup, the CN is stationary during the whole process, which is not

necessary. In fact, communication between mobile nodes is expected to be

quite frequent since the number of mobile nodes is expected to be growing. In

our proposal, the handover is transparent to the end clients and the binding

information is maintained in a centralized controller. This makes our proposal

also applicable for communication between two mobile nodes.

4.3.2 Selection of k value

The selection of k value matters when we consider the MN’s movement range.

As we are flooding the packets along the spanning tree, starting from the very

edge, if k is too small, flooding might not be able to cover all movement. For

example, let’s consider second movement in the example mentioned in 4.2

from s8 to s9, the packets will never reach MN if k is configured to one. On

the other hand, if k value is configured too large, we will have duplicate traffic
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in many places. And too much duplicate traffic will increase the burden of

the network. So how to collect a proper value worth more consideration.

As for one of the future work, we will learn from users’ movement pattern

and try to figure out a better way to apply the results to this part of logic.

4.4 Development

We implemented our proposal based on Mininet 2.2.0 [37]. In Mininet, move-

ment is simulated by detaching a host from one switch and then attaching

it to another. The local agent at each edge switch are simulated by a pre-

calculated flooding rules based on MN’s detachment point and attachment

point. When an edge switch detects the detachment, it will trigger the in-

stallation of the flooding rules with priorities calculated by a specific set of

rules.

The forwarding tags are implemented with the field vlan id and vlan pcp.

The controller will calculate forwarding rules based on shortest path rout-

ing algorithm and translate those rules to OpenFlow rules and assign them

different vlan id.

We chose to use Pyretic [36] as our SDN controller. Pyretic enables network

programmers and operators to write succinct modular network applications

by providing powerful abstractions. We defined flooding policies and schedule

a list of actions the controller should make in react to each handover.



Chapter 5

Evaluation

5.1 Qualitative comparison with Mobile IP

Mobile IP is the most well known existing solution to mobility management.

As the preliminary evaluation, we here give a theoretical comparison between

SBMP and Mobile IP.

The first metric we considered is network type, our SDN based solution is

advantageous both from end users’ perspective and network operators’. An

end user would be happy to have the feature of changing from Wifi to LTE

seamlessly. And the network operators would benefit in diverting traffic from

busy ones to others which would have higher performance.

End users don’t really care neither where the functionality is implemented

nor where the anchor is. But they would prefer a shorter delay and higher

bandwidth. Also, the triangular routing would degrade the performance.

5.2 Analytical performance evaluation

In this section, the performance of SDN-based mobility protocol (SBMP) is

evaluated and compared with Mobile IPv6 and Proxy Mobile IPv6 on an

analytical basis.

21
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Table 5.1: Theoretical comparison with Mobile IP

Mobile IP SDN-based solution

Function position
Access network & core

network
Core network

Anchor position Home agents SDN controllers

Triangular
routing

Can’t been avoided
Could be quickly

removed by controllers

Communications
between MNs

Detour to two HAs
Same as with

stationary nodes

Deployment
Modification in

protocol stack & end
clients

Initial SDN
infrastructure &

Software

Table 5.2: Role assignment in the network model

Mobile IP
Proxy Mobile

IPv6
SBMP

Gateway
switch

Gateway switch LMA
Root of spanning

tree

Edge
switch

Edge switch MAG Edge switch

Protocol-
dependent

entity

Home Agent
(HA)

None SDN controller

5.2.1 Network model

As shown in Figure 5.1, we will carry out our analytical performance evalua-

tion based on this model. The network is composed of several access networks.

Each access network is assumed to be circular in shape, and all access net-

works are assumed to be identical for simplicity [19]. The nodes are connected

through a number of hops. The average distance (hop counts) between differ-

ent nodes are also depicted in Figure 5.1. In each access network, there will

be at least one gateway (GW) and several edge switches. For a fair compar-

ison, we assigned different roles on the identical entity in Figure 5.1, shown

in Table 5.2. The CN (shown in orange) is expected to be stationary in the

Internet and the MN (shown in red) will go through one intra-mobility and

one inter-mobility.

It’s also necessary to take one-way packet transmission delay into considera-

tion [18]. We will have both wired link and wireless link in out network model.

The MN is connected to edge switches via wireless links and the other parts

in the network are connected with wired links. For transmission over a wired
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Internet

Core network

Access  
network

Access  
network

intra mobility

inter mobility
he-e

hctl-e

he-fe

he-m

Access network

Access network

hg-h

CN

MN

GW EG

CTL(SBMP)
HA(MIP)

hg-e

Figure 5.1: Access network configuration

link, we assume that packets will not be lost and will reach the destination

without failure. The one-way packet transmission delay dwd(Lp, h) can be

expressed as

dwd(Lp, h) =
Lp × h
BWwired

+Dwired (5.1)

where Lp is the packet size and h is the average number of hops from source

node to the destination node. BWwired and Dwired are the bandwidth and

the delay of wired link, respectively.

But wireless links are unreliable compared to wired links. Also, one-way

transmission delay over a wireless link is expected to be longer than the one

over a wired link. Results in [38] and [18] are listed here. Suppose that τ

and ρf is the interframe time and the frame error rate over the wireless link,

respectively. Let pi,j be the probability that the first frame sent from the

MN arrived at the edge switch successfully, being the ith retransmitted frame

at the jth retransmission trial. Then, the one-way frame transmission delay

dframe between the MN and edge switch via the wireless link is expressed as

[18]

dframe = Dwl(1− ρf ) +

n∑
i=1

i∑
j=1

pi,j(2i×Dwl + 2(j − 1)τ) (5.2)
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where Dwl is the wireless link delay mainly depending on which layer 2 tech-

nology is being used. Also, i<n, j<i. pi,j could be expressed as follows [18]:

pi,j = ρf (1− ρf )2(ρf (2− ρf ))(i
2−i)/2+j−1 (5.3)

Suppose k denotes the necessary numbers of frames per packet over the wire-

less link. Then we have

k = dLp
Lf
e (5.4)

where Lp and Lf are the packet size and frame size, respectively. Thus,

by combing 5.2 and 5.4, the one-way packet transportation delay over the

wireless link dwl(Lp) is shown as [38]

dwl(Lp) = dframe + (k − 1)τ (5.5)

5.2.2 Movement model

We will consider two types of movement in our evaluation: intra-mobility and

inter-mobility. Intra-mobility refers to the cases in which a MN moves within

a domain while inter-mobility refers to ones in which a MN moves to another

domain. We adopted an existing model from [19] as a starting point. The

model [19] made the following assumptions

• The residence time of an MN staying in a particular edge switch or in

a domain is an exponentially distributed random variable

• The session arrival process to an MN follows a Poisson distribution,

and λS is the rate of exponentially distribution which inter-arrival time

complies.

• The MN moves at an average speed ν and in a direction uniformly

distributed over the range [0, 2π]

We omit the derivation of the model and list the key variables here. The

average number of movements can be expressed as

E(Nl) =
µC
λS

(1− 1√
N

) and E(Nd) =
µd
λS

(5.6)
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where E(Nl) and E(Nd) are numbers of intra-moblity and inter-mobility re-

spectively, N is the number of nodes in a single domain. And µC and µd are

the edge switch crossing rate and access network crossing rate, which could

be written as

µC =
2υ

πR
and µd =

2υ

πR
√
N

(5.7)

5.2.3 Handover delay

We will derive formulas of handover delay for each protocol in this section.

As layer 2 delay DL2 will depend on L2 technology and manufacture choice

and all protocols will have layer 2 delay, we ignored detailed discussion of this

portion and focused on the different protocol implications.

5.2.3.1 SBMP handover delay

As shown in Figure 5.2, the handover time line of SBMP could be separate

into two parts: actions involve the controller and those without controller.

The green items in the graph refers to the actions without involvement of the

controller. The local agents resides at edge switches will trigger flooding rules

on that switch and packets reach that point later will be referred as ”flooded

packets”. This indicates that our protocol reduces the amount of traffic got

lost during the MN’s movement.

The blue ones in the graph are actions involving the SDN controller. The

controller will compute a new set of policies based on the updated topology

and flush away all the flooding flow rules. After the moment when new rules

are installed, the MN could be reached via direct routing.

Let DSBMP be the handover delay of SBMP, which could be expressed as

DSBMP = DL2 +Dflood +Dctl + dwd(Lpi, hctl−e) + dwd(Lfr, hctl−e) (5.8)

Where Lpi and Lfr stand for the packet size of a PACKET IN and FLOW MOD.

And Dflood, Dctl are the flooding delay and controller processing delay, re-

spectively. The flooding delay will depend on how many levels are configured
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Figure 5.2: Handover time line for SBMP

on the spanning tree and the propagation delay over those wired links. After

receiving the link up message, controller will need to recompute the flow rules

based on new topology and then push the rules down to edge switches closest

to the CN.

5.2.3.2 MIPv6 handover delay

Figure 5.3 shows the timing diagram for MIPv6 handover. And the detailed

handover process is already discussed in 3.2. Note that we didn’t enable

routing optimization (RO) on our testbed (Chapter 3). So we will analysis

the implications of enabling RO as a supplementary discussion.

Suppose the LMIPv6 is the handover delay of MIPv6, which could be expressed

as

DMIPv6 = DL2 +DMD +DDAD +DR (5.9)

where DL2, DMD, DDAD, DR are layer 2 delay, movement detection delay,

DAD delay and registration delay, respectively.

The movement detection consists the MN sending out router solicitation (RS)

and receiving router advertisement (RA). According, DMD could be expressed

as
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DMD = dwl(LRS) + dwl(LRA) (5.10)

In Figure 5.3, DRH presents the binding delay for registering with HA, which

could be expressed as

DRH = dwl(LBU−HA) + dwd(LBU−HA, hh−e)

+ dwl(LBA−HA) + dwd(LBA−HA, hh−e)
(5.11)

Similarly, DRC refers the binding delay for updating the CN, expressed as

DRC = dwl(LBU−CN ) + dwd(LBU−CN , hc−e)

+ dwl(LD) + dwd(LD, hc−e)
(5.12)

And hc−e could be calculated by adding hc−h and hh−e.

From [39] we know that DAD will depend on the value of RetransTimer. And

the registering delay DR could now be rewritten as [18]

DR = DRC + max{Dα, Dβ} (5.13)

Where Dα is the required time to exchange the HoTI and HoT messages via

the HA and and Dβ is the required time to exchange the CoTI and CoT

messages directly with the CN. The two items could be expressed as [18]

Dα = dwl(LHoTI) + dwd(LHoTI , hc−e) + dwl(LHoT ) + dwd(LHoT , hh−e)

Dβ = dwl(LCoTI) + dwd(LCoTI , hc−e) + dwl(LCoT ) + dwd(LCoT , hc−e)

(5.14)

To put all above equations together, we could have a formula expressing

handover delay of Mobile IPv6 when RO is enabled.

DMIPv6 = DL2+dwl(LRS)+dwl(LRA)+DDAD+DRC+max{Dα, Dβ} (5.15)

Meanwhile, if RO is disabled as discussed in Section 3.3, the DR should only

contain DRH as now notifying CN is not being notified MN’s movement.
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Figure 5.3: Handover time line for MIPv6

DMIPv6 = DL2 + dwl(LRS) + dwl(LRA) +DDAD +DRH (5.16)

5.2.3.3 PMIPv6 handover delay

Figure 5.4 shows the timing diagram of handover process of Proxy Mobile

IPv6 (PMIPv6). Unlike Mobile IPv6, PMIPv6 manages the movement of

the mobile nodes in a localized manner [12]. Suppose the DPMIPv6 is the

handover delay of PMIPv6, which could be expressed as

DPMIPv6 = DL2 +DLMA (5.17)

where DLMA involves the required time to (1) send the RS message, (2)

exchange PBUPBA pairs between the MAG and the LMA, (3) receive the

first packet sent from the LMA. Then DLMA could be rewritten as

DLMA = dwl(LRS) + dwd(LPBU , hg−e) + dlma−packet (5.18)

where dlma−pcaket is the time which the first data packet sent from the LMA

arrives at the MN. Note that when LMA receives the PBU from MAG, it

sends data packets destined for MN along with the PBA via the bidirectional



Chapter 5. Evaluation 29

Figure 5.4: Handover time line for PMIPv6

tunnel between the LMA and the MAG. Accordingly, dlma−packet could be

expressed as

dlma−packet = dwl(LD) + dwd(LD + LT , hg−e) (5.19)

5.2.4 Protocol cost

To evaluate SBMP and to compare it with MIPv6 and PMIPv6, we will

analysis protocol cost in this section. Mainly, we will cover signaling cost CS

and packet delivery cost CPD. The signaling cost is the accumulative mobility

signaling overhead for supporting mobility service and will be calculated by

summing up the product of mobility signaling message and the hop distance

[40]. The packed delivery cost is calculated as the product of the data packet

size and the hop distance.

An MN’s movement will incur packet transmission cost and processing cost

on mobility management related entities. The first part, packet transmission

cost, is proportional to the distance between source and destination nodes.

Assume the unit transmission costs on a wired and a wireless link are α and

β, respectively. Then the transmission cost on a wired and wireless link would

be
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Cwd = αd and Cwl = βd (5.20)

where d is the average distance between any two nodes in the network.

The second part, processing cost will depend on the protocol design and

computing power assigned to those mobility management entities. For each

protocol, we will consider intra-mobility and inter-mobility respectively and

assume the total signaling cost would be the sum of those two parts.

5.2.4.1 SBMP cost modeling

For SBMP, the signaling cost mainly consists following parts:

• The local agent at each edge switch will trigger installation of flooding

rules

• The controller re-compute the topology and update the edge switches

closest to CN

Note that there are other parts of signaling cost with SBMP. For example,

an edge switch generate a PACKET IN message and the controller responds

with a location tag. These signaling cost are ignored in this discussion as we

are now focusing on those cost incurred only by MN’s movement.

The signaling cost for SBMP CSBMP could be expressed as

CSBMP
S = E(Nl)(Lport−upαhctl−e + λSLflow−modαhctl−e) (5.21)

where λS is the average session arrival rate to MN’s wireless interface.

5.2.4.2 MIPv6 cost modeling

Signaling cost for Mobile IPv6 mainly consists two parts

• Registering with Home Agent (HA)

• Registering with Corresponding Node (CN) (when Route Optimization

is enabled)
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For the first part, signaling cost for registering with HA CMIPv6
HA could be

expressed as

CMIPv6
HA = LBU−HA(αhh−e + βhe−m) + LBA−HA(αhh−e + βhe−m) (5.22)

where LBU−HA and LBA−HA are the size of BU message and BA message,

respectively. While α and β are weighting factors for a wired link and a wire-

less link as mentioned in Section 5.2.1. Similarly, signaling cost for registering

with CN CMIPv6
CN could be expressed as [17]

CMIPv6
CN =(LHoTI + LHoT )(α(hh−e + hc−h) + βhe−m)

+ (LCoTI + LCoT )(αhc−e + βhe−m)

+ LBU−CN (αhc−e + βhe−m)

(5.23)

The signaling cost of MIPv6 can be rewritten as

CMIPv6
S = E(Nl)(C

MIPv6
HA + CMIPv6

CN ) (5.24)

where ENl
is the expected number of handover counts.

5.2.4.3 PMIPv6 cost modeling

Proxy Mobile IPv6 removes the necessities for an MN involving in the entire

signaling process. Thus, signaling cost of PMIPv6 CPMIPv6 could be written

as

CPMIPv6
S = E(Nl)(2LPBUαhg−e + 2LPBAαhg−e) (5.25)

Since there is no involvement of MN in the signaling process, there is no cost

over wireless links.

5.2.5 Numerical analysis results and discussions

We ran a numerical evaluation based on models discussed above, and the

parameter values are adopted from [18, 19, 38] as shown in Table 5.3.
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Table 5.3: Parameters used for numerical results

Notation Meaning Value

hctl−e
Distance between SDN controller and

edge switches (hops)
1

hg−h
Distance between a gateway to Home

Agent (hops)
4

hg−e
Distance between a gateway to edge

switch (hops)
4

hm−e
Distance between Mobile Node to edge

switches (hops)
1

DL2 Layer 2 handover delay (ms) 40

DDAD DAD delay (ms) 500

BWwired Bandwidth of a wired link (Mbps) 100

Ls
Size of the control signaling message

(bytes)
8

Lpi Size of the PACKET IN message (bytes) 128

LRS
Size of the route solicitation message

(bytes)
52

LRA
Size of the route advertisement message

(bytes)
80

(a) Dwl = 10ms (b) Dwl = 40ms

Figure 5.5: Handover delay versus ρf

5.2.5.1 Handover delay

We first calculated the handover latency based on models in Section 5.2.3 and

the results are shown in Figure 5.5a and Figure 5.5b. Higher ρf will lead to

erroneous packet transmission, and causing the number of mobility signaling

retransmissions increasing. The value of Dwl will also effect the handover

delay. We could see that SBMP outperforms the other protocols in term of

handover latency. It is mainly because that the flooding mechanism enables

handling mobility in a local fashion that we are not seeing too much signaling

in SBMP.
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(a) R=100m, M=20 (b) Speed=20m/s, M=20

(c) Speed=20m/s, R=100m

Figure 5.6: Signaling cost

5.2.5.2 Signaling cost

We also ran the model to measure signaling cost. And the results are shown

in Figure 5.6. We could see that SBMP introduces the least cost compared

to Mobile IPv6 and Proxy Mobile IPv6. The signaling cost in this model is

defined by multiplying the hop numbers and signal message size. Since SBMP

is flooding the traffic as the first reaction and do signaling at a later stage,

plus the fact that the signaling only happens between SDN controller and the

edge switch, the signaling cost of SBMP is the lowest compared to Mobile

IPv6 and Proxy Mobile IPv6.

5.3 Experiment on a simple topology

As mentioned in Section 4.4, we implemented our proposal using Mininet 2.2.0

and Pyretic. We ran a series of evaluations based on a customized network

topology shown in Figure 5.7.
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Figure 5.7: Experiment on a simple topology

(a) Reduce the number of lost packets
during movement

(b) Jitter and loss rate of SDN-based mo-
bility management

Figure 5.8: Simulation results with ping and iperf

Our first simulation is to ping the mobile node while from a corresponding

node (CN) and keep the mobile node (MN) moving. The MN will perform

three handovers along its moving path s7 - s8 - s9 - s10. As present

in Figure 5.8a, our flooding mechanism reduced the number of lost packets

during a MN’s movement.

We also ran iperf [41] between CN and MN to collect packet loss rate and jitter

information. Shown in Figure 5.8b, we could see that there are two spikes

along with each handover. The first corresponds to the moment when flooding

rules are triggered, while the second one refers to the moment when new rules

from the controller is installed. If we refer back to the same experiment

conducted on the Mobile IPv6 testbed, shown in Figure 3.4, we can tell the
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(a) Back and forth movement (b) Linear movement

Figure 5.9: Handover delay on a simple topology with simulation

differences. And we need to address here: those two experiment are not

conduced on the same basis, here we have a simulation with Mininet, while

the results of Mobile IPv6 were collected from a physical testbed.

As shown in Figure 5.9a and Figure 5.9b, the reachability is recovered from

the moment flooding rules are installed. And after the new computed rules

replaced those flooding rules, the MN could be reached via direct routing,

which happened roughly 50 ms after the detachment.



Chapter 6

Conclusion

6.1 Conclusion

In this work we address mobility management using the concept of SDN,

which provides flexibilities that was hard to leverage in the legacy network.

After setting up a testbed on Mobile IPv6 and conducted handover related

experiment, we analysis handover latency caused by multiple sources. Moti-

vated by the the results we saw on the testbed, we carefully design SBMP:

a mobility management protocol based on SDN. And we also implemented

SBMP on Mininet with Pyretic.

In SBMP, the tagging mechanism reduces the amount of necessary traffic

between controller and under layer devices. By introducing a flooding mech-

anism, the mobility is supported in a series of local actions.

We conducted analytical comparison with Mobile IPv6 and Proxy Mobile

IPv6. Also, we collected handover latency in mininet as well. Those results

show that SBMP is able to provide a faster handover.

6.2 Future work

One clear future work would be taking users’ movement pattern into consid-

eration. We could possibly learn patterns of users’ movement and apply those

as discussed in Section 4.3.2.

As for other future work, implementing the proposal based on a physical

testbed and compare that with what we collected from Mobile IPv6 testbed

36
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would be the next step. As for now, we don’t have a direct comparison

between two protocols except a simulation and computational results. Com-

paring different protocols on the same basis would provide fairness to our

evaluation.

Considering security issues will also become an interesting future work. Es-

pecially, as one MN is moving, traffic addressed to it will be flooded in the

network, and this will potentially lead to a privacy issue. On the other hand,

usually we can’t predict where the MN will end up to. A possible solution

is to apply some existing user mobile models and only flood traffic to those

possible destinations.



Appendix A

Related publication
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