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Abstract

The ultra fast outflows (UFOs) in active galactic nuclei (AGN) are potentially the most

effective process for transporting energy to their host galaxies, so that they are considered

to play an important role in the coevolution of supermassive black holes and galaxies.

However, the launching and accelerating mechanisms of UFOs are still unknown. An

interesting and possibly important feature of UFOs is their varies spectra. For example,

PDS 456, which is known with its strongest UFO feature, shows strong variability of

absorption lines in a time scale of as short as a few days. Similar variability seems to

exist in the other UFO candidates. Therefore, this variability is probably caused by a

common essential physical property of UFOs. In order to reveal the physical origin of

the various spectra of the UFOs, we constructed a new Monte Carlo simulation code to

self-consistently calculate X-ray spectra reprocessed in an assumed 3-dimensional disk

wind geometry, and used it for the spectral analysis of the observational UFO data.

By using our Monte Carlo simulations, we analyzed multi-epoch observational data

of PDS 456 and APM 08279+5255, which are well known as showing strong UFO fea-

ture. We successfully reproduced all the spectra observed in different epochs by our

simulation model. For both sources, all the fundamental parameters were found to be

largely unchanged, with only a change in the relative angle between the line of sight and

outflowing direction sufficient to explain the observations. This result indicates that the

variability of the UFO spectra is explained by the instability of the outflowing direction

of the wind. This is predicted by the hydrodynamic simulations of the UV line driven

disk wind, but is for the first time strongly indicated based on the observational data.

The obtained best estimates of the physical parameters of the UFOs in PDS 456 and

APM 08279+5255 showed similar values between the two sources, and we found these

values can be explained under the UV line driving scenario.

We next analyzed a peculiar AGN 1H 0707-495 showing a sharp spectral drop above

∼ 7 keV, by using our disk wind model. Many works has tried to explain the origin of this

spectral feature, but no one has tried to explain its spectra in the context of UFOs. We

tried to reproduce the peculiar spectra by our simulations, and obtained a model giving

acceptably good fits to all the observed spectra. Thus, the spectral drop in 1H 0707-495

can be explained as originating in UFOs. The obtained physical parameters are similar

to PDS 456 and APM 08279+5255, indicating that the UFOs can be launched in both

low mass black holes like 1H 0707-495 and high mass black holes such as PDS 456 and

APM 08279+5255. Alternatively, we tried a wind model with a large turbulent velocity

and a slower terminal velocity, which also gave acceptable fit statistics. This model is

interpreted as a “failed wind” which is theoretically expected from the UV line driving



iii

mechanism.

From the analysis of 3 AGN with our Monte Carlo simulations, we revealed that the

various spectra of UFOs is explained by a difference of relative angles between our line of

sight and outflowing angle of the wind. Also, their similarity despite a large difference of

black hole mass suggests that the UV line driving is not likely to be dominant in UFOs.

However, if the wind in 1H 0707-495 is a “’failed wind”, all the observed spectra are

understood under the UV line driving scenario.
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0.2 for all the observations. . . . . . . . . . . . . . . . . . . . . . . . . . . 124

8.6 Best fit model and spectra of Obs12 with a large turbulence model. . . . 126

8.7 Dependence of N(Fexxv +Fexxvi) on the terminal velocity v∞ and rel-

ative angle θincl− θmin. Left panel is for Ṁwind = 0.025 M⊙ yr−1, and right
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Chapter 1

Introduction

One of the most unexpected and important discoveries in astrophysics is a tight corre-

lation between the black hole mass M and the velocity dispersion σ of the bulge of its

host galaxy, which is called the M -σ relation (e.g., Ferrarese & Merritt, 2000; Merritt &

Ferrarese, 2001; Tremaine et al., 2002; Gültekin et al., 2009). This discovery suggests the

black holes and their host galaxies coevolve by regulating the growth of each other. This

relation requires a process transporting energy from the black hole to its host galaxy.

Accretion disk winds in active galactic nuclei (AGN) are potentially the most effective

way of transporting energy and momentum from the nuclear scales to their host galaxy.

If winds with kinetic energies of ∼ 0.05 of the Eddington luminosity exist, they can

quench star formation in the bulge by sweeping away the gas reservoir, and quantitatively

reproduce the M -σ relation (e.g., King, 2010). In ∼ 50% of AGN, narrow absorption

lines called “warm absorbers” are observed, but they outflows with a moderate velocity of

hundreds to few thousand km s−1 (Blustin et al., 2005; Piconcelli et al., 2005; McKernan,

Yaqoob & Reynolds, 2007). Therefore, this carries only a small fraction of the kinetic

energy, as the amount of materials and outflow velocities are both quite small (e.g.,

Blustin et al., 2005).

Recently, the most powerful outflows called “ultra-fast outflows (UFOs)” are detected

as highly ionized absorption lines in X-ray energies. Such winds in a few AGN have

substantial column densities of material outflowing at speeds of up to ∼ 0.3c (Tombesi

et al., 2010; Gofford et al., 2013). These high velocities and high column densities mean

the UFO can play an important role in the coevolution of the black holes and galaxies.

However, the launching and acceleration mechanism of the UFOs remain unclear

due to the limited sensitivities of current instruments in ! 8 keV, where the blue shifted

absorption lines of UFOs are observed. Most of the UFO candidates reported in Tombesi

et al. (2010) and Gofford et al. (2013) are not detected with significance of > 3σ, so
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that most of them are not appropriate for studying their physical properties in detail.

Therefore, in order to study the physical mechanisms of UFOs, a thorough investigation

of a few sources with strong UFO features is needed.

The strongest UFO feature is observed in PDS 456, and it shows strong variability

of absorption lines in a time scale of as short as a few days (Gofford et al., 2014; Reeves

et al., 2014). Such a variability is observed in the other UFO candidates (Tombesi et al.,

2010; Gofford et al., 2013), so that it possibly arise from common essential properties of

UFOs. Current analysis methods utilizing one-dimensional radiation transfer does not

allow us to study the origin of this variability. Thus, a new analysis method is required.

In this thesis, in order to reveal the origin of the various spectra of UFOs depending

on the observational epochs, we develop a new Monte Carlo simulation code, which

can self-consistently calculate X-ray spectra reprocessed in an assumed 3-dimensional

disk wind geometry. We analyze PDS 455 and APM 08279+5255, which show strong

features of UFOs, by using our simulations. Also, we analyze an AGN with a peculiar

spectral drop above ∼ 7 keV, namely 1H 0707-495. The origin of its spectral feature is

controversial, but we try to explain their spectra in the context of UFOs.

This thesis is organized in the following order. In Chapter 2, we review the current

understanding of accretion disk winds in AGN and important physical processes. Chap-

ter 3 introduces the instruments we used, namely XMM-Newton and Suzaku. Chapter

4 provides the description on our Monte Carlo simulations. Chapter 5 and 6 are de-

voted to the analysis results by using our Monte Carlo simulations of PDS 456 and

APM 08279+5255, respectively. Chapter 7 discusses the results obtained Chapter 5 and

6. Chapter 8 describes the analysis of a peculiar source 1H 0707-495 by utilizing our

wind model. Finally, in Chapter 9, our conclusions are stated. Most of the texts and

figures in sections 4.1–4.4 and 7.2 and Chapter 5 are taken from Hagino et al. (2015).



Chapter 2

Accretion disk winds from

supermassive black holes

2.1 Active Galactic Nuclei

One of the most remarkable achievements in modern astrophysics is the discovery of

the fact that almost all galaxies harbor supermassive black holes (SMBHs) in their

centers (e.g., Kormendy & Richstone, 1995; Marconi et al., 2004; Kormendy & Ho, 2013).

SMBHs refer to black holes with masses of 106–1010 of solar mass (hereafter represented

by M⊙). While most of these are quiescent and can not be observed directly, ∼ 20% of

SMBHs show strong activities (e.g., Goulding et al., 2010), which is referred to as “active

galactic nuclei” or “AGN” as an abbreviation. Detailed descriptions of observational

properties and history of AGN are provided in many texts such as Peterson (1997).

2.1.1 Observational classifications and unified scheme

In general, AGN emits electromagnetic radiation over a range from radio to gamma-ray.

Its radiation power in visible light is at least comparable with that of its host galaxy and

often exceeds hundred times larger than its host galaxy. Some AGN also luminous in

radio band as well as in optical band, while most of AGN are too dim to be undetectable

in radio band. Therefore, by using their radio luminosity, AGN are divided in to two

subclasses: “radio loud” and “radio quiet”. Majority of AGN are classified as radio quiet

AGN and the fraction of radio loud AGN are only ∼ 10% (e.g., Kellermann et al., 1989).
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Radio quiet AGN

Historically, radio quiet AGN have been classified in two different classes depending on

its B-band (λ = 442 nm) luminosity. Those with MB < −21.5 + 5 log h0 are referred

to as quasars, which is typically thought to harbor a 108–109 M⊙ black hole. The less

luminous class is called Seyfert galaxies, whose central black hole mass is estimated at

106–107 M⊙. Here, MB is the absolute magnitude, h0 is Hubble constant in units of

km s−1 Mpc−1 and pc ≃ 3.086 × 1018 cm.

Independent from the luminosity, there are two classes based on the optical emission

line features. In optical spectra of AGN, broad (500 km s−1 " FWHM " 104 km s−1)

and narrow (200 km s−1 " FWHM " 900 km s−1) emission lines are observed. The

emission regions of these two kinds of lines are referred to as the broad line region (BLR)

and the narrow line region (NLR), which are thought to be main constituents of AGN.

AGN showing both broad lines and narrow lines are called “type 1” AGN and those with

only narrow lines are called “type 2” AGN. Roughly 3/4 of Seyfert galaxies are classified

as type 2, while most of quasars are classified as type 1.

There is a subclass called “narrow line Seyfert 1” showing exceptional emission line

properties (e.g., Komossa, 2008). It is defined by relatively narrow broad emission lines

and the weakness of narrow forbidden emission lines, namely FWHMHβ < 2000 km s−1

and [O iii]/Hβtotal < 3 (Osterbrock & Pogge, 1985). Also, the presence of Fe ii emission

lines, which are usually seen as broad emission lines and not observed in type 2 AGN,

is often added to the definition (Véron-Cetty, Véron & Gonçalves, 2001). These char-

acteristics are generally considered as the results of nearly Eddington mass accretion on

to the less massive black holes with MBH ∼ 106 M⊙. This hypothesis is supported by

X-ray observations, where strong soft X-ray excesses indicating nearly or super Edding-

ton accretion disks are detected (e.g., Pounds, Done & Osborne, 1995; Wang & Netzer,

2003; Dewangan et al., 2007; Jin, Ward & Done, 2012, see also section 2.1.5).

Radio loud AGN

There are also subclasses in radio loud AGN, which are radio galaxies and blazars. In

blazars, a jet axis is thought to lie close to our line of sight, resulting the strong jet

emission enhanced by the Doppler beaming effect. Since the emission in blazars are

dominated by the jet emission, blazars exhibit no or very weak emission lines.

Radio galaxies are believed to be misaligned blazars. Unlike blazars, radio galaxies

shows emission lines like radio quiet AGN in optical band. By using emission line prop-

erties, radio galaxies are divided into two subclasses: broad-line radio galaxies (BLRGs)

and narrow-line radio galaxies (NLRGs), which correspond to type 1 and type 2 in radio
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quiet AGN respectively.

Unified scheme

Type 1 and type 2 AGN are widely accepted as the same one with different viewing angles.

This idea is called unified model or unified scheme (Antonucci, 1993; Urry & Padovani,

1995). In this model, an optically thick absorber called “dusty torus” is introduced to

explain their observational differences. If an observer’s line of sight is intercepted by the

torus, all radiations emitted from the vicinity of the black hole (broad emission lines and

optical/UV/X-ray emissions) are obscured and only narrow emission lines are directly

observed. On the other hand, if the line of sight is not obstructed by the torus, all the

radiations including both broad emission lines and narrow emission lines are observed.

In the unified model, it is thought that type 2 AGN are in the former case and type 1

AGN are in the latter case.

This model is supported by a lot of observational results. The most remarkable one is

the polarimetric observation of a type 2 Seyfert galaxy named NGC 1068 (Antonucci &

Miller, 1985). In this observation, broad emission lines are detected from the polarized

spectrum, which indicates that BLR also exists in type 2 AGN but just obscured by

torus. In addition to this, in X-ray band, type 2 Seyfert galaxies are less luminous

than type 1 (e.g., Lawrence & Elvis, 1982), and they show a low energy cutoff due to

photoelectric absorption (e.g., Awaki et al., 1991). These results are thought to be due

to absorption by torus.

Finally, we summarize the typical scales of constituents in the unified model. The

observational fact that the broad line is seen in the only allowed line while the narrow

line is seen in both of allowed and forbidden lines (see also section 2.3) indicate that

the BLR cloud is a fast moving (∆v ∼ 5000 km s−1) and high density (ne ! 109 cm−3)

material. By using the density and the line luminosity, the sizes of BLR and NLR in

typical Seyfert galaxies with MBH ∼ 107 M⊙ are estimated as ∼ 1016 cm (∼ 104Rg) and

! 1018 cm (∼ 106Rg) respectively. Here, Rg is the gravitational radius, whose definition

is described in section 2.1.3. The lower limit of the size of torus is estimated as the

dust sublimation radius ∼ 1017 cm (∼ 105Rg). The emission region of X-ray is thought

to locate much closer to the black hole because the hot electrons with temperature of

∼ 100 keV are needed to generate X-ray radiation (see also section 2.1.5).

2.1.2 Estimating black hole masses

The mass of a black hole is the most fundamental quantity of AGN. The most accurate

way to estimate the black hole mass is to directly measure the gas and stellar motion near



the black hole. Also, by using the proper motion of water masers, the black hole mass can

be estimated (e.g., Miyoshi et al., 1995). However, in practice, both of these methods are

not applicable for most of AGN because it is impossible to spatially resolve the stellar

objects or water masers in distant galaxies. Alternatively, there is a way to directly

estimate the black hole mass of such distant AGN, and this method is referred to as a

reverberation mapping (e.g., Blandford & McKee, 1982). In principle, the reverberation

mapping is applicable to all type 1 AGN because it requires only the continuum radiation

from the accretion disk and the broad emission lines. Therefore, this reverberation

mapping method and an indirect method based on this are widely used to estimate the

black hole mass, and these methods are summarized in this section. This subject is

reviewed in more detail in Peterson (2013).

Reverberation mapping

Theoretically, reverberation mapping is a technique to obtain the transfer function

Ψ(VLOS, τ) by using the transfer equation

∆L(VLOS, t) =

∫
Ψ(VLOS, τ)∆C(t − τ)dτ, (2.1)

where ∆L(VLOS, t) = L(VLOS, t) − ⟨L(VLOS)⟩ and ∆C(t) = C(t) − ⟨C⟩ are the emission-

line variation and the continuum variation, respectively. VLOS is the line-of-sight velocity

and τ is the time delay between the continuum variation and the emission line variation,

which corresponds to the radius of the emission region.

By applying this method to the broad emission lines, the product ∆V 2τ was revealed

to be constant within a given source. Here, ∆V 2 is the line width. This result strongly

suggests the BLR is virialized. Therefore, the black hole mass is obtained by

MBH =
RBLR∆V 2

G
=

fcτ∆V 2

G
, (2.2)

where f is a dimensionless factor of order unity, and represents the effect of the BLR

geometry, kinematics, and inclination.

The reverberation mapping was mathematically formalized by Blandford & McKee

(1982). Then reverberation mappings have been performed successfully, giving black

hole masses for several tens of local AGN (e.g., Wandel, Peterson & Malkan, 1999; Kaspi

et al., 2000; Nelson, 2000; Peterson et al., 2004; Bentz et al., 2009a,b,c).

The radius-luminosity relationship

By using the results of reverberation mapping, a relation between the BLR radius RBLR

and the continuum luminosity L
5100 Å

of the form RBLR ∝ L1/2 has been established.
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This relation is understandable by assuming the ionization structure and the density is

same for all AGN. Such an assumption provides us a relation of R ∝ L1/2.

The radius-luminosity relation and Eq. 2.2 enable us to estimate a black hole mass

from the line width of the broad Hβ line and the continuum luminosity at 5100 Å as

following:

MBH = 106.91±0.02

(
λL

5100 Å

1044 erg s−1

)0.5(
FWHM(Hβ)

103 km s−1

)2

M⊙ (2.3)

(Vestergaard & Peterson, 2006). Although estimating from UV lines such as Mg iiλ2798

and C ivλ1549 is also possible (e.g., McLure & Jarvis, 2002; Vestergaard & Peterson,

2006), it is still controversial whether the clouds emitting the C iv line are really virialized

(e.g., Shemmer et al., 2004; Sulentic et al., 2007).

2.1.3 Eddington luminosity and Eddington accretion rate

An upper limit of the luminosity, which is called the Eddington luminosity, can be esti-

mated by assuming an isotropic and stationary radiation from a black hole. By balancing

the radiation pressure and the gravity, the Eddington luminosity LEdd is obtained as fol-

lows:

σTLEdd

4πcr2
=

GMmp

r2
(2.4)

LEdd =
4πGMcmp

σT
(2.5)

= 1.26 × 1047

(
M

109 M⊙

)
erg s−1, (2.6)

where M is the black hole mass, mp is the proton mass and σT is the Thomson cross-

section.

In radio quiet AGN, radiation energy is converted from a mass of accreting matters

with an efficiency of η so that L = ηṀc2. The maximum efficiency η is given by the

gravitational potential energy released at the last stable orbit of the black hole, which

depends on spin of black hole. For non-rotating Schwarzschild black holes, the last stable

orbit is 6Rg and the efficiency is estimated to be η = 0.06 (e.g., Longair, 2011). Here,

Rg ≡ GM/c2 ≃ 1.5 × 1014(M/109 M⊙) cm is a so-called gravitational radius. On the

other hand, for maximally rotating Kerr black holes, the last stable orbit decreases to 1Rg

for corotating test particles, and the efficiency is as high as η = 0.42 (e.g., Longair, 2011).

By using the efficiency for Schwarzschild black holes, a mass accretion rate required to



radiate at the Eddington luminosity is written as

ṀEdd =
LEdd

ηc2
(2.7)

= 37

(
M

109 M⊙

)
M⊙ yr−1. (2.8)

This is referred to as Eddington accretion rate. The Eddington luminosity, the Eddington

accretion rate and the gravitational radius are very convenient and commonly used when

comparing black holes with different masses.

2.1.4 Radiation from a standard accretion disk

An accretion disk is thought to play an important role in AGN activity. In this section,

we summarize physical properties and radiation of a standard accretion disk model. The

standard accretion disk is optically thick so that the radiation from the disk is written

as a black body radiation. From Virial theorem, the accretion disk dissipates a half of

the gravitational energy as a radiation from their surface between r and r + ∆r.

1

2

GMṀ

r2
∆r = 4πr∆rσT 4, (2.9)

where σ is the Stefan-Boltzmann constant and 4πr∆r is an area of the top and bottom

surfaces of the disk. Thus, temperature at a radius r is calculated as

T (r) =

(
GMṀ

8πσr3

)1/4

, (2.10)

More accurately, by including the effect of viscosity,

T (r) =

[
3GMṀ

8πσr3

(
1 −

√
rin

r

)]1/4

, (2.11)

where rin is the inner radius of the accretion disk. In the limit of r ≫ rin, this is written

in more convenient units:

kT (r) = 58

(
M

109 M⊙

)−1/4
(

Ṁ

ṀEdd

)1/4(
r

Rg

)−3/4

eV, (2.12)

where k is the Boltzmann constant. Since black body radiation has a peak at an energy of

Emax = 2.8kT , thermal radiation at r = 10Rg of an accretion disk around a M = 109 M⊙

black hole has a peak at ∼ 30 eV, which is in UV-band. Less massive black holes such

as narrow line Seyfert 1s have a spectral peak near soft-X-ray band.
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Compton hump

soft excess

Warm absorber Iron line

Figure 2.1: Typical X-ray spectrum of unobscured AGN (a thick black line). The primary

X-ray continuum absorbed by warm absorber, soft excess, reflection hump and a Fe Kα

emission line are shown in magenta, cyan, green and red, respectively. The components

are described in more detail in the text. This figure is taken from Risaliti & Elvis (2004)

2.1.5 X-ray spectrum of AGN

In X-ray band, AGN spectrum shows complex features as shown in Fig. 2.1. Detailed

descriptions on these X-ray spectral features of AGN can be found in many literatures

(e.g., Risaliti & Elvis, 2004; Done, 2010). In this section, we briefly review various

components seen in X-ray spectrum.

Primary radiation

X-ray radiation from AGN is thought to be the disk UV photons upscattered by inverse

Compton process with hot electrons near the black hole. The spectrum of the X-ray

continuum is often represented by a cutoff powerlaw model as

N(E) = N0E
−Γ exp

(
− E

Ecut

)
, (2.13)

where N(E) is the differential photon number density and N0, Γ, Ecut are a normalization,

photon index and cut off energy, respectively. In AGN spectra, photon index and cut

off energy are typically Γ ∼ 1.8 and Ecut ∼ 300 keV (Dadina, 2008). The cutoff energy

corresponds to the temperature of the hot electrons, but it is determined for only the

most luminous AGN (e.g., Lubiński et al., 2010; Brenneman et al., 2014). Although

the photon index can be arbitrary value in principle, interestingly, a correlation between



photon index and Eddington ratio is reported in some literature (Wang, Watarai &

Mineshige, 2004; Shemmer et al., 2006, 2008).

Soft excess

In some AGN spectra, a broad excess below ∼ 1 keV against the extrapolation of intrinsic

powerlaw continuum is observed. This component is referred to as the soft excess. It

is well reproduced by a disk black body emission or a thermal plasma emission with

kT ∼ 0.1–0.3 keV. Although a lot of explanations for the soft excess are proposed, the

origin of soft excess is still controversial.

Reflection

The primary X-ray radiation is reprocessed by ionized or neutral materials. Such a

reprocessed emission is called “reflection” component. The primary photons undergo

two kinds of interactions, photo-electric absorption and Compton scattering. Compton

scattered photons show a characteristic spectral shape peaking around 20–50 keV, which

is referred to as reflection hump. This shape is created by a combination of photo-electric

absorption for lower energy photons and energy loss via Compton scattering for higher

energy photons.

In addition to the reflection hump, after the photo-electric absorption, fluorescence

lines are emitted. The most prominent line is a Fe Kα line at 6.4 keV because fluorescence

yield is higher for higher atomic number and Fe is the last abundant element due to the

nucleosynthesis (see also section 2.3).

Absorption

Absorption is also important spectral feature. At least half of local AGN shows absorbed

spectra below ∼ 2 keV, which is called “warm absorber” (Blustin et al., 2005; Piconcelli

et al., 2005; McKernan, Yaqoob & Reynolds, 2007). The detailed properties of warm

absorbers are described in section 2.2.

2.2 Observations of AGN outflows

2.2.1 Importance of the AGN winds

Coevolution of SMBHs and their host galaxies is one of the most important problems in

modern astrophysics. The widely accepted evidence for the coevolution is the so-called

M -σ relation as shown in Fig. 2.2, which is the relation between black hole mass M and
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Figure 2.2: M -σ relation. This figure is taken from Gültekin et al. (2009).

the velocity dispersion σ of its host galaxy (e.g., Ferrarese & Merritt, 2000; Merritt &

Ferrarese, 2001; Tremaine et al., 2002; Gültekin et al., 2009). This relation requires a

feedback process from the black hole to its galaxy over an enormous range of scale (i.e.,

108–109).

Although this feedback process is a relatively young and unresolved topic, there are

believed to exist at least two major modes of feedback processes: “radio mode” (also

known as kinetic or maintanance mode) and “quasar mode” (also known as radiative

or wind mode) (e.g., Fabian, 2012; Kormendy & Ho, 2013). In the radio mode, energy

is transported via radio emitting jets, which is often observed in the AGN with low

accretion rates. On the other hand, the quasar mode feedback through the accretion

disk winds is expected to operate in the AGN accreting close to the Eddington limit.

Each of feedback modes is operating in the different phase of AGN, playing an important

role in the coevolution (e.g., Ciotti, Ostriker & Proga, 2010).

The radio mode feedback is relatively well studied by the X-ray observations of cavi-

ties and ripples in the clusters of galaxies (e.g., Boehringer & Voges, 1993; Fabian et al.,

2003). The X-ray cavity coinciding with the radio bubble is thought to be blown by

the jets, and its expansion generates sound waves, which is probably observed as the

ripple. Therefore, these are the direct observational evidences of the feedback process,



and have established the existence energy transportation from the black hole to ∼Mpc

scale structures.

The AGN winds as a main interaction in the quasar mode feedback are naturally

expected to exist in high accretion rate AGN (e.g., King & Pounds, 2003; Proga &

Kallman, 2004), but there are few observational evidence. Most of the winds observed

in AGN are the less powerful winds called “warm absorbers”, which have a moderate

velocity of hundreds to few thousand km s−1 (Blustin et al., 2005; Piconcelli et al., 2005;

McKernan, Yaqoob & Reynolds, 2007). Theoretically, the winds with the momenta close

to the Eddington limit is required to reproduce the M -σ relation (Silk & Rees, 1998;

King, 2003, 2010), so that such less powerful winds are not sufficient for the quasar mode

feedback.

Recently, the most powerful kinds of winds called ultrafast outflows (UFOs), which

is the subject of this thesis, are discovered. They are characterized by their extremely

fast velocity (typically ! 0.1c), which strongly indicates that a huge amount of kinetic

energy is transported to the host galaxy. This makes the UFOs to be a most promising

candidate for the quasar mode feedback process.

2.2.2 BAL and warm absorbers

Before discovery of the ultrafast outflows, the presence of two kinds of outflows was

known. One is observed in UV or optical spectra and the other is in soft X-ray spectra.

The former is divided into threee subclasses, depending on their line width: the broad

absorption line (BAL; FWHM > 2000 km s−1), the mini broad absorption line (mini-

BAL; 500 km s−1 < FWHM < 2000 km s−1) and the narrow absorption line (NAL;

FWHM < 500 km s−1). These absorption features are strongly blue-shifted with a few

102 km s−1 up to several 104 km s−1 (Misawa et al., 2007; Gibson et al., 2009). BALs

including mini-BALs and NALs are observed in ∼ 10–30% of radio-quiet quasars (Wey-

mann et al., 1991; Hamann, Korista & Morris, 1993; Hewett & Foltz, 2003; Ganguly &

Brotherton, 2008; Allen et al., 2011). These absorption features are seen in moderately

ionized ions such as C iv, Nv and Si iv, where the cross-section of bound-bound transi-

tions is high. Therefore, these winds are thought to be driven by the UV-line radiation

pressure (see section 2.2.4).

The other one is the warm absorber as already mentioned, which is observed half

of AGN (Blustin et al., 2005; Piconcelli et al., 2005; McKernan, Yaqoob & Reynolds,

2007). Warm absorber is a lower velocity (up to ∼ 2000 km s−1) system compared with

BAL. Its column density and ionization parameter are typically between NH ∼ 1020–

1022 cm−2 and ξ ∼ 100–103 erg s−1 cm, respectively. Here, ionization parameter ξ is
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Figure 2.3: Spectrum of warm absorber in IRAS 13349+2438 observed by XMM-

Newton/RGS. Absorption lines labeled in blue are lowly ionized component (ξ ∼ 1–2),

while lines labeled in black are highly ionized component (ξ ∼ 2.0–2.5). Low-ξ lines are

blue shifted with v ∼ 400 km s−1. This figure is taken from Sako et al. (2001).

defined by ξ ≡ L/nR2 (see section 2.3). Therefore, warm absorber is observed as O vii–

viii, Ne ix–x, Mg xi–xii, Si xiii–xiv and Fe xvii–xxiv lines as shown in Fig. 2.3.

According to Blustin et al. (2005), location of its emission region is estimated to be

comparable with dusty torus for most of their samples. This result strongly indicates

that warm absorber is thermally driven.

2.2.3 Ultra-fast outflows

In X-ray bands, blue shifted absorption lines with an extremely high velocity similar to

BALs are discovered in individual sources (e.g., Chartas et al., 2002; Reeves, O’Brien

& Ward, 2003; Pounds et al., 2003a,b), including the sources analyzed in this thesis

(APM 08279+5255 and PDS 456). Tombesi et al. (2010) first reported the presence of

such blue shifted absorption lines in ∼ 30–40% of radio quiet AGN in local Universe

by using archival data of XMM-Newton. Gofford et al. (2013) confirmed the existence

of these absorption lines with independent samples from archival data of Suzaku, where

UFOs are detected in ∼ 20–30% of samples. Such fast outflows are referred to as “ultra-

fast outflows (UFOs)”. According to Tombesi et al. (2010), UFOs are defined as highly

ionized absorbers showing Fexxv Heα and Fexxvi Lyα absorption lines blue shifted

with a velocity of v > 104 km s−1 (≃ 0.033c).

Systematic studies performed by Tombesi et al. (2010) and Gofford et al. (2013)

revealed the typical properties of UFOs as shown in Fig. 2.4. The mean blue shift

velocity of UFOs is vout ∼ 104.5 km s−1 ≃ 0.1c, which is faster than BALs. The mean
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Figure 2.4: The distributions of the column density NH, the outflow velocity vout and the

ionization parameter ξ in UFOs. Blue and black vertical lines indicate the mean values

of XMM-Newton and Suzaku analyses respectively. This figure is taken from Gofford

et al. (2013).
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column density and ionization parameters lie in NH ∼ 1023 cm−2 and log ξ ∼ 4.5, where

the ionization parameters are defined by ξ ≡ L/nR2 (see also section 2.3). By using

these values obtained directly from the spectral fitting, Tombesi et al. (2010) estimated

the location of the UFO. On the assumption of compact absorber (∆R/R < 1), the

upper limit of the location of UFO is estimated as R < L/NHξ ∼ 1016 cm (≃ 104Rg),

which is comparable with the location of BLR. Thus UFOs are thought to be launched

from innermost regions of AGN.

However, the driving mechanisms of UFOs are still unknown due to both of the poor

sensitivity of current instruments and the lack of the spectral models considering the

realistic structure of the winds. In the next section, we summarize the possible wind

driving mechanisms.

2.2.4 Wind driving mechanisms

The accretion disk winds are accelerated by the pressure gradient force, the radiation

force and the magnetic force. When at least one of these forces exceeds the gravitational

force of the black hole, the wind is launched. This can be understood from the equation

of motion (Proga, 2007; Reynolds, 2012)

ρ
Dv

Dt
+ ρ∇Φ = −∇p + Frad +

1

4π
(∇× B) × B, (2.14)

where ρ, v and p are the mass density, the velocity and the pressure of the gas in the

wind, respectively. D/Dt is the convective derivative or the Lagrangian derivative. The

term Φ, B and Frad are the gravitational potential, magnetic field and the total radiation

force, respectively.

Each force term in the right hand side of Eq. 2.14 corresponds to the possible wind

driving mechanisms: (1) the thermal driving, (2) the radiative driving and (3) the mag-

netic driving mechanisms. This section is devoted to the description of these three wind

driving mechanisms.

Thermal driving

If the strong radiation heats the gas on the surface of the accretion disk and its thermal

pressure gradient exceeds the gravitational force, the wind is launched. In other words,

the wind is launched when the thermal velocity is larger than the escape velocity vesc =√
2GMBH/r, where G, MBH and r are the gravitational constant, black hole mass and the

radius from the center of gravity (Begelman, McKee & Shields, 1983). This mechanism

is called “thermal driving mechanism”.



The maximum velocity of the wind launched by the thermal driving can be estimated

by considering “Compton temperature”. Compton temperature is the equilibrium tem-

perature, where heating of the electrons by Compton scattering and cooling by inverse

Compton scattering are balanced. By the radiation from the inner and hotter part of the

disk, the outer and cooler part of the disk can be heated up to the Compton temperature

of ∼ 107–108 K, which corresponds to the launching radius of ! 104Rg and the outflow

velocity of vesc " 4000 km s−1. Therefore, this mechanism is thought to be responsible

to the observed warm absorbers, but it cannot accelerate faster winds like UFOs.

Radiation pressure driving

The second term Frad in Eq. 2.14 is the radiation force due to the gradient of radia-

tion pressure. If the source approaches the Eddington luminosity, continuum radiation

pressure launches the outflow. Even if the luminosity is below Eddington, the radiation

pressure can contribute to launching the wind. Since the radiation pressure decreases

the effective gravity by a factor of 1− L/LEdd, the thermal driving can launch the wind

from smaller radius.

The wind can be launched more efficiently if bound-bound transitions of partially

ionized ions in UV band are the dominant interaction between photons and matters. It

is because cross-section of these interactions gets larger than the Thomson cross-section

by a factor of 2000–4000 if the materials are moderately ionized (Castor, Abbott & Klein,

1975). This is often referred to as UV-line driving. The UV-line driven wind is launched

at a radius where the local disk radiation is in the UV band. For black holes with highest

masses ∼ 109M⊙, the winds are launched from the inner part of the disk (see sec. 2.1.4),

where the escape velocity is high. This mechanism can potentially accelerate the wind

up to a few tens of percents of the speed of light (Risaliti & Elvis, 2010).

Magnetic driving

The last term of Eq. 2.14 is the Lorentz force, which corresponds to the magnetic driving.

Since it strongly depends on the unknown magnetic field configuration, it is difficult to

constrain its physical properties. However, a lot of simulations for magnetic driven winds

have been performed by assuming the self-similarity, where all the physical parameters

of the wind have power-law radial dependence (e.g., Fukumura et al., 2010). According

to this model, He-like Fe ions can be accelerated up to v ≃ 0.6c at a radius of 10–80Rg.
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Figure 2.5: A schematic view of the formation of P-Cygni profile. This figure is taken

from Owocki (2000).

2.2.5 P-Cygni profiles as a probe of the wind

The wind is often observed as a characteristic spectral feature called “P-Cygni profile”,

which consists of a red wing of the emission line and a blue shifted absorption line. It

is named after a star P-Cygni, which is first recognized to show such a spectral feature.

The P-Cygni profile is formed as shown in Fig. 2.5. Radiation from a star surrounded

by a spherically outflowing wind is observed to be accompanied by emission lines and

absorption lines. The absorption lines are created by only the materials located between

the star and the observer. Since all such materials are approaching to the observer, the

absorption lines are blue shifted by the Doppler effect. On the other hand, the emission

lines come from both approaching and receding materials so that the emission lines are

observed as symmetrically broadened lines. By combining such emission and absorption

lines, the P-Cygni profile with emission at higher energy and absorption at lower energy

are formed.

The P-Cygni profile can be analytically calculated by treating the radiation transfer

with Sobolev approximation. In this approximation, a rapidly accelerating and spheri-

cally symmetric wind is assumed. As shown in Fig. 2.6, a photon with an energy slightly

smaller than a line (bound-bound) transition energy propagates freely until it is red-

shifted by the wind velocity to match the transition energy. Usually, a cross-section of

a bound-bound transition is non-zero within a Doppler width of the ion thermal veloc-

ity vth ≡
√

2kT/ma (see also section 2.3), corresponding to a geometric width called a



Velocity

Radius
Wavelength

vth

lSob  =vth/(dv/dr)

rd/vd

λline

Figure 2.6: A schematic view of Sobolev approximation. A photon with an energy slightly

smaller than a line (bound-bound) transition energy does not interact with the wind until

the redshifted photon energy in the rest frame of the wind matches the transition energy.

In a rapidly accelerating wind, such a photon is absorbed at a local point within a Sobolev

length lSob. This figure is taken from Owocki (2004).

Sobolev length lSob = vth/(dv/dr). For a rapidly accelerating wind, the Sobolev length

is very small, so that the key parameters of the wind such as the optical depth and the

line force can be treated as a function of local physical parameters.

Although the force for a single line transition can be easily calculated by the Sobolev

approximation, the UV-line driven wind requires us to consider contributions from a large

number (! 105) of line transitions. In a well-established UV-line driven wind model called

CAK model (Castor, Abbott & Klein, 1975), the line force is treated by one parameter

called a force multiplier M(t), which is a sum of all the line forces normalized by the

radiation force due to Thomson scattering. Here, t ≡ σTnlSob is a local optical depth

parameter, and σT and n are the Thomson cross-section and the gas density. In the CAK

model, by approximating the force multiplier as a power law M(t) = Kt−α (α ∼ 0.6;

Stevens & Kallman, 1990), a velocity structure in the wind is written as the so-called

CAK velocity law

v(r) = v∞

(
1 − R∗

r

)β

, (2.15)

where R∗ is the radius of the star, v∞ = vesc

√
α/(1 − α) ∼ vesc is the terminal velocity

and β = 1/2 depends on the acceleration of the wind. The CAK velocity law is widely

used for modeling the wind.

In principle, the analysis of the P-Cygni profile can probe the velocity structure in the
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wind as well as the terminal velocity. Indeed, in the case of stellar winds, the parameter

β is constrained at a little larger value ∼ 0.8 (e.g., Pauldrach, Puls & Kudritzki, 1986;

Blomme, 1990).

2.3 Radiation Processes

When X-ray photons travel through the AGN wind, the photons interact with the pho-

toionized plasma in the wind, and their spectral energy distribution is distorted. There-

fore, understanding the physical processes in the photoionized plasma is essential for the

X-ray spectroscopic study of the AGN wind. In this section, we summarize the basic

physical processes in the photoionized plasma.

2.3.1 Photoionized plasma

A gas illuminated by strong X-ray or UV photons from bright astrophysical objects such

as AGN is ionized via photoionization processes and forms a photoionized plasma. Most

of gases or plasmas around AGN such as BLR/NLR clouds and AGN winds are generally

accepted as photoionized plasmas because of strong UV/X-ray radiations from AGN.

In photoionized plasmas, the charge state distribution is determined by photoioniza-

tion equilibrium, where photoionization rate and recombination rate are balanced. Both

photoionization and recombination rates depend on the electron temperature via level

populations and Milne relation (Eq. 2.20), and the electron temperature is determined

by the thermal balance of heating and cooling. However, electron heating and cooling

are related to the emission and absorption processes, which depend on the charge state

distribution. Therefore, photoionization and thermal balances are strongly coupled, and

iterative treatments are essential to determine the ionization structure and electron tem-

perature.

By implementing such an iterative treatment, a computer program xstar (Kallman

et al., 2004) can self-consistently calculate the ionization states, electron temperature

and the radiation spectra in 1-dimensional photoionized plasma. In this program, all

the physical processes described in this section are implemented. Although this program

can solve only 1-dimensional problems, this is widely used for the spectral analysis of

the photoionized plasma such as AGN winds.

Ionization states and electron temperature strongly depend on the ionization param-

eter (Tarter, Tucker & Salpeter, 1969)

ξ =
L

nR2
, (2.16)



where L is the luminosity of the ionizing radiation, n is the electron number density and

R is the distance from the source. Although ionization structures also depend on the

other properties such as the spectral shape and the geometrical structure, this parameter

is widely used as a good indicator of the ionization structure.

2.3.2 Photon interactions with photoionized plasma

In photoionized plasma, photoionization, photoexcitation, Compton scattering and their

inverse processes play important roles. Photoionization and radiative recombination

determine the continuum spectral shape including edge structure, while photoexcitation

and radiative decay are responsible for the absorption and emission lines. Compton

scattering forms re-emitted continuum spectra, adding a characteristic Compton hump

feature on the high energy spectra above ∼ 10 keV.

In this section, we summarize the interactions between photons and ions or atoms

in the photoionized plasma. More detailed descriptions of the radiation processes are

given in many textbooks (e.g., Spitzer, 1978; Osterbrock & Ferland, 2006; Rybicki &

Lightman, 2008; Draine, 2010; Longair, 2011).

Photoionization and Radiative recombination

Photoionization is a bound-free transition from an initial state composed of a photon γ

and an ion X+r to a final state composed of a free electron e− and an ionized ion X+r+1

losing one more electron. An inverse process of this is radiative recombination. These

two processes are written as

X+r + γ ↔ X+r+1 + e−. (2.17)

The photoionization cross-section of Hydrogen-like ions for a photon energy E ≥ Z2IH

is given by

σpi(E) = σ0

(
Z2IH

E

)4 exp(4 − 4 arctan(x)/x)

1 − exp(−2π/x)
, (2.18)

where x ≡
√

E/Z2IH − 1, Z is the atomic number and IH ≃ 13.6 eV is the ionization

potential of a Hydrogen atom. σ0 is the cross-section at threshold energy (= Z2IH),

which is given by

σ0 ≡
29π2

3 exp(4)
Z−2αa2

0, (2.19)

where α is fine-structure constant and a0 is Bohr radius. In the case that the photon

energy is close to the threshold (E " 100Z2IH), the cross-section is approximated as
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σpe(E) ≃ σ0(Z2IH/E)3 ∝ Z4. As seen in this equation, the photoionization cross-section

has strong dependence on the atomic number Z. Therefore, heavy elements such as Fe

contributes greatly in spite of their much lower abundances. The cross-sections for ions

with multiple electrons are more complicated but are given as analytic fits.

The cross-section of radiative recombination is related to the photoionization cross-

section by applying a principle of detailed balance in thermodynamic equilibrium. The

relation sometimes referred to as Milne relation is written as

σrr(v) =
gr

gr+1

(
E

mecv

)2

σpi(E), (2.20)

where gr is the statistical weight of the ion X+r, whereas gr+1 is the statistical weight

of the ion X+r+1. A photon energy E and an electron velocity v are related as E =

mev2/2 + I, where I is the ionization potential.

In the case of an ion with three or more electron, photoionization process leaves an

ion in a highly excited state with an inner shell vacancy. It undergoes either of the

fluorescence and the Auger effect as described below:

X+r
∗ →

⎧
⎨

⎩
X+r + γ (fluorescence)

X+r+1 + e− (Auger effect)
(2.21)

In fluorescence process, the excited state is relaxed via radiative decay, emitting a X-

ray photon. Instead, in the Auger effect, one electron drops into the vacancy, and the

other electron(s) is ejected from the ion. The probability of fluorescence processes in

competition with the Auger effect is called fluorescence yields. These yields for the K, L

and M shells for the elements with various atomic numbers are plotted in Fig. 2.7. As

shown, fluorescence is dominant for elements with larger atomic number.

Photoexcitation

Photoexcitation is a bound-bound transition from a lower energy level l to an upper

energy level u. This process occurs when an ion in a level l absorbs a photon having an

energy equal to Eu − El, where El and Eu are the energies of lower (l) and upper (u)

levels.

Xl + γ → Xu, (2.22)

As a result of this process, an absorption line at Eu−El is observed in the spectrum. After

the photoexcitation process, the excited ion relaxes into the ground state, releasing the

absorbed energy as a photon or an electron. The former process is called radiative decay,



Figure 2.7: Fluorescence yields for K, L, and M shells for 3 ≤ Z ≤ 110. The plotted

curves for the L and M shells represent average subshell effective yields. This figure is

taken from Thompson et al. (2009).
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and the latter is called autoionization. Just like the Auger effect, autoionization process

can occur only if the ion has multiple electrons. The radiative decay process forms an

emission line with the same energy as the absorbed photon. These emission and ab-

sorption lines are very important to probe physical properties of the emitting/absorbing

matter such as the dynamics, temperature, density and abundances of the material.

The cross-section of photoexcitation between a lower energy level l to an upper level

u is proportional to the oscillator strength flu as a following equation.

σlu(ν) =
πe2

mec
fluφ(ν), (2.23)

where φ(ν) is the normalized line profile with
∫

φ(ν)dν = 1. The line profile φ(ν) is

generally written as a combination of a Gaussian profile and a Lorentzian profile:

φ(ν) =
1

∆νDπ1/2
H(a, u), (2.24)

where H(a, u) is the Voigt function

H(a, u) =
a

π

∫ ∞

−∞

exp(−y2)dy

a2 + (u − y)2
, (2.25)

and a, u and ∆νD are written as

a =
Γ

4π∆νD
(2.26)

u =
ν − ν0

∆νD
. (2.27)

The Doppler width ∆νD is defined by

∆νD = ν0

√
2kT

mac2
, (2.28)

which is
√

2 times larger than the standard deviation of the Gaussian profile representing

Doppler broadening due to thermal motion with temperature T . Here, ma is the mass

of an atom or an ion. The effect of the turbulence can also be treated as the thermal

motion. Γ characterize an effect of natural broadening based on the uncertainty principle,

where a large uncertainty of a transition energy is required by a short life time of the

corresponding excited state. Thus, Γ is related to a radiative decay rate as

Γ =
∑

l

Aul, (2.29)

where Aul is a transition probability per unit time for spontaneous emission (so called

the Einstein A-coefficient) from an upper level u to a lower level l and the sum is over

all l.



Energy levels for ions are designated by spectroscopic notation. If total orbital an-

gular momentum is L, total spin angular momentum is S and total angular momentum

is J , the energy levels are expressed as

2S+1LJ , (2.30)

where L = S, P, D, F for L = 0, 1, 2, 3. Parity of electronic wave function is also impor-

tant variable. The parity is even if
∏

i(−1)li = 1, and odd if
∏

i(−1)li = −1, where li is

the orbital angular momentum of individual electron orbitals.

The most prominent transitions of H-like ions are Lyman series:

• Lyα1,2 : 2p 2P3/2,1/2 ↔ 1s 2S1/2

• Lyβ1,2 : 3p 2P3/2,1/2 ↔ 1s 2S1/2

• Lyγ1,2 : 4p 2P3/2,1/2 ↔ 1s 2S1/2

These transitions are electric dipole transitions, which satisfies the following selection

rules: 1) parity must change, 2) ∆L = 0,±1, 3) ∆J = 0,±1 (except J = 0 ↔ 0), 4)

∆l = ±1 and 5) ∆S = 0. The transition satisfying above selection rules is often referred

to as an allowed transition.

He-like ions show more complicated transitions than H-like ions as follows:

• w : 1s2p 1P1 ↔ 1s2 1S0

• x : 1s2p 3P2 ↔ 1s2 1S0

• y : 1s2p 3P1 ↔ 1s2 1S0

• z : 1s2s 3S1 ↔ 1s2 1S0

Here, w is the electronic dipole transition, and is also called resonance transition. x and

y are referred to as inter combination transitions or semi-forbidden transitions, where

the electric dipole selection rules 1 to 4 are satisfied but ∆S ̸= 0. These transitions

are much weaker than allowed transitions. z is a magnetic dipole transition, where the

electric dipole selection rules 1, 4 and 5 are not satisfied (parity is unchanged, ∆l = 0 and

∆S ̸= 0). This transition is called forbidden transition. The resonance, inter combination

and forbidden transitions are often designated by symbols of r, i and f , respectively. All

transitions of He-like ions shown above are only transitions between K-shell and L-shell

(n = 2 ↔ 1), which is often called Heα. In the same way as Lyman series, transitions of

n = 3 ↔ 1 and n = 4 ↔ 1 are called Heβ and Heγ, respectively.
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Compton scattering

Compton scattering is an energy exchange process between photons and electrons. The

energy of a photon scattered by an electron at rest is calculated by requiring conservation

of momentum and energy

E1 =
E0

1 + E0
mec2

(1 − cos θ)
, (2.31)

where E0 and E1 are the incident and scattered photon energy and θ is a scattering

angle. For low energy photons with E0 ≪ mec2, Compton scattering approaches an

elastic scattering, which is Thomson scattering.

The differential cross-section of Compton scattering for unpolarized photons is given

by the Klein-Nishina formula

dσ

dΩ
=

r2
0

2

E2
1

E2
0

(
E0

E1
+

E1

E0
− sin2 θ

)
, (2.32)

where r0 = e2/mec2 is the classical electron radius. The total cross-section is given by

σ = σT
3

4

[
1 + x

x3

{
2x(1 + x)

1 + 2x
− ln(1 + 2x)

}
+

1

2x
ln(1 + 2x) − 1 + 3x

(1 + 2x)2

]
, (2.33)

where x ≡ E0/mec2 and σT = 8πr2
0/3 is the Thomson cross-section. For low energy

photons (x ≪ 0), this cross-section approaches to σT.

In the case of a scattering by a moving electron, energy is transferred from the electron

to the photon. This is the inverse process of Compton scattering, which is called Inverse

Compton scattering. By applying the Lorentz transformation, the incident energy in the

electron rest frame is written as

E ′
0 = E0γ(1 − β cos θ), (2.34)

where γ = (1 − β1)−1/2, β = v/c and v is the electron velocity. A prime indicates

the electron rest frame and θ is an incident angle. If the incident photon energy is

small (E0 ≪ mec2), the cross-section is equals to Thomson cross-section σT. Thus, the

scattered photon has the same energy as the incident photon in the electron rest frame,

namely E ′
0. By applying the Lorentz transformation to the observer’s frame, we obtain

E1 = E ′
0γ(1 − β cos φ), (2.35)

where φ is the scattered angle. By averaging the incident and scattered angle, the

scattered photon energy in the observer’s frame is written as E1 ≃ γ2E0.





Chapter 3

Instrumentation

In this thesis, we use the X-ray archival data of UFOs observed by Suzaku and XMM-

Newton. This chapter describes basic properties of instruments onboard Suzaku and

XMM-Newton.

3.1 The Suzaku Observatory

Suzaku (Mitsuda et al., 2007) is the fifth Japanese X-ray astrophysical observatory

launched on 2005 July 10. Suzaku is placed in a near circular orbit with an orbital

period of ∼ 96 minutes, altitude of 570 km and an inclination of 31◦. Suzaku has two

types of X-ray instruments in operation, the X-ray Imaging Spectrometers (XISs) and

the Hard X-ray Detector (HXD). The XISs are the X-ray sensitive imaging charge cou-

pled devise (CCD) cameras, while the HXD is the non-imaging, collimated detector. The

XISs cover an energy range up to 12 keV, and the HXD covers much higher energies with

10–600 keV. The X-Ray Spectrometer (XRS) is no longer operational due to the liquid

helium coolant venting to space.

Fig. 3.1 shows a schematic view and side view of Suzaku. Five sets of the X-Ray

Telescope (XRT) are loaded on Suzaku, and four XISs and the XRS are located in the

focal plane of the XRTs. The HXD is mounted on the base panel, where the XISs are

also mounted, but it does not have corresponding XRTs. All these instruments operate

simultaneously.

In the following subsections, we describe only the XRTs and XISs, and do not describe

the HXD because we do not use the results of the HXD in this thesis.
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Figure 3.1: Schematic view (left) and side view (right) of Suzaku taken from Mitsuda

et al. (2007)
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Table 3.1: Specifications of the XRTs. Values are taken from the Suzaku Technical

Description.

Parameter Value

Focal length 4.75 m

Number of modules 4

Weight/telescope 19.3 kg

Field of view 17′ at 1.5 keV

13′ at 8 keV

Effective area per XRT 440 cm2 at 1.5 keV

250 cm2 at 8 keV

Spatial resolution (HPD) 2.′0

3.1.1 X-ray Telescope (XRT)

The XRTs (Serlemitsos et al., 2007) are thin-foil-nested Wolter-I type telescopes, devel-

oped by NASA/GSFC, Nagoya University, Tokyo Metropolitan University and ISAS/JAXA.

These are composed of compactly nested thin conical reflectors, forming ultimate grazing-

incidence geometries. In Suzaku, by using very thin (∼ 178 µm) foils, light-weight and

large correction efficiency up to ∼ 12 keV are achieved.

The basic properties of XRTs are summarized in Tab. 3.1. The half power diameter

(HPD) of the XRTs are typically ∼ 2′, and ranging from 1′.8 to 2′.3. The effective area of

the XRTs is 440 cm2 at 1.5 keV and 250 cm2 at 7 keV. As shown in Fig. 3.2, the effective

area of four XRTs is much better than Chandra, and comparable to XMM-Newton in

the Fe K band (∼ 7 keV).

3.1.2 X-ray Imaging Spectrometer (XIS)

The XISs (Koyama et al., 2007) consist of four sensors designated as XIS 0, 1, 2 and 3,

and each sensor has one CCD chip. The CCDs of the XISs are MOS-type three-phase

CCDs operated in a photon counting mode. Each CCD chip is divided into 1024× 1024

pixels, covering a 18′×18′ region on the sky. The pixel size is 24 µm square, and the size

of a single CCD is 25 mm×25 mm. The XIS 0, 2 and 3 employ front-illuminated (FI)

chips, while the XIS 1 has a back-illuminated (BI) chip. However, in 2006 November,

the XIS 2 suffered an impact of micro-meteoroid and lost its entire imaging area. Thus,

currently, only the XIS 0, 1, 3 are in operation. In this thesis, all the XISs are available

for the data of 1H 0707-495, while only XIS 0, 1, 3 are available for the data of PDS 456.

The basic properties of the XISs are summarized in Tab. 3.2. The FI chips are less



Figure 3.2: Effective area of XRT taken from Serlemitsos et al. (2007).

Table 3.2: Specifications of the XISs. Values are taken from the Suzaku Technical De-

scription.

Parameter Value

Field of view 17.8′ × 17.8′

Energy range 0.2–12 keV

Format 1024 × 1024 pixels

Pixel size 24 µm×24 µm

Energy resolution ∼ 130 eV (FWHM) at 6 keV

Effective area 340 cm2 (FI), 390 cm2 (BI) at 1.5 keV

150 cm2 (FI), 100 cm2 (BI) at 8.0 keV

Readout noise ∼ 2.5 electrons (RMS)

Time resolution 8 s (normal), 7.8 ms (P-sum)
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Figure 3.3: Quantum efficiency of XIS taken from Koyama et al. (2007).

sensitive than the BI chip at lower energies because soft X-ray photons are absorbed by a

gate structure on the front side of the chip. On the other hand, at higher energies above

∼ 4 keV, the FI chips have large effective area. This is because the BI chip has a thinner

depletion layer of ∼ 42 µm than the FI chips. These properties are shown in Fig. 3.3,

where the quantum efficiency for the FI and BI are plotted as a function of energy.

One of the strong points of the XIS compared with the other CCD instruments is

the good energy resolution. As shown in Fig. 3.4, the energy resolution of the XIS at

5.9 keV is ∼ 130 eV (FWHM; full width at half maximum), which is better than the

other CCD instruments such as the EPIC of XMM-Newton. Therefore, the FI detector

is most sensitive to the blue shifted narrow Fe K absorption lines due to its good energy

resolution and large effective area above ∼ 7 keV.

Also, the low and stable instrumental background is an advantage of the XIS (Mitsuda

et al., 2007). This is because a combination of the low Earth orbit of Suzaku satellite

and the instrumental design of the XIS. Fig. 3.5 shows the XIS background count rate

compared with the ASCA, Chandra and XMM-Newton. As shown, the XIS background

is lowest among the instruments in operation, and comparable to ASCA, which had

the lowest background. This very low background contributes to a high sensitivity for

spatially extended sources.

3.2 The XMM-Newton Observatory

XMM-Newton (Jansen et al., 2001) is a cornerstone mission of the European Space



Figure 3.4: Energy resolutions of the XIS FI (XIS 2) taken from Koyama et al. (2007)

Figure 3.5: XIS background counting rate as a function of energy. The background rate

of ASCA, Chandra and XMM-Newton adopted from Katayama et al. (2004) are shown

for comparisons. This figure is taken from Mitsuda et al. (2007).
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Figure 3.6: Sketch of XMM-Newton taken from Jansen et al. (2001).

Agency (ESA) Horizon 2000 programme, launched on December 10, 1999. After the

launch, the satellite was sent to a highly eccentric orbit with a perigee of 7000 km and

an apogee of 114000 km. Its inclination is ∼ −40◦ and the orbital period is ∼ 48 hour.

XMM-Newton has two types of X-ray instruments, the European Photon Imaging Cam-

era (EPIC) and the Reflection Grating Spectrometer (RGS). The EPICs are the X-ray-

sensitive imaging CCDs covering an energy range from 0.15 keV up to 12 keV. The

RGSs are spectrometers for high-resolution X-ray spectroscopy with an energy range of

0.35–2.5 keV.

Fig. 3.6 shows a sketch of XMM-Newton. Three X-ray telescopes are shown at the

lower left of the figure, and two of these are equipped with Reflection Grating Arrays

(RGA). The RGA diffract part of the incoming photons to the RGS detectors (pink)

mounted on the focal plane shown at the right end of the assembly. The EPIC MOS

cameras and the EPIC pn camera are also mounted on the focal plane. In the figure,

these EPIC cameras can be identified with their radiators (black/green for MOS and

violet for pn).

In the following subsections, only X-ray telescopes and EPIC cameras are described

because we use only these instruments in this thesis.



Table 3.3: Specifications of the X-ray telescopes onboard XMM-Newton. Values are

taken from XMM-Newton Users Handbook
Parameter Value

Focal length 7.500 m

Number of modules 3

Effective area per telescope 1550 cm2 at 1.5 keV

Spatial resolution (HPD) 15′′

Figure 3.7: Effective area taken from XMM-Newton Users Handbook.

3.2.1 X-ray telescopes

Three X-ray telescopes onboard XMM-Newton are Wolter-I type telescopes. These con-

sist of 58 mirrors nested in a coaxial and confocal configuration, which provide a large

collecting area over a wide energy range.

The basic properties are listed in Tab. 3.3. The HPD of the telescopes are 15′′, and

the effective area is 1550 cm2 for each telescope, so that it is 4650 cm2 in total. Fig. 3.7

shows the net effective area of all X-ray telescopes of XMM-Newton. As mentioned in

section 3.1.1, the effective area around ∼ 7 keV is comparable to the XRT of Suzaku,

but at lower energies, the X-ray telescopes of XMM-Newton is much better than Suzaku

and the other instruments.

3.2.2 European Photon Imaging Camera (EPIC)

The focal plane detectors onboard XMM-Newton consists of two EPIC MOS CCD arrays

(Turner et al., 2001) and a EPIC pn CCD camera (Strüder et al., 2001). The size of a
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Figure 3.8: Quantum efficiency of MOS1 and pn. the figure for MOS1 is taken from

XMM-Newton Users Handbook, and that for pn is taken from Strüder et al. (2001).

single MOS CCD chip is 25 mm×25 mm, and a mosaic of 7 MOS CCDs covers the focal

plane 28.′4 (62 mm) in diameter on the sky. Each MOS CCD chip consists of 600× 600

pixels, whose size is 40 µm square. The pn CCD is divided into 200× 64 pixels with the

larger pixel size of 150 µm square, and covers a 30 mm×10 mm region. These two kinds

of detectors are fundamentally different, but the most important difference is that the

MOS CCDs are front-illuminated and the pn CCDs are back-illuminated.

The strong point of the EPIC is a large effective area over a large energy range,

which is better than the Suzaku XIS. As shown in Fig. 3.7, the effective area of the

MOS cameras are worse than the pn camera because of the difference of their quantum

efficiency. The quantum efficiency of the MOS and pn are plotted in Fig. 3.8. The

difference of MOS and pn in a lower energy range is understandable by the fact that the

MOS CCDs are front-illuminated. As for the higher energy, the difference of depletion

thickness plays an important role. The actual mean depletion of the flight MOS CCDs

is only ∼ 35–40 µm, while that of the pn is ∼ 300 µm.

The other important properties of the EPIC are the energy resolution and background

rate. As listed in Tab. 3.4, the energy resolution of the EPIC is slightly worth than

the Suzaku XIS. Also, the background of the EPIC is worth than Suzaku because the

orbit of XMM-Newton satellite causes a flaring background. Such a flaring background

component is produced by soft protons with energies less than a few 100 keV, which

are thought to be organized in clouds populating the Earth’s magneto-sphere. Fig. 3.9

shows a light curve of a MOS1 observation affected by the soft proton flares. Since the

spectra of these flares are variable and have no clear correlation between their intensity

and spectral shape, these flares are filtered by using light curves such like Fig. 3.9.



Table 3.4: Specifications of the EPIC. Values are taken from XMM-Newton Users Hand-

book
Parameter MOS pn

Field of view 30′ 30′

Energy range 0.15–12 keV 0.15–12 keV

Pixel size 40 µm 150 µm

Energy resolution (FWHM) ∼ 70 eV at 1 keV ∼ 80 eV at 1 keV

∼ 150 eV at 6.4 keV ∼ 150 eV at 6.4 keV

Time resolution 1.75 ms 0.03 ms

Figure 3.9: Light curve of a MOS1 observation affected by soft proton flares. This figure

is taken from XMM-Newton Users Handbook.



Chapter 4

Disk wind model and calculation of

the spectrum

In order to reveal the origin of the various spectra of UFOs depending on the observa-

tional epochs, we develop a new Monte Carlo simulation code, which can self-consistently

calculate X-ray spectra reprocessed in an assumed 3-dimensional disk wind geometry.

Our code implements radiative transfer in 3-dimensional biconical disk wind geometry,

based on the Monte Carlo simulation framework called monaco (Odaka et al., 2011),

which has been developed by us through applications to a variety of astrophysical objects.

In this chapter, we describe the details of our simulation code.

4.1 Approach to Radiative Transfer

4.1.1 Emission and absorption lines

The emission lines and the reprocessed continuum emissions from the outflowing materi-

als should be modeled as well as the absorption lines for evaluating the physical properties

of the outflows. In general, the absorption lines from outflows are accompanied by the

emission lines (e.g., the P-Cygni profile; section 2.2.5), and such a reprocessed compo-

nent can affect the depth of the absorption lines. Fig. 4.1 is an example of the spectra

from a spherically symmetric outflow calculated by our Monte Carlo simulation code

described in the following sections. This spectrum is calculated in the following physical

conditions: the column density is NH = 2× 1023 cm−2, the inner radius is rin = 1014 cm,

the ionization parameter is ξ = 104 erg cm s−1 and the outflow velocity is v = 0.3c. The

absorption lines in the transmitted spectrum (red) are deeper than those in the observed

spectrum (black; the sum of the reprocessed and transmitted spectra). If the absorption
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Figure 4.1: The spectra from a spherically symmetric outflow with a velocity of 0.3c.

The direct (transmitted) components are plotted in red, the reprocessed components are

in blue and the sums of these components are in black.

lines in the observed spectrum (black) are fitted on the assumption of no contribution

from the reprocessed components (blue), the column densities of Fexxv and Fexxvi

are estimated to be ∼ 30–40% smaller than the true values. Thus, calculating the repro-

cessed component and transmitted component self-consistently is essential to evaluate

the absorption lines accurately.

Also, the emission lines themselves are important to understand the global structure

of the wind. From the absorption lines, only physical properties of the material in our

line of sight is available. In contrast to this, the emission lines enable us to investigate

the materials located at the outside of our line of sight. Therefore, the emission lines are

essential to probe the geometry and the density distribution of the outflow.

Currently, in most of the X-ray spectral analysis, the absorption lines and emission

lines are treated as the independent components. This is because the quality of current

observational data is not so good. Even for the data of highest quality, the error of the

column density is ∼ 50% (Reeves et al., 2009). However, in the near future, ASTRO-H

(Takahashi et al., 2012) will change this situation by overwhelmingly high quality of its

observational data. Therefore, it will be essential to self-consistently model the emission

lines and the absorption lines from the outflow with a more realistic geometry.

4.1.2 Radiation transfer in a realistic geometry

In order to calculate the radiation transfer in the 3-dimensional realistic wind geometry,

Monte Carlo simulation is the best and probably the only way. The well-established
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analytical model for the radiation transfer in stellar winds is based on the Sobolev ap-

proximation (section 2.2.5), which assumes the spherical symmetry. Therefore, it is not

applicable to the accretion disk winds including the UFO because most of the theoretical

work predicts a biconical geometry (e.g., Elvis, 2000; Proga & Kallman, 2004; Fukumura

et al., 2010).

Such full Monte Carlo radiation transfer simulations for AGN disk winds were per-

formed by Sim et al. (2008, 2010a), but were applied to only two sources, PDS 456

(Reeves et al., 2014) and PG 1211+143 (Sim et al., 2010a). The other application to the

observed data was Tatum et al. (2012), where their spectral model was used in order to

search for Compton-thick outflows via a broad emission line structure.

Therefore, in order to use such full Monte Carlo simulations for the analysis of a vari-

ety of observational data, we develop by ourselves a new Monte Carlo radiation transfer

simulation code. In our simulation codes, the calculation of the ionization structure

and the radiative transfer simulation are separately performed in order to synthesize the

spectrum from the ionized wind efficiently. In the first step, we determine the ionization

structure, i.e. spatial distribution of the ion fractions and the electron temperature,

by considering ionization and thermal balances when one-dimensional radiative transfer

from the central source is assumed for simplicity. For this calculation we use xstar.

Once the ionization structure is obtained, we then perform detailed three-dimensional

radiative transfer simulation, which treats the Doppler effect due to gas motion and

photon transport in a complicated geometry. This calculation procedure was established

in the context of X-ray spectral modeling of a photoionized stellar wind in a high-mass

X-ray binary (Watanabe et al., 2006).

Ideally, the radiative transfer simulation and the ionization structure calculation

should be calculated iteratively since they are strongly coupled (see also section 2.3).

However, it is not realistic to repeat the time-consuming Monte Carlo simulations many

times. Therefore, we simply calculate the ionization structure by using xstar.

To construct the realistic geometry and the distributions of the velocity and density,

we basically assume the UV-line driving mechanism. Currently, there is no general model

for the UFOs, but two launching mechanisms (the UV-line driving and the magnetic

driving) are thought to be the promising candidates. The UV radiation can be observed

directly while the magnetic field can be hardly constrained. Therefore, the UV-line

driving model is more firmly established, so that we adopt this model.



4.2 Monte Carlo simulation

4.2.1 monaco framework

We use our Monte Carlo simulation code called monaco (Odaka et al., 2011) for the

detailed radiative transfer. monaco is a general-purpose framework for synthesising

X-ray radiation from astrophysical objects by calculating radiative transfer based on the

Monte Carlo approach. This framework utilizes the Geant4 toolkit library (Agostinelli

et al., 2003; Allison et al., 2006) in order to calculate particle trajectories and physical

interactions of the particles with matter in a complicated geometry. monaco is designed

to treat astrophysical applications in which matter can form into an ionized plasma

and can have motion that results in the Doppler shifts and broadenings. A variety of

geometries and physical processes of photons are included and selectable for different

astrophysical applications.

In the Monte Carlo simulation, a photon is tracked by calculating its propagation

and interactions with matter. These calculations are performed in two steps as shown

in Fig. 4.2. In the first step, the length to the next interaction position x is determined

by sampling from an exponential distribution

P (x) =
1

l
exp

(
−x

l

)
. (4.1)

Here, l is the mean free path

l =
1∑
niσi

, (4.2)

where ni is a number density of a target material and σi is a cross section of an interaction

labeled by i between the photon and the target, respectively. In the second step, the

photon is absorbed or scattered, and then the next interaction position of re-emitted

photon(s) or scattered photon is again determined by the first step. This repetition

continues until the photon is absorbed or escapes from the system.

4.2.2 Atomic processes

In the monaco, full treatment of photon processes related to an X-ray photoionized

plasma are included. Detailed implementation of the physical processes is described in

Watanabe et al. (2006). The simulation tracks photon interactions with ions, namely

photoionization and photoexcitation; after these interactions reprocessed photons gen-

erated via recombination and atomic deexcitation continue to be tracked. Compton

scattering by free electrons is also taken into account. In this work, we consider only H-



4.2. Monte Carlo simulation 41

(E 1 ,Ω1 , t1 , x 1 )

(E 0 ,Ω0 , t0 , x 0 )

X-ray source
initial condition

emission
the last interaction

to an observer
(escaping)

cloud

Figure 4.2: Schematic concept of the Monte Carlo simulation. This figure is taken from

Odaka et al. (2011).

and He-like ions of Fe and Ni, and we ignore other ions. This assumption is justifiable by

the fact that in the region of interest lighter elements are fully stripped, and L-shell ions

of Fe and Ni with a few electrons have only a small impact on the absorbed spectrum

even if they exist.

We demonstrate the consistency of the atomic processes between the ionization cal-

culation code xstar and the Monte Carlo code monaco. To compare xstar (version

2.2.1bn21) and monaco, we assume a simple, spherical shell surrounding a point source

at its center and calculate a spectrum emerging from this shell. The ionization parame-

ter at the inner edge of the shell is set to log ξ = 4 and the total column density of the

shell is set to NH = 1023 cm−2. These values are close to the typical ones of UFOs. The

ionizing spectrum is assumed to be a power law with photon index Γ = 2.2 and lumi-

nosity L = 1044 erg s−1. The particle density is set to n = 1012 cm−3, so the thickness

and inner radius are ∆R = 1011 cm and R = 1014 cm, respectively. In the monaco

simulation, the ion fractions and electron temperature calculated by xstar are used

and the energies of incident photons are restricted to 2–40 keV. In order to identify all

the lines, the turbulent velocity is vt = 0 km s−1 so that only thermal broadening and

natural broadening are included.

Fig. 4.3 shows the transmitted spectra calculated by monaco (black) and xstar

(red). These spectra are normalized by the incident spectra. In the top panel, the

spectra are plotted with 10 times larger bin size than the original bin size of xstar to

make the continuum spectral shape easier to see. As shown, the edge structure around

9–20 keV of the monaco simulation matches well with the xstar simulation. Thus, we

conclude that the photoionization process, which generates the absorption edge structure,

is verified.

The lower panel of Fig. 4.3 shows the zoomed spectra output by monaco and xstar.



Energy (keV)
3 4 5 6 7 8 9 10 20 30

N
or

m
al

iz
ed

 fl
ux

0.9

0.92

0.94

0.96

0.98

1

Energy (keV)

6.6 6.8 7 7.2 7.4 7.6 7.8 8 8.2 8.4

N
o

rm
a

li
ze

d
 f

lu
x

0

0.2

0.4

0.6

0.8

1

F
e

X
X

V
I 
L
y
α

1

F
e

X
X

V
 H

e
α

 r

F
e

X
X

V
 H

e
α

 i

F
e

X
X

V
I 
L
y
α

2

F
e

X
X

V
 H

e
β

 r

F
e

X
X

V
I 
L
y
β

N
iX

X
V

II
I 
L
y
α

1

N
iX

X
V

II
I 
L
yα

2

N
iX

X
V

II
 H

e
α

 i
N

iX
X

V
II
 H

e
α

 r F
e

X
X

V
 H

e
γ

 r

Figure 4.3: Comparison of the spectra calculated by monaco (black) and xstar (red).

Ionization parameter is a typical value for UFOs, log ξ = 4. The turbulent velocity is

vt = 0 km s−1. Top : Rebined to 10 times of the original bin size of xstar spectra.

Bottom : Plotted in original bin size of xstar spectra.



4.2. Monte Carlo simulation 43

The energies of absorption lines of both spectra are well matched except for the inter

combination lines of Nixxvii Heα. Tab. 4.1 shows the line energies and their oscillator

strengths of important atomic transitions. For the comparison purpose, the data from

AtomDB (http://www.atomdb.org/) are also listed in the table. As shown in the table,

the energies of Nixxvii Heα triplet differs by ∼ 10 eV depending on the databases

so that such a small difference between xstar and monaco is inevitable. The other

difference in the table is that the fine structures due to total angular momenta J for the

He-like Fe/Ni ions are ignored in xstar. However, this is not a major issue since the

difference is only ∼ 20 eV.

Most of absorption lines in the monaco spectrum are deeper than xstar as shown

in the top panel of Fig. 4.3. This is due to spectral calculation method used in xstar.

When calculating the absorption line spectra, xstar simply evaluates the Voigt profile

of the absorption lines at each energy grid. Since the grid spacing in xstar corresponds

to 420 km s−1, the maximum depth at the line center is not exact for narrow absorption

lines.

Thus, we calculate again the spectra with a sufficiently high turbulent velocity vt =

500 km s−1 to equalize the depths of the lines from the two codes, which is shown in

Fig. 4.4. These two spectra show nice agreement in most of the lines. Only the strength of

inter-combination lines of Fe/Ni Heα triplet is inconsistent between xstar and monaco

spectra. This is caused by the inconsistency in the oscillator strength. In monaco their

oscillator strengths are flu ∼ 10−1 and 10−5, while in xstar they are much stronger for

Ni and weaker for Fe. Since the values in AtomDB are consistent with monaco, we

conclude that our values are likely to be correct.



Table 4.1: Comparison of the lines

LineID Lower Upper xstar monaco AtomDB Notes

Energy flu
1 Energy flu Energy flu

Fexxv Heα f 1s2 1S0 1s2s 3S1 6.634 3.27 × 10−7 6.637 3.09 × 10−7 6.647 3.02 × 10−7

Fexxv Heα i 1s2 1S0 1s2p 3P1,2 6.673 1.43 × 10−5
6.668 6.57 × 10−2 6.677 5.77 × 10−2 y

6.682 1.69 × 10−5 6.692 1.68 × 10−5 x

Fexxv Heα r 1s2 1S0 1s2p 1P1 6.700 7.75 × 10−1 6.700 7.26 × 10−1 6.711 7.17 × 10−1

Fexxv Heβ r 1s2 1S0 1s3p 1P1 7.881 1.52 × 10−1 7.881 1.39 × 10−1 7.892 1.37 × 10−1

Fexxv Heγ r 1s2 1S0 1s4p 1P1 8.296 5.66 × 10−2 8.295 5.10 × 10−2 8.309 4.77 × 10−2

Fexxvi Lyα2 1s 2S1/2 2p 2P1/2 6.952 1.36 × 10−1 6.952 1.36 × 10−1 6.955 1.34 × 10−1

Fexxvi Lyα1 1s 2S1/2 2p 2P3/2 6.973 2.71 × 10−1 6.973 2.73 × 10−1 6.976 2.69 × 10−1

Fexxvi Lyβ2 1s 2S1/2 3p 2P1/2 8.246 2.59 × 10−2 8.246 2.55 × 10−2 8.250 5.03 × 10−2

Fexxvi Lyβ1 1s 2S1/2 3p 2P3/2 8.253 5.17 × 10−2 8.253 5.23 × 10−2 8.256 1.02 × 10−1

Nixxvii Heα f 1s2 1S0 1s2s 3S1 7.727 5.13 × 10−7 7.731 4.88 × 10−7 7.744 4.74 × 10−7

Nixxvii Heα i 1s2 1S0 1s2p 3P1,2 7.773 2.64 × 10−1
7.765 8.50 × 10−2 7.778 7.46 × 10−2 y

7.786 2.29 × 10−5 7.799 2.27 × 10−5 x

Nixxvii Heα r 1s2 1S0 1s2p 1P1 7.801 6.84 × 10−1 7.805 7.06 × 10−1 7.819 6.98 × 10−1

Nixxviii Lyα2 1s 2S1/2 2p 2P1/2 8.073 1.36 × 10−1 8.073 1.36 × 10−1 8.077 1.34 × 10−1

Nixxviii Lyα1 1s 2S1/2 2p 2P3/2 8.102 2.70 × 10−1 8.102 2.72 × 10−1 8.105 2.68 × 10−1

1 flu is oscillator strength.
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Figure 4.4: Comparison of the spectra calculated by monaco (black) and xstar (red).

All parameters are same as Fig. 4.3 except for the turbulent velocity vt = 500 km s−1.

4.2.3 Relativistic effects

Doppler shift is one of the most important spectral characteristics in the absorption lines

of UFOs. We check whether the Doppler shift is implemented correctly in the monaco

simulations, by assigning a bulk velocity of v = 0.3c along z-axis to the spherical shell

model used above. Since the velocity is along z-axis, the Doppler factor δ depends on

the polar angle θ

δ =
1

Γ(1 − β cos θ)
, (4.3)

where Γ = (1 − β2)−1/2 is the Lorentz factor and β = v/c.

In the top panel of Fig. 4.5, the simulated spectra with cos θ = 0.975 (black), 0.525

(red), 0.025 (green), −0.475 (blue) and −0.975 (magenta) are shown. We fit the simu-

lated spectra by

C × exp

(
−
∑

i

Niσi(E/δ, ∆E)

)
, (4.4)

where C is a constant for the continuum spectra, Ni is the column density, σi is the

cross-section of Lyα or Heα transition (Eq. 2.23) and i represents Fexxv and Fexxvi.

For simplicity, we approximate the line profile to a Gaussian function with a Doppler
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Figure 4.5: The top panel shows the monaco spectra from the spherical shell with an

outflow velocity of 0.3c observed from the various angles of cos θ = 0.975 (black), 0.525

(red), 0.025 (green), −0.475 (blue) and −0.975 (magenta). The data points are the

simulated spectra and the lines are the best fit functions. In the bottom panel, Doppler

factor obtained by fitting the simulated spectra are plotted against cos θ. The red curve

is the expected function (Eq. 4.3).
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Accretion disk

X-ray 
source

Accretion disk wind

Figure 4.6: The schematic view of the bi-conical wind geometry (Shlosman & Vitello,

1993), which is adopted in our model. The cyan region is filled with the outflowing

materials.

width ∆E and only Fexxv Heα and Fexxvi Lyα lines are fitted. The best-fit functions

for the spectra are overplotted in the top panel of Fig. 4.5.

We fit the simulated spectra for 40 angles ranging from cos θ = −0.975 to 0.975. The

obtained values of the Doppler factors are plotted as a function of cos θ in the bottom

panel of Fig. 4.5. The fitting errors are also plotted in the figure, but are too small to

be seen. The red line in the figure is the theoretical function of Eq. 4.3. As shown, the

simulation results are completely consistent with Eq. 4.3.

4.3 Wind geometry

We adopt a biconical geometry as shown in Fig.4.6, which was developed for studying

radiative transfer in the wind of cataclysmic variables (Shlosman & Vitello, 1993) and

widely used for accretion disk winds (Knigge, Woods & Drew, 1995; Sim et al., 2008,

2010a). As shown in Fig.4.7, this geometry is defined by three parameters. All stream-

lines in the wind converge at a focal point, which is at a distance d below the source.

The wind is launched from Rmin to Rmax on the disk, we first assume that d = Rmin

and Rmax = 1.5Rmin. This means that the wind fills a cone between θmin = 45◦ and

θmax = 56.3◦ that has a solid angle Ω/4π = 0.15. We define a mean launch radius

R0 from the mean streamline i.e. it makes an angle of θ0 ≡ (θmin + θmax)/2. Thus,

R0 = d tan θ0.

The geometry is divided into 100 shells. Each shell has an equal width on a logarith-
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Table 4.2: Parameters of the simulation geometry and the seed photons

Parameters Values

Seed photons Number of photons 1.2 × 108

Initial direction (polar) θmin–90◦

Initial direction (azimuthal) 0◦–360◦

Geometry Number of division (radial) 100

Number of division (polar) 2

Number of division (azimuthal) 64

Outer radius ∼ 103Rmin

mic scale. It is also divided into 64 parts in azimuthal angle and 2 parts in polar angle

since each volume can have only one velocity vector in this simulation code. Therefore,

100(radial)×64(azimuthal)× 2(polar) volumes are constructed in this Monte Carlo sim-

ulation. Initial directions of the seed photons are limited to the upper half of the disk

because photons below the disk usually cannot penetrate the disk. These parameters are

summarized in Tab. 4.2.

A radial velocity is defined as a function of length along the streamline l

vr(l) = v0 + (v∞ − v0)

(
1 − Rmin

Rmin + l

)β

. (4.5)

β determines the wind acceleration law, while v0 and v∞ are an initial radial velocity at

l = 0 and a radial velocity at l = ∞. This equation is an extension of the classical CAK

model (section 2.2.5). The azimuthal velocity at the launching point R0 is assumed to

be the Keplerian velocity vφ0 =
√

GM/R0.

According to angular momentum conservation, vφ is written as a function of R

vφ(R) = vφ0

R0

R
. (4.6)

The turbulent velocity vturb is composed of an intrinsic turbulent velocity vt and a velocity

shear (Appendix A4 of Schurch & Done 2007).

vturb(i) = vt +
vr(i) − vr(i − 1)√

12
, (4.7)

where index i refers to the shell number and vr is a radial velocity.

According to mass conservation, total mass outflow rate Ṁwind is constant. Therefore,



density n is written as

Ṁwind = 1.23mpnvr4πD2 Ω

4π
(4.8)

= 1.23mpnvr4πD2(cos θmin − cos θmax). (4.9)

Here, D = R/ sin θ0 is the distance from the focal point, 1.23mp is an ion mass and Ω is

the solid angle of the wind including both sides of the disk.

4.4 Ionization structure

We calculate the ionization structure in the geometry and the distributions of the velocity

and the density constructed in the previous section. To determine the ionization struc-

ture, xstar (Kallman et al., 2004) has been widely used in the X-ray community. xstar

solves the ionization structure and the radiation field as a function of the distance from

the source, by iteratively calculating the electron temperature, charge state distributions

and level populations in the condition of thermal and ionization equilibrium.

We run xstar version 2.2.1bn16 to calculate the ionization structure sequentially

from the inner shell to the outer shell. In the case of this wind geometry, the direct

photons from the source should be considered as well as the transmitted photons from

the previous shell. For a (i + 1)th shell from the source, input photons (X in
i+1) are

calculated as follows:

X in
i+1 = (1 − fdirect)X

out
i + fdirectX0, (4.10)

where X0 is the photons directly come from the source, Xout
i is those transmitted and

emitted outward from the ith shell and fdirect is the fraction of the direct component

from the source. The fraction fdirect can be calculated geometrically (Fig. 4.8).

α0(i) = arctan

(
Di+1 sin θmin

Di+1 cos θmin − d

)
(4.11)

α1(i) = arctan

(
Di sin θmin

Di cos θmin − d

)
(4.12)

α2(i) = arctan

(
Di sin θmax

Di cos θmax − d

)
(4.13)

fdirect = (α1 − α0)/(α2 − α1) (4.14)

An input spectrum for xstar should be defined in 1–1000 Ry (0.0136–13.6 keV)

energy band. The ionization luminosity in this energy range is calculated from the 2–10

keV X-ray luminosity by extrapolating an X-ray powerlaw spectrum.
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Figure 4.8: The geometry used for ionization calculation.

xstar requires a density n, a luminosity L and an ionization parameter log ξ =

log(L/(nR2)) as input parameters. The density and the luminosity are calculated by

Eq.4.9 and Eq.4.14. To get the ionization parameter, the distance R is needed. Here,

the distance R is defined to be the distance between the source and the inner edge of

each shell. Additionally, we inputted a turbulent velocity calculated by Eq. 4.7. Atomic

abundances are assumed to be equal to the solar abundances for all elements.

4.5 Comparison with previous work

In this section, we examine our simulation and physical simulation setup by comparing

with the previous work. There are several differences between the treatments of our sim-

ulations and Sim et al. (2010a). Sim et al. (2010a) iteratively calculate radiation transfer

and ionization and thermal balances. This is a similar method to xstar, but xstar can

calculate only 1 dimensional radiation transfer. We calculate radiation, ionization and

thermal balances in 3 dimensional geometry by sequentially running xstar for small

shells. This method cannot trace photons scattered to azimuthal directions. Adiabatic

cooling of the expanding wind is not included in the calculation of thermal balance in xs-

tar, while it is included in Sim et al. (2010a). Sim et al. (2010a) consider only Doppler

shift and ignore the other relativistic effects, while our simulation can correctly treat

relativistic effects.

As described below in detail, only the difference of the relativistic effect affects spec-

tral features, but the others are not so important for the spectral modeling.



Table 4.3: Model parameters used for the comparison between our wind model and Sim

et al. (2010a)’s wind model.

Parameters Values

Black hole mass 4.3 × 106 M⊙

X-ray (2–10 keV) luminosity 1043 erg s−1

Photon index 2.38

Inner launch radius Rmin 100Rg

Outer launch radius Rmax 1.5Rmin

Focal distance d Rmin

Terminal velocity vesc (≃ 0.14c)

Turbulent velocity vt
1 1000 km s−1

Launch velocity 2 vt

Mass outflow rate Ṁwind 0.1 M⊙ yr−1

Outer radius of the wind 5 × 1016 cm

1 Not explicitly given in Sim et al. (2010a).
2 Although this is 0 km s−1 in Sim et al. (2010a), we fixed it at the turbulent velocity in order to avoid
divergence of density.

4.5.1 Ionization structures

Firstly, we calculate the ionization structure and compare the results with the previous

work (Sim et al., 2010a). The parameters assumed in this simulation are listed in Tab. 4.3.

All the parameters are same as the previous work except for a turbulent velocity and a

launch velocity. The value of the turbulent velocity is not described in Sim et al. (2010a)

so we use a value selected for PDS 456 (see section 5.3.1). In Sim et al. (2010a), the

launch velocity is written as equal to zero, but this causes a problem that the density at

the launching point goes to infinity. This is because the density is proportional to the

inverse of the velocity as shown in Eq. 4.9. Thus, to avoid this problem, we assume the

launch velocity equals the turbulent velocity.

The ionization structure calculated as described in section 4.4 is shown in Fig. 4.9.

The top panel is the results of our calculation, while the bottom panel is a figure taken

from Sim et al. (2010a). The figures at bottom/top left show the mean charge states

of Fe atoms, and the figures at bottom/top right are the electron temperature. All the

figures are plotted as color maps on the wind geometry. Since the figures in the bottom

panel are not made by us, the definition of colors is not identical with the figures in

top panel. Except for the angular distributions, which are ignored in our calculations,
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both electron temperature and mean charge state are consistent between our calculation

and the previous one. The other major difference is a decreasing trend of the electron

temperature at radius larger than ∼ 1015 cm seen in the bottom right panel. This is

because Sim et al. (2010a) includes adiabatic cooling effects, which is ignored in our

calculation using xstar. However, influence of this on the spectra is not critical because

the electron temperature predominately affects radiative recombination processes, which

does not make a substantial contribution on spectral feature.

All in all, the results of our simulation and Sim et al. (2010a)’s simulation are con-

sistent except for the adiabatic cooling effect. Therefore, the difference in ionization

calculations between our simulations and Sim et al. (2010a) is not crucial for the spec-

tral modeling.

4.5.2 Doppler beaming

Now, we run a monaco simulation in the ionization structure and electron temperature

shown in Fig. 4.9 with an incident photon energy range of 2–500 keV. The simulated

spectra are plotted in the right panel of Fig. 4.10. The left panel is taken from Sim et al.

(2010a). The red, blue and black lines represent direct components (transmitted spectra),

reprocessed components (emitted and scattered spectra) and sum of these components,

respectively. The difference in the absorption lines below ∼ 5 keV is because we treat only

H/He-like Fe/Ni ions in order to speed up the simulations. The reprocessed components

are clearly different between two simulations, while the direct components look similar in

both simulations. This is because of Doppler beaming, which is ignored in the previous

work.

The luminosity from a relativistically moving source is enhanced by the Doppler

beaming effect

L(E) = δ3L′(E ′) = δ3L′(E/δ), (4.15)

where L is the source luminosity, δ is the Doppler factor defined by Eq. 4.3 and primes

indicates the rest frame of the source. Here, the spectrum is a powerlaw L(E) = L0E−Γ+1

so that

L(E) = δ3L′
0E

−Γ+1δΓ−1 = δ2+ΓL′(E). (4.16)

Since we simulated with Γ = 2.38 and v = 0.14c, the beaming effect should be in the

range of δ4.38 = 1.01–1.80, 0.83–1.85, 0.77–1.85, 0.72–1.80 and 0.66–1.69 for µ = 0.875,

0.675, 0.575, 0.475 and 0.275, respectively. All these values are consistent with the

differences in the reprocessed spectra. Therefore, the Doppler beaming effect has a large

impact on the reprocessed spectra.
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Figure 4.9: Distributions of mean Fe ionization state and kinetic temperature. The upper

panel shows the mean charge states of Fe atoms (left) and the electron temperature

(right) in the wind structure. The bottom panel is the same figures as the top panel

but calculated by Sim et al. (2010a). Please be careful of the difference of the color

definitions between top and bottom panels.
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Figure 4.10: The simulated spectra for a various viewing angles (µ ≡ cos θ = 0.875, 0.675,

0.575, 0.475 and 0.275) by the wind model in Sim et al. (2010a) (left) and our wind model

(right). The direct components are plotted in red, the reprocessed components are in

blue and the sums of these components are in black.



4.6 Phenomenological model for parameter search

Although monaco is a powerful tool to analyze the wind spectra, it is too time-

consuming for searching a large parameter space. Therefore, we also construct a phe-

nomenological model, which is simpler than full Monte Carlo simulations but reproduces

the major features of the wind spectra. This model is useful for evaluating a spectrum

quickly and for searching a large parameter space.

4.6.1 Model description

The phenomenological model for the parameter search is composed of H/He-like Fe K

lines and K edges convolved with various velocities in the wind. All K-shell absorption

lines of H/He-like Fe ions with oscillator strength f > 0.001 are included. Transition

energies and oscillator strength of these lines and the parameters for the absorption edges

are extracted from the monaco database.

The absorbed spectrum F (ν) is calculated as

F (ν) = F0(ν) exp

[
−
∫ (

dN

dδ

)
(σbb(ν

′) + σbf(ν
′)) dδ

]
(4.17)

σbb(ν) =
πe2

mec
fluφ(ν) (4.18)

σbf(ν) = σ0

(
ν

νthr

)γ

exp
(ν

τ

)
, (4.19)

where F0 is the incident spectrum, σbb and σbf are the cross sections of the line transition

(bound-bound) and photoionization (bound-free). In the Eq. 4.17, we divide the column

density N to the velocity components, and the velocity is written as the Doppler factor δ.

ν ′ = ν/δ is the frequency or energy of the photon in the rest frame of the wind. σ0, γ, τ

and νthr in the photoionization cross-section are the parameters from monaco database.

For simplicity, we assume that the column density is independent of the Doppler factor

δ, namely, the differential column density dN/dδ is constant.

Since we concentrate on the very fast outflows, the line width of the thermal or

turbulence motion can be assumed to be larger than the natural broadening. Therefore,

we approximate the line profile φ(ν) to a Gaussian, and the Doppler width ∆νD is fixed

at kT = 400 keV, corresponding to σ = 20 eV.

Fig. 4.11 shows a schematic view of this model. The spectra shown in red, green and

blue are composed of the absorption lines and edges at a single velocity component of

δ = 1.32, 1.34, 1.36, respectively. By convolving the absorption lines and edges with

δ = 1.32–1.36, we obtain the black spectrum, which is our model. This model can

reproduce the absorption features in monaco spectra.
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Figure 4.11: Schematic view of the phenomenological model for the parameter search.

The absorption lines of the Fexxv and Fexxvi ions for the Doppler factors of δ = 1.32

(red), 1.34 (green) and 1.36 (blue) are plotted with the dotted lines. The black solid line

is the phenomenological model, which is convolved with the different velocity components

of δ = 1.32–1.36.



We implemented the model as a multiplicable model. Free parameters are a mean and

a range of Doppler factor (δ0, ∆δ) and column densities of H/He-like Fe ions (N(Fexxv),

N(Fexxvi)).

4.6.2 Extraction of physical parameters of AGN winds from

the spectral parameters

Since the free parameters (δ0, ∆δ, N(Fexxv) and N(Fexxvi)) of the model defined

in the previous section are not the physical parameters, we have to interpret them as

the physical parameters used in the Monte Carlo simulations. The physical parameters

for our monaco simulation are a mass outflow rate Ṁwind/ṀEdd, a minimum radius

of the wind Rmin, a terminal velocity v∞, a ratio of maximum and minimum radius

Rmax/Rmin (corresponding to the covering fraction), minimum angle θmin and inclination

angle θincl. Therefore, we have 6 physical parameters while the spectral parameters are

only 4. In order to extract physical parameters from the spectral parameters, we need

some assumptions.

First, we fix the geometry of the wind at the values assumed in the modeling of

PDS 456 (Rmax/Rmin = 1.5 and θmin = 45◦). This assumption enables us to constrain

v∞ and θincl because δ0 and ∆δ depend on only these 2 parameters. Fig. 4.12 shows a

parameter dependence on v∞ and ∆θ ≡ θincl−θmin. By using this figure, we can draw the

regions on the v∞-∆θ plane, which correspond to the confidence intervals of δ0 and ∆δ.

Then, the overlap between the regions of δ0 and ∆δ is the allowed region for the terminal

velocity v∞ and the relative angle ∆θ. One should note that these constraints are just a

conservative one because v∞ and θincl − θmin can also be constrained by N(Fexxv) and

N(Fexxvi).

Next, we estimate Ṁwind/ṀEdd and Rmin. The inner radius of the wind Rmin can be

fixed at 2Rg/(v∞/c)2 by assuming v∞ = vesc(Rmin). The mass outflow rate Ṁwind/ṀEdd

can be estimated if we know the column density because we fix the geometry of the wind.

But the spectral fitting does not give us the column density of all materials but of the

H/He-like Fe ions.

In order to relate the mass outflow rate and the column density of the H/He-like

Fe ions, we run xstar for the various values of the mass outflow rates. The xstar

results provide us the abundance of the ions. Also, combined with the geometry, we can

calculate the column density of Fe ions, which is the parameter obtained by the spectral

fitting.

In addition to this, a correction factor for the column density is applied because the

depths of absorption lines are smaller in the reprocessed component than that in the
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Figure 4.12: Dependence of the mean Doppler factr δ0 and the width of the Doppler

factor ∆δ on the terminal velocity v∞ and the relative angle θincl − θmin. These maps are

used to translate the spectral parameters (δ0 and ∆δ) to the physical parameters (v∞
and θincl − θmin).

transmitted component. We fit the monaco spectra with our phenomenological model,

and obtain a ratio of apparent column densities between the transmitted component

(red lines in Fig. 4.13) and sum of the reprocessed and transmitted component (black

lines in Fig. 4.13). By using these values, we generate a correction factor as function of

inclination angle.

4.7 Application to observational data

As we constructed a full Monte Carlo radiation transfer calculation of the UFOs, we are

now able to study the structure of UFOs by applying our model to the observations of

UFOs. Our simulations enable us to obtain the physical parameters of the wind, which

can self-consistently explain the observed spectra.

A luminous quasar PDS 456 shows clear UFO features, whose significances of the blue

shifted Fexxv and Fexxvi absorption lines are ∼ 3.6σ and ∼ 3.2σ, respectively (Reeves

et al., 2009). As well as its high significance of the UFOs, PDS 456 is known to have one

of the most energetic UFOs with a high velocity of ∼ 0.3c and a large column density of

! 1024 cm−2 (Reeves et al., 2009). Because of these outstanding UFO properties, it is
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Figure 4.13: A variety of spectra simulated by monaco. Each panel shows the spectra

observed at a different line-of-sight orientation angle. The red, blue and black lines

represent the direct components, reprocessed components and their sum, respectively.

The parameters for these spectra are the same as the model for PDS 456: the terminal

velocity is v∞ = 0.3c and the mass outflow rate is Ṁwind/ṀEdd = 0.13.

obviously the best target to study the UFO physics in detail.

In order to investigate the essential and common physical properties of UFOs, we

must analyze multiple targets and study their differences and similarities. The second

strongest UFOs are observed in APM 08279+5255, which is a gravitationally lensed high

redshift AGN. Thanks to such high redshift, the UFO features are observed at ∼ 2 keV,

where the sensitivity of current instruments is much better than ! 7 keV. Therefore,

this is the second best target to study the wind structure with our wind model.

In the following chapters of this thesis, we apply our full Monte Carlo simulations to

the multi-epoch observational data of PDS 456 and APM 08279+5255 for the purpose

of revealing the essential physical parameters underlying in the various spectra of UFOs.

Both of selected targets are observed several times, and show a large spectral variability in

the absorption features. Such various spectra is suitable to find the underlying essential

physical properties of the UFOs.

Also, these two sources show different kinds of absorption features. As shown in

Fig. 4.13, monaco simulation can generate various spectra depending on the observer’s

line of sight. The spectra of PDS 456 are similar to the top left panel in the figure, showing

narrow absorption lines. On the contrary, APM 08279+5255 shows board absorption



4.7. Application to observational data 61

lines mixed with absorption edges like the bottom right of the figure. In that sense,

these two sources are interesting to study using our simulations.





Chapter 5

Analysis of PDS 456

PDS 456 (z = 0.184) is a luminous quasar showing a strongest UFO feature with an

outflow velocity of v ∼ 0.3c. The UFO in this source is the most powerful one known in

the local Universe (Reeves, O’Brien & Ward, 2003; Reeves et al., 2009; Tombesi et al.,

2010; Gofford et al., 2013). Therefore, this is the best target to study the physical

properties of UFOs in detail by using our Monte Carlo simulations.

One more interesting property of this source is its strong variability in a time scale

of as short as a few days (Reeves et al., 2002; Behar et al., 2010; Gofford et al., 2014;

Reeves et al., 2014). Similar variability is observed in most of the UFO candidates as

their appearance and disappearance depending on the observation epoch (Tombesi et al.,

2010; Gofford et al., 2013). Therefore, this variability is possibly arise from a common

essential properties of UFOs, so that revealing the origin of this variability would provide

us a new insight into UFOs.

5.1 Observational data

Suzaku has observed PDS 456 between 2007 and 2013, for a total of five epochs as

summarized in Table 5.1. Among these observations we choose the 2007 data, as this

has strong wind absorption lines from H- and He-like iron. It also has a steep spectrum

with very little absorption from lower ionization species as required by our code (see

Reeves et al. 2009, 2014).

We processed and screened XIS data by running aepipeline and applied default

data screening and cleaning criteria: grade 0, 2, 3, 4 and 6 events were used, while

hot and flickering pixels were removed, data were excluded within 436 s of passage

through the South Atlantic Anomaly (SAA), and within an Earth elevation angle (ELV)

< 5◦ and Earth day-time elevation angles (DYE ELV) < 20◦. The total net exposure

63



Table 5.1: Suzaku observations of PDS 456
Obs ID Start Date Net exposure (ks)

701056010 2007-02-24 17:58:04 190.6

705041010 2011-03-16 15:00:40 125.5

707035010 2013-02-21 21:22:40 182.3

707035020 2013-03-03 19:43:06 164.8

707035030 2013-03-08 12:00:13 108.3

time is 190.6 ks. Spectra were extracted from circular regions of 2.′9 diameter, while

background spectra were extracted from annular region from 7.′0 to 15.′0 diameter. We

generated the corresponding response matrix (RMF) and auxiliary response (ARF) files

by utilizing xisrmfgen and xissimarfgen. The spectra and response files for the two

front-illuminated XIS 0 and XIS 3 chips were combined using the ftool addascaspec.

The XIS spectra were subsequently grouped to HWHM XIS resolution of ∼ 0.075 keV

at 5.9 keV and ∼ 0.020 keV at 0.65 keV, and then grouped to obtain a minimum 40

counts in each bin.

5.2 Spectral characterization

In this section, we characterize the spectra in order to estimate the input parameters for

Monte Carlo simulations of the wind. Since the main interest of this paper is emission

and absorption feature from the H- and He-like iron, we ignore the spectrum below 2 keV

(observed frame) to exclude the soft excess. We assume that the 2-10 keV continuum

can be modelled by a power law over this restricted energy band, with column density

fixed to the Galactic value of 2 × 1021 cm−2.

5.2.1 Gaussian absorption and emission

Firstly, the absorption and emission lines are characterized by the simplest model, Gaus-

sian. We fit two negative Gaussian lines to characterize the absorption, plus a single

positive Gaussian line to characterize the emission atop a power law continuum. The

equivalent width of the absorption lines is 0.110+0.035
−0.028 (He-like) and 0.094+0.025

−0.035 keV (H-

like). We confirm the results of Reeves et al. (2009) that the He-like and H-like absorption

features have slightly but significantly different blueshift, at vout = 0.295 ± 0.005c (He-

like) and 0.310 ± 0.007c (H-like). The two absorption lines are constrained to have the

same intrinsic width, which is marginally resolved (σ = 0.048(< 0.096) keV). By con-
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Figure 5.1: Suzaku spectra (black points) fitted with the Gaussian emission and absorp-

tion model (red solid line). The lower panel shows the residuals in units of χ. The

spectra are shown in the rest frame of PDS 456.

trast, the emission line is extremely broad, with σ = 1.3+1.5
−0.6 keV and equivalent width

0.35+0.28
−0.28 keV. The power law continuum is quite steep at Γ = 2.34+0.10

−0.05, and this is a

good fit overall, with χ2/dof = 99.33/98. All parameters are listed in Table 5.2.

5.2.2 Physical absorption lines: kabs and Gaussian emission

To estimate physical parameters for the following Monte Carlo simulations of the disk

wind, we use a more physical absorption line model, where the column density is a fitting

parameter. The absorption line profile should be a combination of a Gaussian core, with

Lorentzian wings, with the ratio of these two components depending on the total optical

depth of the line transition. This profile is incorporated in the kabs model (Kotani et al.

2000 including Erratum in 2006), with the free parameters being the column density of

the ion, together with the temperature (equivalent to a turbulent velocity). We include

Fexxv (He-like) and Fexxvi (H-like) Kα and β, so have 4 absorption lines, but we note

that the Kβ lines are determined self consistently from the Kα line parameters so the fit

has the same number of free parameters as the fit with two lines.

This gives an equivalently good fit, with χ2/dof = 91.74/98. Again the He-like line

velocity is significantly smaller than the H-like, at 0.294+0.004
−0.004c compared to 0.310+0.007

−0.006c.

The derived line broadening temperature of ∼ 474 keV corresponds to a velocity width

σ = E0(2kT/[(mec2)(Amp/me)])1/2 = 0.029 keV i.e. a turbulent velocity of 1300 km s−1,

where A is an atomic mass.



Table 5.2: Spectral parameters of Gaussian emission and absorption model for the 2007

spectrum

Model Component Fit Parameter Value (90% error)

Powerlaw Γ 2.34+0.10
−0.05

F2−10 keV (10−12 erg s−1 cm−2) 3.77+0.07
−0.22

L2−10 keV (1044erg s−1) 3.52+0.07
−0.21

Fexxv vout 0.295+0.005
+0.005c

(6.6975 keV) σ (keV) 0.048(< 0.096)

EW (keV) 0.110+0.035
−0.028

Fexxvi vout 0.310+0.007
−0.007c

(6.9661 keV) σ tied to Fexxv

EW (keV) 0.094+0.025
−0.035

Emission LineE (keV) 6.74+0.47
−1.32

σ (keV) 1.27+1.48
−0.59

EW (keV) 0.35+0.28
−0.28

Fit statistics χ2/dof 93.33/98

Null probability 0.61

χ2/dof for 6.5–10.0 keV 13.90/20
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Fixing both ions to this mean turbulence gives a column density of Fexxv of 3.7+18.9
−2.1 ×

1018 and of Fexxvi of 3.0+8.1
−1.7 × 1018 cm−2. The ratio is the important factor in de-

termining the ionization state, and this gives H/He ∼ 0.8(< 3.0). It seems most

likely that H/He ≥ 1 as otherwise we would expect a significant column density in

Fexxiv and below, which would result in significant Kα absorption lines at lower ener-

gies which are not observed. Fixing H/He = 2 gives NH(He) = 2.2+4.9
−1.2 × 1018 cm−2 and

NH(H) = 4.3+9.9
−2.3 × 1018 cm−2. These two ion states give an equivalent H column density

is NH = (NFexxv + NFexxvi)/AFe = 2.2 × 1023 cm−2 assuming AFe = 3 × 10−5. This is

a lower limit as there can be a substantial fraction of material, which is fully ionized

(Fexxvii), which produces no absorption lines.

The strongest line (He-like Kα) is just saturated despite this large column density

as the line velocity width is large. Hence the required column density does not decrease

much with an increasing velocity. However, there is a limit to how high the turbulent

velocity can be as velocities larger than 6000 km/s (σ > 0.14 keV, kT > 10000 keV)

give lines, which are broader than observed. This forms a lower limit to the He-like and

H-like column densities of 1.8 and 2.5× 1018 cm−2, respectively. Decreasing the velocity

mean both Kα lines saturate, so the column density increases strongly. The lines are

marginally resolved in the data, but the profiles are heavily saturated at very low line

widths so the lines are broad despite the Doppler core being narrow. Thus there is no

formal lower limit to the velocity. However, the gas is highly ionized so is also heated to

the local Compton temperature which must be of order 106 K (kT ∼ 0.1 keV). This fixes

the upper limit to the column density in He and H-like ions of 220 and 270× 1018 cm−2.

This would be Compton thick, with NH > 1.6 × 1025 cm−2.

5.2.3 Absorption accompanied by emission: pcygx

In this section, we check if the very broad emission line obtained by the above analysis is

consistent with the absorption lines. We can estimate the maximum emission that could

be produced by the wind by using the P-Cygni profile code from Lamers, Cerruti-Sola

& Perinotto (1987), as incorporated into xspec by Done et al. (2007). This code was

designed to model O star winds, i.e. a spherically symetric, radial outflow. This clearly

differs from the diskwind geometry envisaged here, where the wind is not spherical and

the velocity structure includes rotation as well as radial outflow. However, it gives a

zeroth order estimate of the strength of emission, which might be produced.

The optical depth in each transition is parameterised as τ(w) = τtot(1 − w)α where

w(r) = v(r)/v∞ = w0 + (1 − w0)[1 − (rlaunch/r)]
β (5.1)
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Figure 5.2: Suzaku spectra (black points) fitted with kabs and Gaussian emission (red

line). The lower panel shows the residuals in units of χ. The spectra are shown in the

rest frame of PDS 456.

Table 5.3: Spectral parameters of kabs model for the 2007 spectrum

Model Component Fit Parameter Value (90% error)

Powerlaw Γ 2.32+0.06
−0.05

F2−10 keV (10−12 erg s−1 cm−2) 3.78+0.11
−0.12

L2−10 keV (1044 erg s−1) 3.53+0.10
−0.11

Fexxv vout 0.294+0.004
−0.004c

kT (keV) 474(< 10484)

Natom (1018) 3.7+18.9
−2.1

EW (keV) 0.122

Fexxvi vout 0.310+0.007
−0.006c

kT (keV) tied to Fexxv

Natom (1018) 3.0+8.1
−1.7

EW (keV) 0.097

Emission LineE (keV) 6.8+0.4
−0.6

σ (keV) 1.1+0.9
−0.9

EW (keV) 0.271+0.199
−0.182

Fit statistics χ2/dof 91.74/98

Null probability 0.66

χ2/dof for 6.5–10.0 keV 13.09/20
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Figure 5.3: Suzaku spectra (black points) fitted with pcygx (red line). The lower panel

shows the residuals in units of χ. The spectra are shown in the rest frame of PDS 456.

where w0 is the initial velocity of the material, β is a parameter determining the acceler-

ation, which is fixed at 1. This gives v∞ = 1.05(1.09)×105 km s−1 for He(H)-like, with a

very steep α ∼ −10 (tied between both ions) and so that most of the column density is

at v ∼ v∞. Hence most of the emission is also concentrated at a velocity of v ∼ v∞ but

is produced at all azimuths, so the projected velocity (which sets the red and blueshifts)

ranges from −v∞ → v∞ i.e. from 4.9-9.1 keV (He-like) and 5.1-9.5 keV (H-like).

The increase in χ2/dof from 91.7/98 in kabs to 102.2/101 in pcygx is significant

at less than 99% confidence as there are 3 fewer degree of freedom (the emission line

energy, width and intensity), so the F-statistic F = ∆χ2/∆dof becomes 10.5/3 = 3.5.

This shows that the observed broad emission is consistent with arising from the wind

rather than requiring a substantial contribution from reflection from the disk.

5.3 Comparison of the Monte Carlo simulations and

the 2007 spectra

5.3.1 Parameter choice

We translate the observational data above into appropriate simulation parameters. Firstly,

we assume a minimum turbulent velocity vturb,0 = 103 km s−1 (Reeves et al., 2009,

2014), and set v∞ = 0.3c (maximum velocity of H-like iron). This implies a launch

radius of Rmin = 20Rg for v∞ = vesc = c
√

2Rg/R. We assume that this extends to



Table 5.4: Spectral parameters of pcygx model for the 2007 spectrum

Model Component Fit Parameter Value (90% error)

Powerlaw Γ 2.37+0.04
−0.03

F2−10 keV (10−12 erg s−1 cm−2) 3.79+0.05
−0.05

L2−10 keV (1044 erg s−1) 3.54+0.05
−0.05

Fexxv vout 0.356+0.007
−0.006c

(6.6975 keV) τtot 0.018+6.577
−0.017

α −10.8+1.6
−0.2

Fexxvi vout 0.378+0.009
−0.009c

(6.9661 keV) τtot 0.010(< 2.544)

α tied to Fexxv

Fit statistics χ2/dof 102.24/101

Null probability 0.45

χ2/dof for 6.5–10.0 keV 15.36/23

Rmax = 1.5Rmin = 30Rg. We need the wind to be quite likely to intercept our line of

sight in order to see absorption, so we assumed Ω/4π = 0.15 (Tombesi et al., 2013).

We assume that the wind is radiation driven, so we can get some ideas of its polar

angle from the ratio of a luminosity from 20− 30Rg, which will vertically accelerate the

wind, to the luminosity from 6− 20Rg which pushes the wind sideways (see e.g. Risaliti

& Elvis 2010; Nomura et al. 2013). For a spin zero black hole accreting at L = LEdd we

find L(20 − 30Rg) = 0.64L(6 − 20Rg), giving a polar angle of ∼ 57◦. Hence we choose

to fill the solid angle in a bicone from 45 − 56.5◦ (Sim et al., 2010a,b).

Conservation of mass (Equation 4.8) means n(R) is proportional to 1/(vr(R)R2).

The total column density along the wind is
∫∞

R0
n(R)dR, so for fast acceleration, where

v(R) ∼ v∞ for all R then Ṁwind = 4πv∞mp(Ω/4π)1.23NHR0. The lower limit to the

total hydrogen column density (from the upper limit to the turbulent velocity) implies

NH = (NFexxv + NFexxvi + NFexxvii)/AFe > 1.5 × 1023 cm−2 so the absolute minimum

mass loss rate is Ṁwind ∼ 0.5 M⊙ yr−1 for Ω/4π = 0.15. Conversely, the upper limit

to the column density from the lowest velocity limit implies an upper limit to the mass

loss rate of ∼ 50 M⊙ yr−1, though it could be higher still if there is substantial material,

which is completely ionized and hence invisible. However, these larger column densities

have a very large optical depth to electron scattering (τT = 1 corresponds to NH =

1.5× 1024 cm−2 which corresponds to 5 M⊙ yr−1), at which point the wind becomes self

shielding, and radiative transfer within the wind would lead to low ionization species
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which are not seen. Increasing the mass loss rate increases the optical depth, to τ = 10

for 50 M⊙ yr−1. This would completely obscure the X-ray source along all directions,

which intercept the wind.

We can set an upper limit on the wind mass loss by the mass accretion rate. We

use the accretion disk code optxagnf (Done et al., 2012) with Galactic reddening of

0.48 (Simpson, 2005) and simulate an accretion disk spectrum for a black hole of mass

2 × 109 M⊙ yr−1 (Reeves et al., 2009). We match the observed B and V band fluxes

(Ojha et al., 2009) for L = 0.4LEdd for a spin 0 black hole, i.e. a bolometric luminosity

of ∼ 1047 ergs s−1 and mass accretion rate of Ṁ = 31 M⊙ yr−1. Alternatively, this gives

L = 2LEdd for a spin 0.998, corresponding to Lbol ∼ 5×1047 ergs s−1 and mass accretion

rate of Ṁ = 27 M⊙ yr−1. The lack of dependence of the derived mass accretion rate

on black hole spin is as expected, as spin only affects the disk structure on size scales

comparable to the last stable orbit, whereas the optical emission, which we use to derive

mass accretion rate is produced from further out in the disk. Clearly the maximum mass

loss rate is then equal to the mass input rate of 30 M⊙ yr−1, but we set a conservative

limit of 15 M⊙ yr−1, where we can lose up to half of the input mass accretion rate.

The density of the material is also determined by the opening angle of the wind with

n(R) ∝ Ṁwind/[R2v(R)(Ω/4π)] (Equation 4.8). A wider opening angle means that the

wind is more likely to intercept the line of sight, but also means that the same mass

loss rate is spread into a larger volume, so this has lower density. This determines the

ionization parameter ξ = L/(nR2) ∝ v(R)(Ω/4π)/Ṁwind, which controls the ratio of

H-like to H-like ion column density. The fact that the data (weakly) require He-like and

H-like to have different velocities implies that the ionization is not constant in the wind

as might be expected if all the absorption is produced after the wind has been accelerated

to its terminal velocity (so v = v∞ and is constant). This shows that it is feasible to use

observational data to constrain the wind acceleration.

As a summary, we listed the chosen parameters for the simulation of the wind in

PDS 456 in Tab. 5.5. Here, the parameters with same values as the sample model

simulated in section 4.5 are not written in this table. The outer boundary of the wind

geometry 5× 1018 cm is selected to be much larger than an inner radius Rmin = 20Rg ≃
5.9× 1015 cm so that the density at the outer boundary is negligible compared with that

at Rmin. Although the photon index Γ = 2.5 seems to be larger than the observed value,

there are no big change (log ξ decreases by 10–20%) even if we use Γ = 2.2.

We show results for Ṁ = 10 M⊙ yr−1. We calculate the ionization using the measured

2–10 keV X-ray luminosity of 4 × 1044 ergs s−1. The results for this for a series of

inclination angles through the wind are shown in Fig. 5.4. The lines clearly increase in

both equivalent width and intrinsic width at higher inclinations, and the ratio of H-like



Table 5.5: Model parameters for monaco simulations of PDS 456.
Parameters Values

Black hole mass 2 × 109 M⊙

X-ray (2–10 keV) luminosity 1044 erg s−1

Photon index 2.5

Inner launch radius rmin 20Rg

Terminal velocity 0.3c

Turbulent velocity vt 1000 km s−1

Mass outflow rate Ṁwind 10 M⊙ yr−1

Outer radius of the wind 5 × 1018 cm

to He-like iron decreases.

Fig. 5.5 shows the ionization structure of the wind, with the lines of sight marked on

it. At larger radii, the product of the density and the radius squared (nR2) is almost

constant according to Eq. 4.8, due to the saturated velocity. Therefore the H/He ratio

shows a slight decrease, which is caused by the decrease of the luminosity due to the

wind absorption. On the other hand, since the wind is still accelerating at the smaller

radii, there is more He-like than H-like iron (see also Sim et al., 2008). As shown in

the figure, the high inclination line of sight includes material at smaller radii, where the

wind is denser and less ionized. This gives the increase in equivalent width and more

He-like than H-like iron.

5.3.2 Absorption lines

In order to constrain the parameters efficiently, we first focus on only the absorption lines,

which are more sensitive to the model parameters than the emission lines. The condition

of the simulation adopted above is close to the largest feasible mass outflow rate, so

is close to the lowest possible ionization for the observed 2-10 keV X-ray luminosity of

4×1044 ergs s−1 for the assumed launch radius of 20−30Rg and solid angle Ω/4π = 0.15.

However, it is remarkably difficult to reproduce the observed absorption line equivalent

and intrinsic widths from this, irrespective of the velocity law chosen, as the material is

very highly ionized (so produces a weak He-like line) except at high inclination angles.

But at these high inclination angles, the line of sight intercepts a large range of velocities,

so the lines are broad and blend into each other rather than producing the two narrow

lines seen in the data. Also, material at high inclination is somewhat shielded from the

ionizing luminosity by the rest of the wind. Hence it has lower ionization state, so at large

inclinations, the He-like ion is produced preferentially at larger radii than the H-like ion,
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Figure 5.4: monaco spectra with L = 4 × 1044 erg s−1, Ṁ = 10 M⊙, v0 = vturb =

1000 km s−1, β = 1 and Rmin = 20Rg. The direct component and reprocessed component

are plotted in red and blue respectively. The total spectrum is plotted in black. Y-axis

is normalized to the input powerlaw spectrum.
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Figure 5.5: Ratio of H-like to He-like iron through the wind, together with the lines of

sight for θincl = 46◦, 50◦, 54◦ and 70◦ for the same simulation as in Fig. 5.4, labeled with

the total column density along that line of sight. Higher inclination samples material at

smaller radii, where it is still accelerating so the density is higher hence the abundance

of He-like iron is higher.
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Figure 5.6: Top : Suzaku data and monaco spectrum with L = 4 × 1044 erg s−1,

Ṁ = 10 M⊙ yr−1, v0 = vturb = 1000 km s−1, β = 1 and Rmin = 20Rg. Best fit

parameters are z = 0.165 ± 0.007 (v ≃ 0.315c), θincl = 49.0 ± 0.9◦ and Γ = 2.35(fix).

Fit statistic is χ2/dof = 32.32/27. Bottom : Same figure as the left panel except with

L = 1 × 1044 erg s−1. Best fit parameters are z = 0.174 ± 0.005 (v ≃ 0.308c), θincl =

47.1 ± 0.4◦ and Γ = 2.35(fix). Fit statistic is χ2/dof = 21.48/27. All spectra are shown

in the rest frame of PDS 456.
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giving the He-like line a higher outflow velocity than the H-like, contrary to observations.

Thus both the narrow line width and the slightly higher velocity in H-like than He-like

imply that the inclination angle through the wind is not too high, but low inclination

angles through the wind are too highly ionized, producing too small an equivalent width

of He-like Fe for low inclination angles through the wind, and too broad lines for higher

inclination angles.

We show this by fitting the monaco model to the 6.5-10 keV data. We tabulate the

model as multiplicative factors, and apply these to a power law continuum with Galactic

absorption. The monaco model has two free parameters of redshift z and inclination

angle θincl. We allowed redshift to be free rather than fixing it to the cosmological

redshift of z = 0.184 as this allows us to fit for a slightly different wind velocity than

is included in the simulation. The 6.5–10 keV spectrum is used in order to concentrate

on the absorption lines. The best fit, shown in the left panel of Figure 5.6, is not very

good, with χ2/dof = 32/27 in the 6.5–10 keV range. This is significantly worse than the

phenomenological fits in Table 5.2, 5.3, 5.4. It is clear from the left panel of Figure 5.6

that the ionization state of this model is much higher than in the data.

Changing the velocity law does not substantially change this conclusion. A much

higher initial velocity v0 = 0.15c gives a slightly better fit as this means that the higher

inclination lines of sight through the wind intercept a smaller range of the velocity, so

the lines are narrower. Similarly, decreasing β also gives a more homogeneous velocity

structure as then most of the acceleration happens very close to the disk. Full results for

these two cases are shown in the Appendix, but none of these give a particularly good

fit to the data, with χ2/dof > 33/27 for the 6.5-10 keV bandpass.

Increasing the distance at which the wind is launched gives a lower ionization parame-

ter. The UV line driven disk wind models of Risaliti & Elvis (2010) have v∞/v(R0)esc ∼ a

few, at which point the wind could be launched at Rmin ∼ 50Rg. However, the ratio

of accretion power at this point to the total accretion power is small, so such a wind

would be expected to be more equatorial if it is driven by radiation as the ratio of the

luminosity under the wind pushing it up L(50 − 75Rg) is much smaller compared to

L(6 − 50Rg) which is the radiation from the inner disk pushing it outwards.

We cannot reduce the ionization by shielding the gas, as we observe Lx = 4 ×
1044 ergs s−1 on our line of sight through the wind, so the wind also should see this

luminosity. However, the outflow velocity is high enough that the X-ray luminosity as

seen in the rest frame of the wind is substantially reduced by Doppler de-boosting, so

that Lobs = Lxδ3+α ≈ 0.25Lx where δ = [γ(1 − β cos θ)]−1 ≈ 0.73 (see Appendix A3 of

Schurch & Done 2007). Thus the ionizing luminosity as seen by the wind varies from

4−1×1044, depending on the velocity of the wind. Since the data show that the majority
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Figure 5.7: Dependence on the ionizing luminosity. The grey, magenta and cyan lines

show the fiducial parameter simulation with L = 4 × 1044 erg s−1, Ṁ = 10 M⊙ yr−1,

while the black, red and blue curves show the same parameters except with an ionizing

luminosity L = 1 × 1044 erg s−1.

of the absorption takes place at v ∼ v∞, we use an ionizing luminosity of 1044 ergs s−1.

We re-simulate the wind over a range of parameters with this ionizing luminosity.

The full simulation results are shown in Fig. 5.7 and Fig. 5.8, showing clearly that the

ionization state is lower, as expected.

We fit this model to the data, with the best fit shown in the right panel of Fig. 5.6.

This is a better fit, as expected, with fit statistic of 21.5/27, which is not significantly

different to the phenomenological fits in Table 5.2, 5.3, 5.4. We also simulated with

Ṁ = 15 M⊙ yr−1, 8 M⊙ yr−1, 3 M⊙ yr−1, 1 M⊙ yr−1. Although 15 M⊙ yr−1 and

8 M⊙ yr−1 give comparably good fits, lower wind outflow rates give increasingly poor

fits (χ2 = 28 and 51 respectively) as the absorption lines become too weak.

By interpolating the values of χ2, the 90% confidence intervals of the mass outflow

rate Ṁwind and the terminal velocity v∞ are estimated to be Ṁwind > 6.7 M⊙ yr−1 and

v∞ = 0.308+0.008
−0.010c. We should note that these values are conservative because we assume

the best fit value of the mass outflow rate is 10 M⊙ yr−1. The value of χ2 at the true

minimum can be smaller than that at Ṁwind = 10 M⊙ yr−1.
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Figure 5.8: Ratio of H-like to He-like iron through the wind, together with the lines of

sight for θincl = 46◦, 50◦, 54◦ and 70◦ for the same simulation as in Fig. 5.7, labeled with

the total column density along that line of sight. H-like ion is smaller than Fig. 5.5.
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Figure 5.9: Suzaku data and monaco spectrum in 2-10 keV band with L = 1 ×
1044 erg s−1, Ṁ = 10 M⊙ yr−1, v0 = vturb = 1000 km s−1, β = 1 and Rmin = 20Rg.

Best fit parameters are θincl = 47.3 ± 0.4◦ and Γ = 2.33 ± 0.01, and the redshift is fixed

at z = 0.174 (v ≃ 0.308c). Fit statistic is χ2/dof = 106.49/105.



5.3.3 Emission lines from the wind

We now compare the emission lines of the monaco spectrum and the observed spectrum,

by re-simulating the best monaco fit to the absorption lines shown in the right panel

of Fig 5.6 over an extended energy grid from 2–200 keV. Fig 5.9 shows the best fit

comparison of this simulation with the 2–10 keV Suzaku data, where the monaco data

are again incorporated as a multiplicative model. The fit parameters are power law

index and normalization, and the redshift is fixed at z = 0.174 (v∞ ≃ 0.308c). This gives

χ2/dof = 106.5/105, which is not significantly worse than the phenomenological fits in

Table 5.2, 5.3, 5.4 due to the smaller number of free parameters. For example, the model

using kabs absorption lines with a broad Gaussian emission line has χ2/dof = 91.7/98,

a difference of ∆χ2 = 15 for 7 additional degrees of freedom. This gives F = 15/7 which

is 2.1, which is only better at 96% confidence.

Unlike absorption, the line is emitted from the wind at all azimuths, and at all radii.

Where the wind has already reached its terminal velocity, it has also expanded enough

that its azimuthal velocity is small compared to its radial outflow velocity. Thus the

projected velocity in our line of sight ranges from −v∞ (θ = 0, along our line of sight as

we look through the wind) to −v∞ cos(θincl +θmax) ∼ −v∞ cos 2θ0 giving a corresponding

line energy of 6.04–9.13 keV for the 6.7 keV line while the 6.95 keV H-like extends from

6.26-9.47 keV for this simulation.

Thus the maximum red extension of the emission line can give direct information on

the opening angle of the wind. However, this is difficult to measure as the line is very

broad, and the discussion above neglects the emission from the wind at small radii where

the initially Keplarian azimuthal velocity is important. This line emission from small

radii could have a larger projected velocity with −vφ0 cos(θincl+90◦) ≃ (v∞/
√

2) sin(θincl)

at maximum, giving a red extension at ∼ 5.7 keV for the He-like line. Our model shows

that the red wing extends down to 6.0–6.3 keV (Fig 5.9). This would be better matched

to the data if it happened at 6.5–6.7 keV, so we experiment with different θmin but keep

the same solid angle of the wind. We get better fit for a wind with θmin = 35◦ (Fig 5.10).

5.3.4 Emission lines from the wind and reflection from the disk

While the wind produces broadened emission lines from the H- and He-like material in

the wind, the disk should also contribute to the emission via reflection. In our geometry,

the disk still exists from 20Rg down to the innermost stable circular orbit. Hence we

include neutral reflection (pexmon) from this inner disk, with relativistic blurring from

kdblur with outer radius fixed at 20Rg, inner radius fixed at 6Rg and emissivity fixed

at 3. We assume that the inclination angle for both pexmon and kdblur is tied to
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inclination angle of the wind model. We obtained fit statistics of 103.62, 105.69, 103.91,

107.93 and 111.16, with reflection fractions of 1 × 10−3, 0.15, 0.27, 0.30 and 0.35 for

respective values of θmin = 35, 45, 55, 65, 75◦. We show the fit with θmin = 55◦ as this

allows a contribution from the inner disk reflection, as expected. The spectrum is shown

in the right panel of Fig. 5.10.

5.4 Study of variability in absorption lines

In this section, we study the variability of the absorption lines in the PDS 456 spectra,

by applying our monaco models to the Suzaku data observed on 2011 March 16, 2013

February 21, 2013 March 3 and 2013 March 8 (Table 5.1). Hereafter, we refer to the data

as 2011, 2013a, 2013b and 2013c respectively. The data were processed and grouped in

the same way as the 2007 data. The total net exposure times are 125.5 ks, 182.3 ks,

164.8 ks and 108.3 ks respectively.

Figure 5.11 shows the fluxed spectra of all Suzaku observations. The spectra show a

large variability in both the continuum shape and Fe absorption lines. At first sight this

variability appears correlated, with strongest absorption lines in the hardest spectra. We

first assess the extent of the correlation of the absorption with spectral shape using the

kabs model, and then fit using the monaco spectra.

5.4.1 Variability in continuum spectra and absorption lines

First, we characterize the observed spectral variability. Here, we assume that the intrinsic

spectral shape is same as the 2007 observation, and only additional absorption makes

spectral difference. Hence we model the continuum spectra by a powerlaw model with

photon index Γ = 2.35 and an ionized partial covering absorber zxipcf. Additional Fe

absorption lines are modeled with kabs models. The best fit parameters are listed in

Table 5.6 and the spectra are shown in Fig. 5.12.

While the absorption lines are indeed strongest in one of the spectra with the strongest

low energy absorption (2013c, cyan in Fig. 5.11) there is not a one-to-one correlation.

The equivalent widths of absorption lines vary by more than a factor of 2 in 2013 data,

while the continuum absorption is rather similar (2013a, b and c i.e. green blue and cyan

in Fig. 5.11). Conversely, the absorption line equivalent width in 2013a (green in Fig.

5.11) is significantly less than that in the 2007 (unabsorbed) data. Thus the continuum

shape change is not directly correlated with the wind, and is hence is unlikely to arise

from a decrease in the ionization state of the entire wind structure. Instead, it more

probably represents an additional absorbing cloud along the line of sight.
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Figure 5.10: Top : Suzaku data and monaco spectrum in 2-10 keV band with L =

1 × 1044 erg s−1, Ṁ = 10 M⊙ yr−1, v0 = vturb = 1000 km s−1, β = 1, Rmin = 20Rg

and θmin = 35◦. Best fit parameters are θincl = 37.4 ± 0.4◦, Γ = 2.30 ± 0.01, and the

redshift is fixed at z = 0.174 (v ≃ 0.308c). Fit statistic is χ2/dof = 103.62/105. Bottom :

Suzaku data and monaco spectrum with blurred disk reflection (black dotted line at the

bottom of the spectrum) in 2-10 keV band with L = 1× 1044 erg s−1, Ṁ = 10 M⊙ yr−1,

v0 = vturb = 1000 km s−1, β = 1, Rmin = 20Rg and θmin = 55◦. Best fit parameters are

θincl = 56.8 ± 0.3◦, Γ = 2.40 ± 0.04 and reflection fraction R ≃ 0.27, and the redshift is

fixed at z = 0.174 (v ≃ 0.308c). Fit statistic is χ2/dof = 103.91/104. We changed the

y-axis scale to show the reflected spectrum. All spectra are shown in the rest frame of

PDS 456.
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Figure 5.11: Suzaku XIS FI spectra from 2007 (black), 2011 (red), 2013a (green), 2013b

(blue) and 2013c (cyan), unfolded against Γ = 2 powerlaw. All spectra are shown in the

rest frame of PDS 456.

This cloud could be either be between the continuum source and the wind i.e. the

wind also sees the same change in illuminating spectrum as we do, or it could be be-

tween the wind and us, in which case the wind sees the original, unabsorbed ionizing

continuum. We use xstar to see if the data can distinguish between these two absorber

locations. However, the observed H–like to He–like ratio is mainly determined by hard

X-ray illumination, and this is not dramatically changed by the absorber. Hence the

current data are not able to locate the additional absorption, and so we assume that it

is outside of the wind, and that the wind sees the unobscured continuum.

We note that similar, long lived, external absorption is clearly seen in NGC 5548

(Kaastra et al., 2014), though this is typically much lower ionization with log ξ ∼ −0.5

compared to the log ξ ∼ 2 required by the 2013 data. This higher ionization is caused by

Kα (∼ 6.4 keV) and Kβ (∼ 7.1 keV) absorption lines from moderately ionized Fe ions,

which are (marginally) seen in our data (see Fig.5.12).
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Figure 5.12: Suzaku spectra (black points) of PDS 456 fitted with

kabs*zxipcf*(powerlaw+gauss) (red line). From top left, the spectra of

2011, 2013a, 2013b and 2013c are plotted. The continuum spectra are modeled by

the power law with the ionized partial covering absorber zxipcf. The additional Fe

absorption lines and the Fe emission line are modeled with the kabs model and a

Gaussian.
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Table 5.6: Spectral parameters for all Suzaku observations

Model Component Fit Parameter Value (90% error)

2011 2013a 2013b 2013c

Partial covering absorber NH (1022 cm−2) 1.33+7.83
−1.03 23.27+5.90

−7.00 13.67+2.80
−3.70 10.90+2.47

−5.62

log ξ −0.74(< 2.35) 2.35+0.16
−0.20 2.01+0.17

−0.70 1.92+0.26
−0.59

fcov 0.78(> 0.33) 0.87+0.12
−0.08 1.00(> 0.90) 0.89(> 0.84)

Powerlaw Γ 2.35 (fix)

F2−10 keV (10−12 erg s−1 cm−2) 3.14+0.36
−0.47 3.27+0.43

−0.21 2.45+0.16
−0.19 2.21+0.30

−0.49

L2−10 keV (1044 erg s−1) 2.93+0.34
−0.44 3.06+0.40

−0.20 2.29+0.15
−0.18 2.07+0.28

−0.46

Fexxv Heα vout 0.248+0.007
−0.007c 0.224+0.035

−0.019c 0.250+0.009
−0.009c 0.223+0.014

−0.021c

kT (keV) 474 (fix) 474 (fix) 2391(< 46431) 11503(< 38843)

Natom (1018) 2.33+7.00
−1.47 1.01(< 2.02) 2.48+3.48

−1.31 2.08(< 6.42)

EW (keV) 0.088 0.057 0.135 0.125

Fexxvi Lyα vout tied to Fexxv

kT (keV) tied to Fexxv

Natom (1018) 6.19+24.14
−4.25 0.59(< 3.72) 4.00+21.09

−2.96 11.98(< 20.41)

EW (keV) 0.101 0.025 0.126 0.232

Emission LineE (keV) 6.35+0.57
−1.29 7.54+0.24

−0.22 7.49+0.20
−0.18 7.08+0.47

−0.82

σ (keV) 1.43+1.15
−0.53 0.87+0.27

−0.23 0.82+0.29
−0.20 1.19+1.00

−0.52

EW (keV) 0.605(< 1.152) 0.667+0.423
−0.218 0.762+0.320

−0.234 0.734+0.757
−0.709

Fit statistics χ2/dof 82.85/90 80.72/95 87.35/88 85.40/82

Null probability 0.69 0.85 0.50 0.38

χ2/dof for 6.5–10.0 keV 19.81/13 12.84/18 13.02/11 2.26/5



5.4.2 Modeling the variability with monaco

In order to determine the simulation parameters, we compared the 6.5–10.0 keV spectra

of the observations between 2011 and 2013 with the model with L = 1 × 1044 erg s−1,

v∞ = 0.3c, v0 = vturb = 1000 km s−1, β = 1 and Rmin = 20Rg. We optimize 3 parameters

of the mass outflow rate Ṁwind, the inclination angle θincl and the wind velocity v∞. Since

v∞ works like a redshift z for absorption lines, we use z instead of v∞. We simulate 4

grids of mass outflow rates, 15, 10, 8 and 3 M⊙ yr−1. The geometrical parameter θmin is

fixed at 45◦ because it does not have a large effect on the absorption line features.

As the results, the mass outflow rates are constrained to be Ṁwind = 7 (> 4.6), 8

(> 3.6), 7 (> 6.3) and 9 (> 6.5) M⊙ yr−1, respectively for 2011, 2013a, 2013b and

2013c observations. The best fit values of redshift are z = 0.232, 0.267, 0.218 and

0.238 respectively, which correspond to v = 0.263+0.017
−0.011c, 0.237c (< 0.260c), 0.273+0.017

−0.015c

and 0.259+0.025
−0.014c. Here, the obtained values of mass outflow rate are corrected by the

terminal velocity because the terminal velocity is assumed to be 0.3c in the simulations.

According to Eq. 4.8, the mass outflow rate Ṁwind is proportional to the density n

and the outflow velocity v as Ṁwind ∝ nv. Since the density determines the ionization

structure and the absorption column density, the density in the simulation nsim has to

be equal to that in the observed spectra nobs. Thus, the corrected mass outflow rate is

Ṁobs ≃ Ṁsimvobs/vsim. Since all the observed spectra can be reproduced with the mass

outflow rate of Ṁwind = 8 M⊙ yr−1, the mass outflow rate is fixed at this value in the

following analysis.

All the observed spectra in the wide energy range of 2–10 keV are fitted by the model

with a fixed mass outflow rate of Ṁwind = 8 M⊙ yr−1. The model spectra are simulated

for various values of the terminal velocity v∞ and the outflowing angle θmin, namely

v∞ = 0.22, 0.24, 0.26, 0.28, 0.30, 0.31, 0.32c and θmin = 36, 38, 40, 42, 44, 45, 46◦. In

this fitting, the inclination angle θincl is fixed at 48◦, which is the best fit value for the

2007 spectrum.

As the results, both parameters are well constrained, and significantly variable.

Fig. 5.13 shows the obtained contours of the outflowing angle and the terminal velocity

for all the observations. The contours plotted in red, green and cyan correspond to 68%,

90% and 99% confidence levels, respectively. While the outflowing angles for 2007, 2011

and 2013a are around ∼ 45◦, those for 2013b and 2013c are significantly smaller values

around ∼ 40◦. The terminal velocity is also variable from ∼ 0.24c to ∼ 0.31c.

With these best fit parameters, the observed spectra are successfully reproduced by

the simulated spectral model as shown in Fig. 5.14. The parameters and fit statistics

are listed in Tab. 5.7. When the outflowing angle θmin is close to the inclination angle
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θincl, the line of sight crosses only the fast and less dense materials at the outer part of

the wind. Therefore, the model spectra for 2007, 2011 and 2013a show relatively narrow

and shallow absorption lines. On the other hands, since the slow and dense materials are

also observed for the wind with smaller outflowing angles, the model spectra for 2013b

and 2013c show broad and deep absorption lines.
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Figure 5.13: Contour plots of the wind outflowing angle θmin and the terminal velocity v∞/c for all the observations (2007,

2011, 2013a, 2013b and 2013c). The contours shown in red, green and cyan represent confidence levels of 68% (≃1σ), 90%

and 99%, respectively.
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Table 5.7: monaco parameters for all Suzaku observations

Parameter Value

2007 2011 2013a 2013b 2013c

monaco wind Ṁwind (M⊙ yr−1) 8 (fix)

v∞ 0.31+0.004
−0.008c 0.26+0.017

−0.005c 0.24c (< 0.254c) 0.28+0.007
−0.008c 0.26+0.007

−0.005c

θmin 45◦ (> 44.2◦) 45◦+0.9
−1.5

◦ 46◦ (> 45.4◦) 40◦+2.7
−1.4

◦ 38◦+2.7
−2.0

◦

θincl 48◦ (fix)

Continuum NH (1022 cm−2) — 4.0+13.8
−1.7 5.6+5.1

−1.5 5.1+1.2
−1.1 10.0+5.4

−5.4

log ξ — −0.46(< 2.20) −0.55(< 0.16) −0.85(< −0.33) 0.28(< 1.66)

fcov — 0.56+0.09
−0.14 0.79+0.04

−0.09 0.91+0.07
−0.07 0.750.09

−0.04

Γ 2.35 (fix)

Fit statistics χ2/dof 127.9/107 89.7/96 103.2/101 106.6/95 88.5/89

Null probability 0.08 0.66 0.42 0.20 0.50

χ2/dof for 6.5–10.0 keV 23.2/29 24.3/19 22.0/24 21.3/18 3.58/12
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Figure 5.14: The best fit monaco spectra (red line) with Ṁwind = 8 M⊙ yr−1 and Suzaku spectra (black points) for 2011,

2013a, 2013b and 2013c. The lower panel shows the residuals in units of χ. All spectra are shown in the rest frame of PDS 456.
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5.5 Summary

We have reproduced the spectra of PDS 456 observed in 2007 by Suzaku with our

monaco simulation. The obtained wind parameters are θincl − θmin ∼ 2◦, v∞/c ≃ 0.31

and Ṁwind/ṀEdd ∼ 0.13. Also, by comparing the observed emission line structure with

our simulations, the inner angle of the wind is found to be ∼ 35◦. If the disk reflection

component is dominant in the emission line structure, it is ∼ 55◦.

We applied our model to the other observations of PDS 456 by Suzaku, and success-

fully reproduced all the observations by keeping most of the fundamental parameters

constant except for the wind velocity and the relative angle between the line of sight and

wind direction. This result indicates that the variability in the wind spectra is explained

by the change of the outflowing angle of the wind.





Chapter 6

Analysis of APM 08279+5255

In order to check if the spectral variability of the other AGN can also be explained by the

change of the outflowing angle of the wind, we analyze APM 08279+5255 in this chapter.

APM 08279+5255 is a gravitationally lensed, high redshift (z = 3.91) quasar, so that

blueshifted H/He-like Fe lines are seen at ∼ 2 keV. At such an energy, the sensitivities

of current instruments are better than those obtained at the energy where absorption

lines of UFOs at low redshift are observed (∼ 8 keV). This enables us to detect the

UFO signatures even in the relatively faint quasar APM 08279+5255, whose X-ray flux

is roughly one order of magnitude lower than PDS 456.

6.1 Observational data

APM 08279+5255 has been observed by Chandra, XMM-Newton and Suzaku. Around

2 keV, Suzaku response is uncertain, and its sensitivity is worse than XMM-Newton.

Therefore, we use the XMM-Newton data. XMM-Newton has observed APM 08279+5255

4 times between 2001 and 2007, which are listed in Tab. 6.1.

We processed EPIC-pn and -MOS data and removed dead and hot pixels by using SAS

Table 6.1: XMM-Newton observations of APM 08279+5255

Obs ID Start Date Net exposure (ks)

MOS1/MOS2/PN

0092800101 2001-10-30 16.7/16.7/12.3

0092800201 2002-04-28 76.4/77.2/63.2

0502220201 2007-10-06 68.0/68.6/39.3

0502220301 2007-10-22 75.8/75.8/57.9

91



tasks epproc and emproc (SAS v.13.5.0) respectively. Time intervals when background

rates of PATTERN = 0 events at energy > 10 keV are higher than 0.35 counts s−1 for

MOS and 0.4 counts s−1 for pn camera were removed. Only events with PATTERN ≤ 12

for MOS and PATTERN ≤ 4 for pn were considered in the spectral analysis. The total

net exposure times are listed in Tab. 6.1. Spectra were extracted from circular regions of

64′′ diameter, while background spectra were extracted from circular regions of the same

diameter for pn and annular regions from 100′′ to 300′′ diameter for MOS in the same

chip as the source regions. We generated the corresponding response matrix (RMF) and

auxiliary response (ARF) files by utilizing rmfgen and arfgen. The spectra were then

grouped by using specgroup to obtain minimum 40 counts in each bin.

In order to see the absorption features reported by Hasinger, Schartel & Komossa

(2002) and Chartas et al. (2009), we fit the pn spectra of each observation with a sim-

ple power law model multiplied by Galactic absorption and additional absorption in

APM 08279+5255 rest frame. As shown in Fig. 6.1, in all spectra, an absorption line at

∼ 8 keV and edge-like feature above ∼ 8–9 keV can be seen. The parameters for the

continuum spectra are not variable, with photon index of Γ = 1.92 ± 0.04, 1.92 ± 0.02,

2.08 ± 0.02, 2.16 ± 0.02, and absorption column density of NH = 4.8 ± 0.5, 5.1 ± 0.2,

4.7±0.2, 5.3±0.2 cm−2. The fit statistics are not good with χ2
ν = 1.3–1.5, indicating the

clear existence of the absorption structures of UFOs. Below, we use the spectra observed

in 2002 because of their long exposure.

6.2 Comparison of the Monte Carlo simulations and

the 2002 spectra

Before studying the spectral variability of APM 08279+5255, we optimize the model

parameters by comparing the Monte Carlo simulations and the 2002 spectra, whose

exposure time is the longest in the XMM-Newton data of this source.

6.2.1 Parameter choice

The black hole mass and the luminosity of APM 08279+5255 have large uncertainties

due to a magnification factor µ of gravitational lensing. Riechers et al. (2009) estimated

the black hole mass as MBH = 9.0×1010µ−1 M⊙ from the spectrum by Irwin et al. (1998)

by using a relation between the FWHM of C iv λ1549, the rest frame UV continuum

luminosity at 1350Å and the black hole mass (Vestergaard & Peterson, 2006). However,

compared with the bolometric luminosity Lbol = 2.7 × 1049µ−1 erg s−1 (Irwin et al.,
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Figure 6.1: XMM-Newton spectra (black points) fitted with an absorbed power law

model (red lines). The lower panels show the residuals in units of χ.



1998; Riechers et al., 2009), the Eddington ratio would exceed unity, Lbol/LEdd ≃ 2. On

the other hand, Saez, Chartas & Brandt (2009); Chartas et al. (2009); Saez & Chartas

(2011) use a different value estimated by a relation between Eddington ratio Lbol/LEdd

and X-ray photon index Γ (Wang, Watarai & Mineshige, 2004; Shemmer et al., 2006,

2008). The X-ray photon index of this source ∼ 2.0 indicates a moderate Eddington

ratio Lbol/LEdd ≃ 0.2–0.3, which leads to the black hole mass of MBH ∼ 1012µ−1 M⊙. In

this thesis, we use this value as the black hole mass because it does not require super

Eddington accretion.

The value of magnification factor is still very controversial. Although some papers

report strong magnification with µ ∼ 100(Egami et al., 2000; Weiß et al., 2007; Krips

et al., 2007), others claim smaller values µ ∼ 2–10 (Lewis et al., 2002; Solomon &

Vanden Bout, 2005; Riechers et al., 2009). However, the value of the magnification

factor is not so important because our simulations do not depend on it. If we write

the mass outflow rate Ṁwind in units of Eddington accretion rate, the black hole mass

MBH and the luminosity L are proportional to the magnification factor µ. Therefore,

two parameters controlling the observed spectra, namely ξ = L/nR2 ∝ L/Ṁwind and

NH = nR ∝ Ṁwind/R, are independent from µ. Here, we assume the geometry is fixed

and the equation of mass conservation Ṁwind ∝ nR2. In the following sections, we adopt

the stronger magnification factor µ = 100 to simulate spectra, but the results do not

change if we use different magnification.

In order to determine the other monaco parameters such as the terminal velocity

and the mass outflow rate, we fit the APM 08279+5255 spectra by the monaco model

constructed for PDS 456. Since the APM 08279+5255 spectra do not show simple

absorption lines but a complex feature seemingly composed of the absorption lines and

edge, we do not use the simple models like Gaussian absorption lines but use the monaco

spectra. Although many parameters such as the black hole mass, the intrinsic source

spectrum and its luminosity are not appropriate for this source, this exercise is very

useful to roughly estimate the terminal velocity, mass outflow rate and inclination angle.

As for the results, the model with lower mass outflow rate Ṁwind = 3 M⊙ yr−1 gives a

good fit with χ2
ν = 195.8/208, while the other values of Ṁwind give worse fit statistics of

χ2 = 244.5 and 271.0 for Ṁwind = 1 and 8, respectively. Here, in all models, the terminal

velocity is fixed at v∞ = 0.3c. The best fit value of inclination angle is higher than that

for PDS 456 because APM 08279+5255 spectra show broader absorption lines and a

strong edge structure. This is because we observe materials with a variety of velocities

in the wind at a higher inclination. Therefore, we use Ṁwind/ṀEdd = 0.04 and v∞ = 0.3c

as fiducial parameters. Fig. 6.2 shows a best fit monaco model for PDS 456.

The absorption column density of each ion depends on the ionization structure. The
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Figure 6.2: XMM-Newton spectra of APM 08279+5255 fitted with the monaco model

used for PDS 456. The spectra obtained by the MOS detectors and their models are

plotted in red and green, respectively. The data points and the line shown in black are the

data and model for the pn camera. The mass outflow rate is lower (Ṁwind = 3 M⊙ yr−1)

and the inclination angle is higher (θincl = 68.9◦) compared with the best fit values for

PDS 456.

continuum spectra can be reproduced by a power law with a flat photon index Γ ≃ 2.0

and a magnified luminosity L ≃ 5 × 1046 erg s−1, absorbed by an neutral material

with column density NH ≃ 5 × 1022 cm−2. Because the spectra of this source are hard

compared with PDS 456 (Γ = 2.3–2.4), the wind is more ionized. Therefore, we need

a larger mass outflow rate for APM 08279+5255. Actually, with Ṁwind/ṀEdd = 0.04,

i.e. Ṁwind = 0.15 M⊙ yr−1, H- and He-like Fe ions are only ∼ 5% of total Fe atoms.

From above, we adopt Ṁwind = 50 M⊙ yr−1 instead of 15 M⊙ yr−1. As a summary of

the above, all the fiducial parameters are listed in Tab. 6.2.

Table 6.2: Parameters for APM 08279+5255

Parameter Value

MBH 1010 M⊙

L2−10 5 × 1044 erg s−1

Γ 2.0

v∞ 0.3c

Rmin 20Rg

Ṁwind 50 M⊙ yr−1
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Figure 6.3: Spectra and best fit model with v∞ = 0.3c, Ṁwind = 50 M⊙ yr−1. Left: pn

(black), MOS1 (red) and MOS2 (green) spectra and model. Right: pn zoom-in spectrum

and model.

6.2.2 Parameter constraints of the 2002 spectrum

We compare the observed spectra with the monaco spectrum with the fiducial parameter

set. This gives a good fit with χ2
ν = 208.6/208, and θincl = 71.0+2.6

−3.5
◦
. However, as

shown in Fig. 6.3, both the emission line and the absorption features are smaller in

the model spectra. To improve the spectral model, there are two different approaches

such as increasing the mass out flow rate or the terminal velocity. The former is easy

to understand because the more massive outflow makes more absorption and emissions.

Increasing the terminal velocity makes the inclination angle higher in order to fit the line

center of the absorption line to the observed spectra. Then, since we observe the slower

and denser materials at higher inclination angle, the absorption features and emission

lines get larger.

We run the monaco simulations with v∞ = 0.3c, 0.4c, 0.5c, 0.6c and Ṁwind = 50,

70, 100 M⊙ yr−1. The inner radii of the wind are changed with the values of v∞. By

keeping the relation of vesc(Rmin) ∼ v∞ roughly, we adopt Rmin = 20, 10, 8 and 6Rg for

v∞ = 0.3c, 0.4c, 0.5c and 0.6c, respectively. As results, we obtain the best fit statistics

of χ2
ν = 175.7/208 with v∞ = 0.3c and Ṁwind = 70 M⊙ yr−1. At the best fit parameters,

the inclination angle is 72.8+1.2
−1.5

◦
. The best fit spectra and model are shown in Fig. 6.4,

and the fit statistics for the other parameter sets can be seen in the left panel of Fig. 6.5.

The absorption features are well reproduced by our monaco model, but there are small

residuals like reflected components such as the emission line at ∼ 6.4–7.0 keV and the

Compton reflection hump at ∼ 20 keV.

In order to check if the reflection-like feature seen in the residuals is the disk reflection
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Figure 6.4: Spectra and best fit model with v∞ = 0.4c, Ṁwind = 70 M⊙ yr−1. Left: pn

(black), MOS1 (red) and MOS2 (green) spectra and model. Right: pn zoom-in spectrum

and model.

Figure 6.5: Contour plots of the terminal velocity and the mass outflow rate, fitted

with powerlaw model multiplied by the monaco spectra (left), and the model with an

additional reflection component reflionx (right). The region filled with red represents

the 1-σ confidence level, i.e. the fit statistics are smaller than χ2
min + 2.3. The green and

cyan regions correspond to 90% and 99% confidence levels respectively.
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Figure 6.6: Spectra and best fit model with v∞ = 0.3c, Ṁwind = 70 M⊙ yr−1. The

disk reflection component reflionx is added. Left: pn (black), MOS1 (red) and MOS2

(green) spectra and model. Right: pn zoom-in spectrum and model.

component, we add an ionized reflection model reflionx convolved by the relativistic

blurring model kdblur. The monaco model is multiplied both by reflection and pow-

erlaw components. The outer and inner radius of kdblur are fixed at 6Rg and Rmin, and

emissivity is fixed at 3. As shown in the right panel in Fig. 6.5, we obtain the best fit with

a slightly slower velocity but same mass loss rate, v∞ = 0.3c and Ṁwind = 70 M⊙ yr−1.

This is because the broadened emission line in the reflection component can fill the red

side of the absorption line, so that the absorption line needs more red (slower) compo-

nents. The obtained fit statistics of χ2
ν = 161.6/206 are significantly better than the

model without the reflection component. Fig. 6.6 shows the best fit model. As shown,

the reflection component is dominant above 10 keV, and the photon index get steeper

to Γ = 2.49+0.15
−0.19. The inclination angle is not affected by the disk reflection, and is

θincl = 70.7+1.4
−2.2

◦
.

Even if the disk reflection component is dominant, we can reproduce the absorption

feature in the observed spectra by our monaco model with almost the same parameter

sets. Therefore, we can conclude that the wind of APM 08279+5255 observed in 2002

has a terminal velocity of v∞ ∼ 0.2–0.45c, a mass outflow rate of Ṁwind ∼ 70 M⊙ yr−1,

which corresponds to Ṁwind/ṀEdd ∼ 0.18 in Eddington units (efficiency η is assumed

to be 0.06). These values are almost the same as the parameters of the PDS 456 wind,

where the terminal velocity is v∞ ∼ 0.2–0.3c and the mass outflow rate is Ṁwind/ṀEdd ∼
0.09–0.13. The only different parameter is the inclination angle, which is ∼ 70◦ for

APM 08279+5255 and ∼ 50◦ for PDS 456.
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Table 6.3: Best fit parameters of the monaco model for all the XMM-Newton observa-

tions.

Parameter Value

2001 2002 2007a 2007b

monaco wind Ṁwind ( M⊙ yr−1) 70

v∞ 0.4c

θincl 71.7+3.9
−2.5 72.7+1.2

−1.5 79.8+0.6
−1.1 76.4+0.9

−0.9

Continuum spectra NH (cm−2) 4.01+1.29
−1.23 5.51+0.63

−0.61 4.39+0.48
−0.38 5.09+0.43

−0.41

Γ 1.90+0.08
−0.08 1.93+0.02

−0.04 2.04+0.03
−0.03 2.12+0.02

−0.03

Fit statistics χ2/dof 95.1/81 175.7/208 210.5/202 261.5/251

Null probability 0.14 0.95 0.33 0.31

6.3 Study of the spectral variability

We try to explain the spectral variability of APM 08279+5255 by the change of the

outflowing angle of the wind. In the case of APM 08279+5255, we can observe the

spectra up to high energy ∼ 50 keV, where intrinsic X-ray radiation is dominant if the

reflection hump is small. This means the intrinsic spectral index is accessible even in the

absorbed spectra, so that the photon index is not fixed in the fitting.

The best fit models for all the spectra are shown in Fig. 6.7, and the parameters are

listed in Tab. 6.3. The models without reflection are applied here. For all observations,

the mass outflow rate Ṁwind and the terminal velocity v∞ are fixed at the best fit values

of the 2002 observation, so that only the inclination angle is a free parameter of the wind

model. As shown in the figure, all the observations are successfully reproduced by our

monaco model. The inclination angle varies from ∼ 70◦ to ∼ 80◦ depending on the

observations.

Physically, this result can be interpreted as a variation of the outflowing angle of the

wind. In the case of PDS 456, the relative angle between the wind and our line of sight

is found to vary ∼ 6◦. Therefore, the variation of the wind angle of APM 08279+5255 is

similar to PDS 456 although the spectral change is not quite large in this source. When

observed with a low inclination, the spectra are more sensitive to the variation of the

wind angle, so that the APM 08279+5255 spectra do not look very different between

observations.
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Figure 6.7: Spectra and best fit model with v∞ = 0.4c, Ṁwind = 70 M⊙ yr−1 for all the

XMM-Newton observations (2001, 2002, 2007a and 2007b). The spectra and models of

pn, MOS1 and MOS2 are plotted in black, red and green, respectively. The lower panels

show the residuals in units of χ.
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Figure 6.8: XMM-Newton spectra of APM 08279+5255 observed in 2002 and the best

fit model. The model is composed of the absorbed power law and ionized reflection

multiplied by the velocity convolved absorption lines and edges. The spectra and models

of pn, MOS1 and MOS2 are plotted in black, red and green, respectively.

6.4 Searching of a large parameter space with a phe-

nomenological model

In the previous section, the observed spectra are successfully reproduced by our monaco

simulation models. However, different from PDS 456, APM 08279+5255 shows very

broad absorption feature, so that it is possible to reproduce the spectra by changing

the viewing angle even with a larger velocity. Therefore, one question arises: is there

any better solution for APM 08279+5255 spectra in the wide parameter space? In this

section, we answer this question by introducing a new model for searching a wide range

of parameter space.

We fit the spectra of APM 08279+5255 with the quick phenomenological model

explained in section 4.6. For the continuum spectra, we used a power law model and the

ionized reflection model reflionx. The spectra and model are shown in Fig. 6.8, and

the parameters are listed in Tab. 6.4.

Then we interpret the spectral parameters into the physical parameters. By using Fig.

4.12, we can convert the 90% confidence contour of δ0-∆δ plane to that of v∞-∆θ plane.

Here, ∆θ is the relative angle between the line of sight θincl and the outflowing angle θmin,

namely ∆θ ≡ θincl − θmin. Fig. 6.9 shows a contour plot of δ0 and ∆δ. With ∆δ < 0.25,

the parameters are independent of each other. Therefore, we plot the 90% confidence

interval for each parameter on the left panel of Fig. 6.10. The confidence interval of δ0

corresponds the narrow region distributing from top right to bottom left, and ∆δ sets the



Table 6.4: Fitting result of the convolved absorption model

Model Component Fit Parameter Value (90% error)

Continuum absorption NH 5.29+0.61
−0.57

Powerlaw Γ 1.80+0.10
−0.13

F2−10 keV (10−13 erg s−1 cm−2) 3.1

L2−10 keV
1 (1044 erg s−1) 4.7

Convolved absorption δ0 1.186+0.027
−0.042

∆δ 0.140(< 0.223)

N(Fexxv)+N(Fexxvi) (1018 cm−2) 3.19+2.46
−1.00

N(Fexxvi)/N(Fexxv) 0.3(< 27.9)

Reflection ξ 2700+1800
−1400

Fit statistics χ2/dof 164.20/203

Null probability 0.98

1 The magnification factor µ = 100 is assumed.

upper limit around v∞/c ∼ 0.6. The red region in this figure is the confidence contour

of v∞ and ∆θ, which corresponds to v∞ = 0.38+0.31
−0.25 and ∆θ = 27.5(< 37.3).

As verification of our assumption that δ0 and ∆δ are independent, we directly convert

the contour shown in Fig. 6.9. The results are shown in the right panel of Fig. 6.10. The

red, green and blue regions represent 68%, 90% and 99% confidence levels, respectively.

The green contour covers v∞ = 0.37+0.39
−0.22 and ∆θ = 27.2(< 37.3), which is the almost

same region as the left panel. The local minimum at (δ0, ∆δ) = (1.12, 0.35) does not

have a corresponding point in v∞-∆θ plane. In other words, this local minimum is

an unphysical solution within our assumed geometry. Thus, hereafter, we adopt the

results of the former method to estimate the v∞-∆θ contour by assuming parameter

independence.

We run xstar to obtain the relation between Ṁwind and the column density of Fe ions.

Fig. 6.11 shows the distributions of N(Fexxv +Fexxvi) and N(Fexxvi)/N(Fexxv)

with Ṁwind = 40 M⊙ yr−1 in the 90% confidence interval of v∞ and ∆θ. By using the

obtained confidence range of N(Fexxv +Fexxvi) and N(Fexxvi)/N(Fexxv), we can

constrain the physical parameters. For example of Fig. 6.11, from the confidence interval

of N(Fexxv +Fexxvi) of 2.19–5.65×1018 cm−2, v∞ and ∆θ is limited within the certain

region roughly corresponding to the green region. N(Fexxvi)/N(Fexxv) also constrain

these physical parameters. By adopting this procedure for a various values of the mass
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Figure 6.9: A contour plot of δ0 and ∆δ for the 2002 spectra. Each line corresponds to

1-σ (black), 90% (red) and 99% (green) significance levels.
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Figure 6.11: The distribution of the column density (left) and the ratio (right) of the

H/He-like Fe ions with Ṁwind = 40 M⊙ yr−1 in the 90% confidence interval of v∞ and

∆θ.

outflow rate Ṁwind, we can obtain an overlapping region of confidence intervals of four

spectral parameters in a v∞-∆θ-Ṁwind solid.

The results are shown in Fig. 6.12. The red, yellow, green and blue regions represent

the 38% (∼ 0.5σ), 68% (∼ 1σ), 90% and 99% confidence levels, respectively. If compared

with Fig. 6.5, the contour is located at a similar parameter space. Therefore, in this quick

model, the physical parameters are estimated correctly.

Here, the most important conclusion in this section is that the solution for the wind

in APM 08279+5255 is confirmed to be the only one obtained in the previous section

(∆θ ∼ 25◦, v∞/c = 0.2–0.5 and Ṁwind ∼ 70 M⊙ yr−1). Although there is the other

local minimum in the spectral parameter space, our wind model has no physical solution

there. As such, this model is useful for searching a wide range of parameter space.

Also, since this model quickly provides us a good estimate of the solution, it can be

used to determine the parameters for monaco simulations. In the next chapter, we use

this model for such proposes.

6.5 Summary of the analysis of APM 08279+5255

By using our monaco simulations, the wind in APM 08279+5255 observed in 2002 by

XMM-Newton are found to be similar to the wind in PDS 456 except for our line of

sight. The obtained parameters for APM 08279+5255 are ∆θ ∼ 25◦, v∞/c = 0.2–0.5
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and Ṁwind/ṀEdd ∼ 0.18.

Also, we have successfully reproduced all the spectra observed by XMM-Newton by

changing only inclination angle, which is interpreted as the outflowing angle of the wind.

Again, this result is the same as PDS 456. The variation of the angle is ∼ 8◦, of the

same order as PDS 456 (∼ 8◦).

In order to search a large parameter space, we introduced a new simple model. It

gave us almost same results obtained by the monaco simulations except for the under-

estimated mass outflow rate. By searching all over the parameter space, it is confirmed

that there is no other local minimum or solution for the wind in APM 08279+5255.

All in all, the wind in APM 08279+5255 is similar to PDS 456. This strongly indicates

that both of the winds are driven by the same mechanism.



Chapter 7

Discussion on the accretion disk

winds in high mass AGN

In chapter 5 and 6, we have analyzed high mass AGN showing strong UFO features.

We revealed the physical parameters of the winds and their variation depending on the

observational epochs. In this section, we discuss their implications for the wind structure

and launching mechanisms.

7.1 Instability of the wind geometry

The most remarkable result obtained in the previous two chapters is that all the observed

spectra in different epochs are successfully reproduced by changing the relative angle

between the wind and the line of sight. This result is interpreted that the outflowing

angles of the wind are different for the different epoch, and this geometrical change

makes us observe the different position of the wind. Therefore, it is indicated that the

outflowing angle of the wind is not stable but variable.

Actually, time evolution of the wind triggered by the hydrodynamic instability is

predicted by hydrodynamic simulations of UV line-driven disk winds performed by Proga,

Stone & Kallman (2000) and Nomura (2014). Snap shots of these simulations for a black

hole mass of MBH = 108 M⊙ and a mass accretion rate of Ṁacc/ṀEdd = 0.5 are shown in

Fig. 7.1. Each panel shows a density map taken at 13.3 (left), 14.6 (middle) and 16.47 yr

(right) respectively. Apparently, the wind shown in red is flapping, and sometimes it

disappears as shown in the right panel of the figure.

Interestingly, the variability of the viewing angle obtained by our analysis lies in a

similar range of values to the theoretical predictions. Fig. 7.2 shows time variability

of the viewing angles where UFOs are detected in the hydrodynamic simulations with
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Figure 7.1: Sequence of density maps calculated by axisymmetric time-dependent hy-

drodynamic simulations of line-driven disk winds. The panels show the density maps

at 13.3 (left), 14.6 (middle) and 16.47 yr (right) respectively. This figure is taken from

Proga, Stone & Kallman (2000).

Figure 7.2: Time variability of the ranges of the viewing angle obtained by hydrodynamic

simulations. The regions where the UFOs are detected are filled with cyan. The solid,

dashed and dotted lines represents angles of 72.4◦, 65.7◦ and 77.2◦. This figure is taken

from Nomura (2014).
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Figure 7.3: A velocity field map of the hydrodynamic simulations. Only the poloidal

velocity component is plotted. This figure is taken from Proga, Stone & Kallman (2000).

same parameters as Fig. 7.1 (Nomura, 2014). From the figure, we find that the inner

edge of the wind varies from θ ∼ 63◦ to ∼ 68◦, while the outer edge of the wind varies

from θ ∼ 73◦ to ∼ 80◦–85◦. Thus, its variation is ∼ 5◦–12◦, which is consistent with

the values obtained by our analysis, namely ∼ 8◦ (∆θ = 2◦–10◦) for PDS 456 and ∼ 8◦

(∆θ = 27◦–35◦) for APM 08279+5255.

According to Proga, Stone & Kallman (2000), this variability is a consequence of

Kelvin-Helmholtz instabilities. As shown in Fig. 7.3, a higher density wind moves out-

ward, while lower density gas falls onto the black hole. This creates a large velocity

shear, and it causes the instability. The time scale of the Kelvin-Helmholtz instability

of a perturbation of length scale λ can be written as

τ =
ρ1 + ρ2

2π
√

ρ1ρ2

λ

v
, (7.1)

where ρ1 and ρ2 are the densities of the wind and surrounding gas and v is the wind

velocity. If we adopt typical values of our wind models for PDS 456 (v ∼ 1010 cm s−1,

n1 = ρ1/mp ∼ 106 cm−3, λ ∼ 1017 × tan(5◦) ∼ 1016 cm) and assume a density of the

surrounding atmosphere n2 = ρ2/mp is one or two orders of magnitude smaller than n1,

the time scale is τ ≃ 6–20 days. This is consistent with the time scale of the observed

variability.



In this picture, the UFOs always exist but a little fluctuation of the outflowing angle

makes a large spectral variability. This means the UFOs continuously transport a large

kinetic power to the surroundings, so that the total energy injection to the surroundings

is larger. Thus, it is more likely that the UFOs play an important role in the coevolution

of black holes and galaxies.

7.2 Inhomogeneous wind

As described in the previous section, we interpreted the variability as the change of the

viewing angle, but such a variability is often interpreted as an effect of the inhomogeneity

of the wind (e.g., Reeves et al., 2014; Gofford et al., 2014). In this section, we try to

explain the observed variability of the absorption lines in 2013 by assuming a clumpy

gas is transiting our line of sight.

If we assume that the clumpy absorber is fully covering the X-ray source in 2013c

observation, the basic parameters of the absorber can be estimated by the best fit model

for the 2013c spectrum (Ṁwind = 8 M⊙ yr−1, v∞ = 0.26c, θmin = 38◦ and θincl = 48◦).

In the best fit wind model, the ionization parameter is log ξ ∼ 5.1. By integrating

the gas density along our line of sight, the column density is obtained to be NH =

5.7 × 1023 cm−2. The Doppler de-boosted luminosity in the energy range of 1–1000 Ry

is L ∼ 2 × 1045 erg s−1.

The size, location and density of the clumpy absorber can be estimated by using the

above values. The diameter of the clump ∆R is related to the rotational velocity vφ

and the time scale of the variability τ by τvφ = ∆R. The rotational velocity follows

an equation vφ = vφ0Rmin/R (Eq. 4.6) from the conservation of the angular momentum.

By combining the definitions of the column density (NH = n∆R) and the ionization

parameter (ξ = L/nR2), the diameter ∆R, the velocity vφ, the distance from the source

R and the density n of the clumpy absorber are estimated: ∆R ∼ 3 × 1015 cm (∼
10Rg), vφ ∼ 30000 km s−1, R ∼ 1 × 1016 cm (∼ 30Rg) and n ∼ 2 × 108 cm−3. Here,

τ = 2 × 5 day= 8.6 × 105 s and Rmin = 20Rg are used. Therefore, the variability can

be explained by the inhomogeneity of the wind if the observed absorber is located at a

vicinity of the launching radius.

If such a transiting clumpy absorber is responsible for the variability of the absorption

lines, the width of the absorption lines should not change. This contrasts to what is

expected in the scenario of the instability of the wind geometry, where the line width

increases with the increasing line depth. Since the current data do not give any lower

limits of the line width (see Tab. 5.6), these two scenarios cannot be distinguished by
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the line width. In the very near future, the next generation satellite ASTRO-H will solve

this degeneracy as described in the last section in this chapter.

7.3 Launching mechanism of UFOs

7.3.1 Can UFOs be launched by UV line driving?

Although the launching mechanism of UFOs is unknown, the UV line driving mechanism

is generally not thought to be important. This is because the UFOs are so highly ionized

that there is no UV or even soft X-ray opacity left. Therefore, UV line driving cannot be

accelerating the highly ionized material which we observe (Higginbottom et al., 2014).

However, our results imply the importance of radiative driving mechanism. By the

analysis with our Monte Carlo simulations, the mass outflow rates are revealed to be

Ṁwind = 10 (> 6.7) M⊙ yr−1 for the 2007 spectrum of PDS 456 and Ṁwind = 66–

82 M⊙ yr−1 for the 2002 spectrum of APM 08279+5255, and the terminal velocities are

v∞ = 0.298c–0.316c and v∞ = 0.4c (< 0.46c), respectively. These values mean the kinetic

energy of the wind is ∼ 20% or more of the radiation energy of each source, pointing to

the importance of radiative driving in launching and accelerating the wind.

Moreover, here we suggest a solution to this issue. UV line driving could be launching

and accelerating the material from the disc. As it rises higher, it is pushed outwards

and ionized by the harder UV and X-ray radiation from the inner disc. The UV opacity

is then mostly on the vertically rising part of the wind as shown in Fig. 7.4, which is

outside of our line of sight.

We can estimate the effect of this in PDS 456. Without mass loss, such a disk should

have L(20−30Rg) = 0.64L(6−20Rg). If we consider the mass loss via the wind, since the

mass outflow rate and mass inflow rate of PDS 456 are Ṁwind/ṀEdd = 0.13 (> 0.09) and

Ṁacc/ṀEdd = 0.4, the inner disk luminosity is reduced by (Ṁacc − Ṁwind)/Ṁacc ≃ 2/3,

giving L(20−30Rg) ≈ L(6−20Rg). Assuming that the wind is launched vertically by the

disk luminosity from 20− 30Rg, and pushed sideways by the inner disk luminosity from

6 − 20Rg gives an estimate for θ0 ∼ 45◦, the angle the wind makes to the disc normal.

This is even more convincingly close to our fiducial geometry than with the standard (no

mass loss in a wind) disk (see Section 5.3.1).

Laor & Davis (2014) have done a much more exact calculation of the effect of mass

loss on the disk structure. Their models include the energy to power the wind to its local

escape velocity (ϵ = 1) on the structure of the remaining disc, as well as the effect of

angular momentum losses and decrease in mass accretion rate. They parameterize the

mass loss rate from each surface element of the disc by using observed O star winds i.e.
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Figure 7.4: Steady structure of the line-driven disk wind for the Eddington ratio of

ϵ = 0.5 and black hole mass of MBH = 108 M⊙, calculated by a non-hydrodynamical

method. This figure is taken from Nomura et al. (2013).

they assume that the winds are UV line driven, and scale for the different gravity (g)

conditions. This gives a surface density mass loss rate of Σ̇ ∝ F 2.32/g1.11, where F ∝ T 4

is the local surface flux. One should note that their results are applicable only for a

high mass black hole such as PDS 456 and APM 08279+5255 because the temperature

of O stars ∼ 2.8–5 × 104 K (Howarth & Prinja, 1989) is close to the disk temperatures

expected for a high mass black hole.

Tab. 7.1 shows the full numerical calculation of UV-line driven winds (Shane Davis,

private communication). This calculation is done for 109 M⊙ black hole for spin a∗ = 0

(non-rotating black hole) and 0.9 (rotating black hole), accreting at L/LEdd = 0.3 and

1. These show that mass loss rates of 30–50% of the mass inflow rate are expected

from UV line driven disc winds assuming that the central X-ray flux does not overionize

the wind. Therefore, the UFOs with Ṁwind/Ṁacc ≃ 0.3 observed in PDS 456 can be

launched by UV line driving. In the case of APM 08279+5255, although many critical

parameters including Eddington ratio and black hole mass are uncertain, the wind with

Ṁacc/Ṁacc = 0.43–0.55 can be launched if Eddington ratio is similar to PDS 456.
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Table 7.1: Full numerical calculation of UV-line driven winds. All accretion rates are in

units of the Eddington accretion rate. (Shane Davis, private communication)

L/LEdd a1 Ṁin
2 Ṁacc

3 Ṁwind
4

0.3
0 0.302 0.515 0.21

0.9 0.302 1.174 0.87

1.0
0 1.007 2.282 1.09

0.9 1.007 5.588 4.58

1 a is a black hole spin parameter.
2 Ṁin is the amount of mass that is actually accreted.
3 Ṁacc is the accretion rate at large radius before the outflow set in.
4 Ṁwind is the mass outflow rate. Therefore, Ṁacc equals to Ṁin + Ṁwind.

7.3.2 Prediction of the relation between black hole mass and

UFO acceleration

The X-ray power then becomes critically important in order not to overionize the wind.

Here, the observational anti-correlation of X-ray flux with L/LEdd in AGN is important

(Vasudevan & Fabian 2007; Jin et al. 2012; Jin, Ward & Done 2012; Done et al. 2012

see their Fig 8a and b). While the underlying reason for this is not well understood, it is

clear that as a source approaches LEdd then radiation pressure alone means that winds

become important, while the drop in the X-ray luminosity means that UV line driving

becomes more probable since the X-ray ionization drops. This combination of continuum

and UV line driving seems the most likely way to drive the most powerful winds.

This predicts that fast winds should be suppressed in lower L/LEdd objects, as

L/LEdd ≪ 1 means that the wind cannot be powered by continuum driving (definition

of the Eddington limit) and the higher X-ray flux means that UV line driving is strongly

suppressed. It also predicts that the fastest winds should be seen in the highest mass

objects with L/LEdd ∼ 1 as these are the ones where the disk luminosity peaks in the

UV rather than the far UV/soft X-rays, where the disk itself contributes to overionizing

the wind.

Fig 7.5 shows the predicted spectral energy distributions for L/LEdd = 1 for Schwarzchild

black holes of mass 106 (blue) and 109M⊙ (red). These assume that the accretion energy

is dissipated in a standard (constant mass inflow rate) disc, and thermalizes to a (color

temperature corrected) blackbody down to 10Rg, and that 30% of the accretion energy
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Figure 7.5: Predicted spectral energy distributions for spin zero black holes of mass 106

(blue) and 109M⊙ (red). The black vertical line is at 13.6 eV Hydrogen ionization point

which corresponds to the UV line driving bandpass. Here, we use optxagnf (Done

et al., 2012) and assume L/LEdd = 1.

below this powers a tail to high energies with Γ = 2.4, while the remainder powers a

low temperature, optically thick corona (kTe = 0.2, τ = 15: see Done et al. 2012). The

black vertical line marks the 13.6 eV Hydrogen ionization point. A blackbody at O star

temperatures will peak in the 10–18 eV range, so this indicates the UV line driving band-

pass. Clearly the disk for the more massive black hole will have much stronger UV line

driving than the less massive one. Simply assigning all of the disk luminosity to a UV

band as is often done in hydrodynamic calculations to make them numerically tractable

(Proga & Kallman, 2004; Nomura, 2014) does not include this mass dependence, so may

overestimate the wind mass loss rates for lower mass AGN (e.g. Laor & Davis 2014).

Thus we expect the most powerful winds to be powered by a combination of contin-

uum and UV line driving, and for these winds to be found in the most massive AGN.

This is clearly the case, with the winds in PDS 456 and APM 08279+5255, both high

mass (> 109M⊙) black holes at L ∼ LEdd, standing out as by far the highest velocity,

highest mass loss rate objects (Tombesi et al., 2010; Gofford et al., 2013).

7.4 Future prospects

In this thesis, by using our new Monte Carlo simulation code, we have analyzed the

Suzaku data of PDS 456, which is currently the highest quality data of the UFOs. As

the results, we obtain a new possible picture for the origin of the spectral variability
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Figure 7.6: The observed (left) and simulated (right) spectra of the radio galaxy 3C 111.

The left panel shows the Suzaku spectrum observed in 2008 with a 100 ks exposure time.

The spectrum in the right panel is a simulated SXS spectrum with the same exposure

time of 100 ks. In the SXS spectrum, the absorption lines of the UFO is clearly detected.

These figures are taken from Kaastra et al. (2014).

and an important implication for the launching mechanism of the UFOs. However, the

current instruments do not allow us to obtain any definitive conclusions for the launching

mechanisms or the origin of the spectral variability. This is because the sensitivity of

the current instruments are not so good above ∼ 7 keV, where the absorption lines of

the UFOs are observed.

In a little while, the quality of the observational data will be dramatically improved by

the next generation X-ray satellite, ASTRO-H (Takahashi et al., 2012). The ASTRO-H

is the sixth X-ray satellite led by the Institute of Space and Astronautical Science (ISAS)

of Japan Aerospace Exploration Agency (JAXA), and is scheduled for launch in 2015.

The soft X-ray spectrometer (SXS) onboard ASTRO-H will provide us a high spectral

resolution of ≤ 7 eV in the energy range from 0.3 to 12 keV, which is over one order of

magnitude better than Suzaku. This great improvement is essential for the significant

detection of the UFOs. Fig. 7.6 shows the simulated SXS spectrum (right) and observed

Suzaku spectrum (left) of the radio galaxy 3C 111. The absorption lines of the UFO,

which is marginally detected in the Suzaku spectrum, are clearly detected at the ∼ 20σ

level. Therefore, we can investigate the ubiquitousness of the UFOs, which strongly

relates to the UFO’s contribution to the evolution of the galaxies.

Also, in the case of the SXS spectrum of 3C 111, the line width can be constrained

with ∼ 5% errors. This will possibly give us an answer for the question whether the UFO

is an inhomogeneous clumpy wind or a homogeneous wind (just like our wind model)
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Figure 7.7: The expected spectra of the UFOs in the energy range of 5–100 keV calculated

by our Monte Calro simulation. The direct components are plotted in red, the reprocessed

components are in blue and the sums of these components are in black.

because the clumpy wind should not show broad absorption lines in general. For much

brighter sources such as PDS 456, the line profiles can be studied for the first time. This

gives an essential information of the launching mechanism of the UFOs because the line

profiles reflect the relation between the velocity (blue-shift) and the column density (line

depth), which directly depend on how the materials are accelerated.

In the higher energy band, the UFO spectra is expected to be distorted by the

reprocessed component (blue line in Fig. 7.7), which gives informations of the materials

located at the outside of our line of sight. Just like the emission line (see section 5.3.3),

the reprocessed spectra in higher energy band can be a probe of the geometry. The hard

X-ray imager (HXI) onboard ASTRO-H can achieve a 100 times better sensitivity than

Suzaku in the energy range from 10 keV up to 80 keV. This will probably provide us a

new insight on the geometrical structure of the UFOs, which is a direct verification of

the scenario of the instability of the wind geometry.

In the ASTRO-H era, our simulation code will be of great importance for the spectral

analysis. Especially, modeling of the reprocessed component from the realistic geometry

with nonuniform distributions of the velocity and the density is possible only by Monte

Carlo simulations.



Chapter 8

Disk wind interpretation of peculiar

spectra in 1H 0707-495

A narrow-line Seyfert 1 galaxy 1H 0707-495 (z = 0.040568) is a very famous source for

its huge and sharp spectral drop at 7 keV (Boller et al., 2002), whose origin is unknown.

Some works claim such a peculiar feature is evidence that we are observing emission from

the material at the vicinity of the black hole (Fabian et al., 2004). In this model, the

spectral drop is explained as the blue end of the broad Fe fluorescence line. The other

explanation is that it is the Fe K edge resulting from partial covering absorbers (Gallo

et al., 2004; Tanaka et al., 2004).

However, we try to explain such a peculiar spectrum with UFOs. Reproducing such a

feature with our wind model would provide a novel pathway for its production. Moreover,

this source is a low mass system with black hole mass of ∼ 106 M⊙ while PDS 456 and

APM 08279+5255 harbor large black holes ∼ 109–10 M⊙, so that the disk temperatures

are completely different. Therefore, investigating this source is also meaningful to study

the launching mechanisms of the UFOs.

8.1 Observational data

1H 0707-495 has observed by Suzaku and XMM-Newton for many times as listed in

Tab. 8.1. We reduce both XMM-Newton and Suzaku data in the same way as performed

for PDS 456 and APM 08279+5255. The screening conditions are completely same as

described in chapter 5 and 6. When MOS detectors are operated in small window modes,

we do not use them because we are not able to select the background region from the

same chip as the source region. The observed data show a large variability in continuum

spectra as seen in Fig. 8.1. The change in continuum shape looks same as that of PDS 456
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Table 8.1: XMM-Newton and Suzaku observations of 1H 0707-495
Name Obs ID Start Date Net exposure (ks)1

XMM-Newton

Obs1 0110890201 2000-10-21 42.7/42.7/37.8

Obs2 0148010301 2002-10-13 76.1/76.3/68.1

Obs3 0506200301 2007-05-14 –/–/35.8

Obs4 0506200201 2007-05-16 –/–/26.9

Obs5 0506200501 2007-06-20 –/–/32.6

Obs6 0506200401 2007-07-06 –/–/14.7

Obs7 0511580101 2008-01-29 –/–/99.6

Obs8 0511580201 2008-01-31 –/–/66.4

Obs9 0511580301 2008-02-02 –/–/59.8

Obs10 0511580401 2008-02-04 –/–/66.6

Obs11 0653510301 2010-09-13 –/–/103.7

Obs12 0653510401 2010-09-15 –/–/102.1

Obs13 0653510501 2010-09-17 –/–/95.8

Obs14 0653510601 2010-09-19 –/–/97.7

Obs15 0554710801 2011-01-12 –/–/64.5

Suzaku

SuzakuObs 700008010 2005-12-03 97.9/100.4/97.2/97.8

1 Net exposure time of MOS1/MOS2/PN for XMM-Newton and XIS0/XIS1/XIS2/XIS3 for Suzaku,
respectively.

if we ignore the soft excess emission below 2 keV. Therefore, we assume an additional

absorber makes the continuum variability and the intrinsic spectrum is stable.

For the purpose of determining the intrinsic spectral shape, we fit the 2–6 keV spec-

tra for each observational data. The data named Obs12 observed on 2010-09-15 shows a

steepest spectrum with photon index of Γ = 2.60±0.05. With our assumption of an addi-

tional absorber, the steepest spectra are the less absorbed spectra, so it is approximately

the intrinsic spectra.
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Figure 8.1: All spectra observed by XMM-Newton/pn and Suzaku/FI detectors, unfolded

against a Γ = 2 power law.

8.2 Parameter estimation with the phenomenologi-

cal model

Firstly, we fit the spectra of Obs12 with the phenomenological model introduced in

section 6.4, because its spectrum is thought to be an unabsorbed spectrum. The reflection

components from the wind or the disk are represented by an ionized reflection model

reflionx. For this source, the ratio of He-like and H-like ions is fixed at unity because

the broadened absorption feature is not sensitive to this parameter. Actually, we can

obtain no constraints on this parameter even if it is allowed to vary. The obtained

best fit model are plotted in the left panel of Fig. 8.2 and the parameters are listed in

Tab. 8.2. The peculiar spectral dropping structure above ∼ 7 keV is well reproduced by

the convolved absorption lines and edge.

As an alternative to reflionx, we try to represent the emission component with

the simple Gaussian line. The model spectra and parameters are shown in Fig. 8.2 and

Tab. 8.2. We obtained an extremely broadened Gaussian line and steeper powerlaw

continuum but it is not unusual if the wind velocity is as fast as ∼ 0.3c, which can make

blue shifted and red shifted 6.7/7.0 keV lines ranging from 4.9 keV up to 9.5 keV. The

fit statistics are worse than that with reflionx although the Gaussian model has more

free parameters.

As the spectral parameters of the phenomenological model are obtained, we convert

them to the physical parameters. To do so, we need to know the black hole mass



Table 8.2: Fitting result of Obs12 spectrum with the convolved absorption model

Model Component Fit Parameter Value (90% error)

Powerlaw Γ 2.61+0.05
−0.04 2.81+0.17

−0.10

F2−10 keV (10−12 erg s−1 cm−2) 1.21 1.1

L2−10 keV (1042 erg s−1) 4.3 3.9

Convolved absorption δ0 1.174+0.014
−0.015 1.169+0.014

−0.012

∆δ 0.067+0.052
−0.056 0.109+0.040

−0.051

N(Fexxv)+N(Fexxvi) (1018 cm−2) 9.1+4.8
−3.2 11.4+4.7

−3.6

Reflection ξ > 5000 —

Gaussian emission E (keV) — 6.21+0.50
−0.70

σ — 1.43+0.76
−0.44

EW (keV) — 1.40+0.96
−1.17

Fit statistics χ2/dof 101.8/84 106.0/83

Null probability 0.09 0.05

1 Both of direct and reflection component are included.
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Figure 8.2: Best fit model and spectrum of Obs12. Left: ionized reflection reflionx,

right: Gaussian emission
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Figure 8.3: Contour plots of the physical parameters with the 90% confidence level for

the Obs12 spectrum. The result from the model with ionized reflection reflionx is

shown in red, and Gaussian emission model is in black.

of this source because the observed luminosity should be written in Eddington units.

Tanaka et al. (2004) reported the black hole mass is higher than 2 × 106 M⊙ if required

to be smaller than the Eddington limit. Fabian et al. (2009) estimated the mass to

be ∼ 5 × 106 M⊙ from the observed lag of the relativistic reflection component by

assuming the distance of the emission region from the black hole. Therefore, we adopt

MBH = 5 × 106 M⊙.

The resulted wind parameters are ∆θ = 12.90+15.10
−11.40, v∞/c = 0.20+0.13

−0.05 and Ṁwind/ṀEdd =

0.17 (> 0.12) for the model with reflionx. For the model with a Gaussian emission

line, slightly different parameters are obtained: ∆θ = 24.70+7.00
−14.70, v∞/c = 0.30+0.13

−0.13

and Ṁwind/ṀEdd = 0.25+0.41
−0.15. The contour plots of the physical parameters are shown

in Fig. 8.3. The black contour is obtained by using Gaussian model to reproduce the

observed emission feature while the red contour is by the ionized reflection model re-

flionx. As shown, two contours are consistent within 90% errors but the black contour

is larger. If we use the Gaussian model for the emission feature, the obtained confidence

contour becomes a little higher inclination and velocity. This corresponds to a larger

value of ∆δ. Also, the contour extends to a larger mass outflow rate, which is caused by

a larger value of column density.
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Figure 8.4: Observed spectrum and monaco model with v = 0.2c and Ṁwind/ṀEdd =

0.20 for Obs12.

8.3 Comparison with the Monte Carlo simulations

of the disk wind

We run the monaco with the parameters around the values obtained in the previous

section. We choose v∞ = 0.2c and Ṁwind/ṀEdd = 0.13, 0.20, 0.26. These parameters are

almost at the center of the 90% contour of v∞ and Ṁwind for the model with Gaussian

emission as well as the model with reflionx. Thus, this parameter set is thought to

give us an acceptable fit independent from the emission line model used to estimate these

parameters.

These models give good fit statistics of χ2 = 139.7, 132.0 and 133.3 for degree of

freedom of 89, respectively for Ṁwind/ṀEdd = 0.13, 0.20, 0.26. The best fit spectra with

Ṁwind/ṀEdd = 0.20 is plotted in Fig. 8.4. Although χ2 is not quite good, the absorption

structure is well reproduced.

We apply the model with Ṁwind/ṀEdd to all the observations of 1H 0707-495. All

the spectra and models are plotted in Fig. 8.5, and parameters are listed in Tab. 8.3.

For all observations, the photon index is fixed at Γ = 2.6. The continuum absorptions

are represented by zxipcf model as in the case of PDS 456. For Obs8 and Obs12,

the continuum absorption component is not included because the significance of adding

zxipcf does not exceed the 99% confidence level of F-test.

As shown in Fig. 8.5, our monaco models roughly reproduce the absorption feature

all the observed spectra. The best fit values of inclination angle ranges from ∼ 58◦ to
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75◦, which is a much wider range than the cases of PDS 456 and APM 08279+5255. If

compared with the previous two targets, the mass outflow rate and the terminal velocity

are almost same: Ṁwind/ṀEdd = 0.2, v∞ = 0.2c for this target, and Ṁwind/ṀEdd = 0.1–

0.2, v∞ = 0.2–0.5c for PDS 456 and APM 08279+5255.
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Figure 8.5: Observed spectra and monaco models with v = 0.2c and Ṁwind/ṀEdd = 0.2

for all the observations.
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Table 8.3: monaco fit with v = 0.2c and Ṁwind/ṀEdd = 0.2

Name Continuum absorption monaco wind Fit statistics

NH (cm−2) log ξ fcov θincl χ2/dof Null probability

Obs1 23+16
−4 1.80+0.38

−0.41 0.82+0.04
−0.02 74.5+2.8

−3.9 76.3/78 0.53

Obs2 63+83
−26 1.90 (< 2.34) 0.45+0.09

−0.07 64.0+1.2
−3.1 203.1/203 0.48

Obs3 15+37
−6 1.69 × 10−3 (< 1.63) 0.68+0.05

−0.05 64.1+2.8
−6.3 52.7/55 0.56

Obs4 8.2+18.2
−6.3 0.14 (< 2.28) 0.80+0.19

−0.06 57.9 1 15.1/21 0.82

Obs5 23+72
−16 0.21 (< 2.14) 0.28+0.44

−0.09 68.0+1.5
−1.6 102.6/69 0.005

Obs6 8.4+90.6
−4.5 −2.58 (< 2.02) 0.42+0.29

−0.14 63.4+5.6
−12.7 28.2/34 0.75

Obs7 151+11
−95 2.71+0.10

−0.56 0.71+0.06
−0.25 68.3+1.7

−1.7 115.1/87 0.02

Obs8 — — — 64.0+2.5
−2.3 129.12/84 0.001

Obs9 65+73
−31 1.24 (< 2.26) 0.42+0.41

−0.21 58.3+2.9
−1.9 88.6/79 0.22

Obs10 124+33
−109 2.71+0.19

−1.90 0.58+0.16
−0.14 68.2+2.2

−2.6 87.4/72 0.10

Obs11 121+32
−73 2.76+0.21

−0.46 0.60+0.20
−0.24 63.1+3.3

−2.6 100.3/81 0.07

Obs12 — — — 60.6+2.5
−1.8 132.0/89 0.002

Obs13 117+28
−63 2.73+0.15

−0.31 0.63+0.13
−0.20 63.2+2.4

−2.6 154.9/78 5 × 10−7

Obs14 181+203
−8 2.82+0.10

−0.09 0.82+0.07
−0.08 63.1+2.3

−2.6 75.3/77 0.53

Obs15 23+47
−6 1.61+1.02

−0.78 0.93+0.04
−0.02 70.9+3.7

−3.8 43.1/51 0.78

SuzakuObs 109+27
−69 2.72+0.07

−1.47 0.89+0.08
−0.08 67.0+5.9

−5.4 97.9/86 0.18

1 No constraints on this parameter were obtained.
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Figure 8.6: Best fit model and spectra of Obs12 with a large turbulence model.

8.4 Solution of the failed wind

In the model used in the previous section, the absorption lines are broadened by a large

range of velocity components due to a high inclination. Instead, there is the other possible

solution for 1H 0707-495, where a large turbulent velocity accounts for the absorption

line broadening. This solution is based on the idea that a material is accelerated up to

a certain velocity but it does not reach to the escape velocity, so that it comes back to

the disk surface. Such materials are often referred to as “failed wind”, which is expected

to be formed at the very inner region in the radiation driven disk wind model.

First, we determine the parameters by the phenomenological model with a large

turbulence. In this model, the lines are not convolved, so that the line is broadened by

only the turbulence. The best fit model is shown in Fig. 8.6, and parameters are listed in

Tab. 8.4. The parameter kT in the table corresponds to the turbulence. The best fit value

kT = 1000–65000 keV is interpreted as the turbulent velocity of vt = 2000–15000 km s−1.

Interestingly, the lower limit of the Doppler factor δ0 is 1.168 corresponding to ∼ 0.15c

if θ = 0, so that δ0 must be larger than ∼ 0.15c. This constraint is come from the fact

that the position of spectral drop in Obs12 is at ∼ 7.5 keV in the source rest frame. In

this section, since we are thinking of the failed wind, the outflow velocity should be zero

or very small. Thus, we adopt the slowest values of v∞ = 0.15c and vt = 10000 km s−1.

Also, in the slowest solution, the inclination angle should be close to the wind angle

(∼ θmin).

The mass outflow rate is determined by the fitting parameter N(Fexxv)+N(Fexxvi).

If Ṁwind/ṀEdd is 0.66 (Ṁwind = 0.125 M⊙ yr−1), the column density can be values on
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Table 8.4: Fitting result of Obs12 spectrum with the phenomenological absorption model

without a velocity convolution (∆δ = 0).

Model Component Fit Parameter Value (90% error)

Powerlaw Γ 2.61+0.05
−0.04

F2−10 keV (10−12 erg s−1 cm−2) 1.21

L2−10 keV (1042 erg s−1) 4.3

Wind absorption δ0 1.179+0.048
−0.011

kT (keV) 1.7+4.8
−1.6 × 104

N(Fexxv)+N(Fexxvi) (1018 cm−2) 8.0+181.9
−3.5

N(Fexxvi)/N(Fexxv) 0.4 2

Reflection ξ > 5000

Fit statistics χ2/dof 101.4/83

Null probability 0.08

1 Both of direct and reflection component are included.
2 No constraints on the confidence intervals.

Figure 8.7: Dependence of N(Fexxv +Fexxvi) on the terminal velocity v∞ and relative

angle θincl − θmin. Left panel is for Ṁwind = 0.025 M⊙ yr−1, and right panel is for

Ṁwind = 0.125 M⊙ yr−1.



the right panel in Fig. 8.7. The column density at v∞ = 0.15c and ∆θ ≡ θincl − θmin " 5◦

is 4 × 1017–3 × 1019 cm−2, which matches with the fitting results listed in Tab. 8.4. On

the other hand, in the left panel with Ṁwind/ṀEdd = 0.13, the column density is smaller

than ∼ 4 × 1018 cm−2. Thus, the mass outflow should be between these values.

We run monaco simulation with Ṁwind/ṀEdd = 0.5, v∞ = 0.15c and vt = 10000 km s−1,

and apply it to all the observations. The best fit parameters are listed in Tab. 8.4, and

the spectra and models are plotted in Fig. 8.8. We obtained comparably good fits with

that in the previous section. As expected, the inclination angles are close to θmin = 45◦.

This means the absorption lines are maximally blue shifted with v∞ = 0.15c, so that this

parameter set is the slowest solution.
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Table 8.5: monaco fit with v = 0.15c, vt = 10000 km s−1 and Ṁwind/ṀEdd ≃ 0.5

Name Continuum absorption monaco wind Fit statistics

NH (cm−2) log ξ fcov θincl χ2/dof Null probability

Obs1 23+8
−4 1.91+0.15

−0.45 0.81+0.08
−0.02 70.3+7.5

−5.6 74.8/78 0.58

Obs2 138+30
−82 2.80+0.31

−2.04 0.48+0.18
−0.30 46.9+0.9

−0.7 200.8/203 0.53

Obs3 18+32
−13 1.53 (< 2.56) 0.65+0.07

−0.08 47.1 (< 49.6) 49.0/55 0.70

Obs4 8.4+17.4
−5.2 0.51 (< 2.42) 0.81 (> 0.74) 47.2 (< 58.2) 15.3/21 0.81

Obs5 — — — 46.0 (< 47.4) 115.1/72 9.4 × 10−4

Obs6 8.4+55.9
−5.9 −1.25 (< 3.26) 0.35+0.24

−0.13 49.4 (< 54.7) 28.3/34 0.74

Obs7 66+60
−22 2.72+0.20

−0.25 0.36+0.20
−0.05 47.0+0.9

−0.7 117.6/87 0.02

Obs8 — — — 46.5 (< 47.4) 110.8/84 0.03

Obs9 — — — 46.4 (< 47.6) 93.7/82 0.18

Obs10 54+64
−31 2.73+0.33

−0.37 0.35+0.24
−0.07 47.3+1.4

−1.0 91.2/72 0.06

Obs11 55+64
−27 3+0.21

−0.44 0.52+0.32
−0.21 48.5+1.5

−1.3 103.1/81 0.05

Obs12 — — — 49.0+1.2
−1.3 123.8/89 0.009

Obs13 65+45
−25 2.75+0.30

−0.23 0.43+0.25
−0.05 48.9+1.4

−1.5 153.1/78 8.2 × 10−7

Obs14 184+126
−22 2.94+0.12

−0.14 0.78+0.08
−0.12 48.3+1.5

−1.1 77.8/77 0.45

Obs15 61+17
−8 2.73+0.04

−0.18 0.96 (> 0.93) 46.5 (< 49.8) 54.3/51 0.35

SuzakuObs 34+60
−29 2.20 (< 2.74) 0.88+0.07

−0.14 60.0+5.9
−3.8 92.9/86 0.29
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Figure 8.8: Observed spectra and monaco models with v = 0.15c, vt = 10000 km s−1

and Ṁwind/ṀEdd ≃ 0.5 for all the observations.



8.5. Discussion on the peculiar spectral drop 131

8.5 Discussion on the peculiar spectral drop

8.5.1 Self-similar disk wind

The spectral drop at ∼ 7 keV in a narrow line Seyfert 1 1H 0707-495 was successfully

reproduced by our wind model. Although the fit statistics are not quite good for some

observations, absorption features in our model match the observed spectra. The best

estimates of the mass outflow rate and the terminal velocity are Ṁwind/ṀEdd = 0.2 and

v∞ = 0.2c, respectively, which are almost same as PDS 456 and APM 08279+5255.

This result indicates that the 1H 0707-495 has the similar UFO as PDS 456 and

APM 08279+5255 in spite of a large difference of their black hole mass. The black hole

mass of 1H 0707-495 is ∼ 106 M⊙, while that of PDS 456 and APM 08279+5255 are

∼ 109 M⊙ and ∼ 1010 M⊙, respectively. These independency of the black hole mass is

sometimes called “self-similarity”.

As discussed in Chapter 7, UV line driven wind should not be self-similar. As shown

in Fig. 7.5, these AGN with different black hole masses should have different UV lu-

minosities. In the case of ∼ 109 M⊙ and ∼ 106 M⊙ black holes, the UV luminosities

normalized by their bolometric luminosities are one order of magnitude different. In

addition to this, the soft X-ray flux is relatively higher in a low mass black hole, which

overionizes the wind and reduce the cross-section for the UV photons.

Therefore, the possible driving mechanisms are the magnetic driving and the radiation

pressure driving by the continuum radiation, but currently we cannot distinguish these

two mechanisms. The magnetic driving mechanism predicts a large rotational velocity

because the wind should corotate with the accretion disk (e.g., Proga, 2007). This would

make a difference on the emission line structure, but current data cannot allow us to

investigate it. In the future, it would be possible when the higher quality data are

obtained by the future X-ray missions such as ASTRO-H and Athena.

8.5.2 The failed wind in UV-line driving model

Alternatively, a model with a large turbulence instead of a large velocity range due

to a high inclination angle is also able to explain the observed spectral drop. The

monaco simulation with Ṁwind/ṀEdd = 0.5, v∞ = 0.15c and the large turbulent velocity

vt = 10000 km s−1 gives a comparably good fits to the model with Ṁwind/ṀEdd = 0.2 and

v∞ = 0.2c. Also, we found that the terminal velocity should be larger than v∞ ≃ 0.15c

to reproduce the observed spectra no matter how large the turbulence is.

This wind model with a large turbulent velocity is interpreted as the failed wind,

which is expected to be formed at the innermost region of the disk in the UV-line driven



Figure 8.9: The wind geometry calculated by a non-hydrodynamical method. The failed

wind is shown in red lines. This figure is taken from Risaliti & Elvis (2010).

wind model (e.g., Murray & Chiang, 1995; Proga & Kallman, 2004; Risaliti & Elvis,

2010; Nomura et al., 2013). In the failed wind, materials are lifted up from the disk, but

do not reach to the escape velocity. Thus, the materials eventually turn back to the disk

as shown by red lines in Fig. 8.9. This up-and-down motion generates a large turbulent

velocity less than the escape velocity.

The large bulk velocity of ! 0.15c required in our analysis is also understandable with

the failed wind. In the vertical direction, the failed wind should not have such a large bulk

velocity because the upward velocity is cancelled by the downward velocity. However, in

the horizontal direction, the failed wind can have a large bulk velocity because the failed

wind is pushed sideway by the radiation from the inner disk (see Fig. 8.9). If we observe

the failed wind from a relatively high inclination like the line of sight labeled “Complex

NLS1” in Fig. 8.10, a large bulk velocity can be observed.

In the context of UV line driven disk wind model, low mass black hole systems like

1H 0707-495 cannot accelerate to such a high velocity as high mass systems, but form the

failed wind (e.g., Gardner & Done, 2014). This is because in the low mass systems, the

accretion disk temperature is hotter than the high mass systems (see Fig. 7.5). Therefore,

our model with a large turbulence can be understood by the UV-line driving scenario.

Since PDS 456 and APM 08279+5255 can be well explained by the UV-line driving as

discussed in Chapter 7, all the UFOs we analyzed are understandable within the same

scenario.
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Simple'
NLS1'Complex'

NLS1'

DISC' SOFT'EXCESS'
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b 

Figure 8.10: A schematic view of the failed wind in the low mass systems such as narrow

line Seyfert 1s. This figure is taken from Gardner & Done (2014).





Chapter 9

Conclusion

We have newly developed an X-ray spectral model for the ultra-fast outflows by assuming

the realistic geometry and the distributions of the velocity and density. In order to

investigate the origin of variation of the UFO spectra, we applied such a realistic spectral

model to a variety of observational data of the UFOs (PDS 456 and APM 08279+5255)

for the first time. Based on our analysis, we obtained the following results.

• Most importantly, all the spectra of PDS 456 and APM 08279+5255 in different

observational epochs have been successfully reproduced while keeping all the fun-

damental parameters constant except for the terminal velocity and the outflowing

angle. The other explanations such as the inhomogeneity of the wind can not be

rejected, but this result indicates a possibility that the spectral variability of the

UFO is caused by the instability of the outflowing angle of the wind.

• The mass outflow rate of Ṁwind/ṀEdd = 0.09–0.13 and Ṁwind/ṀEdd = 0.18 are

obtained for PDS 456 and APM 08279+5255, respectively. These values are con-

sistent with the values expected by the theoretical calculation of the UV-line driven

disk wind.

• By comparing the observed emission line structure in PDS 456 with our simulations,

the inner angle of the wind is found to be ∼ 35◦. If the disk reflection component

is dominant in the emission line structure, it is ∼ 55◦. This is the first time that

the wind angle has been constrained by using the emission line structure.

We also analyzed a peculiar AGN 1H 0707-495, whose spectra show a steep spectral

drop above ∼ 7 keV, with our disk wind models. Although many attempts to explain

the origin of this spectral feature have been made, no one has tried to explain this as a

UFO. We tried to reproduce the observed spectra with a realistic disk wind model for

the first time, and obtained following results.
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• All the observed spectra are reproduced by our wind model with a mass outflow

rate of Ṁwind/ṀEdd = 0.20 and a terminal velocity of v∞ = 0.2c. Therefore, the

peculiar spectra of 1H 0707-495 can be interpreted as a UFO. The obtained values

are also similar to PDS 456 and APM 08279+5255 despite the large difference of

the black hole masses, which are ∼ 109–10 M⊙ for PDS 456 and APM 08279+5255

and ∼ 106 M⊙ for 1H 0707-495. This result implies that the UFOs are launched

independently of the black hole mass.

• A wind model with a large turbulent velocity vt = 10000 km s−1 and a slower ter-

minal velocity v∞ = 0.15c also reproduce the observed spectra, giving comparably

good fits with the model similar to PDS 456. This model can be interpreted as

a “failed wind” which is theoretically expected in the UV-line driven wind model

(Gardner & Done, 2014).

Our analysis demonstrated the power of the Monte Carlo simulations of the wind for

probing the geometry and physical conditions of the wind, but with current instruments,

our simulations are applicable to only a few sources. The future X-ray missions such

as ASTRO-H and Athena will enable us to observe a large number of UFOs with an

extremely improved data quality. By applying our simulations to such high quality data,

the physical mechanism of the UFOs will be revealed, and also their importance in the

coevolution of black holes and galaxies will be established.
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