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Abstract

In this thesis, I propose a method for supporting query refinement by using term clusters of topical
terms, i.e., terms closely related to a specific topic, extracted from a retrieved set of documents.
First, a new hypothesis is proposed that a term co-occurring frequently with a limited number of
terms in a retrieved document set can establish a distinct topic in the document set. Next, three for-
mulae of term-weighting are established based on the aforementioned hypothesis. Then, I examine
whether these formulae can extract appropriate terms for query refinement by comparing them with
other existing term-weighting methods. After that, I generate term clusters by using those terms.
I also examine the quality of term clusters by checking whether the clusters can support query re-
finement. Additionally, to evaluate objectively and quantitatively whether a term-weighting method
can extract topical terms, I propose two new tools. After ensuring the suitableness of these tools
for measuring topic partiality, I use them to evaluate the performance of my formula in comparison
with the other existing methods. The results show that my method works well. Finally, I describe a
new demonstration system that embodies the proposed method to show topical term clusters which
can be used for query refinement.

When we use existing search engines, we enter only a few terms to form a query. Even if we
use effective query terms, e.g., proper nouns and technical terms, such a short query is likely to be
ambiguous. As a result, we must select the documents of interest from a large number of retrieved
documents which may have a wide variety of content. I propose a method for supporting query
refinement by using term clusters of topical terms extracted from a retrieved set of documents.

I assume that a topic is implied by a specific set of terms that frequently co-occur in the same
documents. Here, I introduce a new hypothesis of term importance called “Tangibility”. A term

is said to have Tangibility when it frequently co-occurs exclusively with a specific set of terms.
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Existing methods for term extraction aim to extract terms corresponding to the dominant topic of
a given document set. However, because such terms likely co-occur with a wide variety of other
terms, we cannot discriminate topics. In contrast, my method aims to extract terms exclusively
related to one of those topics.

I propose three new term-weighting methods, i.e., TNG1, TNG2, and TNG, based on Tangibil-
ity. Using the NTCIR3 Web Retrieval Task, I examined the performances of TNGI1 and TNG2
in comparison with the other existing term-weighting methods, e.g., Mutual Information (MI),
Kullback-Leibler Divergence (KLLD), and Robertson’s Selection Value (RSV). I tested whether the
proposed methods can narrow the search by using terms from the searched documents to replace the
user-provided query terms as a semiautomatic query expansion. In this experiment, TNG1, TNG2,
and RSV significantly increased overall precision, and TNG?2 achieved the best overall average pre-
cision. The most important finding is that TNG1 and TNG2 showed qualitative differences from
RSV. While RSV tends to extract terms having general meanings, TNG1 and TNG2 can extract
many technical terms used in specific domains pertaining to the query.

TNG is an improvement of TNG1 and TNG2. First, the following equation measures how much

the probability of term #;’s appearance increases by adding the condition that term #; appears.

M) = Pl x log Lo (1)
;i jlti g P(1)
By setting F; = {tj|A,(¢;) > 0}, the formula for TNG is obtained:
(A
NG = Dner ) o

|F

A far as I know, there are no data sets with the correct topic labels assigned to each term.
However, since my method aims to generate term clusters, each of which corresponds to a topic, I
need to conduct experiments to test whether a term is strongly related to one of the topics contained
in a document set. Therefore, to evaluate objectively and quantitatively whether a term-weighting
method can extract topical terms, I propose two new tools; Topic Label and Topical Skewness. Topic
Label indicates the topic to which a given term is most closely related. Topical Skewness shows

how exclusively a given term relates to one topic. When the experimental data set has document
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categories, we can assign a Topic Label to every term and compute Topical Skewness for every
term. In the experiment, I used document sets, each of which were generated by mixing three
document categories. In addition, I used the category names as the labels assigned by the Topic
Label. Here, by collecting data from subjective evaluations of human evaluators, I tested whether
the Topic Labels given by the tools corresponded to the labels given by the evaluators. I also checked
whether the Topical Skewness of each term correlated with the number of people who gave a term
the same label as its Topic Label. The results show that these tools are suitable for evaluating
topic separation. Therefore, I used Topic Label and Topical Skewness to compare TNG with other
term-weighting methods.

I examined the quality of extracted terms by checking whether each term is strongly related to
one topic. I compared TNG with other existing term weighting methods on seven data sets, i.e.,
NTCIR3, NTCIR4, NTCIR-CLIR, Sankei Sports News, Dmoz, Reuters and Newsgroup20. All the
data sets except Sankei Sports News are commonly used. The data set for document classification
surely had categories. Moreover, a test collection for the evaluation of information retrieval accom-
panies relevant document sets for each test query, so I used both types of data. Moreover, three
of the largest categories were mixed as pseudo-data including multiple topics. The results of this
experiment show that TNG can extract terms strongly related to any one of several topics contained
in the document set. I divided the extracted terms into clusters by using a distributional cluster-
ing algorithm, which leads to agglomerates of terms frequently co-occurring with each other. With
respect to the average precision of documents retrieved by the clusters, TNG outperforms other ex-
isting methods, e.g., MI, KLLD, and so on. Furthermore, TNG has good completeness of categories
of documents retrieved by the term clusters.

I also examined how TNG compared with MI and RSV by using human subjective evaluations.
The results also show that TNG can extract terms strongly related to any one topic. I thus conclude
that TNG is an efficient term weighting method for detecting topics included in a heterogeneous
set of documents. I also examined the quality of term clusters by checking whether the clusters can
support query refinement. I first extracted topical terms from a synthesized heterogeneous document
set, which is a surrogate for a document set retrieved by a real search engine. Then I constructed
clusters of the extracted terms and used each term cluster as a query to assign a ranking to the

documents by using the probabilistic information retrieval model. I used two evaluation criteria:
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concentration and completeness. First, when the top-ranked documents given by each term cluster
relate to the same topic, a topic-focusing search can be realized by using any one of the constructed
clusters. Second, when different term clusters provide different sets of top-ranked documents, a
search covering a wide variety of topics can be realized by using all term clusters. I evaluated TNG
with these two criteria, and TNG outperformed other existing methods in most cases.

I developed a system using TNG to show topical term clusters that can be used for query re-
finement. My system is implemented in the Ruby programming language, CGI in Perl, and wget. 1
used MeCab as the part-of-speech (POS) and morphological analyzer for Japanese. First, this sys-
tem gathers the top 500 URLs as ranked by Google for a query given by the user. Then it removes
the dead links and the URLSs referring to non-HTML documents. By removing HTML tags, I get the
raw text of each document. As the downloaded documents show a wide divergence in their lengths,
I extract snippets (i.e., short summaries of documents) of constant length from each document. The
system calculates TNG scores by regarding each snippet as a single document and generates term
clusters with my improved distributional clustering algorithm. The user can use each term cluster
as additional query terms to expand the original query. I also examined TNG in comparison with
Clusty.

I think that query ambiguity is caused by at least the following two reasons. The first is poly-
semy, i.e, the multiplicity of query meanings. The second reason is the multiplicity of the perspec-
tives, i.e., facets, from which we view the concept or the object referred to by the query. As a result
of the experiments, I observed the following two solutions. As for the polysemy, we can use the
term clusters generated by my system to obtain distinct search results relating to distinct multiple
meanings of the original query. As for the facets, I believe that the term clusters that my system

provides are good candidates for the facets to be organized in a hierarchical structure.
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Chapter 1

Introduction

1.1 Motivation

When we use existing search engines such as Google*, Yahoo' and MSN*, we enter only a few
terms to form a query [JSBS98][one]. Then the search engines often return a long list of search
results. Even if we use effective query terms, e.g., proper nouns and technical terms, various topics
related to the query terms can be contained in the search results retrieved by such a short query.
Therefore, we must select the documents we are interested in from the list by examining the titles
and snippets. This is a time-consuming task because the list is unstructured, and it is not easy for
web users to understand the multiple topics contained in the search results.

For example, assume that you must go to Amsterdam for business trip but know nothing about
the city. Travel guide books for Amsterdam present well-organized information though it is limited
in amount. In contrast, the information given by search engines provides far more information about
Amsterdam though it is not well-organized. Guide books provide a comprehensive representation of
the table of contents, and you will find multiple topics with guide books. In general, however, you
cannot always use guides when searching for information. As a result, you will add some topical
terms to "Amsterdam” and search web again and again. It is not easy for web users to come up with
appropriate terms to be added and to cover multiple topics, e.g. sightseeing, flight ticket, history, and

climate. A possible solution to this problem is a comprehensive representation of multiple topics

“http://www.google.com
http://www.yahoo.com
*http://search.msn.com
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related to the query.

In this study, I propose a method for supporting query refinement by using clusters of topical
terms extracted from a retrieved set of documents. I assume that a topic is implied by a specific set
of terms that frequently co-occur in the same documents. Therefore, I introduce a new measure of
term importance called rangibility. A term is said to have rangibility when it frequently co-occurs
exclusively with a specific set of terms. Existing methods for term extraction aim to extract terms
corresponding to the dominant topic of a given document set, e.g., travel, Europe, and Netherlands.
However, because such terms are likely to co-occur with a wide variety of other terms, we cannot
distinguish isolated topics. In contrast, my method aims to extract terms exclusively related to one of
those topics, e.g., Rembrandt, Schiphol Airport, and canals. Then, I divide the extracted terms into
clusters using a distributional clustering algorithm, which leads to agglomerates of terms frequently
co-occurring with each other.

First, I will discribe my experiment for initial two formulae of tangility, i.e., TNG1 and TNG2.
The results show that my method is successful in discovering terms, which are extracted by TNG1
and TNG?2, that can be used to narrow the search. Moreover, we acquire new knowledge specialized
in the context of the query if we did not know one or more of the terms presented by my method.
Next, I will describe my experiment for improved formula of tangibility, i.e., TNG. My method tries
to extract terms exclusively related to one of those topics. Then, I divide the terms extracted by TNG
into clusters by using improved distributional clustering algorithm, which leads to agglomerates
of terms frequently co-occurring with each other. The result shows term clusters that individually
correspond to one topic contributes to the discovery of good terms for query expansion. When some
of the terms contained in the clusters are unfamiliar with the user, they can be used for learning
support. Finally, I will describe my system using proposed TNG and generating term clusters to
show topical term clusters that can be used for query refinement. I also subjectively examined
the performance of TNG in comparison with Clusty, which is Vivisimo’s meta-search engine that
offers enhanced features such as clustering. The result shows that the term clusters generated by my
system using TNG can distinguish the topics of the search. Moreover, the term clusters help us to
find multiple meanings of the query and to discover unexpected topics related to it.

I think that query ambiguity is caused by at least the following two reasons. The first is poly-

semy, i.e, the multiplicity of query meanings. When queries consists of a small number of terms,
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they are likely to refer to multiple concepts or multiple objects. The second reason is the multiplic-
ity of the perspectives from which we view the concept or the object referred to by the query. We
call these perspectives facets. Even when a query refers to a unique concept or a unique object, we
can view the concept or the object from various perspectives. Therefore, the documents retrieved
by such a query may provide multiple perspectives from which we can view the concept or the ob-
ject referred to by the query. I aim to observe the solution for these ambiguities with the ultimate

objective of this study.

1.2 Organization of This Paper

The rest of the thesis is organized as follows. Chapter 2 introduces related works ; Chapter 3
proposes my method; Chapter 4 reports the details of the experiments for proposed method; Chapter
5 shows my system using proposed method and reports the details of the experiments for the system;

and Chapter 6 concludes with a summary of the paper.



Chapter 2

Related Work

2.1 Overview

Organizing Search Results Result categorization and query refinement are well-known tech-
niques for improving search results. For the purpose of result categorization, clustering and classi-
fication are used in the categorization algorithms [CKPT92] [HP96] [PF0O0] [ZE99]. Scatter/Gather
[CKPT92] [HP96] is a system in which the clustering approach was tested. On the other hand,
DynaCat [PFO00] is a prototype system that uses the classification approach. Both of them aim to
categorize documents retrieved as search results. In this thesis, I aim to make term clusters corre-
sponding to each topic contained in the search results. I make term clusters rather than document
clusters, and each term cluster focuses on one of the topics related to the query terms. Since the
term clusters cab be used for query expansion, we can get a new document set related to a more
specific topic.

There is another way to handle search results. The Findex system [Mak05] does not classify the
retrieved documents ; instead it extracts terms or phrases (i.e., a sequence of two or more terms).
The extracted terms or phrases represent the features of the documents included in the search results.
When users select one of the terms or phrases, the system shows the documents containing it.
Findex system is able to support users who input ambiguous queries when the search fails to retrieve
relevant documents at the top rank because the results contain various topics. It tries to show terms
and phrases corresponding to document categories regardless of topic. In contrast, I want to make

individual term clusters, each corresponding to a topic contained in the search results.
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Result catgorization and query refinement methods only categorize the search results, and may
have difficulty labeling the groups. Findex considers the salient terms to show clusters, and has
the merit of showing the search result categories. Besides these methods, faceted search is another
approach to organize search results [Hea0O6a]. Facets denote attributes in various orthogonal sets of
categories [Adk05] [Den03] [HSCO06] [Mor05]. For example, let’s assume that we go to a shopping
site for jewelry. In such a situation we can think of “material” and “type” as examples of facets,
and silver and gold as examples of values of “material” facet. Although faceted classification was
developed long ago by S. R. Ranganathan in the 1930’s, faceted search has recently become a topic
of renewed interest*. A Faceted search puts a new spin on the idea of a parametric search. A
parametric search presents every available field with every available value [Sea06], and those fields
and values are fixed regardless of keywords. In contrast, a faceted search complements keyword
searches by showing the facets contained in the search results. It is a problem for the faceted search
that each document contained in the search results has no tags for facets. I believe that the method
described in this thesis provides good candidates to generate facets because it tries to extract terms
exclusively related to one of the topics contained in the search results and to make term clusters for

each topic.

Keyword Extraction Numerous studies have been done on keyword extraction. Most of them
report methods for extracting topic-centric terms, such as technical terms and proper nouns [CG95]
[RJO5]. Rennie and Jaakkola [RJ05] introduced a new informativeness measure, the Mixture score,
which focuses on the difference in log-likelihood between a mixture model and a simple unigram
model, to identify informative words. They compare it against a number of other informativeness
criteria, including the Inverse Document Frequency (IDF) and Residual IDF (RIDF) [CG95]. While
the results show their measure works well when compared with existing methods, the documents
they used are all posts to a restaurant discussion bulletin board, so these results cannot be seen as
conclusive.

Sanderson et al. [SC99] [LCOO0] extracted terms and made concept hierarchies from the search
results. They used term co-occurrences to find strong relationship between terms. And also, H. Joho

et al. [JCSBO02] examines an hierarchical presentation of the expansion terms which are automat-

“Workshop on Faceted Search was held at SIGIR’06 (http://facetedsearch.googlepages.com/).
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ically generated from a set of retrieved documents, organisad in a general to apecific manner, and
visualised by cascade menus. On the other hand, in this work, I aim to improve the search results
with topical term clustering. I first extract topical terms using term co-occurrences and next make
clusters with those terms.

Specific terms such as proper nouns and technical terms can represent a specific topic succinctly
[OKIO4] [OKIYO1] [0 O 02]. Therefore, I aim to make term clusters with which we can easily
understand the topics included in a document set. There have been many studies on well-known
term weighting methods [YP97] [Seb02]. I compare those methods with my proposed method
in this paper. Other studies have concentrated on term extraction, such as measurement of term
representativeness [HNN*00], keyword extraction from one document by using term clustering
[MIO4] [0 O 02], KeyGraph [ONY98] [0 O 99], and DualNAVI [TNN*] [NIH*99] [TNN*00].
However, the methods proposed in [HNN*00] and in [MI04] do not aim to distinguish different
topics included in a set of documents. While KeyGraph and DualNAVI visualize the relationship
between terms, I aim to support query refinement by showing term clusters.

There are various methods to look for additional terms used for query expansion, e.g., Robert-
son’s Selection Value (RSV) [Rob90]. However, query expansion methods do not consider that the
search results may contain multiple topics. Interactive relevance feedback [BYRN99] [SB90] uses
documents selected by users to obtain additional query terms. On the other hand, I think it is easier
to browse term clusters divided into topics than to browse many documents showing various topics.
Moreover, term clusters can also be used as additional query terms to refine the original query.

And also, there is a technique proposed by Fox et al. called query splitting [FDNY*06] [YDNFO05].
Their system helps with “query splitting” finding two subqueries when a user provides a single
statement. It then works to find the pathways that connect those subqueries. It can support a closed
discovery model, where the two topics to connect are given by the user, or an open discovery model,

where the two topics are inferred from the query and the collection content.



2.2. Organizing Search Results 7

2.2 Organizing Search Results

2.2.1 Scatter/Gather

Document clustering has been extensively investigated as a methodology for improving document
search and retrieval such as Scatter/Gather [CKPT92][HP96] . The Scatter/Gather system was pro-
posed as a document browsing method to organize the search results in the early 1990’s. The system
is based on the general assumption that mutually similar documents will tend to be relevant to the
same queries. Initially the system scatters the collection into a small number of document groups,
or clusters, and presents short summaries of them to the user (See Figure 2.1). The user selected
one or more of the groups for further study, and the selected groups are gathered together to form
a subcollection (See Figure 2.1). The system uses seed-based partitional clustering algorithms, that
is, Buckshot and Fractionation. The short summaries of the group are generated from the central

words appearing most frequently in the group as a whole.

2.2.2 Findex

Long web search result lists can be hard to browse, and it is said that a categorizaion algorithm and
a filtering interface are usefulness to the searchers. To check the usefulness in real settings, Mika
[MakO05] provided a categorizing web search user interface showed in Figure 2.2 to 16 users for a
two month period, and the users’ interactions with the system were logged. The results show that
categories are successfully used as part of users’ search habits. The categories are helpful when the
result ranking of the search engine fails because the users are able to access results located far in
the search result list with the categories. They can also formulate simpler queries and find needed

results with the help of the categories.

2.2.3 Faceted Search

Faceted search is the next approach to organize the search results [HeaO6a]. Facets denote attributes
in various orthogonal sets of categories [Adk05] [Den03] [HSC06] [Mor05]. For example, assume
that we use shopping site for jewelry. ”"Material” and “type” are examples of facets; silver and gold

are examples of facet values in the “material” facet. Although faceted classification was already
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Figure 2.2: Filtering Findex search user interface [Mak05]. Categories on the left, filtered results
on the right.
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developed by S. R. Ranganathan in 1930’s, faceted search is now a hot new topic. Workshop on
Faceted Search was held at SIGIR’06 (http://facetedsearch.googlepages.com/).

Faceted search is a new spin on parametric search. Parametric search presents every available
field with every available value [Sea06], and those fields and values are fixed regardless of keywords.
In contrast, faceted search is a successful complement to keyword searching by showing the facets
contained in the search results. It is the problem for the faceted search that each document contained
in the search results has no tags for facets. Faceted search aims to combine navigational and direct
search to leverage the best of both approaches. Faceted search systems assume that the records are
organized into multiple independent facets, rather than a single taxonomy [Tun06].

Flamenco project by Hears et al. developed some systems for database as Faceted Search
[HeaO6b][YSLHO3] [HeaO6a]: Faceted Search for Recipes T, for Nobel prize winners? , and for
architecture slides . These systems are for the database of recipes, Nobel prize winners, and the
UC Berkeley Architecture Slide library. Ross et al. also aim to search faceted databases [RJ04].

On the other hand, Wisam et al. aim to automatically identify facets that can be used to browse
a collection of free-text documents [DDIO6]. To identify the candidate facet terms, they identify
terms that were rather infrequent in the original database, but are frequent in the database with
expanded documents. Their approach on identifying facet terms is conceptually similar to the skew

divergence of Lee [Lee], which is used to identify substitute terms.

2.3 Keyword Extraction

2.3.1 Keyword Spices

The information retrieval on the web has come into wide use in our society, but gathering infor-
mation on the web is a difficult task for a novice searcher. This is because the searcher must
have skill to find the relevant patges from the large number of documents returned, which often
cover a wide variety of topics. Kokubo et al. proposed a new method that improves search perfor-
mance by adding the domain-specific keywords, called keyword spices, to the searcher’s input query

[OKIO4][OKIYOI][0 O 02]. The keyword spice model of building domain-specific web search en-

Thttp://orange.sims.berkeley.edu/cgi-bin/flamenco.cgi/recipes-automated/Flamenco
*http://orange.sims.berkeley.edu/cgi-bin/flamenco.cgi/nobel/Flamenco
Shttp://orange.sims.berkeley.edu/cgi-bin/flamenco.cgi/spiro/Flamenco
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gines is the reverse of the filtering model. Suppose, for instance, you want to find recipes on the
web. When you input “beef” as a query to a search engine, you will find few recipes, but many other
pages on disease, farming, and trading in the top-ranked pages. In contrast, when you input “beef
pepper”, you will be surprised to find that most of the returned pages are recipes. Kokubo et al. aims
to find keyword spices such as “pepper” which is effective to find recipes if it is used as an addicional
query term to be added to the original query term such as “beef” when the searcher requires recipes.
The keyword spice model does not filter documents returned by a general-purpose search engine.
Instead, it extends the searcher’s input query with a domain-specific Boolean expression and passes
the extended query to a general-purpose search engine. The keyword spice extraction algorithmis is
based on decision-tree learning algorithm, and it can extract keyword spices as a disjunctive normal

form of keywords from documents on the web.

2.3.2 Representativeness

The method proposed by Hisamitsu et al. [HNN*00] compares the term frequency distributions
in an entire document set with those in the set of documents containing a specific term #. When a
large discrepancy exists between them, 7 is said to have representativeness. This method estimates
a discrepancy similar to ours. However, my concern lies in the direction of the discrepancy. We
ask whether the frequency of terms other than ¢ in an entire set is higher or lower than that in a set
of documents including . When the latter is less than the former with respect to a large number of

terms, we say that ¢ has Tangibility.

2.3.3 Keyword Extraction from a Single document using Word Co-occurrence Sta-

tistical Information

Matsuo et al. [MI04] proposed a term extraction method based on term co-occurrences. Their
method combines term ranking by the y> measure with term clustering. However, this method
is designed for application to a single document. In contrast, I aim to disambiguate a query by
finding the terms corresponding to distinct topics latent in a set of hundreds of retrieved documents.

Therefore, I have proposed a new measure for term extraction.
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2.4 Recent Search Engines

A number of search engines that organize retrieved results have been developed recently [(J [0 05].
Some of them are meta search engines, meaning it combines results from a variety of different
sources, e.g., Google, Yahoo, and MSN. Others are document clustering search engines.

For instance, Clusty! is Vivisimo’s meta-search engine that offers enhanced features such as
clustering. Aside from the usual search tabs, Clusty includes Gossip and Jobs. It also allowed us
to narrow our search using quotes and the + sign. Our results show clusters on the left. We can
easily see how many items are in each cluster. Clicking a cluster filters the search results on the
right side. Clustering is the automatic organization of search results into groups or clusters. It
differs from other techniques (classification, taxonomy building, tagging, etc.) in that it requires no
pre-processing or human intervention. Cluster labels are intelligently created from the words and

phrases contained within the search results.

Thttp://clusty.com/



Chapter 3

Tangibility: A New Measure for Topical

Term Extraction

3.1 Hypothesis of Tangibility

To cope with ambiguities in queries, I propose a new method for selecting terms. The aim of my
method is to find more specific terms than the query terms the user has given; these specific terms
can match more easily with distinct topics and resolve query ambiguity. Here I introduce a new
concept called Tangibility. 1 say that a term has Tangibility when it keeps a fairly close relationship
with the given query and, at the same time, is strongly related to a distinct topic, regardless of
whether or not the topic is principal in the retrieved document set. I measure the Tangibility of
a term ¢ by focusing on the variety of terms frequently co-occurring with . To obtain numerical

estimates of Tangibility, I formulate my hypothesis as follows:

A term co-occurring frequently with a limited number of terms in a retrieved document

set can establish a distinct topic in the document set.

I call this the hypothesis of Tangibility. 1 say two terms co-occur when they appear in the same
document. Each term is counted only once, even if it appears many times within the document. In
the following subsection, I propose three numerical estimates for term Tangibility: TNG1, TNG2

and TNG.

14
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3.2 Notation and Definitions

In this paper, I say two terms co-occur when they appear in the same document. Let P(#;) be the
occurrence probability of a term #;. P(t;) is defined as the number of documents in which ¢#; appears
divided by the total number of documents. Let P(z;|f;) be the occurrence probability of 7; among
the documents including #;. P(;]t;) is defined as the number of documents in which #; and ¢; co-
occur divided by the number of documents where #; appears. In the same way, let P(—t,|t;) be the
nonoccurrence probability of 7; among the documents including #;. Let U be a document set, and
let U(#;) be a document set in which #; appears. Let S be a document subset, and let S(#;) be a
document subset in which #; appears. For example, U is a corpus for retrieval, and S is a set of

retrieved documents.

3.3 Formulations of Tangibility

3.3.1 TNG1: First Formulation of Tangibility

My first numerical estimate of Tangibility, denoted by TNG1, is based on the hypothesis described
in Section 3.1. To obtain TNG1, I introduce the average number of terms that appear in documents

that include term ¢;, and denote it by F(¢;). More formally, F(#;) is defined as follows:

_ 2desip(V(d) = 1)

F(t
&) Sl

3.1

Here, V(d) denotes the number of terms in document d. F(¢t;) shows how many terms appear with
t; in S. Therefore, we can regard a term with small F(t;) as a term representing a distinct topic.
However, a term having small |S (#;)| intrinsically has small F(¢;). I therefore introduce an additional
component into my formula so that terms of small |S (¢;)| should not always be regarded as having
Tangibility. Consequently, I obtain the following formula as TNG1, which expresses the Tangibility
of a term ¢; [HWAO6][O O 05]*:

IO

TNGI1(t;) = Tl o (3.2)

“TNG1 is called as AR1in [0 O 05].
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where the first half is obtained by multiplying |S (#;) by |S (t)I/|U(#)I. 1S (¢;)] is simply the document
frequency of #; in S and indicates how strongly ¢; is unconditionally related to S. In contrast,

IS (#)]/|U(¢;)| indicates how strongly ¢; is related to S in comparison with U.

3.3.2 TNG2: Second Formulation of Tangibility

To provide the second formulation TNG?2, I rewrite Equation (3.1) as follows:

F(t) =) % (3.3)
1j#li !

where |S (#; At;)| is defined to [S ()N S (¢;)|. Since I can interpret |S (; At;)|/|S (¢;)| as the probability of
the occurrence of 7; among the documents including #;, we denote it by P(#;]t;). According to TNGI,
t; has Tangibility when 3, ., P(;lt;) is small. In contrast, I devise the second formulation, TNG2,
by requiring P(t|t;) to be smaller than P(t;) for a large number of ¢;s (j # i). TNG1 and TNG2 share
the same intuition. However, I introduce an elaboration into TNG2, i.e., the comparison of P(z;lt;)
with P(z;). For the discrepancy evaluation of the two probability distributions, Kullback—Leibler
Divergence (KLD) is often used. In my case, P(t/|#;) and P(t;) are to be compared. Moreover, the
event complementary to the occurrence of #; is the non-occurrence of 7;, denoted by —¢;. Therefore,
the KLD for my evaluation can be written as:

P(tjlt;) . P(=tjlt;)
) + P(—tjlt;) log Pot) .

KL(tj;1;) = P(t;lt;) log

However, 3}, ..., KL(t;; ;) cannot evaluate the Tangibility of 7, because this sum is large when any

of the following two conditions holds for many #;s:

(a) P(tilty) 1o Pujit) <0 (and thus P(—tt;) 1o Pt i) > 0 also holds)
SN0 TO8 Ty R )
P(t;lt;) P(—tjlt;)

(b) P(tlt;) log

>0 (and thus P(—tlt;) log

< 0 also holds)

P(t)) P(=t))
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Only (a) is important for the Tangibility of #;. Therefore, I propose a new measure, called Signed
Kullback—Leibler (SKL), as follows:
P(t;lt;) P(=tlt;)

SKL(t;;t;) = —P(ti|t;) log ——— + P(—t|t;)1 .
(jv l) (jll) 0g P(lj) + ( ]ll) 0g P(ﬁl‘j)

(3.4)

SKL is derived from the KLLD by changing the sign of the first term. Consequently, I propose the
following as the second formula for Tangibility [HWAO06][[] O 05]":

NOE
|U ()l

TNG2(t;) = : Z SKL(tj;1;).

1j#ti
3.3.3 TNG: Improved Formulation of Tangibility

1. Formulation of TNG
I will introduce a formula called TNG to calculate how high a term’s tangibility is. First, the
following equation measures how much the probability of #;’s appearance increases by adding
the condition that #; appears.

P(tjlt;)

Ali(tj) = P(ljlli)XIOg P(l")
J

(3.5)

By setting F; = {t;|A,(t;) > 0}, I obtain the formula for TNG, as follows [[J [J 06b][CJ [ 06al*.

. Z/keF,- (Ari (tk ))

TNG(t;) = ] (3.6)

Eq. (3.6) weights terms, and I can rank terms by using those weights. If a term has low fre-

quency, I must avoid the problem of data sparseness. Therefore, I use Dirichlet smoothing[HLLF05],

as follows.

IS (z) NS (z))] + alS (7))

Pt = =5+ ais|

(3.7)

2. The Meaning of TNG

Eq. (3.5) is part of the Kullback-Leibler Divergence (KLD), which is defined as follows.

TNG2 is called as AR2 in [0 O 05].
*TNG is called as TNG3 in [0 O 06a].
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P(tjlt;) P(=tlt;)
KLD(tj;t) = P(tilt;) log },’(f,j’) + P(~t;lt;) log ,E(j;lf) (3.8)

The second half of Eq.(4.3) is positive when #;’s occurrence probability is decreased by adding
the condition that #; occurs. This case does not correspond to the hypothesis of tangibility, so I
only use the first half of Eq.(4.3). Eq.(3.5) is positive if and only if that probability increases.
Moreover, Eq.(3.5) is used in Eq.(3.6) only when A, (¢;) > 0. This means Eq.(3.6) calculates
the average of A, (;) only when ¢; satisfies A, (¢;) > 0. If Eq.(3.6) calculates the average for
all terms co-occurring with #;, an inconvenience arises: we cannot distinguish between the
cases in which many terms co-occur with #; less frequently and some specific terms co-occur
with #; frequently. Thus, Eq.(3.6) is certainly formulated based on the concept of tangibility.

Eq.(3.6) is a revised version of my previous formulations of TNG1 and TNG?2.

3.4 Comparison Methods

Many recent studies have proposed various term-weighting methods for term extraction. Some of

them use term co-occurrence frequencies as in my formulations of Tangibility.

3.4.1 Mutual Information (MI)

P(t;]t;) P(=tlt;)
MI(ti;t;) = P(t){P(tlt;) log P + P(—t}lt;) log B t)}
J i
P(tj|-t;) P(—tj|—t)
+ P(—t){P(tj|-t;) log P + P(—tj|-t;) log W} (3.9)
J J
3.4.2 Kaullback-Leibler Divergence (KLD)
P(tjlt;) P(—tjlt;)
KLD(l‘j;l‘,') = P(tj|t,')10g P +P(—llj|li)10g P(=t) . (3.10)
J J
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3.4.3 Chi-square

{P(tjlt) — P> {P(=t)lt;) — P(=t)))?

200 04
X (1) P(1}) + P(—t))
{P(tj|-t;) — P(tj)} N {P(=tjl-1) = P(tp)) (3.11)
P(t)) P(t)) |

3.4.4 Robertson’s Selection Value (RSV)

RSV[Rob90] is a term selection method for query expansion. This method can measure the rele-
vance ratio of each term to a document set selected for a purpose such as information retrieval. Note

that RSV does not use term co-occurrence probabilities. RS V(t;) is defined as follows.

Lo S@l U@ 1%
RS V(tt) - ( — ) X {k X log |U(tl)|

5] 7 +(1—k) xlogK} (3.12)

__IS@l+05 U (1)|=IS (t)+0.5
Here, K = 5505505/ 0RO S+ 01703 -

k is a parameter, and I set k = 0.5 after appropriate tuning.

3.5 Term Clustering using Extracted Terms

3.5.1 Similarity between Terms

It is important to define an appropriate similarity between terms for term clustering. In this paper,

let the similarity between term #; and term ¢; be as follows.

. _IS@ NS
Slm(t,,t]) = m (313)
Iset Sim(t;,t;) = 0if |S(#;) N S(¢j)| < 5 in my experiment.
3.5.2 Similarity between Clusters
The distance between clusters is defined as follows[DHZ*01][DHO02].
C,C
Sim(Cy, Ca) = (€1 G) (3.14)

(5(C1, C1) +1C1) X (s5(C2, C2) + |C2))
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Here, I defined s(Cy, C») as follows.

S(C1,C) = Y0 Sim(t; 1) (3.15)

ti€Cy tjeCy

I'set M = 10 and use the top-ranked 100 terms. Where the distance between any two clusters is
infinite, no clusters are merged, because an infinite distance indicates that no pairs of terms from

different clusters co-occur in the same documents.

3.5.3 Distributional Clustering Algorithm

T use distributional clustering [BM98][ISDKO03], proposed by Baker et al. This clustering algorithm
uses the ranks of terms when it makes clusters, so the generated clusters are different for different

methods of ranking terms.

Distributional Clustering

1. Sort the entire vocabulary by MI with the class variable.

2. Initialize M singleton clusters with the top M words.

3. Compute the intercluster distances between every pair of clusters.

4. Loop until all words have been put into one of the M clusters.

i) Merge the two clusters that are most similar resulting in M —1 clusters.
ii) Add a new singleton cluster consisting of the next word from the

sorted list of words.

iii) Update the intercluster distances.

Baker et al. ranked the terms by using mutual information (MI). However, in this paper, I

exchange MI for other term weighting methods such as TNG.



Chapter 4

Experiment for Tangibility

4.1 Experiment for Query Refinement with TNG1 and TNG2

4.1.1 Overview

This work explores techniques that discover terms to replace given query terms from a selected
subset of documents. The Internet and digital libraries have allowed access to large numbers of
documents archived in digital format. However, most users are not experts in every field and cannot
formulate queries that narrow the search to the context they have in mind. Accordingly, I propose
a method for extracting terms from searched documents to replace user-provided query terms as
semiautomatic query expansion.

My method analyzes the co-occurrence of terms in the top-ranked documents of the initial search
result and extracts terms that are important in terms of their tangibility. When a term refers to a
specific concept or denotes a particular thing, I say the term has tangibility. A proper noun is a
typical example of a term having tangibility. My method is based on the following observation: we
can easily disambiguate a short query by adding just one term that has tangibility(See Section 3.1).
Additionally, I proposed two formulae for Tangibility as I mentioned in the Section 3.3.1 and 3.3.2,
that is TNG1 and TNG2. My method works regardless of the retrieval method I use. Moreover,
my method can extract expansion terms without using additional data such as word networks or
structural directories of concepts.

In this section, I will discribe my experiment for those formulae. The results show that my

21



4.1. Experiment for Query Refinement with TNG1 and TNG2 22

method is successful in discovering terms that can be used to narrow the search. Moreover, we
acquire new knowledge specialized in the context of the query if we did not know one or more of

the terms presented by my method.

4.1.2 Arrangement of Equations to be Compared

Before describing my experiment in detail, I present the various term weighting schemes that I

tested. Term weight W(t;) for term ¢; is computed by multiplying two weights:

N2
W(t;) = FE X {CW (1))

The former weight was introduced in Section 2.2. It represents the importance of #; in the retrieved
document set S, and depends only on the occurrence frequency of #. I obtain the latter weight

CW(t;) by summing cw(t;, t;) for all #; not equal to #; as follows:
CW(ti) = ZI_,‘;ﬁI,' CW([’,‘, t])

cw(t;, t;) is computed based on the co-occurrence of #; and ¢; with respect to the particular property
of terms I intend to evaluate. o takes a value of 1 or —1. When I want an increase in CW(z;) to
contribute to an increase of W(t;), o is set to 1. On the other hand, when I want a decrease in CW(t;)
to contribute to an increase of W(t;), o is set to —1.

Many recent studies have proposed various term weighting methods for term extraction. Some
of them use term occurrence frequencies as in my formulations of tangibility. Therefore, I com-
pared eight term weighting methods[YP97]: TNGI1, TNG2, UnitWeight, CF, Mutual Informa-
tion (MI)[YHO04], Kullback-Leibler Divergence (KLD), y? test, and Robertson’s Selection Value
(RSV)[Rob90]. The detail of each formulation appears in Table 4.1.

The term weighting method UnitWeight is so called because CW(#;) = 1. This method ignores
the effect of term co-occurrence. That is, UnitWeight is intended to reveal how the difference of
CW(t;) works in each of the other term weighting methods.

CF (for Co-occurrence Frequency) is prepared for ranking terms based on the assumption of
term importance, contrary to TNG1. According to this assumption, I give larger weights to terms

that frequently co-occur with many other terms.
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MI, KLD, and y? use cw(t;, t ;) to measure the discrepancy between P(t;t;) and P(t;). Therefore,
they are all based on nearly the same intuition about term importance. With these measures, how-
ever, I cannot distinguish whether

P(l‘j|l‘,‘) > P(lj) or P(l‘j|l‘,‘) < P(lj).

4.1.3 Experimental Procedure

I used a document set prepared for the NTCIR3 Web Retrieval Task[EOI*03]. This set includes
about ten million Web pages written in Japanese. we denote this Web page set by U. The Web
pages in U are decomposed into terms by using a morphological analyzer MeCab[MeC] equipped
with a Japanese dictionary ipadic-2.5.1[ipa]. There are 47 queries prepared for the NTCIR3 Web
task, and each query includes two or three query terms. First, I issued the queries and obtained the
top 1000 Web pages for each query (see Step 2 in Fig. 4.1). Although my experiment adopted an
Okapi-type term-weighting scheme for Web page retrieval[FTZ], my method can be applied to the
search results obtained with other term-weighting schemes. From the top 1000 pages of each of the
47 retrieval results, I gathered terms appearing in five or more pages. I obtained about 10,000 terms
for each query. I did not delete stop words. Next, I computed the eight term weights described in
4.1(see Step 3 in Fig. 4.1). As a result, I obtained eight term rankings by sorting the terms with
respect to their eight kinds of weights. For every term ranking, I added each of the top five terms
(a, b, ¢, d, and e) separately to the original query term set {A, B, C} and made five expanded sets of
query terms {A, B, C, a}, {A, B, C, b}, ..., {A, B, C, ¢}. Finally, I retrieved the Web pages with these
expanded query term sets. Consequently, I obtained five search results for each query. I computed
the average precisions of these five results by using trec_eval[TRE](see Step 4 in Fig. 4.1). Of
these five average precisions, I kept only the best one, because this average precision can be taken
as the performance measure of the information retrieval most desirable for users who are supposed
to issue the corresponding query. Finally, I regarded the mean of the best average precisions of the

47 queries as the overall precision for each term-weighting method (see Step 5 in Fig. 4.1).
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Table 4.1: Formulations used in my experiments. In this table, I replace some expressions with
N2
symbols as follows: P(t|t;) = A, P(tj|-t;) = B, P(=tjlt;) = C, P(=tj|=t;) = D N _ g,

> Ny(t;)
a
method | ew(ti, 1)) | W) =U-[S,z owtti ] |
N (1int}) -1
TNGI . ;VS (I,‘)J - U- {leil,' Cw(ti’ t])}
TNG2 -A log W + ClOg P(TIJ) U - Z,j#_,l. ew(ti, t5)
UnitWeight - Ux1
Ny (1ini;)
CF ;VS (,i)j U- Z,ﬁt,’. cew(t;, l‘j)
P(t) {A log ﬁ/) +Clog [,(%,/)}
MI +P(-t;){ Blog % + Dlog [,(%,/)} U- leil,- ew(ti, 1)
KLD Alog %) +Clog ﬁj) U+ X, cw(ti 1))
APl fe-pep)
P(t) R P(=tj) )
B—P(1; D—P(~t;
X7 test +{ P(,(;;)} + L P(Erj’)’)} U+ Xt cW(tis 1))
Step. 3 calculate the term weight. - TNG1, TNG2, MI, KLD, =--
()= Ny(t) s By r)
N,()
U / / . .
Step.4 retrieve again
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Figure 4.1: Experiment procedures.
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4.1.4 Experimental Results

For the original 47 queries, I obtained 0.1606 as the overall precision and regarded it as the baseline.
Among the eight term-weighting formulae, TNG1, TNG2, and RSV significantly increased overall
precision (Table 4.2). TNG2 achieved the best overall average precision with an 18.2% improve-
ment. The most important point is that TNG1 and TNG?2 showed qualitative differences from RSV.
While RSV tends to extract terms having general meanings, TNG1 and TNG2 can extract many
technical terms used in specific domains relative to the query. For a query including “loudspeaker”,
“comparison”, and “evaluation”, my method extracted such technical terms as “woofer” and “bass
reflex” (Table 4.3). For a query involving “the World Tree”, “Norse mythology”, and “name”, my
method extracted ““Yggdrasill”, which is the name of a mythological tree in Norse mythology and

is a synonym of “the World Tree” (Table 4.3).

4.1.5 Summary

I proposed a co-occurrence-based measure, called Tangibility, for term extraction to disambiguate
queries. My experiments obtained very interesting results worthy of further investigation. Both of
my numerical estimates for term tangibility, TNG1 and TNG?2, realized good average precisions. In
addition, many of the extracted terms were related to more specific topics than that implied by the
original ambiguous query terms. My method may be used as a key component of a system that helps
users to discover specific topics from a given corpus simply by using fairly general terms as search
keywords. As future work, I plan to propose a method of clustering the terms that have Tangibility;
I will test to determine whether the term clusters correspond to distinct topics implied by the initial

query terms.
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4.2 Comparative Experiment on Extracting Topical Terms

4.2.1 Overview

I propose a method for supporting query refinement by using clusters of topical terms extracted
from a retrieved set of documents. I assume that a topic is implied by a specific set of terms that fre-
quently co-occur in the same documents. Therefore, I introduced a new measure of term importance
called rangibility. A term is said to have tangibility when it frequently co-occurs exclusively with a
specific set of terms (See Section 3.1). Additionally, I proposed a formula for tangibility (TNG in
Section 3.3.3). Existing methods for term extraction try to extract terms corresponding to the domi-
nant topic of a given document set. However, because such terms are likely to co-occur with a wide
variety of other terms, I cannot distinguish isolated topics. In contrast, my method tries to extract
terms exclusively related to one of those topics. I divide the extracted terms into clusters by using
a distributional clustering algorithm, which leads to agglomerates of terms frequently co-occurring
with each other. The ability to show term clusters that individually correspond to one topic con-
tributes to the discovery of good terms for query expansion. When some of the terms contained in
the clusters are unfamiliar to the user, they can be used for learning support.

As far as I know, there are no methods for measuring how much a term is related to one topic.
Therefore, I propose two new tools; “Topic Label” and “Topical Skewness”. Topic Label indicates
the topic to which a given term is most closely related. Topical Skewness shows the degree to
which a given term relates exclusively to one topic. I conducted subjective evaluation experiments
to determine the suitability of these two tools. Therefore, I used them to compare the qualities of

terms extracted by TNG and other methods.

4.2.2 Applying the Proposed Method

I calculated TNG scores (see Section 3.3.3). I used the top 500 terms sorted by document frequency.
Next, I used the top 100 terms sorted by TNG for term clustering(See Section 4.3.1). Note that I
say two terms co-occur when they both appear in the same document. I set the number of clusters

M to 10.
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4.2.3 Compared Term Extraction Methods

Many recent studies propose various term-weighting methods for term extraction. Some of them
use term co-occurrence frequencies, as does my formulation of Tangibility. I compared TNG with
four other term weighting methods: MI [YP97][YHO04], KLD, y-square [Seb02], and RSV [Rob90].
MI, KLD, and y-square use term co-occurrence, as does TNG, and these methods can measure how
tj’s occurrence probability changes by adding the condition that 7; occurs. The weight of #; for these

methods is calculated as follows.
Wt = ) Xt (4.1)
J

Here, X(¢;; 1) is replaced by MI(¢;;t;), KLD(t;;t;), and Xz(tj; t;), respectively (See Equation (4.2),
(4.3), (4.4)). I use the same smoothing for these methods as I use for TNG. Moreover, RSV uses
the whole document set U, e.g., the corpus for retrieval, as well as a document subset S, e.g., search

results (See Equation (4.5)).

e Mutual Information (MI)

P(t;lt;) P(=tlt;)
MI(tj 1) = P@){P(@li)log P + P(=tjlt;) log & t)}
J i
P(tl=t;) P(=tj|=t;)
+ P(—t;){P(t;]-;) log P’(t‘)’ + P(~t|-1;) log P(—’t)’} (4.2)
J M
¢ Kullback-Leibler Divergence (KLD)

P(t;]t;) P(=tlt;)
KLD(t;;t;) = P(tilt)lo + P(=ti|t;) 1o . 4.3)

joli jlti) 108 P(1) jlti)10g P(=t))

e Chi-square
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{P(tjlty) — P(t)Y*  {P(=t)lt;) — P(=t)f*

20, ..
X (1) P(1)) + P(=1)
{P(tjl-t;) — P(1))}? . {P(=tj|=t;) — P(=t))} (4.d)
P(t)) P(=t)) '

¢ Robertson’s Selection Value (RSV)
RSV [Rob90] is a term selection method for query expansion. This method can measure the
relevance ratio of each term to a document set selected for a purpose such as information
retrieval. Note that RSV does not use term co-occurrence probabilities. RS V(#;) is defined as

follows.

IS@)l U@
1S'] U

|UI

v =t U@

) X {kx log +(1—k)xlog K} (4.5)

_ _IS@+0.5 |U(t)]=IS (1)+0.5
Here, K = 5505705/ 000 I +1s )70 5

k is a parameter, and I set k = 0.5 after appropriate tuning.

4.2.4 Data Set of the Experiments
Data Types

The experiments required a document set that includes multiple topics and in which each docu-
ment has labels indicating a topic. A data set for document classification surely has these labels.
Moreover, a test collection for the evaluation of information retrieval is accompanied with relevant
document sets for each test query, so I can generate a mixture data set containing multiple topics
that are indicated by each relevant document set. Therefore, I used both types of data. Further-
more, | used data sets in Japanese and English to ensure the reliability of the experiment in different
languages.

When I use a document set for document classification or in web directories, each category
indicates a topic. In my experiments, I used a heterogeneous data set that was a mixture of the three
largest categories as a pseudo-data set containing multiple topics. If a term weighting method can

extract terms each of which is strongly related to one of those topics, the method can be said to work
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well. Note, however, that only RSV is a term weighting method for query expansion. It requires a
whole document collection denoted by U besides a document subset denoted by S (such as retrieval
results). Therefore, all documents in all categories are used as a whole document collection U, and
all documents in the three categories are used as retrieval results S'.

When [ use a document set for information retrieval, each relevant document set for a query indi-
cates a topic. Moreover, RSV uses a whole document collection prepared for the task of information

retrieval as U in Equation 4.5.

Data Sets

Tused the seven data sets described in Table 4.9. Each data set has categories, and three of the largest
categories are mixed to form pseudo-data including multiple topics. The names of the categories

are listed in Table 4.10.

NTCIR30 NTCIR4 [EOT*03][EOAI04]

I used relevant documents prepared for the Web tasks in NTCIR3 and NTCIR4 [EOI*03].

e Dmoz*

I used documents in the Science directory in the Dmoz web directory”.

o Reuters

I used Reuters-21578, which was prepared for document classification.

e Sankei Sports News*
I also used back issues of Sankei Sports News on the web. For RSV, I used the NW100G-01
corpus [EOT*03] prepared for NTCIR3 and NTCIR4 as the whole document set U in Equation

4.5) 8.

20 Newsgroups!

*http://dmoz.org/

"http://dmoz.org/

*http://www.sanspo.com/

$In Equation (4.5), I assume that |S| is 3519, which is the number of all documents included in Sankei Sports News,
and |U] is 10,253, 810 + 3519, which is the sum of the number of documents included in NW100G-01 and the number of
documents included in Sankei Sports News

Thttp://people.csail.mit.edu/jrennie/20Newsgroups/
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I also used 20 Newsgroups prepared for document classification in which each category con-

tains about 1000 documents.

e NTCIR-CLIR[CCK™*03]
Finally, I used relevant documents prepared for the tasks of NTCIR-CLIR, which were cross-
lingual information retrievals in NTCIR3. These documents were provided by Mainichi Daily

News in English.

Properties and Validity of the Data Sets

This experiment used pseudo-data sets including multiple topics. These data sets were made by
mixing three document sets, each of which including documents manually classified in the same
category. Therefore, the data sets were different from retrieval results in an actual situation. It is
possible that actual retrieval results contain several topics at different levels of granularity, and it is
difficult to determine such topics properly. Hence, such retrieval results are not suitable for objective
and quantitative evaluation. Additionally, as far as I know, there are no data collections that would
be useful for evaluating disambiguations of retrieval results. Consequently, I used pseudo-data sets
generated by mixing document categories that seem to be clearly divided into topics.

Though the pseudo-data sets can be clearly divided into topics, they contained ambiguities
which would be found in actual retrieval results because they were created by mixing documents
in the same topic at a higher level of granularity. For example, the data set of Sankei Sports News
includes not only articles on soccer, but also articles from two similar categories, Japanese baseball
and MLB. The articles from these two categories fall into the same category at a higher level of
topic granularity. Therefore, I can say that this data set is valid as a surrogate of actual search re-
sults. Also in the data set of NTCIR3, both the documents from the category of Article 9 and those
from the category of copyright are related to legal issues. Furthermore, in the data set of Dmoz, all
documents come from the directories under the same upper directory, i.e., the Science directory. All

documents of the data set of 20 Newsgroups are related to politics, as mentioned before.
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Data Preprocessing

The data in Japanese were analyzed by using the MeCab morphological analyzer! with the ipadic-
2.5.1 dictionary™. The data in English were stemmed by Porter’s stemming algorithm, and stop

words were eliminated. I used 1000 of the highest document frequency terms in every data set.

4.2.5 Term Evaluation Tools: Topic Label and Topical Skewness

There are various data sets with the correct labels assigned to each document. Therefore, I can
use such data sets for performance evaluations when I conduct document clustering or document
classification experiments. On the other hand, my method tries to generate term clusters, each
corresponding to a topic contained in a given document set. Therefore, I need to test whether a term
is strongly related to one of those topics. However, as far as I know, there are no data sets with
correct labels assigned to each term. Additionally, it is time-consuming to manually assign correct
labels to all terms appearing in the data set. Therefore, to evaluate objectively and numerically
whether a term-weighting method can extract topical terms, I developed two new tools: Topic Label
and Topical Skewness. Topic Label indicates the topic to which a given term is most closely related.
Topical Skewness shows how exclusively a given term relates to one topic. When the data set has
document categories, I can assign a Topic Label to every term and compute Topical Skewness for
every term. This allows us to use the document category names as the labels assigned as Topic
Labels.

The definition of Topical Skewness of a term #; is as follows. Let p;(#;) (j = 1,2,3) be the
ratio of the number of documents including # within the category j(j = 1,2,3) to the number of
documents including #;. Let ¢;(j = 1,2, 3) be the ratio of the number of documents contained within

the category j(j = 1,2, 3) to the total number of documents. Topical Skewness 7'S (#;) is defined as:

TS(t) = DI;ti)xK(t,-), (4.6)

Ihttp://mecab.sourceforge.jp/
“http://chasen.naist.jp/stable/ipadic/
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where
pj(ti)
K@) = D pit)log = = (4.7)
j J

i.e., K(t;) denotes the Kullback—Leibler Divergence of p;(#;) and g;.

That is, the more the probability of the each term occurrence (pi(t;), p2(t), p3(t;)) is skewed
against one of the labels compared with the probability of the labels attached to the documents
containing #;, the more likely the value of Equation (4.7) will increase. Note that K(z;) is multiplied
by %("') for the purpose of correction. This is because an infrequently occurring term is likely to
be skewed against one of the topics even though the term is not strongly related to the topic.

I predict one of the topics most strongly related to #; by using the following Topic Label equation.
pj(ti)

qj

TL(t;) = argmaxp;(t;)log (4.8)
J

That is, TL(t;) = k when py(¢;) log pkq—(k") becomes maximum. 7 L(t;) is considered as the label to be

attached to #;. Moreover, I consider 7S (#;) to be the Topical Skewness against the category k.

4.2.6 Human Subjective Evaluation
Participants and Procedure

I conducted subjective evaluation experiments to determine the suitability of Topic Label and Top-
ical Skewness. I recruited 20 Japanese participants (males and females) because my data sets in-
cluded Japanese data sets. The ages of the participants ranged from 20 to 30 years old.

I used three data sets to study the correlations between subjective evaluation and automatic
evaluation, , i.e., Sankei Sports News, NTCIR3 and NTCIR4 in Table 4.10. I generated three lists
of terms. Each of the lists was generated from one of the three data sets as follows. I obtained
100 top-ranked terms by using each of the three methods, i.e., TNG, MI, and RSV. After that, I
mixed the three pairs of 100 top-ranked terms into one data set that contained less than 300 terms
after eliminating overlaps. Consequently, I obtained three term lists from the three data sets, i.e.,
Sankei Sports News, NTCIR3 and NTCIR4. I showed the lists of terms sorted in random order to

the participants. To each term in the lists, they assigned one of three labels corresponding to the
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mixed categories (See Table 4.10). Note that I prepared two additional labels: “uncategorizable”
and “unknown term”. The former was for when the participants could not decide on one of the
categories of the term because it was ambiguous or corresponded to more than two categories. The
latter was for when the participants did not know the meaning of the term. As a result, by checking
how many people out of 20 assigned the same labels to a term, I could recognize how much each

term leaned towards a topic.

Suitability of Proposed Tools

Table 4.6 lists the correlation coefficients between the number of people who assigned same labels to
a term and the value of Topical Skewness, i.e., Equation (4.6), from all data sets. In particular, Figure
4.2 illustrates the results of plotted data from the NTCIR3 data set. The vertical axis represents the
number of people who assigned the same labels to a term, and the horizontal axis represents Topical
Skewness. Note that I used Pearson’s product-moment correlation coefficient. Table 4.7 shows the
number of terms assigned the same label by Equation (4.8) as by subjective evaluation.

In Figure 4.2, each panel represents the result for each label assigned by TL(t;); i.e., a) is the
case when TL(¢;) assigns “0 0 O 0 O 0O OO O~ (constitution, Article 9, and interpretation), b) is
the case when it assigns “00 0 0 0 0 O O ” (Kyoto, temple, and shrine) and c) is the case when it
assigns “0 00 00000O00O0OO0DODOOOONOO” (copyright, digital content, and network).
These correspond to the labels of A, B and C in Table 4.10, respectively. Each of the panels has five
category signs which represent the label assigned by subjective evaluation, i.e., A, B, C, “uncate-
gorizable” or “unknown term”. The vertical axis represents the number of people who assigned the
same label to a term #;. The horizontal axis is Topical Skewness 7'S (;). Each element represents a
term. The rhombus sign represents the case when participants assigned the label of A. The square
sign represents the case when participants assigned the label of B. The circle sign represents the case
when participants assigned the label of C. In each panel, there is one blacked out category sign. It
indicates that the label assigned by subjective evaluation is the same as the label assigned by T L(t;).
In contrast, the outline category signs indicate that these labels assigned by subjective evaluation
are different from the label assigned by T'L(#;). Note that if the blacked out category sign shows a
larger number of participants than the outline category signs, we can say that TL(t;) assigned the

same labels as assigned by the participants. Additionally, the “X” sign represents the case when
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participants assigned the “uncategorizable” label, and the “+” sign represents the case when partic-
ipants assigned the “unknown term” label. Note that if the blacked out category sign correlates with
Topical Skewness, 7S (#;) can be used as a measure of the subjectively assigned topical skewness.
In contrast, if the “X” sign inversely correlates with Topical Skewness, we can say that the smaller
the value of 7T'S (;) is, the higher the ambiguity of #; becomes.

Accordingly to the above, each panel in Figure 4.2 shows that the blacked out sign presents a
larger number of participants than the outline category signs. Most of the outline category signs
appear near the zero of the vertical axis. This means that 7'L(#;) assigned the same labels as the
labels assigned by many participants. Therefore, T L(t;) can be used instead of subjective labeling.
In addition, we can see strong correlations between 7'S (;) and the number of people who assigned
the same label of A, B or C. We can also see strong inverse correlations between 7'S(¢;) and the
number of people who assigned the same label of “uncategorizable”. Consequently, 7'S (#;) can be
used as a measure of topical skewness.

Table 4.6 shows the correlation coefficients of subjective evaluation and Topical Skewness.
“Number of terms” indicates the number of terms assigned label A, label B, or label C by T'L(#;). For
example, the value of 163 in b) NTCIR3 is the number of terms assigned label A by TL(#;). And the
value of 0.65 is the correlation coefficient between 7'S (¢;) and the number of people who assigned
label A to the terms. The boldface lettering in the table indicates that the label assigned by subjec-
tive evaluation is the same as the label assigned by TL(#;). In the same way as described above, if
the correlation coeflicients are high, 7S (¢;) and T L(¢;) can be used as alternatives to subjective eval-
uation. In addition, if the inverse correlation coefficients are high in the case of “uncategorizable”,
TS (t;) can measure the ambiguity of terms. Moreover, statistical significance was assessed with
a test of significance of the correlation coefficients. A“*” sign next to the correlation coefficients
in Table 4.6 indicates that the correlation test with a significance level of 5% shows a significant
positive relationship.

Table 4.6 shows that there are significant positive correlations between the value of Topical
Skewness and the number of people who assigned the same label as the label assigned by 7T'L(t;).
In contrast, there are significant negative correlations between Topical Skewness and the number of
people who assigned the label of “uncategorizable”. Consequently, I can say that 7'S (¢#;) can be used

as a measure of the topical skewness that would be assigned by a person.
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Table 4.7 shows the number of terms labeled by participants and that by TL(#;). I tried two ways
of counting the terms labeled by the participants: in Case (1), I counted the terms to which more
than 10 people assigned the same label, and in Case (2) I counted the terms to which more people
assigned the label more often than other labels. For example in case (2), assume that four people as-
signed A, two people assigned B, one person assigned C, and 13 people assigned “uncategorizable”.
Because it seems that a term is ambiguous when the majority of people assign “uncategorizable” to
it, it is difficult for the labels assigned by T L(t;) to be the same as the labels assigned by a person.
The boldface lettering in the table indicates the number of terms to which 7T'L(#;) assigns the same
labels as those assigned by subjective evaluation. The others are the number of terms to which
T L(t;) assigns different labels from those assigned by subjective evaluation.

Table 4.7 shows that in Case (1), T L(#;) never assigns labels differently from the labels that more
than 10 participants - a clear majority of the 20 participants - assign. That is, when the majority of
people associate the same topic with a term #;, TL(#;) assigns the proper label to the term. On the
other hand, in Case (2), TL(t;) sometimes assigns labels differently from those of the majority of
participants. However, even in this difficult case, TL(t;) still assigns the same labels as assigned
subjectively by some of the participants.

Consequently, we can conclude that TL(t;) and 7S (#;) can be used as alternatives to human

subjective evaluation to assign labels and to measure topical skewness.

4.2.7 Experimental Results and Discussion

This experiment used 7T'L(t;) and T'S (¢;) described in Section 4.2.5 as alternatives to human subjec-

tive evaluation to assign labels and to measure topical skewness.

Extracted Term Evaluation with 7S (¢,)

1. On Documents with Three Categories
I compared TNG with the other term weighting methods, i.e., MI, KLLD, )(2 and RSV. I used
the data sets in Table 4.10. Note that I used five different smoothing parameters a (¢ =

0.05,0.1,0.3,0.5, 1.0) for TNG, MI, KL.D and .

Figure 4.3 shows the results of the experiment using Reuters. The highest total value of 7'S (¢;)
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Figure 4.2: Scattergrams showing correlation between 7'S evaluation and subjective evaluation of
terms obtained from NTCIR3’s data and queries.
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is achieved when @ = 0.3. The total value of TS (#;) is also the highest when o = 0.3 in other
data sets. Therefore, Figure 4.4 shows the result only for the case of @ = 0.3. This figure
shows the results of the experiment comparing term-weighting methods by using all the data
sets. The total value of T'S(#;) of 100 terms top-ranked by each term-weighting method is
divided into each category corresponding to the label assigned by T L(;) to each term. This
experiment did not compare results using different data sets but compared the term-weighting

methods on the same data sets.

For all seven data sets, the TNG method gives a higher total value of 7S (¢;) in comparison
with the other four methods. Moreover, TNG can extract terms corresponding to every topic
because the terms it extracts cover all the labels of A, B and C in Figure 4.4. In Table 4.9,
each data set has different sizes between document categories. Especially, in the data set of
Reuters, the number of documents in category A is nine times that in category C. However,
in Figure 4.4, the balance of the total value of TS (¢;) is not influenced by the difference in
the number of documents. Therefore, TNG can extract terms regardless of the size difference

between categories.

2. On Documents with More Than Three Categories
This experiment used data sets synthesized by mixing three document categories. I checked
whether these data sets were sufficient to examine my method or not. This experiment tried
to divide the mixed topics into individual ones. If the synthesized data set was generated by
mixing two document categories, e.g., A and B, we cannot distinguish a method to divide
them into A and B from a method to divide them into A and not A. Therefore, I mixed three

document categories as a minimum setting of the subjective evaluation.

The retrieved results contained more than three topics despite that the synthesized data sets
contained three categories. I also examined the situation with data containing more than three
topics by using the NTCIR3 data set. In addition to A, B and C in Table 4.10, [ used “0 00 O
oo0o,0000000, 00 (blueberry, anthocyanin, and vision) as labels of D and “[J
00,000, 00 (Sanguozhi, game, and subject) as labels of E. The D category contains
188 documents, and the E category contains 167 documents. Figure 4.5 shows the results. In

this figure, a) is the case of mixing four document categories from A to D, and b) is the case
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Table 4.2: Overall precisions and their improvements compared to the baseline. The baseline overall
precision is 0.1606.

method ‘ overall precision ‘ improvement(%) ‘
UnitWeight 0.1765 9.9
TNGI1 0.1847 15.0
TNG2 0.1899 18.2
CF 0.1801 12.1
MI 0.1829 13.9
KLD 0.1733 7.9
Y’ 0.1751 9.0
RSV 0.1867 16.3

Term weighting methods

TNG MI KLD CHI RSV
4 4 4 4 4
3.5 3.5 35 (- Mcrude |35 3.5
3 s MAARN , | Daca || ]
UL Oearn
_ 22 25 HTHHHHT 25 2.5 2.5
z 2000 2 N 2 2 2
Lo [ IHth 1.5 f e 15 1.5 15 Fam
Lt 1 HHHHHE 1 1 1
0.5 1 tritrn 05 ftHHHHH 05 MHHHHH 0.5
0 L T I T T I 0

INNIS NN 0 INEIAN 0 0
5N
SRR SRR S RSN

Smoothing parameter (a= 0.05 ~ 1.0)

Figure 4.3: Evaluation of term weighting methods by 7'S (#;). The terms are obtained from Reuters
documents.
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Table 4.3:
a0 00000000 (baselind 0.1291)
IEEN EE)E]E (00000 |

O 0.1212
OO 0.1105
RSV oo 0.0762
oo 0.0923
oo 0.0724
goooooooo 0.0625
O 0.0739
TNG1 oo 0.1680
oo 0.1027

gbooooogon 0.2361
gbooooogoo 0.0625

oo 0.1027

TNG2 00 0.1680
ood 0.0747

goooo 0.1712

b)00000+00+00 (baselin O 0.0596)

[O0 ] 0000 [00000 |
000 0.0067
ufls 0.0279
RSV 0O 0.0341
0ooo 0.0246
O 0.0593
000 0.0067
ooooo 0.0660
TNG! | 00000000000 | 00154
000000000 0.0177
0000 0.0661
000 0.0067
ooooo 0.0660
TNG2 0000 0.0661
afsliufalululs 0.0640
oo 0.0434

c)000+0000+00 (baseline O 0.0675)

| 00 ] 0ooo IEEERER
O 0.0253
0o 0.0280
RSV 0o 0.0377
oo 0.0266
0o 0.0198
Pandaemonium 0.0586
000000 0.3767
TNG1 | 00000000 0.0523
ooo 0.0525
ooooo 0.0533
000000 0.3767
ooo 0.0227
TNG2 oooo 0.0160
ooooo 0.0203
ooooo 0.0287
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Table 4.4: Experimental data and class names or query terms within the data. Terms in Japanese are
translated into English.

data set A B C
NTCIR3 oo o0 ooo
(constitution) (Kyoto) (copyright)
ooo O oooboooooon
(Article 9) (temple) (digital content)
oo o0 oooooo
(interpretation) (shrine) (network)
NTCIR4 o0 OO0 oooo
(horse racing) (philosophy) (China economy)
o0 oodo oooo
(bloodline) (ontology) (socialism)
OO0
(market)
Dmoz Math Chemistry Astronomy
Reuters earn acq crude
Sankei Sports News || Japanese baseball MLB soccer
20 Newsgroups talk.politics.guns  talk.politics.mideast talk.politics.misc
NTCIR-CLIR “Give information  “Articles relating to  “Incidents relating to
regarding protests  President Kim religious thought about
against nuclear Dae-Jung’s doomsday, or the end
power.” policy toward Asia”  of the world.”

Table 4.5: Languages, data types, and numbers of documents used in the experiment. DC: document
classification; IR: information retrieval.

data set language | type number of documents |U| in Equation (4.5)
(A+B+C in Table 4.10)

NTCIR3 web Japanese | IR 1108(476 + 282 + 350) 10253810

NTCIR4 web Japanese | IR 2113(643 + 722 + 748) 10253810
Dmoz English | DC | 21089(8935 + 5584 + 6570) 63300
Reuters English | DC | 6615(3845 + 2362 + 408) 9494

Sankei Sports News || Japanese | DC 3519(1233 + 757 + 1529) 10257329
20 Newsgroups English | DC | 3000(1000 + 1000 + 1000) 19955
NTCIR-CLIR English | IR 209(135 + 50 +24) 12723
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Table 4.6: Correlation coefficient between subjective evaluation and pseudo-evaluation metric
TS (t;).

a) Sankei Sports News
Labels assigned by TL
Manually assigned labels A | B | C
A 0.85* | 0.0039 | -0.15
B -0.034 | 0.52* | 0.26*
C 0.058 | -0.28 0.76*
Uncategorizable -0.79% | -0.44% | -0.75%
Unknown term -0.24 | -0.052 | -0.019
Number of terms | 110 | 23 | 92 |
b) NTCIR3
Labels assigned by 7L
Manually assigned labels A | B | C
A 0.65* | -0.25 0.12
B -0.16* | 0.69* | -0.051
C -0.15% | -0.27 0.14
Uncategorizable -0.58* | -0.63* | -0.21
Unknown term -0.317 | -0.40 0.12
Number of terms H 163 ‘ 13 ‘ 30 ‘
¢) NTCIR4
Labels assigned by TL
Manually assigned labels A | B | C
A 0.77% | -0.18 | -0.17
B -0.23 | 0.77* | -0.32
C -0.16 0.11 0.84*
Uncategorizable -0.75*% | -0.73* | -0.81%
Unknown term -0.25 -0.33 -0.34

Number of terms H 63 ‘ 105 ‘ 37 ‘
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Table 4.7: Number of terms labeled by users and by TL.

a) Sankei Sports News

Labels assigned by T L(t;)
Manually assigned labels A | B | C
Case (1): Num. of terms to A 21 | O 0
which more than 10 people B 0 4 0
assigned the same label C 0 0 25
The other case | 89 | 19 67
Case (2): Num. of terms to A 56 | 9 14
which more people B 2 8 0
assigned the label than other labels C 6 3 46
The other case || 46 | 3 32
Total number of terms [ 110 ] 23 | 92
b) NTCIR3
Labels assigned by T L(t;)
Manually assigned labels A | B | C
Case (1): Num. of terms to A 35 | 0 0
which more than 10 people B 0 8 0
assigned the same label C 0 0 22
The other case | 128 | 5 8
Case (2): Num. of terms to A 107 | O 2
which more people B 2 112 0
assigned the label than other labels C 3 0 28
The other case | 51 1 0
Total number of terms H 163 ‘ 13 ‘ 30
¢) NTCIR4
Labels assigned by T L(t;)
Manually assigned labels A| B | C
Case (1): Num. of terms to A 30| O 0
which more than 10 people B 0| 18 0
assigned the same label C 0 0 20
The other case || 33 | 87 17
Case (2): Num. of terms to A 51| 6 1
which more people B 2 | 62 3
assigned the label than other labels C 0| 13 28
The other case || 10 | 24 5
Total number of terms H 63 ‘ 105 ‘ 37
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of mixing five document categories from A to E.

The results of the experiment using more than three document categories (Figure 4.500 show
the same tendency as those using more three document categories. Therefore, it is sufficient
to estimate the basic performance by using data sets generated by mixing three document
categories. Additionally, the results show that TNG obtains the best performance because the

terms extracted by TNG have the highest total value of 7'S (#;) and cover all the topics.

Extracted Term Subjective Evaluation

I subjectively compared the performance of TNG with those of MI and RSV. I compared the terms
top-ranked by TNG with those of MI and RSV. The smoothing parameter of TNG and MI was set
ata = 0.3.

Figure 4.6 shows the results. This experiment used three data sets, i.e., Sankei Sports News,
NTCIR3 and NTCIRA4. I took the ratio of the number of participants assigning the same label to a
term to the total number of participants to be the topical skewness of the term. Let U(L}, #;) be the
number of participants who assign a label L; to a term ;. Furthermore, I assumed that label L; is the
label of term #; when the value of UT(t;) is the highest of all L;(j = 1,2, 3). The topical skewness
assigned by subjective evaluation, UT(t;), is defined as follows:

U(Lj,t)
20

UT(t;) = max 4.9)
J

Figure 4.6 shows the total value of topical skewness assigned by subjective evaluation.

Figure 4.4 shows that the subjectively evaluated TNG is better than 7'S (#;). Hence, the terms
extracted by TNG are not only strongly related to topics but also cover all topics exhaustively.
Unless the extracted terms cover all topics contained in the document set, some of the topics cannot
be shown by the term clusters. Therefore, it is important that the extracted terms cover all topics.
Moreover, though it has been the problem that top-ranked retrieved documents are often related to

the biggest single topic, I can resolve this problem if the generated clusters cover all topics.
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Data sets
NTCIR3 NTCIR4 Dmoz Reuters Sankei sports news Newsgroup20 NTCIR-CLIR
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Term weighting methods

Figure 4.4: Evaluation of term weighting methods by 7'S (¢;). I used seven different data.

16 16
14 ] ED 14
12 mC—7 12
0 (BB —{r 10
3 3
6 [ [ | u 6
4 H [ - 4
2 [ u 2
0 0

SENIPNINIEY SRR
ST EE SV FE
a) Mixing four document categories b) Mixing five document categories
Figure 4.5: Evaluation of term weighting methods by TS (#;) using pseudo-data containing more

than 3 topics of NTCIR3. a)pseudo-data containing four topics and b) pseudo-data containing five
topics.
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Data sets
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Cluster Evaluation with 7'S (1;)

I examined the quality of term clusters consisting of terms extracted by each term-weighting method.
Let CTS (C;) denote the topical skewness of a cluster C}, and let class; denote the label of the largest

number in cluster C;. CTS (C) is defined as follows:

Dicclass; S core(t)
CTS(C;) = o , (4.10)
! IC)l

where
class; = argmaxg|{tlt € C;, TL(r) = k}|

TS(t) ifte€ C;and TL(t) = class;
Score(t) = 4.11)
0 otherwise

Microaveraged Precision [Cha02] [Seb02] is a measure of the quality of the whole set of clus-
ters. It is easy for this measure to be influenced by the precision of clusters whose sizes are larger
than others. Here, based on Microaveraged Precision, I propose a measure defined as MicroTS to

be used for the average of CTS (C)s for all clusters.

z,1CCTS (C))
221Gl
> Score(t)
2 1Cjl

MicroTS =

(4.12)

The results of my examination of MicroTS are shown in Figure 4.7. All of the smoothing
parameters of TNG, MI, KDL and CHI were set at @ = 0.3. The term clusters generated by using
terms extracted by TNG have high MicroT S as does each term before clustering. This means that
the term clusters have high precisions and each of them is strongly related to a topic.

Table 4.8 shows examples of actual term clusters made by a) TNG, b) MI and c¢) RSV. I used
the data set generated by mixing three categories “l] U, J 0 O, O [0 ” (constitution, Article 9, and
interpretation), “l01 O, O, O O (Kyoto, temple, and shrine) and “0 00, 00 OO0 OO0OO,

000000 (copyright, digital content, and network) from NTCIR3. I generated term clusters
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by using the 100 top-ranked terms gotten by each method. There are 10 term clusters since I set
M = 10 in Section 3.5.3. We can see that the terms clustered by TNG consist of concrete terms
and each of the clusters clearly corresponds to a topic. While RSV obtains high 7'S in Figure 4.4,
the terms it extracted do not comprehensively cover A, B and C. We can see term clusters related to
only the topic of “l0 0, 0 O O, and O [0 ” (constitution, Article 9, and interpretation). In contrast,
the terms extracted by TNG not only have high 7'S but also cover all topics comprehensively. As a
result, I believe that the term clustered by TNG are better than those clustered by RSV or ML

I checked which topic each term cluster corresponds to. In the case of a) TNG in Table 4.8, the
first cluster seems related to “0 O, O, O O ” (Kyoto, temple, and shrine), the second and third clus-
tersseemrelated to “0 00, 000000000, and 00000 O (copyright, digital content,
and network), and the 4th to 9th clusters seem related to “00 O, 0 O O, and O O (constitution,
Article 9, and interpretation). In this regard, these term clusters cover all topics comprehensively, al-
though there is a difference between the numbers of clusters related to the same topic. In the future,
I believe that the difference between the numbers of clusters related to the same topic can be refined
by improving the clustering method. In the case of b) MI, the first cluster seems related to the “[J
O, 0,and OO ” (Kyoto, temple, and shrine), clusters from the second to 7th seem related to “[]
0,000, and O O ” (constitution, Article 9, and interpretation), and the 9th cluster seems related
to“000,000000000,andO0O0O0O0OO” (copyright, digital content, and network). In
the case of ¢) RSV, the clusters seem related to “00 00, 0 O O, and O O ” (constitution, Article 9,
and interpretation) but the 8th cluster seems related to “00 O, O, and O O (Kyoto, temple, and

shrine).

4.2.8 Summary

This section examined the performance of TNG in comparison with other term weighting methods
on multiple data sets. The results showed that TNG can extract terms strongly related to any one of
several topics contained in the document set.

Moreover, I proposed a new labeling method that can be used to estimate a topic that each term
is related to and the degree of association. The suitability of the labeling was determined through
subjective evaluations. Additionally, I evaluated my term weighting method by testing whether the

top ranked terms were strongly related to any one of those topics contained in the document set. The
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Table 4.8: Examples of term clusters made by a) TNG, b) MI and c¢) RSV obtained from NTCIR3’s

data. Each row represents one of the term clusters.
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experiment was conducted by using the labeling method for estimating each term’s correct topic and
by subjective evaluation. The results showed that my method can extract terms strongly related to
any one of the topics.

I also evaluated the term clusters obtained by my method. For this, I used an evaluation formula
using the labeling method. The results showed that my method can generate term clusters strongly
related to each topic. The next section describes experiments on query expansion using such term

clusters.
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4.3 Experiment for Query Refinement with Topical Term Clusters us-

ing TNG

4.3.1 Overview

When we use existing search engines such as Google , Yahoo and MSN , we enter only a few terms
to form a query [JSBS98][one]. Then the search engines often return a long list of search results.
Even if we use effective query terms, e.g., proper nouns and technical terms, various topics related
to the query can be contained in the search results retrieved by such a short query. Therefore, we
must select the documents we are interested in from the list by examining the titles and snippets.
This is a time-consuming task because the list is unstructured, and it is not easy for web users to
understand the multiple topics contained in the search results.

In this work, I propose a method for supporting query refinement by using clusters of topical
terms extracted from a retrieved set of documents. I assume that a topic is implied by a specific set
of terms that frequently co-occur in the same documents. Therefore, I introduced a new measure
of term importance called tangibility (See Section 3.1). A term is said to have tangibility when it
frequently co-occurs exclusively with a specific set of terms. Additionally, I proposed two formulae
for Tangibility as I mentioned in the Section 3.3.3, that is TNG. Existing methods for term extraction
aim to extract terms corresponding to the dominant topic of a given document set, e.g., travel,
Europe, and Netherlands. However, because such terms are likely to co-occur with a wide variety
of other terms, we cannot distinguish isolated topics. In contrast, my method aims to extract terms
exclusively related to one of those topics, e.g., Rembrandt, Schiphol Airport, and canals. Then, I
divide the extracted terms into clusters using a distributional clustering algorithm, which leads to
agglomerates of terms frequently co-occurring with each other (See Section ).

In my experiments, I examined the quality of term clusters by checking effectiveness of the clus-
ters for query refinement. I first extracted topical terms from a synthesized heterogeneous document
set, which is a surrogate for a document set retrieved by a real search engine. I then constructed
clusters of the extracted terms and used each term cluster as a query to assign a ranking to the
documents based on the probabilistic information retrieval model. I used two evaluation criteria:

concentration and completeness. First, when the top-ranked documents given by each term cluster
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relate to the same topic, we can realize a topic-focusing search by using any one of the constructed
clusters. Second, when different term clusters provide different sets of top-ranked documents, we
can realize a search covering a wide variety of topics by using all term clusters. I evaluated my term

weighting method with these two criteria.

4.3.2 Comparison Methods

In this paper, I compare the proposed method TNG with four other term weighting methods:
MI[YP97][YHO04], KL.D, y-square [Seb02], and RSV[Rob90]. MI, KL.D, and y-square use term co-
occurrence, as does TNG, and these methods can measure how #;’s occurrence probability changes
by adding the condition that ¢; occurs. Then, the weight of term #; for these methods is calculated as

follows.
W) = Y X0 (4.13)
7

Here, X(tj;1;) is replaced by MI(t;;t;), KLD(t};1;), and )(z(tj;ti) respectively(See Eq. (4.2, (4.3),
(4.4) ). I also used the same smoothing for the three other methods as for TNG. Moreover, RSV
uses the whole document set U, such as the corpus for retrieval, as well as a document subset S,

such as search results (See Eq. (4.5)).

4.3.3 Data Set for Experiments

Types of Data My experiments require a document set that includes multiple topics and in
which each document has labels indicating a topic. A data set for document classification surely has
these labels. Moreover, a test collection for the evaluation of information retrieval is accompanied
with relevant document sets for each test query, so we can generate a mixture data set containing
multiple topics that are indicated by each relevant document set. Therefore, I used both types of
data. Furthermore, I used data sets in Japanese and English to examine the performance regardless

of language.

The Data Sets I Used I used seven data sets, described in Table 4.9. I used relevant docu-

ments prepared for the Web tasks in NTCIR3 and NTCIR4[EOI*03], documents under the Science
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directory in the Dmoz web directory, and Reuters-21578, which was prepared for document clas-
sification. I also used back issues of Sankei Sports News on the web. For RSV, I used a corpus
of NW100G-01[EOI*03] prepared for NTCIR3 and NTCIR4 as a whole document set U in Eq.
(4.5)"". 1 also used Newsgroup20 prepared for document classification in which each category con-
tains about 1000 documents. Finally, I used relevant documents prepared for the tasks of NTCIR-
CLIR, which were cross-lingual information retrieval in NTCIR3. These documents were provided
by Mainichi Daily News in English.

Each data set has categories, and three of the largest categories are mixed for experiment as
pseudo-data including multiple topics. The names of the categories I used are shown in Table 4.10.

The data in Japanese are analyzed by using the MeCab morphological analyzer[MeC] with the
ipadic-2.5.1 dictionary[ipa]. The data in English are stemmed by Porter’s stemming algorithm, and
stop words are then eliminated. I used 1000 of the highest document frequency terms in every data

set.

4.3.4 Experimental Procedure

First, I weighted each term using the five methods TNG, MI, KLD, y-square and RSV for each data
set as indicated in Sect. 4.3.3. Next, I made term clusters by using the top 100 terms ranked by
each method. Finally, I used every term cluster as a query, and ranked the documents included in
the heterogeneous data by using the Okapi probabilistic model[RW99].

Let Prec(C;, Lj) be the precision when I retrieve documents with a term cluster C; as a query and
use the documents in the category L; as relevant documents. Prec(C;, L;) is defined as the number
of retrieved relevant documents in the top x documents divided by x. I define the category L(C;)

corresponding to C;, as follows.

L(C;) = arg rriax Prec(C;, Lj) (4.14)
j

In Eq. (4.5), I assume that |S| is 3519, which is the number of all documents included in Sankei Sports News, and
|U| is 10,253,810 + 3519, which is the sum of the number of documents included in NW100G-01 and the number of
documents included in Sankei Sports News
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Table 4.9: Languages, data types, and numbers of documents I used for the experiment. DC: docu-
ment classification; IR: information retrieval.

data set language | type number of documents |U|in Eq. (4.5)
(A+B+C in Table 4.10)
NTCIR3 web Japanese | IR 1108(476 + 282 + 350) 10253810
NTCIR4 web Japanese | IR 2113(643 + 722 + 748) 10253810
Dmoz English | DC | 21089(8935 + 5584 + 6570) 63300
Reuters English | DC | 6615(3845 + 2362 + 408) 9494
Sankei Sports News | Japanese | DC 3519(1233 + 757 + 1529) 10257329
Newsgroup20 English | DC | 3000(1000 + 1000 + 1000) 19955
NTCIR-CLIR English | IR 209(135 + 50 + 24) 12723

Table 4.10: Category names or query terms I used. Where the original task is IR, query IDs are
shown.

data set A B C

NTCIR3 0032 0013 0028

NTCIR4 0006 0058 0082

Dmoz Math Chemistry Astronomy
Reuters earn acq crude

Sankei Sports News | Japanese baseball MLB soccer
Newsgroup20 talk.politics.guns  talk.politics.mideast  talk.politics.misc
NTCIR-CLIR 0036 0023 0018
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Further, I define the precision Prec(C;) of a term cluster C;, as follows.
Prec(C;) = mLax Prec(C;, Lj) (4.15)
j

Additionally, I define the precision Prec(Lj), which is the maximum precision of Prec(C;) corre-

sponding to L;.

Prec(L;) = max Prec(C;) (4.16)
C; S.t. L(C)=L;

First, I examined the relevance of the documents retrieved with the term clusters generated by
each method as a query. For this purpose, I compared the average of all Prec(C;)s. Second, I
compared the completeness of categories of term clusters by each method by examining the average

of Prec(L;)s for all L;.

4.3.5 Term Cluster Evaluation for Concentrations and Completeness

Comparison of Concentrations [ compared the average of Prec(C;) for all C; for the top 5,
10 and 100 ranked documents (See Fig. 4.8). TNG had the best average precision for the top 5
ranked documents in all data sets. TNG also had the best average precision for the top 10 ranked
documents in NTCIR3, NTCIR4, Dmoz, Sankei Sports News, Newsgroup20, and NTCIR-CLIR.
TNG showed stable performance for all data sets and for top 5, 10, and 100 ranked documents.
On the other hand, RSV had the second average precision for the top 5 and 10 ranked documents
in NTCIR, NTCIR4, Dmoz, NRCIR-CLIR. As a result, TNG outperforms the other comparison
methods in the top-ranked documents. Furthermore, TNG outperforms other comparison methods
for a wide variety of data sets. That is, TNG extracts terms that are strongly related to one of the

three topics.

Comparison of Completeness I compared the completeness of categories for the top 5, 10
and 100 ranked documents (See Fig. 4.9). I evaluated the completeness by the average of Prec(L;)
for all L;. TNG had the best completeness of categories in NTCIR3, NTCIR4, Dmoz, Sankei Sports
News and Reuters. Although y-square is the best in Newsgroup20 and RSV is the best in NTCIR-

CLIR, these methods did not outperform TNG in the other data sets. Therefore, TNG outperformed
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Figure 4.8: The average of Prec(C;) for all C; for the top 5, 10 and 100 ranked documents of
NTCIR3, NTCIR4, Dmoz, Sankei Sports News, Newsgroup20, and NTCIR-CLIR.
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Figure 4.9: The average of Prec(L;) for all L; for the top 5, 10 and 100 ranked documents of
NTCIR3, NTCIR4, Dmoz, Sankei Sports News, Newsgroup20, and NTCIR-CLIR.
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other methods with respect to overall performance.

4.3.6 Summary

This section examined the performance of TNG in comparison with other term weighting methods
on multiple data sets. First, [ extracted terms using each method and generated term clusters by using
these terms. Next, I retrieved documents with the term clusters as a query from a heterogeneous
set of documents. With respect to the average precision of documents retrieved by the clusters,
TNG outperformed other methods. Furthermore, TNG had a good completeness of categories of
documents retrieved by the term clusters. We can conclude that TNG is an efficient term weighting
method for detection of topics included in a heterogeneous set of documents. I think that TNG can
be used for query expansion that considers that various topics are contained in the first-retrieved

documents and that users can select one of those topics efficiently with my method.



Chapter 5

Representation System of Multiple
Topics with Search Results: Application

of Tangiblity

5.1 Overview

When we use search engines such as Google, Yahoo and MSN, we enter only a few terms to form
a query [JSBS98]. The search engines often return a long list of search results. Even if we use
effective query terms, e.g., proper nouns and technical terms, a short query may cause the search
engine to0 retrieve search results on various topics. In such a situation, the user must select the
documents he or she is interested in from the retrieval list by examining the titles and snippets. This
is a time-consuming task because the list is unstructured, and it is not likely easy for web users to
understand all the topics contained in one set of search results.

A number of search engines that organize retrieved results have been developed recently. For
instance, Clusty* is a document clustering search engine. Clusty also shows the labels of document
clusters to searchers. Another example is "Google suggest,” which uses user logs to show queries to
refine the original query. The terms presented by these systems are likely to be general terms because

they regard terms that many searchers used or terms that retrieve a large amount of documents as

“http://clusty.com/
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being useful. Moreover, these terms are not organized based on clear concepts.

I proposed a method for supporting query refinement by using clusters of topical terms extracted
from a retrieved set of documents. I assume that a topic is implied by a specific set of terms that fre-
quently co-occur in the same documents. Therefore, I introduced a new measure of term importance
called rangibility and a method for calculating it called TNG (See Section 3.3.3). A term is said to
have tangibility when it frequently co-occurs exclusively with a specific set of terms (See Section
3.1). I divide the extracted terms into clusters by using improved distributional clustering algorithm,
which leads to agglomerates of terms frequently co-occurring with each other (See Section 4.3.1 ).

In this chapter, I develop a system using proposed TNG and generating term clusters to show
topical term clusters that can be used for query refinement. I also subjectively evaluated the per-
formance of TNG. The results show that the term clusters generated by my system using TNG can
distinguish the topics of the search. Moreover, the term clusters help us to find multiple meanings

of the query and to discover unexpected topics related to it.

5.2 System Architecture

I developed a system using TNG described in Section 3.3.3 to show topical term clusters that can
be used for query refinement. My system is implemented in the Ruby programming language, CGI
in Perl, and wget. T used MeCab' as the part-of-speech (POS) and morphological analyzer for
Japanese. The dictionary of MeCab was ipadic-2.5.1%.

First, this system gathers the top 500 URLs as ranked by Google for a query given by the user.
Then it removes the dead links and the URLSs referring to non-HTML documents. By removing
HTML tags, I get the raw text of each document. As the downloaded documents show a wide
divergence in their lengths, I extract snippets (i.e., short summaries of documents) of constant length
from each document. My method for snippet extraction is described in Section 5.2.1. The system
calculates TNG scores by regarding each snippet as a single document and generates term clusters
with my improved distributional clustering algorithm (See Section 4.3.1). I provide the details of
this clustering phase in Section 5.2.2. The user can use each term cluster as additional query terms

to expand the original query. Figure 5.1 depicts the system architecture.

http://mecab.sourceforge.jp/
*http://chasen.naist.jp/stable/ipadic/
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5.2.1 Extraction of Snippets

Retrieved documents show a wide divergence in their lengths and also have a wide variety of terms.

To use only the area related to the query, I extracted snippets from each document as follows®.
1. A sliding window 30 terms long was superimposed over one text stream and shifted.

2. I counted the frequency of the query terms (FQ), the number of unique queried terms (NQ),

and the number of nouns (NN) inside every window.

3. The window was shifted until one reached the end of the text stream, after which all of the

windows were sorted according to the valance of FQ, NQ, and NN.
4. The two highest scored windows were selected as the snippet of the current text.

Note that I used the text inside the first 1 Mbyte until less than 10 query terms appeared. I also
removed stop words, e.g., well-known stop words in English, common terms in Japanese, and com-

mon terms in HTML documents either in English or Japanese.

5.2.2 Applying the Proposed Method

Using snippets in Section 5.2.1, I calculated the TNG scores proposed in Section 3.3.3. I used
the top 500 terms sorted by document frequency. Next, I used the top 200 terms sorted by TNG
for term clustering (See Section 4.3.1). Note that I changed step 4 (i) of the clustering algorithm
so the number of clusters was automatically fixed. Instead of the step 4 (i), I merged all pairs of
clusters whose similarity was more than a similarity threshold set at 0.01. Note that I say two terms
co-occur when they both appear in the same snippet. I ignored only one co-occurrance as noise.
I set the number of clusters M to 20. Though the number of clusters was automatically fixed by
the algorithm, I used the top 10 term clusters sorted by TNG score when I assumed that each score
was the highest among the terms contained in each cluster. The terms contained in the term clusters
were sorted by the document frequency, and I used the top 5 subjectively evaluated terms (See

Figure 5.2).

$1 conducted two pre-experiments. One of them was an experiment using snippets extracted by Google as documents.
The other was an experiment using whole texts as documents. The former was better than the latter. This is because a
whole text usually contains many topics. And retrieved documents show a wide divergence in their lengths and also have
a wide variety of terms. Therefore, I extracted snippets of constant length.
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Figure 5.2: Sorting method for term clusters and terms contained in them to show the participants
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5.2.3 Examples of System Output

Table 5.1 and Table 5.2 show the top 10 term clusters output by my system. Table 5.1 shows the
term clusters for the query “00 00 O O 7, and Table 5.2 shows the term clusters for the query “[0 0 O
000 DS”. In Table 5.1, for example, Cluster 1 indicates the cars of Jaguar Corporation because
there are brands of cars. Cluster 2 indicates 0 [0 00 0 O OO (Jaguar Yokotal) because there are the
names of her and her husband and some topical terms strongly related to her. In the same way,
Cluster 3 indicates Jaguar xkr models. Cluster 4 indicates one of the ‘big cats’, i.e., the jaguar.
Cluster 5 indicates a manufacturer of sewing machines. Cluster 6 indicates used cars of the Jaguar
Corporation. Cluster 8 indicates jaeger lecoultre, a brand of wrist watch. Cluster 10 indicates the

latest models of Jaguar cars.

5.3 Performance of My System

5.3.1 Compared System

I compared my method with Clustyl. Clusty generates document clusters to organize the search
results for a query given by the user. Clusty also shows the labels of the document clusters. I used
these labels as additional terms to expand the original query. Clusty may show a set of two or more
terms as a label of a document cluster. In this case, I used all of these terms to expand the original
query. The labels given by Clusty were compared with the term clusters generated with TNG. Since
Clusty shows 10 labels in the default configuration, I used all 10 labels generated by Clusty and the

top 10 term clusters by TNG.

5.3.2 Participants

I recruited 8 male participants. The participants worked in economics and computer science fields
of information retrieval, communications networks, and computer graphics. All of the participants
have used search engines for 6 to 10 years. The ages of the participants ranged from 23 to 30
years. As their main search engines, eight participants used Google, two used Yahoo!JAPAN, two

used MSN, and one used goo when multiple answers were allowed. Six participants usually used

1“00 00 00 is a famous female Japanese pro-wrestler.
Ihttp://clusty.jp/
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Table 5.1: Term clusters generated by our system for the query “00 0 0 [0 * (jaguar). Terms translated
into English are shown in parentheses.

ID

Term cluster

1
2
3
4
5
6
7
8
9
|

0

0000 (Ford) O OO (Toyota) BMW 0O O O O (Porsche) 0 O O O (Audi)

00O (Yokota) 0 O (birth) O O (girl) O O (Kinoshita) 0 0 0O 0O OO (pro wrestler)

new 0 O (order) O O (equipped) O O (beginning) XKR

00O (animal) 0 O (cat) 0 0O O O (United States) [0 [0 (pregnancy) [J [0 (predatory)

00 0O (sewing machine) [0 O (explanation) net O 00 O (overlock) O O (electronic)

00 (used) 0O (import) 0 0O O OO (dealer) O O (regular) O O (recognition)

00O (purchase) O O (fill-in) O O (more money) [0 0 (completion) [0 0 (indispensability)
0000 (lecoultre) O O O (wristwatch) lecoultre jaeger

O 0O (content) 0 O (author) O O (vote) O O (book title)

O 0O (model of car) 0 O (latest) 0 O (use)

Table 5.2: Term clusters generated by our system for the query “00 0 0 0 O O DS” (Nintendo DS).
Terms translated into English are shown in parentheses.

ID

Term cluster

1

0

00O (announcement) 0 0 000 O 00O (Dragon Quest) 00 O O O (abbr. of Dragon Quest)
0000 (Dragon) OO (new work)

00000 (action) 0O OO OODOO (simulation) DO OOOOOO (role playing)
0000000 (adventure) 0 0 O (puzzle)

000000000 (PlayStation) xbox(Xbox) 0 O O O (Cube)
00000000000 (Game Boy Advance) 0 0O O (boy)

0O (Common Sense) [ [ (under the supervision) 0 O [0 O O (monster) [ [ (test)
000000 (diamond)

00O 0O (Nintendo) nintendo [ [0 (relevant) amazon [0 00 0 0 0 0O 0O O O (crystal white)
00O (wireless) lanusb O 0 0 0 O O (connection) 0 0 (connection)

O O (development) opera [1 [1 (joint) software

00 (extended) O OO0 O (cartridge) 0 O 0 O (memory)

0000 (black) 0O OO (white) 0O OO0 (erystal) O OO O (jet)

00000 (TOPIX) OO (economy) 00O O (web) OO (area) floor
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three or fewer query terms, one used five or fewer, and one used ten or fewer. In addition, five
participants said they usually checked the top thirty pages or less, and the other three participants

said they usually checked one hundred, two hundred, and three hundred pages or less, respectively.

5.3.3 Queries

I used twenty queries in Table 5.3. Table 5.3 shows not only the query terms I used but also their
sources. Eight of them come from search term rankings by Yahoo!Japan **" The list contains
such queries as “mixi” in the first place of the all-around ranking, “KAT-TUN” in the first place
of the popularity ranking for males, “[J [0 O [0 ” in the first place of the popularity ranking for TV
programs, “DEATH NOTE” in the first place of the popularity ranking for comics and cartoons,
and “00 0000 DS” (Nintendo DS) in the first place of the popularity ranking for commercial
products. Additionally, the list contains such queries as “l0 0 O [0 ” (jaguar) and “[1 0 00 O (apple)
that are often used as polysemic words. Moreover, it contains query terms used in the third NTCIR

web retrieval task [EOI*03] and some general terms.

5.3.4 Pre-Experiment Questionnaire

Before the start of the experiment, I gave a questionnaire about the twenty queries to the participants.
Table 5.4 lists questionnaire items ql to g4. Note that the participants answered the questionnaire
either with Y (yes) or N (no) for q1, q3, and g4, and they answered Y (yes), N (no), or M (medium)
for q2. The number in Table 5.4 would be 8 (participants) x20 (queries) = 160 if all participants
answered Y. Table 5.4 shows that most participants had heard of the queries before, and they thought
they knew what most of the queries meant. Therefore, we can say that all participants had back-
ground knowledge on all the queries to some extent. In addition, they recognized 6.5 words as

polysemic words and 15 words as words related to multiple topics within the 20 queries.

5.3.5 Experimental Procedure

1. Retrieval Experiment using only Term Clusters

The participants checked whether the term clusters retrieved documents related to the original

“http://picks.dir.yahoo.co.jp/new/review2006/general . html
"Counted from Jan. 1st to Nov. 5th in 2006.
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Table 5.3: Queries I used and their sources. (“(*)” means that the query is from Yahoo!Japan.)

Label Query Source
A ood General term
(airplane)
B oo News
(North Korea)
C gooooon Name of a famous place
(Amsterdam)
D oo News
(unlicensed)
E gooooon Technical term
(clustering)
F oo General name in Japanese
(Nomura)
G oo Having multiple meanings
(information)
H good Polysemic word
(apple)
I good Polysemic word
(jaguar)
J KAT-TUN The first place in popularity ranking for males (*)
(KAT-TUN)
K goooog bS The first place in popularity ranking for commercial products (*)
(nintendo DS)
L mixi The first place in all-around ranking (*)
(mixi)
M good The first place in popularity ranking for TV programs (*)
(Ainori)
N oooooooa Popular search trend (*)
(The Melancholy of Haruhi Suzumiya)
0] oooo Popular search trend (*)
(Iseg)
P oooo Popular search trend (*)
(componential analysis)
Q DEATH NOTE The first place in popularity ranking for comics and cartoons (*)
(DEATH NOTE)
R ooo oo NTCIR3 Web retrieval task
(mammal, extinction)
S ooooooo NTCIR3 Web retrieval task
(Norse mythology, World Tree)
T 000000000000 Name of a famous person

(Leonardo da Vinci)
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query shown in Table 5.3 without using the query. If the query terms were expanded with the
term cluster, it is not surprising that the documents related to the query were retrieved. In
contrast, if the term cluster retrieved documents related to the original query without using
the query, it must help to focus on the query. This is why I tried to determine whether term

clusters without the original query can retrieve the documents related to the original query.

The experimental details are as follows. I placed the document cluster labels of Clusty on the
left and term clusters generated by my system using TNG on the right of Figure 5.3. Note
that the participants did not know what system generated each of the labels and the term
clusters. The participants used each of 10 labels given by Clusty to expand the original query.
By browsing the Google search results obtained by the expanded query, they checked for the
search results related to the original query. When the search results gotten by using the label
as an additional query were not related to the original query, they removed it from the space.
Regarding TNG, the participants used each of 10 term clusters generated by my system using
TNG to expand the original query and browsed the search results. When the search results
gotten by using the term cluster as an additional query were not related to the original query,

they removed it.

Next, they used each of the remaining document labels given by Clusty for the search without
the original query terms. If one of the document labels retrieved documents related to the
original query, they marked the document label as having focusing ability on a topic. If one
of the document labels did not retrieve the documents related to the original query, they did
not mark the document label. Note that I did not eliminate the query terms from the term
cluster if it contained the original query terms when Clusty output it as being useful. For my
system using TNG, they used each of the remaining term clusters for the search without the
original query terms. If one of the term clusters retrieved the documents related to the original
query, they marked the term cluster as having focusing ability on a topic. If one of the term
clusters did not retrieve the documents related to the original query, they did not mark the

term clusters.
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The focusing ability of the document labels denoted by F'Acy,sy(q) is defined as follows.

FAClusly(CI) = Nrelrieve/Nremaining (51)

where g denotes the original query, Nyemaining denotes the number of remaining document
labels in the space, and N0 denotes the number of document labels marked by the partic-
ipants. For example, assume that there are eight out of ten remaining document labels when
the query term is ¢g;. Further, assume that there are three out of ten document labels that are
able to retrieve the documents related to the original query without the original query. In this

case, I can calculate FAcyy(q1) as three eighths.

The same as the document labels, I can also calculate the focusing ability of the term clusters.

The focusing ability of the term clusters FAyyg(q) is calculated as

F ATNG(C]) = N, rerrieve/Nremaining (52)

where g denotes the original query, Ny ieve denotes the number of term clusters marked by

the participants, and N epaining denotes the number of remaining term clusters in the space.

2. Experiment on Usability of Term Clusters for Query Expansion
The participants compared my system using TNG with Clusty by using the procedure de-
scribed below. The participants used each of 10 labels given by Clusty to expand the original
query. By browsing the Google search results obtained by the expanded query, they could
check the effectiveness of the document cluster labels of Clusty. As for TNG, the participant
used each of 10 term clusters generated with TNG to expand the original query and browsed
the search results. Note that I placed the document cluster labels of Clusty on the left and
term clusters generated by my system using TNG on the right of Figure 5.3. Note that the

participants did not know what system generated each of the labels and the term clusters.

This procedure was repeated for all 20 queries in Table 5.3. With respect to each query, the

participants were required to answer three yes-or-no questions.

e QI: Have you found multiple meanings related to the query?
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e Q2: Have you found unexpected topics related to the query?

e Q3: Did these term clusters enhance your knowledge about the query?

The participants answered these questions for both the set of 10 labels given by Clusty and
the set of 10 term clusters given by TNG. Therefore, the number for Clusty would be 8

(participants) X20 (queries) = 160 if all participants answered Y.

They answered Q4 and Q5:

e Q4: Which term cluster set do you think is more convenient to search with?

e Q5: Which term cluster set do you think is more convenient to find interesting topics

with?

Through 20 queries, they answered the above questions by either on the left terms or the
right terms of the space. Therefore, the number would be 8 (participants) if all participants

answered left.

5.3.6 Results

1. Results of Retrieval Experiment using only Term Clusters
First, I computed the focusing ability of the document labels generated by Clusty by Equation
(5.1) for each of the eight participants. I also computed the focusing ability of the term clusters
generated by my system using TNG by Equation (5.2) for each of the eight participants. Then,
I computed the average of the eight focusing ability values for both Clusty and TNG. I repeatd
this computation for each of the 20 queries. With respect to the query g, we denote the average
of the focusing ability values for Clusty by ucisy(q), and denote the average of the focusing

ability values for TNG by uryg(q).

Figure 5.4 shows the results of the balance between the focusing ability values of TNG and
Clusty. I plotted the points (x,y) = (Ucusiy(q), urnG(q)) for each query g. The horizontal
axis represents the value of pcygy(q). The vertical axis represents the value of ury(q). The
statistical significances of the average values in the figure are shown in Table 5.7. Moreover,
the statistical significance was assessed with a test of significance by t-test. Table 5.7 lists

t-value, p-value, and degree of freedom. Seventeen queries out of 20 show averages with
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Table 5.4: Results for q1 to q4. (The average number of queries per participant is shown in ().)

Question Y M N
ql: Have you heard of the query before? 156 (19.5) - 4(0.5)
g2: Do you think you know about the query? 36 (4.5) 96(12.0) 28(3.5)
q3: Do you think the query has multiple meanings? 52 (6.5) - 108 (13.5)
q4: Do you think the query is related to multiple topics? 119 (14.9) - 41 (5.1)
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b) Result for the query “0 0 0 0 O O DS” (Nintendo DS).

Figure 5.3: Term clusters presented to the participants. The term clusters on the left were generated
by Clusty, and those on the rightwere generated by my system. The term clusters generated by
Clusty are translated into English on Table 5.5 and 5.6. The term clusters generated by my system
are translated into English on Table 5.1 and 5.2.
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Table 5.5: Document labels generated by Clusty for the query “00 0 O 0O ” (jaguar).

ID Term cluster

1 JAGUAR

2 0000 DO00OD00O0 (catalog car center)
3 oooood

4 00000 (jaguars)
5 0000 Xk(jaguarXk)
6

7

8

9

1

0000 (series)
000 (sewing machine)
00 (blow) OO O (whiz)
00000 (jaguar car)

0 00O (Osaka)

Table 5.6: Document labels generated by Clusty for the query “00 0 0 0 0O O DS” (Nintendo DS).

ID Term cluster
000 (game)
000000 DS Lite(Nintendo DS Lite)
000000 DSODOOO (Nintendo DS browser)
000000 DSOODO (Nintendo DS soft)
O 0O LAN (wireless LAN)
00000000000 (Final Fantasy)
000000 OO0 and 00O (Oshare Majo: Love and Berry)
O O (test)
0000 (Hyakunin isshu) O O O (Shigureden)

0 0 OO0O0O000 (Brain Training)

— O 0 N O B W
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significance levels of 5%, 1%, or 0.1%. The diagonal line connecting the point (0,0) to
(1, 1) represents the case when the document labels generated by Clusty and the term clusters
generated by my system showed the same efficiency in retrieving documents related to the
query as without using the query. If a query is on the left above the line, the term clusters
generated by my system are more efficient for retrieving documents related to the query than
the document labels generated by Clusty. In contrast, if a query is on the right under the
line, the document labels generated by Clusty are more efficient for retrieving documents
related to the query than the term clusters generated by my system. All the queries are on
the upper left above the line except for “00 O 0O O O O O ”(Amsterdam), “00 O ”(Nomura),
00O OO ”(apple), and “00 OO0 O O ”(jaguar). In these cases, we can say that my system using
TNG gave term clusters a stronger ability to focus on the topics related to the query than the
document labels generated by Clusty. We can recognize that the four queries on the lower
right have multiple meanings. We discuss this point from the statistical viewpoint in the next

paragraph.

On the other hand, we know how many people answered yes to q3 in the pre-experimental
questionnaire for each of the 20 queries. With respect to the query ¢, I denote the number of
people who answered yes to g3 by v(g). Then, I computed the correlation coefficient between
the 20 values uciusiy(ga), - - - » Hcusiy(qr) and the 20 values v(ga), . .., v(gr) for Clusty. I also
computed the correlation coefficient between the 20 values urnG(qa), - - ., urng(qr) and the
20 values v(ga), - .., v(gr) for TNG. Note that I used Pearson’s product-moment correlation
coefficient. Moreover, I assessed the statistical significance. The results are shown in Table
58 Tgotr = 48,T(18) = 2.3,p < .05 for Clusty, and r = —.46,T(18) = 2.2,p < .05
for TNG . There are strong correlations between the average FAcjusy(p) and the number
of people who recognized the query as having multiple meanings. In addition, there are
strong inverse correlations between the average FAryg(p) and the number of people who
recognized the query as having multiple meanings. Consequently, we can conclude as follows
for the search without using the original query. When the query has multiple meanings,
Clusty’s document labels retrieve the documents related to the query more efficiently than

TNG’s term clusters. On the other hand, when the query has a unique meaning, TNG’s
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Figure 5.4: Comparison between the focusing ability values of TNG and that of Clusty. The plotted
points are (x,y) = (Ucusiy(q), uTnG(q)) for each query g. See Table 5.3 for the labels assigned to the
points correspoinding to the queries.

term clusters retrieve documents related to the query more efficiently than Clusty’s document
labels. Therefore, we can say that the four queries on the right and under the line in Figure

5.4 must have multiple meanings.

2. Results of Experiments on Usability of Term Clusters for Query Expansion
Table 5.9 and Table 5.10 show the results of Q1 to Q5 mentioned in Section 5.3.5. Table
5.9 shows the number of participants who answered Q1 to Q3 by Y for the document labels
generated by Clusty and the term clusters generated by TNG. It also shows the averages for all
eight participants. Moreover, statistical significance was assessed with a test of significance
by t-test for the Q1 to Q3. The t-value, p-value, and degree of freedom are also shown in the
table. The answers to Q1 show that the participants found multiple meanings by using term
clusters of both TNG and Clusty because there is no statistical significance in the difference
between the averages. Although the result of the pre-experiment questionnaire indicated that
the participants recognized an average of 6.5 words as polysemic words out of 20 queries, they
recognized an average of 10.5 words as polysemic words after the experiment. Therefore,

we can say that the participants could easily recognize multiple meanings of the query after
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Table 5.7: The statistical significances of the average values of tcysy(g) and urng(g). The labels
corresponding to queries are shown in Table 5.3.

=
jab)

o
<

t-value and p-value

Hua O v7Oo0ZgR=T"TZTQT@mOOQwWy

T(7)=3.5,p < .01
T(7)=42,p< .01
T(7)=3.0,p < .01
T(7)=19,p < .05
T(7)=23,p < .05
T(7)=2.5,p < .05.
T(7T)=1.5,p =n.s.
T(7)=5.6,p <.001
T(7)=6.4,p <.001
T(7)=3.5,p<.01
T(7)=24,p < .05
T(7)=5.0,p <.001
T(7)=42,p< .01
T(7)="17.1,p < .001
T(7)=39,p<.01
T(7)=13,p =n.s.
T(7)=138,p=n.s.
T(7)=5.1,p <.001
T(7)=5.6,p <.001
T(7)=6.6,p < .001

Average of 20 queries

T(7) =6.,p<.001

Table 5.8: Correlation coefficient between average P,qn04(q) of eight participants and the number
of people who answered yes to question g3 in the pre-experimental questionnaire. (method denotes

Clusty and TNG.)

Statistical test Clusty TNG
correlation coefficient 0.48 -0.46
t-value 2.3 2.2

p-value 0.016  0.021
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being shown multiple topics related to the query because the number of words recognized as

polysemic words increased.

The number of queries to which the participants found unexpected topics with the term clus-
ters generated by my system was more than that with the term clusters generated by Clusty
(See Q2 in Table 5.9). There is a statistical significance in the difference between the averages
of the two systems. Although the result of the pre-experiment questionnaire indicated that the
participants expected multiple topics from 15 queries out of 20 queries, they found more top-
ics by being shown multiple topics with term clusters generated by my system than those
by Clusty. Additionally, the number of queries about which their knowledge was enhanced
by the term clusters generated by my system exceeded those enhanced by clusters generated
by Clusty (See Q3 in Table 5.9). This is because the term clusters generated by my system
focused on distinguishing topics related to the query. There was also a statistical significance

in the difference between the averages of the two systems.

Most participants answered that the term clusters generated by Clusty were more convenient
for searching than those generated by my system (See Q4 in Table 5.10). We can say that
this is because the term clusters generated by my system are hard to browse since the term
clusters contain more terms than those generated by Clusty. The term clusters generated by
Clusty are easier to understand than those generated by my system for general users who
do not know about the query. On the other hand, most participants answered that the term
clusters generated by my system were more convenient for finding interesting topics than
those generated by Clusty (See Q5 in Table 5.10). This is because the term clusters generated

by my system focus on distinguishing topics strongly related to the query.

5.4 Discussion

5.4.1 Query Disambiguation

I think that query ambiguity is caused by at least the following two reasons. The first is polysemy,
i.e, the multiplicity of query meanings. When queries consist of a small number of terms, they are

likely to refer to multiple concepts or multiple objects. The second reason is the multiplicity of the
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Table 5.9: Results of Q1 to Q3. The numbers of the participants who answered Y to Q1-Q3 as for
term clusters generated by Clusty and by TNG. (Average number of queries per participant is shown
in parentheses.)

Question Clusty TNG Statistical Significance

Q1: Did you find multiple meanings 84 (10.5) 85 (10.6) #7) =0.16, p = n.s.
related to the query?

Q2: Did you find unexpected topics 73 (9.10) 104 (13.0) #7) =3.4,p < .01
related to the query?

Q3: Did these term clusters enhance 90 (11.3) 123 (15.4) #(7) =2.6,p < .05
your knowledge about the query?

Table 5.10: Number of people who answered left or right for Q4 and Q5.

Question The left] Clustyll  The rightl] TNGO
Q4: Which term cluster set do you think 7 1

is more convenient to search?

Q5: Which term cluster set do you think 1 6

is more convenient for finding interesting topics?

Table 5.11: Comments made by four participants. Each of the comments is the contrast between the
situation in which the document labels generated by Clusty are effective and the situation in which
the term clusters generated by my system are effective.

Participant ID  Clusty TNG
Participant-1 ~ Broad search Deep search
Participant-2  Search for definition of a word Search for topics related to a word

Participant-3 ~ Clear division of meanings or topics Unbalanced division of meanings or topics
Participant-4  Search for shallow knowledge Search for interesting topics




5.4. Discussion 76

perspectives from which we view the concept or the object referred to by the query. We call these
perspectives facets. Even when a query refers to a unique concept or a unique object, we can view
the concept or the object from various perspectives. Therefore, the documents retrieved by such a
query may provide multiple perspectives from which we can view the concept or the object referred

to by the query.

1. Multiplicity of Meanings
The user can recognize the ambiguity of a polysemous query when the search system presents
term clusters corresponding to distinct topics related to the query (See Figure 5.5). For ex-
ample, we can infer from the term clusters in Table 5.1 that the query “00 O 00 O ” (jaguar)
has multiple meanings (See Figure 5.7). Therefore, we can use these term clusters to obtain

distinct search results relating to distinct meanings of the term “jaguar”.

2. Multiplicity of Facets
By inspecting the terms in each term cluster generated by the system, we can recognize facets,
i.e., multiple perspectives from which we can view the concept or the object referred to by
the query. Even when we cannot name a facet with a single label name, the combination
of terms in the term cluster corresponding to the facet is enough for us to understand the
corresponding perspective (See Figure 5.6). For example, the cluster of ID 3 in Table 5.2
is an enumeration of game machines. While it is difficult to give this cluster a single label
name, we can understand this term cluster provides a perspective from which we can view
Nintendo DS. Hearst pointed out that the facets form a hierarchical structure [Hea0O6a]. My
current implementation of the term clustering system cannot organize the term clusters in a
hierarchical manner. However, I believe the term clusters that my system provides are good

candidates for the facets to be organized in a hierarchical structure.

The 20 queries I used in the experiment include queries having multiple meanings and queries
having a unique meaning. The former is related to both of the ambiguities (1) and (2), and the latter
is only related to the ambiguity (2) above. First, I describe the case when only the ambiguity (2) is
relevant, and then I describe the case when both ambiguities are relevant.

In the retrieval experiment using term clusters described in Section 5.3.6, I tried to check the

performance of Clusty and TNG without using original query terms. First, when the query has
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a unique meaning, TNG’s term clusters retrieve documents related to the query more efficiently
than Clusty’s document labels without using the original query terms. Therefore, we can say that
TNG’s term clusters can focus on the distinguishing topics related to the original query better than
the document labels generated by Clusty. Additionally, in this case, Clusty often outputs values of
facets separately in different document labels. Although the values can help in a search using the
original query, we cannot recognize their roles because they are not grouped into a cluster.

Next, when the query had multiple meanings, Clusty’s document labels retrieved documents
related to the query more efficiently than TNG’s term clusters without using it (See Section 5.3.6).
Clusty often outputs a compound term that can replace the original query as the one of the meanings.
Therefore, the document labels could retrieve related to the query more efficiently when the query
had multiple meanings. On the other hand, TNG often outputs a set of objects or concepts. I believe
that the set can be a set of values of one facet. Even if the term clusters focus on topics in each of
the meanings, the topics can be related to something other than the original query when the user
does not know it. In this case, the term clusters require the original query terms to focus on one
of the meanings related to the query. In contrast, when the document labels and term clusters are
used for the search as the additional query to the original query, the participants could find the same
number of multiple meanings by using TNG’s term clusters as by using Clusty’s document labels
(See Q1 in Table 5.9). Therefore, we can say that the term clusters generated by my system can
suggest multiple meanings with the original query terms as well as the document labels generated

by Clusty.

5.4.2 Discovery of Topics Related to the Query

The subjective evaluation showed that the term clusters provided by my system not only corre-
sponded to separate topics, but also to interesting topics. According to the results of the question-
naires, six out of eight participants answered that the term clusters generated by my system helped
them to find interesting topics (See QS5 in Table 5.10). Hence, we can say that this is another promi-
nent merit of my term clustering system.

After conducting all experimental procedures, the participants were asked to answer the follow-

ing two questions.
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e Question 1: In which cases do you think System 1 and System 2 are more efficient than

Google?
e Question 2: Which system do you think is more effective?

System 1 in Question 1 refers to Clusty and System 2 refers to my system, so the participants did
not know which referred to which.

I received the following answers to Question 1: the cases in which the query has multiple
meanings, the cases in which I would like to search broadly, the cases in which I do not know what
kind of terms are effective for finding detailed topics relating to the query, and the cases in which |
would like to have new search results based on viewpoints different from mine.

As for Question 2, four participants provided interesting answers. All of them answered that
the two systems are effective in different situations, as indicated in Table 5.11. From these answers,
we can conclude that term clusters given by TNG suggest more complicated structures of various

topics in comparison with Clusty.

5.5 Summary

In this chapter, I compared the performance of my system using TNG with that of Clusty. I recruited
eight participants to check retrieved documents by hand. I asked them to perform two different ex-
periments. One was a retrieval experiment using term clusters generated by my system or document
labels generated by Clusty without using original query terms. The other was as usability experi-
ment of the term clusters or the document labels for query expansion. They also answered pre- and
post-experiment questionnaires.

The results led us to conclude as follows for the search without using the original query. When
the query has a unique meaning, TNG’s term clusters retrieve documents related to the query more
efficiently than Clusty’s document labels. On the other hand, when the query has multiple mean-
ings, Clusty’s document labels retrieve documents related to the query more efficiently than TNG’s
term clusters. However, when the document labels and term clusters are used for the search as the
additional query to the original query, the participants could find the same number of the multiple

meanings by using TNG’s term clusters as by using Clusty’s document labels. Therefore, we can
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Term clusters representing each meaning of the polysemy
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Figure 5.5: Example of case in which the term clusters help to find polysemy.
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Figure 5.6: Example of case in which the term clusters help to find facets.
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Figure 5.7: Representation of multiple meanings of the query “00 0 O 0 ” (jaguar).
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Figure 5.8: Representation of facets for the query “00 0 O 0O O O DS” (Nintendo DS).
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say that the term clusters generated by my system suggest multiple meanings with the original query
terms as well as do the document labels generated by Clusty.

As for the usability experiment, we can say that we can easily recognize multiple meanings of
the query by showing multiple topics related to the query because the number of words recognized
as polysemic words increased. Moreover, the number of queries to which the participants found
unexpected topics with the term clusters generated by my system is more than that with the term
clusters generated by Clusty. Furthermore, most participants answered that the term clusters gen-
erated by my system were more convenient for finding interesting topics than those generated by
Clusty. Therefore, we can say that the term clusters generated by my system can focus on the topics
related to the original query.

I think that query ambiguity is caused by at least the following two reasons. The first is poly-
semy, i.e, the multiplicity of query meanings. The second reason is the multiplicity of the perspec-
tives, i.e., facets, from which we view the concept or the object referred to by the query. As for the
former, we can use the term clusters generated by my system to obtain distinct search results relat-
ing to distinct meanings of the original query. As for the latter, I believe that the term clusters that

my system provides are good candidates for the facets to be organized in a hierarchical structure.



Chapter 6

Conclusion

In this study, I aim to represent multiple topics related to a query for searching. The search results
are worthful for seeking knowledge because there are numerous kinds of contents from numerous
information sources at any time. However, the information from the search results is not well
organized like books having a table of contents. We usually enter only a few terms to form the query.
Even if we use effective query terms to focus on a unique meaning, various topics or perspectives
related to the query can be contained in the search results. As a result, existing search engines often
return a long list of search results. This is because the search engines cannot narrow the search
results automatically, since all the documents are related to the query and these documents can be
fit our needs. Therefore, I tried to represent multiple topics related to the query and to observe the
solution for query ambiguities.

First, I proposed a method to extract topical terms and generated term clusters using the ex-
tracted terms. I assume that a term co-occuring frequently with a specific set of terms is distin-
guishing. After proposing the initial formulae called TNG1 and TNG2, I proposed a sophisticated
formula called TNG. I generated term clusters based on the distributional clustering algorithm.

Next, I examined the proposed method through three kinds of experiments. One is the exper-
iment of the term extraction for query expantison by using TNG1 and TNG2. As a result, TNG1
and TNG?2 realized good average precisions for the query expansion. In addition, many of the ex-
tracted terms were related to more specific topics than that implied by the original ambiguous query
terms. Another is the experiment of the topical term extraction by using TNG in comparison with

other term weighting methods on multiple data sets. The results showed that TNG can extract terms
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strongly related to any one of several topics contained in the document set. The other is the exper-
iment of the topical term clustering for query refinement by using TNG in comparison with other
term weighting methods on multiple data sets. The results showed that TNG is an efficient term
weighting method for detection of topics included in a heterogeneous set of documents. I think
that TNG can be used for query expansion that considers that various topics are contained in the
first-retrieved documents and that users can select one of those topics efficiently with my method.
Finally, I developed a system using TNG to show topical term clusters that can be used for
query refinement. I also examined TNG in comparison with Clusty. I think that query ambiguity
is caused by at least the following two reasons. The first is polysemy, i.e, the multiplicity of query
meanings. The second reason is the multiplicity of the perspectives, i.e., facets, from which we view
the concept or the object referred to by the query. As a result of the experiments, I observed the
following two solutions. As for the polysemy, we can use the term clusters generated by my system
to obtain distinct search results relating to distinct multiple meanings of the original query. As for
the facets, I believe that the term clusters that my system provides are good candidates for the facets

to be organized in a hierarchical structure.
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