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Additive Processes on Local Fields

By Kumi Yasuda

Abstract. The present paper aims at investigating some basic
properties of additive processes on local fields which are rotation-
invariant, i.e., invariant under multiplications by any elements of norm
1. We will give the transition probabilities of such processes explicitly,
and prove that each process is a limit of processes expressed as integrals.
The Lévy measures of their transition probabilities will be used to tell
whether they are recurrent, and whether they are stable. For stable
processes, we will give some detailed observations.

§0. Introduction

In §1, we will give explicitly all rotation-invariant additive processes on

any local fieldK. §2 is devoted to show Lévy-Ito decomposition theorem for

rotation-invariant additive processes on local fields, which represents them

as limits of some integrals. In §3, we will give necessary and sufficient con-

ditions for the processes to be recurrent or to hit every point with positive

probability. §4 is close investigations of stable processes. In §5, we will see

that under some conditions, we can define local times for rotation-invariant

additive processes. As an application of this, we will determine the Haus-

dorff dimension of the set of times at which the process hits its starting

point.

Albeverio and Karwowski constructed a family of rotation-invariant ad-

ditive processes on p-adics Qp and determined their generators ([1], [2]). In

this paper, we will extend their theory to all local fields, and characterize

and closely investigate rotation-invariant additive processes on local fields.

As another work on measure theory on local fields, Satoh proved in [16] and

[17] an extension theorem of measures on vector spaces over local fields.
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Throughout this paper, p will stand for a prime number. Let K be

a finite algebraic extention field over p-adic field Qp. R, P , π, q will be

respectively the unique maximal compact subring ofK, the unique maximal

ideal of R, a prime element of K, and the module of K ([18] Theorem 6

and Definition 3, §4 I). Let ηK denote the Haar measure on K normalized

as ηK(R) = 1, and let
∫
·dx,

∫
·dy etc. mean integrals with respect to ηK .

Each non-zero element x in K is expressed in one and only one way in the

form

(0.1) x =
∞∑
i=m

αkiπ
i, αkm �= 0,

where {αk}1≤k≤q is a full set of representatives of the residual field R/P

of K, and m is an integer ([18] Corollary 2, §4 I). Let e be the order of

ramification of K over Qp ([18] Definition 4, §4 I), and put r = p1/e. The

norm | · | on K is defined by∣∣∣∣∣
∞∑
i=m

αkiπ
i

∣∣∣∣∣ = r−m,

if αkm �= 0, and by |0| = 0. Let D(x, rM ) denote the disc of radius rM

centered at x.

§1. Rotation-invariant additive processes on local fields

We denote by K∗ the character group of K, that is, the group of all

continuous homomorphisms from the additive groupK into the circle group

{c ∈ C : |c| = 1} in the complex plane. For each probability measure µ on

K, its characteristic function µ̂ is a function on K∗, defined by

µ̂(ϕ) =

∫
K
ϕ(x)µ(dx).

Note that the correspondence between a probability measure µ on K and

its characteristic function is one to one ([14] Theorem 3.1, §3 IV). By [18]

Proposition 12, §5 II, we can take ϕ1 ∈ K∗ such that

ϕ1(R) = {1},
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and that

ϕ1(π
−1R) �= {1}.

Then any ϕ ∈ K∗ is expressed as ϕ( · ) = ϕ1(y · ) for some y ∈ K ([18]

Corollary of Theorem 3, §5 II). Write

ϕy( · ) := ϕ1(y · ),

for simplicity, then we have

(1.1)

∫
|x|≤rm

ϕy(x)dx =

{
qm, if |y| ≤ r−m,
0, if |y| > r−m,

([12] p275).

Let {µt}t≥0 be any convolution semigroup of distributions on K such

that µt converges weakly to the distribution degenerate at the origin when

t → 0. Then, since K is totally disconnected, µ̂t has the canonical repre-

sentation

(1.2) µ̂t(ϕ) = exp

[
t

∫
K

(
ϕ(x) − 1

)
F (dx)

]
, ϕ ∈ K∗,

where F is a σ-finite measure on K − {0} with finite mass outside ev-

ery neighborhood of the origin. Conversely, for any measure F satisfying

the conditions above, there exists a semigroup {µt}t≥0 whose characteristic

function is given by (1.2) ([14] Theorem 10.1, §10 IV, and Remark 1, §7
IV). The measure F is uniquely determined by {µt} and we call it the Lévy

measure of {µt}.

Lemma 1.1. Let Yt be a spatially homogeneous additive process on K,

and let Qt(x, dy) be its transition probability. Then the following three con-

ditions are equivalent.

(1) For each M ∈ Z and t ≥ 0,

hM,t(x) := Qt
(
x,D(0, rM )

)
= Qt

(
0, D(−x, rM )

)
depends only on the norm |x| of x.



632 Kumi Yasuda

(2) |Yt| is a Markov process on |K| := {|x|;x ∈ K}. That is, for any

function g on K such that the value g(x) depends only on |x|, it

follows that

E0g(Yt + x) = E0g(Yt + x
′),

whenever |x| = |x′|.
(3) The Lévy measure F of {Qt = Qt(0, ·)} satisfies

(1.3) F (A) = F (uA)

for any unit u of R and any Borel set A.

Proof. (1) ⇒ (2) If g is such as in (2), then

g =
∑
M∈Z

bM

(
χD(0,rM ) − χD(0,rM−1)

)
+ b−∞χ{0},

for some bM , b−∞ ∈ R, where χA is the characteristic function of a set A.

Then

E0g(Yt + x) =
∑
M∈Z

bM
(
hM,t(x) − hM−1,t(x)

)
+ b−∞ lim

M→−∞
hM,t(x),

which depends only on |x|.
(2) ⇒ (1) Let g = χD(0,rM ). If |x| = |x′|, then

hM,t(x) = E0g(Yt + x) = E0g(Yt + x
′) = hM,t(x

′).

(1) ⇒ (3) Let u be a unit of R, then

Q̂t(ϕu−1y) =

∫
K
ϕ1(yx)Qt(udx) =

∫
K
ϕ1(yx)Qt(dx) = Q̂t(ϕy).

Hence

exp

[
t

∫
K

(
ϕy(x) − 1

)
F (dx)

]
= exp

[
t

∫
K

(
ϕy(x) − 1

)
F (udx)

]
,
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and the uniqueness of the Lévy measure implies

F (A) = F (uA),

for any Borel set A.

(3) ⇒ (1) Put Q
(u)
t (A) := Qt(uA) for each unit u of R, and let F be the

Lévy measure of Qt. Then for any y ∈ K,

Q̂
(u)
t (ϕy) = exp

[
t

∫
K

(
ϕy(x) − 1

)
F (udx)

]
= exp

[
t

∫
K

(
ϕy(x) − 1

)
F (dx)

]
= Q̂t(ϕy),

which implies Q
(u)
t = Qt. �

Let (Yt, Qt) be any rotation-invariant additive process on K, then by

Lemma 1.1, its Lévy measure F must satisfy (1.3). Set a(M) =

F
(
D(0, rM )c

)
for each integer M . Then {a(M)}M∈Z satisfies

(1.4) a(M + 1) ≤ a(M),

and

(1.5) lim
M→+∞

a(M) = 0.

Conversely, for a given sequence {a(M)}M∈Z with the properties (1.4) and

(1.5), there exists a unique measure F on K − {0} satisfying (1.3) and

(1.6) F
(
D(0, rM )c

)
= a(M).

In other words, a sequence {a(M)}M∈Z satisfying (1.4) and (1.5) corre-

sponds in one-to-one way to a rotation-invariant additive process (Yt, Qt)

whose Lévy measure is given by (1.6). We will show that when {a(M)}M∈Z

is given, we can give explicitly the transition probability Qt of the corre-

sponding process Yt.

In [1] and [2], Albeverio and Karwowski constructed rotation-invariant

additive processes on Qp. Modifying their method, we can construct similar
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additive processes on any local fieldK. Let {a(M)},M ∈ Z be any sequence

of real numbers satisfying (1.4) and (1.5). The expression (0.1) shows that

for each y ∈ K, M ∈ Z, and m ≥ 1, there are just (q−1)qm−1 disjoint discs

D(x, rM ) of radii rM such that |x − y| = rM+m. Therefore, by replacing

p by q, r, or π suitably in the arguments in [2] §2, we can construct an

additive process Xt on K. Its transition probability Pt is given by

Pt
(
x,D(y, rM )

)
(1.7)

= q−1(q − 1)
∞∑
i=0

q−i exp
[
−(q − 1)−1

(
qa(M + i) − a(M + i+ 1)

)
t
]

=: PM (t),

if |x− y| ≤ rM , and

(1.8) Pt
(
x,D(y, rM )

)
= (q − 1)−1q1−m

(
PM+m(t) − PM+m−1(t)

)
,

if |x − y| = rM+m, m ≥ 1. We can verify similarly as in [2] that {Pt},
t ≥ 0 determines a Markovian semigroup. We will call (Xt, Pt) above

the A-process on K given by {a(M)}M∈Z. We will show that for given

{a(M)}M∈Z, our process (Yt, Qt) given by (1.6) coincides with the A-process

(Xt, Pt) given by {a(M)}M∈Z. We will prepare two lemmas;

Lemma 1.2. Let (Xt, Pt) be the A-process on K given by {a(M)}M∈Z.

(1) If lim
M→−∞

a(M) = ∞, then for each t > 0 and x ∈ K, the probability

measure Pt(x, ·) is absolutely continuous with respect to ηK .

(2) If lim
M→−∞

a(M) = W < ∞, then for each t > 0 and x ∈ K, Pt(x, ·)
is absolutely continuous with respect to ηK , except at x.

Furthermore the density function pt(x, ·) of Pt(x, ·) is given by

pt(x, y) = (q − 1)−1q1−m
(
Pm(t) − Pm−1(t)

)
, if |y − x| = rm,

in the both cases (1) and (2).

Proof. (1) Note that lim
M→−∞

a(M) = ∞ implies that lim
M→−∞

PM (t) =

0 for any t > 0. Let M ∈ Z. If |z − x| ≤ rM then∫
D(z,rM )

pt(x, y)dy =

∫
D(x,rM )

pt(x, y)dy = PM (t) = Pt
(
x,D(z, rM )

)
.
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If |z − x| = rM+m, m ≥ 1, then |y − z| ≤ rM implies that |y − x| = rM+m.

Therefore∫
D(z,rM )

pt(x, y)dy = (q − 1)−1q1−m
(
PM+m(t) − PM+m−1(t)

)
(1.9)

= Pt
(
x,D(z, rM )

)
(2) Since Pt(x, {x}) = lim

M→−∞
PM (t) = exp(−Wt) > 0, Pt is not ab-

solutely continuous at x. Whereas (1.9) holds also in this case and (2)

follows. �

Remark. If

0∑
i=−∞

q−i exp
[
−(q − 1)−1

(
qa(i) − a(i+ 1)

)
t
]
<∞,

then we can take as the density a continuous one by putting

pt(x, x) = q−1(q − 1)
∞∑

i=−∞
q−i exp

[
−(q − 1)−1

(
qa(i) − a(i+ 1)

)
t
]
.

Lemma 1.3. Let (Xt, Pt) be the A-process on K given by {a(M)}M∈Z.

Then the characteristic function P̂t of Pt(·) = Pt(0, ·) is given by

P̂t(ϕy) = exp
[
−(q − 1)−1

(
qa(−n) − a(−n+ 1)

)
t
]
,

where n = log |y|
log r .

Proof. If |y| = rn then by (1.1),

P̂t(ϕy) =

∫
D(0,r−n)

ϕy(x)Pt(dx) +
∑

m≥−n+1

∫
|x|=rm

ϕy(x)pt(0, x)dx

= (q − 1)−1
(
qP−n(t) − P−n+1(t)

)
= exp

[
−(q − 1)−1

(
qa(−n) − a(−n+ 1)

)
t
]
. �
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Proposition 1.4. Let (Xt, Pt) be the A-process on K given by

{a(M)}M∈Z. Then the Lévy measure of {Pt} coincides with the measure F

given by (1.3) and (1.6).

Proof. By Lemma 1.3, it suffices to show∫
K

(
ϕy(x) − 1

)
F (dx) = −(q − 1)−1

(
qa(−n) − a(−n+ 1)

)
,

for |y| = rn. If m ≥ −n+ 1, then∫
|x|=rm

(
ϕy(x) − 1

)
F (dx)

=
∑

(αk−m−n
,··· ,αk−1

)

∫
x∈D(y−1

∑−1
i=−m−n αki

πi,r−n)(
ϕ1

( −1∑
i=−m−n

αkiπ
i
)
− 1

)
F (dx)

=

 ∑
(αk−m−n

,··· ,αk−1
)

ϕ1

( −1∑
i=−m−n

αkiπ
i
)
− (q − 1)qm+n−1


× (q − 1)−1q−m−n+1

(
a(m− 1) − a(m)

)
,

where
∑

(αk−m−n
,··· ,αk−1

)

is the sum over all the representatives αki (−m−n ≤

i ≤ −1) of R/P with αk−m−n �= 0. By (1.1) we have

∑
(αk−m−n

,··· ,αk−1
)

ϕ1

( −1∑
i=−m−n

αkiπ
i
)

= qn
∑

(αk−m−n
,··· ,αk−1

)

∫
x∈D(y−1

∑−1
i=−m−n αki

πi,r−n)
ϕy(x)dx

= qn
∫
|x|=rm

ϕy(x)dx

=

{ −1, if m = −n+ 1,

0, if m ≥ −n+ 2.
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Therefore∫
K

(
ϕy(x) − 1

)
F (dx) = −q(q − 1)−1

(
a(−n) − a(−n+ 1)

)
−

∑
m≥−n+2

(
a(m− 1) − a(m)

)
= −(q − 1)−1

(
qa(−n) − a(−n+ 1)

)
,

as desired. �

Thus our process Yt with the Lévy measure F in (1.3) and (1.6) is exactly

the A-process Xt, whose transition probabilities Pt are given by (1.7) and

(1.8).

§2. Representation theorem

It is well known that Lévy processes on R have Lévy-Ito decomposition.

We will show a representation theorem for our A-processes on local fields,

modifying Ito’s theory. Since local fields are totally disconnected, our A-

processes have no continuous part, and their representations are rather

simple.

Lemma 2.1. Let (Xt, Pt) be the A-process on K starting at 0 given by

{a(M)}M∈Z, and let for each fixed integer m,

τ
(m)
1 := inf{t > 0 : |Xt| > rm},

τ
(m)
k := inf{t > 0 : |X

τ
(m)
k−1+t

−X
τ
(m)
k−1

| > rm}, k ≥ 2.

Then
n∑
k=1

τ
(m)
k has Gamma distribution Γ

(
n, a(m)−1

)
.

Proof. Let K0 := D(0, rm), K1, K2, · · · be the sequence of all disjoint

discs of radii rm in K, and let Mt be the Markov chain on {0, 1, 2, · · · }
defined by

Mt = i⇐⇒ Xt ∈ Ki.
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Let Pij(t), L be the transition probability and the generator of Mt respec-

tively, then

Lχi(i) = lim
t→0

t−1
(∑
k

χi(k)Pik(t) − χi(i)
)

(2.1)

= lim
t→0

t−1
(
Pt
(
0, D(0, rm)

)
− 1
)

= −a(m),

where χi(j) := δij . Let γj := P (X
τ
(m)
1

= j), then there exists λ ∈ [0,+∞]

such that

(2.2) P (τ
(m)
1 > t) = exp(−λt), t ≥ 0,

and that

(2.3) Lf(0) = λ
∑
j

(
f(j) − f(0)

)
γj ,

for f ∈ D(L). Putting f = χ0 in (2.3) gives

Lχ0(0) = −λ
∑
j 
=0

γj = −λ.

This combined with (2.1) and (2.2) shows

P (τ
(m)
1 > t) = exp

(
−a(m)t

)
.

Since τ
(m)
k , k ≥ 1 are i.i.d., we have for each α ∈ R and n ∈ N,

E exp

(
iα

n∑
k=1

τ
(m)
k

)
=

(∫ ∞

0
exp(iαt)

(
1 − exp

(
−a(m)t

))′
dt

)n
=
(
1 − ia(m)−1α

)−n
,

which proves our assertion. �
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Lemma 2.2. Let (Xt, Pt) be the A-process on K given by {a(M)}M∈Z.

Write Xt− := lim
s↑t
Xs and let Jt := Xt −Xt−. Then for each integer m,

W
(m)
t := 4{s ≤ t : |Js| > rm}

has Poisson distribution of mean a(m)t.

Proof. By Lemma 2.1 we have

P (W
(m)
t ≤ n) = P

(
n+1∑
i=1

τ
(m)
i > t

)

= 1 −
∫ t

0
Γ(n+ 1)−1a(m)n+1βn exp

(
−a(m)β

)
dβ

= 1 −
∫ a(m)t

0

exp(−β)βn

n!
dβ.

That is, if we write

Gn(α) := 1 −
∫ α

0

exp(−β)βn

n!
dβ, α > 0,

then

P (W
(m)
t ≤ n) = Gn

(
a(m)t

)
.

On the other hand, if Pα is the Poisson distribution of mean α then

Hn(α) := Pα
(
{0, 1, · · · , n}

)
=

n∑
i=0

exp(−α)αi

i!
.

Hence
d

dα
Hn(α) = −exp(−α)αn

n!
=
d

dα
Gn(α).

Since Gn(0) = Hn(0) = 1, we have Gn(α) = Hn(α) for any α > 0. Thus

the proof is completed. �

Lemma 2.3 (Ottaviani’s inequality). Let Y1, Y2, · · · , Ym be indepen-

dent random variables on a normed space with norm | · |. If

P{|Yk+1 + Yk+2 + · · · + Ym| ≤ a} ≥ β, k = 0, 1, · · · ,m− 1,
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for some positive a and β then

P{ m
max
k=1

|Y1 + Y2 + · · · + Yk| > 2a} ≤ 1

β
P{|Y1 + Y2 + · · · + Ym| > a}.

Proof. Let

Sk := Y1 + Y2 + · · · + Yk, Tk :=
k

max
i=1

|Si|,

Bk := σ[Yk],

and let

Ak := {Tk−1 ≤ 2a, |Sk| > 2a}, Bk := {|Sm − Sk| ≤ a},

for 1 ≤ k ≤ m. Then A1, A2, · · · , Am are disjoint and

{Tm > 2a} = A1 +A2 + · · · +Am.

If ω ∈ Ak ∩Bk then

|Sm(ω)| ≥ |Sk(ω)| − |Sm(ω) − Sk(ω)| > a,

and hence we have
n∑
k=1

Ak ∩Bk ⊂ {|Sm| > a}.

Since Ak and Bk are independent, we obtain

P{|Sm| > a} ≥
m∑
k=1

P (Ak ∩Bk) ≥ β
m∑
k=1

P (Ak) = βP{Tm > 2a}. �

Let us prove a representation theorem for A-processes;

Theorem 2.4. Let Xt be an A-process on K. Let

N
(
(s, t] × E,ω

)
:= 4{s < u ≤ t : Ju(ω) ∈ E},
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for t > s ≥ 0 and E a Borel set in K − {0}. Then Nt(E,ω) := N
(
(0, t] ×

E,ω
)

is a Poisson random measure with mean measure dt · F (dx). Set

X
(n)
t (ω) :=

∫
r−n<|x|≤rn

xNt(dx, ω),

for n ∈ N. Then X
(n)
t (ω) converges almost surely to Xt(ω) and the conver-

gence is uniform in t in any compact sets.

Proof. We will prove first that

(2.4) lim
n→∞

P{sup
s≤t

|Xs(ω) −X(n)
s (ω)| > ε} = 0,

for any ε > 0. Note that Xs(ω) − X(n)
s (ω) is the sum of jumps Ju(ω) of

Xu(ω), u ≤ s, such that 0 < |Ju(ω)| ≤ r−n or |Ju(ω)| > rn. If n is so large

that r−n < ε < rn, then Lemma 2.2 yields

P{sup
s≤t

|Xs(ω) −X(n)
s (ω)| > ε}

= P{Xs(ω) −X(n)
s (ω) makes a jump larger than rn at some s ∈ [0, t]}

= P{Xs(ω) makes a jump larger than rn at some s ∈ [0, t]}
= P{W (n)

t ≥ 1}
= 1 − e−a(n)t

→ 0,

as n→ ∞. Thus (2.4) holds. In other words, let DK
(
[0, t]

)
be the space of

all K-valued right-continuous functions on [0, t] with left limits, normed by

‖ξ‖ := sup
0≤s≤t

|ξ(s)|, ξ ∈ DK
(
[0, t]

)
.

Then the DK
(
[0, t]

)
-valued random variable X

(n)
t (ω) :=

(
X

(n)
s (ω), 0 ≤ s ≤

t
)

converges in probability to Xt(ω) :=
(
Xs(ω), 0 ≤ s ≤ t

)
with respect to

‖ · ‖. Hence for large n, m, we have

P{‖X(m)
t − X

(n)
t ‖ > ε} < 1

2
.
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By Lemma 2.3, we have

P{ m
max
k=1

‖X
(n+k)
t − X

(n)
t ‖ > 2ε} ≤ 2P{‖X

(n+m)
t − X

(n)
t ‖ > ε}.

Therefore

P{ max
1≤k,l≤m

‖X
(n+k)
t − X

(n+l)
t ‖ > 4ε} ≤ 4P{‖X

(n+m)
t − X

(n)
t ‖ > ε}.

Since the ω-set in the left hand side increases to {sup
k,l

‖X(n+k)
t − X

(n+l)
t ‖ >

4ε} as m→ ∞,

P{sup
k,l

‖X
(n+k)
t − X

(n+l)
t ‖ > 4ε} ≤ 4 sup

m
P{‖X

(n+m)
t − X

(n)
t ‖ > ε}.

As n→ ∞, the ω-set in the left hand side decreases and the right hand side

tends to 0. Therefore

P{ lim
n→∞

sup
k,l

‖X
(n+k)
t − X

(n+l)
t ‖ > 4ε} = 0.

Letting ε→ 0 shows

lim
n→∞

sup
k,l

‖X
(n+k)
t − X

(n+l)
t ‖ = 0, a.s.. �

§3. Recurrence

In the sequel additive processes onK are always assumed to be right con-

tinuous and to have left limits for all t with probability one. The existence

of such a version is proved in [13] T3, XIII.

In this section we will give criteria for A-processes to be recurrent or to

hit a single point with positive probability.

Theorem 3.1. Let (Xt, Pt) be the A-process on K given by

{a(M)}M∈Z. Then Xt is recurrent if and only if

∞∑
i=1

q−i

a(i)
= ∞.
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Proof. For M ∈ Z,∫ ∞

0
Pt
(
x,D(x, rM )

)
dt = q−1(q − 1)2qM

∞∑
i=M

q−i
(
qa(i) − a(i+ 1)

)−1
,

which diverges for any M if and only if

∞∑
i=1

q−i
(
qa(i) − a(i+ 1)

)−1
= ∞.

Since (q − 1)a(i) ≤ qa(i) − a(i+ 1) ≤ qa(i), our assertion follows. �

Now we will investigate the hitting probabilities of single points for A-

processes (Xt, Pt). Define

Vx := inf{t > 0 : Xt = x},

for x ∈ K. Let for λ > 0, Cλ := Cλ({x}) be the λ-capacity of a one-point

set.

Lemma 3.2. Let (Xt, Pt) be a spatially homogeneous standard Markov

process on K.

(1) Assume that for any t > 0, Pt(x, dy) has a density pt(x, y) with

respect to ηK . Then Cλ > 0 if and only if

gλ(x) :=

∫ ∞

0
exp(−λt)pt(0, x)dt

is bounded.

(2) If for some λ > 0, Cλ = 0 then Cλ = 0 for all λ > 0 and P0(Vx <

∞) = 0 for a.e.x.

(3) If Pt has a density and if gλ(x) is bounded and continuous, then

E0 [exp(−λVx) : Vx <∞] =
gλ(x)

gλ(0)
,

for any x ∈ K.
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Proof. See [15] §6 and 7. �

Applying the previous lemma, we shall give a criterion on λ-capacities

of A-processes;

Proposition 3.3. Let (Xt, Pt) be the A-process on K given by

{a(M)}M∈Z such that lim
M→−∞

a(M) = ∞. Then for any λ > 0, Cλ > 0

if and only if

(3.1)

0∑
i=−∞

q−i

1 + a(i)
<∞.

Proof. By Lemma 3.2 (1), Cλ > 0 if and only if gλ(x) is bounded. If

|x| = rm, we have

gλ(x) = (1 − q−1)
∞∑
i=m

q−i

λ+ (q − 1)−1
(
qa(i) − a(i+ 1)

)(3.2)

− q−m

λ+ (q − 1)−1
(
qa(m− 1) − a(m)

) .
Since the right-hand side tends to zero as m → +∞, gλ(x) is bounded for

large |x|. Hence in order that gλ is bounded, it is necessary and sufficient

that the right-hand side of (3.2) converges as m → −∞. The inequality

(q − 1)a(i) ≤ qa(i) − a(i+ 1) ≤ qa(i) establishes the proposition. �

Here we prove a theorem concerning with the hitting probabilities of

single points;

Theorem 3.4. Let (Xt, Pt) be the A-process on K given by {a(M)}.
(1) If lim

M→−∞
a(M) = W <∞, then

P0(Vx <∞) = 0, x �= 0,

P0(V0 <∞) = 1.
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(2) If lim
M→−∞

a(M) = ∞ and if
0∑

i=−∞
q−i

1+a(i) = ∞, then

P0(Vx <∞) = 0,

for any x ∈ K.

(3) If
0∑

i=−∞
q−i

1+a(i) <∞, then

P0(Vx <∞) = lim
λ↓0

gλ(x)

gλ(0)
,

for any x ∈ K.

Proof. (1) We have proved in Lemma 2.2 that W
(m)
t (ω) = 4{s ≤ t :

|J(s)| > rm} has Poisson distribution of mean a(m)t. If we let τ := inf{t >
0 : Xt �= 0}, then

P0(τ ≥ t) = P0(no jumps occur during [0, t])

= lim
m→−∞

P0(W
(m)
t = 0)

= exp(−Wt).

Hence

P0(τ > 0) = lim
t→0

exp(−Wt) = 1,

which implies P0(V0 <∞) = 1. Now let x �= 0. For each t > 0, |Js| > 0 for

only finitely many s ∈ (0, t], since

E
[
4{s ≤ t : |Js| > 0}

]
= lim
M→−∞

a(M)t <∞.

Then we shall define ξk = ξk(ω) the time of k’th jump, and we can write

(3.3) Xt =
∑
s≤t

Js.
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Therefore

(3.4) P0(Vx <∞) ≤
∞∑
k=1

P
(
J(ξ1) + · · · + J(ξk) = x

)
.

On the other hand,

P
(
J(ξi) ∈ A

)
=
F (A− {0})
F (K − {0}) ,

and F |K−{0} has no atoms, so are the distributions of J(ξi). Since J(ξi) are

independent,

P
(
J(ξ1) + · · · + J(ξk) = x

)
= 0,

for each k. This combined with (3.4) shows h(x) = 0.

(2) By Lemma 3.2 (2) and Proposition 3.3, we have

(3.5) P0(Vx <∞) = 0,

for a.e.x. Whereas for each m ∈ Z, Am := D(0, rm) − D(0, rm−1) has

positive Haar measure, and P0(Vx < ∞) are equal for all x ∈ Am since Xt
is rotation-invariant. Hence (3.5) must hold for all x �= 0. We have proved

in Lemma 1.2 that Pt(x, dy) is absolutely continuous, and we can see that

(3.5) also holds for x = 0.

(3) gλ is bounded by the assumption, and we can easily see that it is

continuous. Therefore Lemma 3.2 (3) yields

E0 [exp(−λVx) : Vx <∞] =
gλ(x)

gλ(0)
.

Letting λ→ 0 gives our assertion. �

§4. Stable case

In this section and the next, we will give some rather close investigations

of stable A-processes.

Proposition 4.1. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0), M ∈ Z, where 0 < c < 1 and a(0) > 0. Then the law of Xct is

equivalent to that of πXt.
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Proof. Let P̃t be the transition probability of πXt. It suffices to show

Pct
(
0, D(x, rM )

)
= P̃t

(
0, D(x, rM )

)
,

for any x ∈ K and M ∈ Z. If |x| ≤ rM ,

P̃t
(
0, D(x, rM )

)
= Pt

(
0, D(π−1x, rM+1)

)
= q−1(q − 1)

∞∑
i=0

q−i exp
[
−(q − 1)−1(q − c)cM+i+1a(0)t

]
= Pct

(
0, D(x, rM )

)
,

since |π−1x| = r|x| ≤ rM+1. If |x| = rM+m, m ≥ 1,

P̃t
(
0, D(x, rM )

)
= (q − 1)−1q1−m

(
PM+m+1(t) − PM+m(t)

)
= (q − 1)−1q1−m

(
PM+m(ct) − PM+m−1(ct)

)
= Pct

(
0, D(x, rM )

)
,

since |π−1x| = r|x| = rM+m+1. �

Let us see when a stable A-process is recurrent and when it hits a point

with positive probability.

Proposition 4.2. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0). Then Xt is recurrent if and only if c ≤ q−1.

Proof. Immediate from Theorem 3.1 and the equality:

∞∑
i=1

q−i

a(i)
= a(0)−1

∞∑
i=1

(qc)−i. �

Proposition 4.3. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0). Then

P0(Vx <∞)

{
= 1, if c < q−1,

= 0, if c ≥ q−1,

for any x ∈ K.
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Proof. We have lim
M→−∞

a(M) = lim
M→−∞

c−Ma(0) = ∞, and

0∑
i=−∞

q−i

1 + a(i)
=

0∑
i=−∞

q−i

1 + cia(0)

{
<∞, if c < q−1,

= ∞, if c ≥ q−1.

Hence by Theorem 3.4, P0(Vx <∞) = 0 if c ≥ q−1. Let c < q−1, |x| = rm,

and

fλ(i) := q−i
((
λ+ (q − 1)−1(q − c)cia(0)

)−1

−
(
λ+ (q − 1)−1(q − c)ci−1a(0)

)−1
)
.

Then by Theorem 3.4 (3) we obtain

P0(Vx <∞) = lim
λ↓0

(∑m−1
i=−∞ fλ(i)∑∞
i=m fλ(i)

+ 1

)−1

= 1. �

Now we investigate the density functions in stable case.

Proposition 4.4. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0) with 0 < c < 1. Then

pt(0, x) ∼
q(1 − c)
c(q − 1)

a(0)|x|
log(q−1c)

log r t (x→ ∞).

Proof. For |x| = rm, we have proved in Lemma 1.2 that

pt(0, x) = (q − 1)−1q1−m
(
Pm(t) − Pm−1(t)

)
= q−m

( ∞∑
i=0

q−i
(
exp[−(q − 1)−1(q − c)cm+ia(0)t]

− exp[−(q − 1)−1(q − c)cm−1+ia(0)t]
))
.
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Since

q−m = q−
log |x|
log r = |x|−

log q
log r ,

and

cm = c
log |x|
log r = |x|

log c
log r ,

we shall write for x �= 0,

pt(0, x) = |x|−
log q
log r f

(
h|x|

log c
log r t

)
,

where h := (q − 1)−1(q − c)a(0), and f(y) :=
∞∑
i=0
q−i exp(−ciy) −

∞∑
i=0
q−i exp(−ci−1y). Since log c

log r < 0, we have

pt(0, x) ∼ |x|−
log q
log r f ′(0)h|x|

log c
log r t

= |x|−
log q
log r

∞∑
i=0

(
c

q

)i
(c−1 − 1)h|x|

log c
log r t

=
q(1 − c)
c(q − 1)

a(0)|x|
log(q−1c)

log r t,

as x→ ∞. �

Proposition 4.5. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0) with 0 < c < 1. Then there exists a continuous periodic function ψ

of period log c−1 such that

pt(0, 0) = t
log q
log c exp [ψ(log t)] .

Proof. We have

pct(0, 0) = (q − 1)
∞∑

i=−∞
q−i exp

[
−(q − 1)−1(q − c)cia(0)t

]
= qpt(0, 0).
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Hence if we write g(u) := peu(0, 0), then

g(u+ log c−1) = pc−1eu(0, 0)

= q−1g(u).

Let ψ(u) := log g(u) + log q
− log cu. Then we have ψ(u+ log c−1) = ψ(u), and

pt(0, 0) = g(log t)

= exp

[
ψ(log t) − log q

− log c
log t

]
= t

log q
log c exp [ψ(log t)] . �

§5. Local times

In this section we will see that if Xt is a stable A-process with posi-

tive probabilities of hitting single points, we can determine the Hausdorff

dimensions of the sets {t > 0 : Xt = X0}.
We first exhibit some known results;

Lemma 5.1. Let (Xt, Pt) be an additive process on K.

(1) If the transformations Pt, t ≥ 0 leave invariant the Banach space

C(K) of functions which are continuous on K and vanish at infinity,

and if Pt converges strongly on C(K) to the identity transformation

as t→ 0, then Pt(x, dy) satisfies the Hunt’s hypotheses (A) in [6].

(2) Let Pt(x, dy) have a density pt(x, y) with respect to ηK and satisfy

Hunt’s hypotheses (F) ([8]). Assume that for some λ > 0 and for

each x0 ∈ K, the function

x �→ Uλ(x0, x) :=

∫ ∞

0
exp(−λt)pt(x0, x)dt

is bounded and continuous at x = x0. Then each x0 ∈ K is regular

for {x0}.
(3) Let Pt satisfy Hunt’s hypotheses (A) and the assumptions in (2)

above. Put for each x0 ∈ K,

β := inf{α : λαUλ(x0, x0) → ∞ as λ→ ∞},
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σ := sup{α : λαUλ(x0, x0) → 0 as λ→ ∞},

and let Zx0 := {t : Xt = x0}. Then

σ ≤ dimZx0 ≤ β Px0-a.e..

Proof. See [6] pp.50-51, [3] Theorems 3.1 and 4.1. �

Lemma 5.2. Let (Xt, Pt) be an A-process on K. Then Pt satisfies

Hunt’s hypotheses (A) in [6].

Proof. Let f ∈ C(K). Since Pt is shift-invariant, it can be easily seen

that Ptf is continuous. Let us prove that Ptf vanishes at infinity. We shall

suppose that f �≡ 0. For any ε > 0, there exists N ∈ Z such that |f(x)| < ε
2

provided that |x| > rN . Since lim
n→∞

Pn(t) = 1, there exists N ′ ≥ 1 such that

Pn(t) − Pn−1(t) <
ε

2
(max |f |)−1(q − 1)q−1,

for n ≥ N ′. Let N0 = max(N,N ′) and |x| = rN0+m, m ≥ 1, then

|Ptf(x)| ≤
∣∣∣∣∣
∫
|y|>rN0

Pt(x, dy)f(y)

∣∣∣∣∣+
∣∣∣∣∣
∫
|y|≤rN0

Pt(x, dy)f(y)

∣∣∣∣∣
<
ε

2
+ max |f | · Pt

(
x,D(0, rN0)

)
< ε.

Finally, it is easily seen that

‖ Ptf − f ‖→ 0,

as t → 0 for f ∈ C(K), using a similar argument as in [2]. By Lemma 5.1

(1), our assertion is proved. �

Lemma 5.3. Let (Xt, Pt) be an A-process on K. Then Pt(x, dy) satis-

fies Hunt’s hypotheses (F) in [8].
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Proof. We have∫
K
Pt
(
x,D(y, rN )

)
ηK(dx)

=

∫
|x−y|≤rN

PN (t)ηK(dx)

+
∑
m≥1

∫
|x−y|=rN+m

(q − 1)−1q1−m
(
PN+m(t) − PN+m−1(t)

)
ηK(dx)

= qN
(
PN (t) +

∑
m≥1

(
PN+m(t) − PN+m−1(t)

))
= qN

= ηK
(
D(y, rN )

)
.

Especially ηK is excessive relative to Pt(x, dy). For every positive continu-

ous function γ on (0,∞) with compact support, let

h(γ, x, y) :=

∫ ∞

0
pt(x, y)γ(t)dt.

Then for any Borel set B in K, we have∫
B
h(γ, x, y)ηK(dy) =

∫ ∞

0
γ(t)Pt(x,B)dt.

Since pt(x, y) belongs to C(K) as a function of x or of y, we can easily

verify that so is h(γ, x, y). Now let f be any continuous function on K with

compact support. Since pt(x, y) is bouded, so is h(γ, x, y), and therefore it

is easily seen that
∫
ηK(dx)f(x)h(γ, x, y) belongs to C(K) as a function of

y. �

Lemma 5.4. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0) with 0 < c < q−1. Then any point x0 ∈ K is regular for {x0}.

Proof. By Lemma 5.1 (2) and Lemma 5.3, it suffices to show that

for some λ > 0 the function x �→ Uλ(x0, x) is bounded. Whereas since

Uλ(x0, x) = gλ(x− x0), Proposition 3.3 implies our assertion. �
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Theorem 5.5. Let (Xt, Pt) be the A-process on K given by a(M) =

cMa(0) with 0 < c < q−1. Then

Px0

(
dimZx0 = 1 +

log q

log c

)
= 1,

for any x0 ∈ K.

Proof. By Proposition 4.5, there exist a > b > 0 such that

bt
log q
log c < pt(0, 0) < at

log q
log c ,

for any t > 0. Then we have

bλ−1− log q
log c

∫ ∞

0
e−tt

log q
log c dt < Uλ(x0, x0) < aλ

−1− log q
log c

∫ ∞

0
e−tt

log q
log c dt.

Applying Lemma 5.1 (3) completes the proof. �
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