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Introduction

Both the frequency and intensity of ex-
treme meteorological phenomena, such as
storms, are predicted to be modified by
global warming (IPCC 2007). Changes of
meteorological parameters, such as wind
speeds and precipitation, driven by chang-
ing meteorological phenomena, leads to
changes of distributions of oceanic light
field, temperature, salinity and nutrient
concentrations, which can seriously affect
the marine ecosystem and oceanic mate-
rial cycling (Fig. 1). On the other hand,
the atmospheric greenhouse gas (GHG)
concentrations, such as CO,, are also con-
sidered to be affected by the subsequent
change of the air-sea gas exchange. There-
fore, for the purpose of the sustainable use
of marine biomass, and reducing atmos-
pheric GHG concentrations, in the future,
it is crucial to take steps to meet the situa-
tion based on an accurate evaluation and
prediction of the effects of man-made ac-
tivities, including global warming on the
marine ecosystem and material cycling,
and the feedback mechanism to the atmos-
phere. Numerical modeling is one of the

useful methods for such a prediction, of
which the prediction accuracy depends on
the certainties of parameters embedded in
the models.

However, some prognostic variables
and parameters in models have large un-
certainties because they have been simpli-
fied too much, or have not been calibrated
sufficiently by observed results. Moreover,
existing models cannot reproduce the in-
fluences of land materials discharged to the
ocean through rivers on the coastal eco-
system and material cycling. Therefore, we
need to implement necessary processes
into models, without compromising the
models’ conciseness, to reduce uncertain-
ties in the parameter values, and to im-
prove the models’ reliability for evaluat-
ing and predicting the effects of man-made
activities, including global warming, on
the marine ecosystem and air-sea material
cycling.

Considering the current situations
above, the purpose of this study was to
develop a marine ecosystem model that can
evaluate and predict the detailed effects of
man-made activities, including global
warming, on the marine biomass and bio-
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logical productivity and air-sea CO, ex-
change. In particular, this study focused on
constructing a model that can reproduce
realistically the effects of atmospheric dis-
turbances such as storms, by (1) improv-
ing the air-sea CO, exchange process in
the model, and (2) realistic
parameterization of optical properties in
the ocean, based on knowledge from pre-
vious observational results.

Methods

Oceanic carbon cycling

We developed a marine ecosystem
model coupled with a one-dimensional
physical model (Fujii er al. 2002, 2005,
2007b; Yamanaka et al. 2004; Fujii and
Chai 2009). The partial pressure of CO, at
the sea surface ((pCO,),.,) was calculated
and the air-sea CO, flux can be estimated
by this model. The values of
biogeochemical parameters in the model
are the same as those of Fujii e al. (2007b).

The air-sea flux of CO, was calculated
in the model using the transfer velocity-
wind speed relationships of Wanninkhof
(1992) as follows:
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Schematic view of regions and phenomena considered in this study.

Air -sea CO, flux
=0.31U%,/660 / ScL

'{(pCOZ)sea - (pCO2)ajr}’ (1)

where U is the wind speed at 10-m height
(ms™), Sc is the Schmidt number for CO,,
expressed as:

Sc =2073.1-125.62SST +3.6276SST*

~0.043219SST?, (2)
and L is the solubility of CO, calculated
from the temperature and salinity (Weiss
1974). The (pCO,),;, is the partial pressure
of CO, in the atmosphere and the monthly
in situ observational data collected in the
Shemya Island, Alaska, U.S.A. (SHM;
53°N, 174°E) were used (Keeling et al.
1982; Conway et al. 1994).

The model was driven by the wind and
solar radiation at the sea surface, and the
temperature and salinity at the surface and
at the bottom of the model domain (330-
m). We used the National Centers for En-
vironmental Prediction (NCEP) objec-
tively-analyzed data (Kalney et al. 1996)



Modeling Air-Sea Interaction

213

for the daily (every six hours) wind and
solar radiation at the sea surface, the
Reynolds weekly data for the SST
(Reynolds and Smith 1995), and the KNOT
(Kyodo North pacific Ocean Time-series;
44°N, 155°E) time-series observations for
the temperature at the bottom, and the sa-
linity at the surface and bottom (Fujii et
al. 2002; Tsurushima et al. 2002). The
model performance of reproducing the
observed results were double-checked by
referring to observational data obtained by
the joint Japan-Canada monitoring pro-
gram using ships-of-opportunity (e.g.
Nojiri et al. 1999; Wong et al. 2002a, b;
Zeng et al. 2002; Chierici et al. 2006).

We defined storm events as those in
which the wind speed exceeded the 20
value from a 30-day running mean. To ex-
amine the effects of storms on the biogeo-
chemistry, we carried out two experiments:
namely, Exp-1 (with storms) and Exp-2
(without storms). In Exp-1, the model was
driven by the winds including those hav-
ing more than 2¢ values. In Exp-2, the
model was driven by winds in which more
than 20 values were filtered out. The simu-
lation was calculated from 1982 to 2000,
and the 19-year monthly-mean model re-
sults were presented. See Fujii and
Yamanaka (2008) for details about the ex-
perimental design.

Marine optical properties

We used a bio-optical model con-
structed by Fujii ef al. (2007a). The model
consists of four individual models: a physi-
cal-ecosystem model (simulating the dy-
namics of different ecosystem components
in time and space), a photo-acclimation
model (specifying the chlorophyll-to-car-
bon ratio of phytoplankton), an optical
model (converting ecosystem state vari-
ables into inherent optical properties), and
a radiative transfer model (calculating the
underwater light field and the ocean color)
(Fig. 2). For ease of comparison with data,
we demonstrated area-averaged one-di-
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Fig. 2. Schematic view of model used in
this study (modified from Fujii et al.
2007a).

mensional (vertical) and time-averaged
results. The model, however, is formulated
and designed to be used in 4 dimensions.
See Fujii et al. (2007a) for details.

A radiative transfer model (TRAD) was
also developed in this study (Tanaka 2010).
The model performance was demonstrated
by comparing results from both previous
observations and outputs derived by an-
other radiation transfer model of
Hydrolight (Mobley ef al. 2000a, b) used
in Fujii et al. (2007a).

Results and Discussion

Oceanic carbon cycling

The model reproduces well the ob-
served seasonal changes of both physical
environments and biogeochemistry (Fig. 3;
Fujii and Yamanaka 2008). The strong
wind in winter causes the mixed layer
depth (MLD), defined as the depth at
which the vertical diffusive coefficient is
1.0 x 107* m? 57!, to deepen dramatically
to more than 100-m in late winter (Figs.
3(a) and (b)). The strong wind and pCO,,
elevated by storm-induced dissolved inor-
ganic carbon (DIC) (normalized to a con-
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Fig. 3. Nineteen-year (1982-2000) averaged seasonal changes of (a): wind speed [m s7'], (b):

MLD [m], (c): net community production [mgC m~2? day~'], (d): surface DIC [mmolC m-3], (e):
pCO,,,, and pCO, . [uatm], and (f-1) and (f-2): sea-to-air CO, flux [mmolC m=2 day-'] (positive
upward), for Exp-1 (with storms; in solid red lines) and Exp-2 (without storms; in dotted blue
lines) at Station KNOT (from Fujii and Yamanaka 2008). Error bars represent 10 values. Open
circles in (b), (c), (d), (e) and (f-1) denote observational data from 1998 to 2000 (from Imai et
al. (2002) for net community production, and Tsurushima et al. (2002) for the others). An
asterisk in (c) shows the observed net community production in July, from Shiomoto et al.
(1998). A shaded domain in (c) denotes a range of observed net community production in May
and June of 1993-1995 (from Shiomoto (2000)) but excluding data at Station 9 in 1993 which
are considered to be affected by the coastal waters with extremely high net community pro-

duction. Note that (f-1) and (f-2) are identical but are drawn with different y-axis scales.

stant salinity of 35 psu) injections into the
surface waters cause tremendous sea-to-air
CO, efflux in late winter (Figs. 3(a), (d),
(e) and (f)). The net community produc-
tion is low in winter because of strong light
limitation on the phytoplankton growth
due to the vertical dilution of the
phytoplankton, along with a low irradiance
in this season (Fig. 3(c)). The net commu-
nity production is relatively high in spring
through early autumn when the light limi-
tation on the phytoplankton growth is al-
leviated by high irradiance and stratifica-
tion of the surface waters in these periods.

The oceanic region functions as a sink of
the atmospheric CO, in spring through
autumn, supported by a large biological
uptake of CO,, as reported by previous
observations (e.g. Tsurushima ez al. 2002).

By comparing the model results be-
tween Exp-1 (with storms) and Exp-2
(without storms), we find that the storms
contribute to the air-sea exchange of CO,
(Fig. 3(f)). The sea-to-air CO, efflux is
enhanced by the storms in late spring, early
summer and autumn (Fig. 3(f-2)). For ex-
ample, the pCO,,., abruptly increased by
51 patm during a storm passage in mid-
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Modeled (a): surface DIC [mmolC m~*], (b): pCO,__ and pCO,  [patm], and (c): sea-

to-air CO, flux [mmolC m-? day-'] (positive upward) for Exp-1 (with storms; in red solid lines)
and Exp-2 (without storms; in blue dotted lines) in 1994 at Station KNOT (from Fujii and
Yamanaka (2008)). A storm with a wind speed exceeding the 3o value from the 30-day running
mean passed during the hatched period (mid-June).

June 1994 in which the wind speed ex-
ceeded the 30 value from the 30-day run-
ning mean (Fig. 4(b)). The pCO,,, reached
one of its annual peaks during the storm,
although the annual maximum generally
appears in late winter in the subarctic west-
ern North Pacific (Fig. 3(e); Tsurushima
et al. 2002). The sea-to-air CO, flux
abruptly increased during the storm pas-
sage (Fig. 4(c)), accounting for 3% of the
annual sea-to-air efflux in 1994 for two
days. The sudden increase in pCO,,,, re-
sulted from the increase in DIC by 22
mmolC m~3 (Fig. 4(a)) because of the
storm-induced vertical mixing, which
dominated the counteracting effect of the
storm-induced sea surface cooling of
0.8°C. This is consistent with a result based
on data from a mooring buoy, deployed in

the East China Sea, during the passage of
three typhoons in 1995 that for changes in
pCO,,., the effect of the DIC increase
dominated that of the SST decrease
(Nemoto et al. 1999).

On the contrary, the sea-to-air efflux is
reduced slightly by the storms in late sum-
mer, because the net community produc-
tion is enhanced by the storm-induced nu-
trient injections into the surface waters
(Figs. 3(c) and 3(f-2)). The model result
of the decrease in the pCO,, in late sum-
mer (Fig. 3(e)) is consistent with a ship-
based result of Bates et al. (1998b), who
observed a sudden decrease in pCO,, in
the Sargasso Sea in the subtropical gyre
during the passage of hurricane Felix in
August, 1995. Wanninkhof et al. (2007)
also showed a decrease in pCO,, by 12
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Uatm over a period of the passage of hur-
ricane Frances in the Caribbean Sea in
September, 2004. However, the cause of
the storm-induced decrease in the sea-to-
air CO, efflux is different from these stud-
ies in the subtropical regions: They ob-
served only a slight increase in DIC, and
the decrease in pCO,,., was followed by a
decrease in SST.

The difference in responses of pCO,,.,
to storms between this study, and Bates et
al. (1998b) and Wanninkhof et al. (2007),
results from differences in the upper ocean
structure and hydrographic conditions be-
tween the subarctic and subtropical gyres.
In the subarctic gyre, the pycnocline is
relatively shallow, and storms occasionally
mix the surface waters with DIC-rich deep
waters below the pycnocline. In the sub-
tropical gyre, on the other hand, the
pycnocline is usually deep, and storm-in-
duced vertical mixing does not reach the
deep waters. The magnitude of the sea sur-
face cooling also depends on the upper
ocean structure and hydrographic condi-
tions, as noted in previous studies (e.g.
Cornillon et al. 1987; Sakaida et al. 1998).
Storm-induced sea surface cooling is more
efficient in the subtropical ocean than in
the subarctic ocean because of the perma-
nently warm surface waters in the subtropi-
cal ocean.

The model result shows that the annual
air-to-sea CO, influx is lower in Exp-1
(211 [mmolC m2 yr‘l]) than in Exp-2 (218
[mmolC m~2 yr~']), and therefore, that the
storms reduce the annual oceanic uptake
of the atmospheric CO, efflux by 3%. It is
possible that previous studies, in which the
flux was calculated using the
climatological wind, sea level pressure
(which is necessary in converting XCO,,;,
to pCO,,;,) and pCO,,, data (e.g.
Takahashi et al. 2002; Tsurushima et al.
2002), underestimated the effect of storm
events on air-sea CO, exchange and over-
estimated the role of the entire subarctic
western North Pacific in taking up atmos-

pheric CO,.

Our model results also suggest that
storm events, tropical or extra-tropical,
could potentially have a large effect on the
interannual air-sea CO, flux variability
globally, which is consistent with Bates et
al. (1998a) and Bates (2002). However,
Wanninkhof et al. (2007) induced an op-
posite conclusion of minimal influence of
storms on annual CO, flux. Therefore,
long-term monitoring of the air-sea CO,
flux is required in various oceanic regions
to assess quantitatively the role of storm
events in the interannual air-sea CO, flux.

The storms enhance the net community
production in summer through early au-
tumn (Fig. 3(c)), because the nutrient limi-
tation on the phytoplankton growth is al-
leviated by the storm-induced nutrient in-
jections into the surface waters. This is
consistent with previous observation-based
results of the oligotrophic subtropical
ocean (e.g. Babin er al. 2004), but not as
much as in the subtropical ocean, because
of higher pre-storm surface nutrient con-
centrations and, therefore, less nutrient
limitation on the phytoplankton growth, in
the subarctic ocean than in the subtropical
ocean. On the contrary, the storms reduce
the net community production in the other
seasons, because the storm-induced verti-
cal mixing increases the light limitation on
the phytoplankton growth. This result
shows that the effect of storms on the
phytoplankton dynamics changes with pre-
storm conditions such as the irradiance and
nutrient concentrations in the surface wa-
ters. The two compensating effects dimin-
ish the storm-induced annual change of the
net community production at Station
KNOT to only 1%.

Marine optical properties

In ecosystem models that are not cou-
pled to an optical model, the values of
biogeochemical parameters were tuned to
minimize model-data misfits with vertical
profiles of nutrient and chlorophyll con-
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centrations and net community production
in the euphotic layer (Fujii et al. 2007a).
The vertical profile of photosynthetically
active radiation (PAR) was not used to cali-
brate parameters in previous ecosystem
models with constant light attenuation co-
efficients. Modeled zooplankton biomass
and non-algal particle (NAP) concentration
cannot be validated because very few cor-
responding observational data exist.

In order to examine the value of incor-
porating a full optical and radiative trans-
fer model into the ecosystem model, we
compared two cases, Cases 1 and 2. Case
1 uses only a rudimentary wavelength in-
tegrated model for the underwater light
field (Eq. (3) below), while Case 2 is the
full model using Hydrolight (Mobley et al.
2000a, b) to obtain the spectrally-resolved
underwater light field as described in Fujii
et al. (2007a).

The model structure in Case 1 was
modified from Case 2, as follows. PAR was
computed from:

PAR(z) (W m™?) = PAR(0)
x exp{—k z-k, | (Chll(z) + ChlZ(z))dz},
(3)

where k| is the light attenuation coefficient
due to water (0.046 (m™)), k, is the light
attenuation coefficient by chlorophyll
(0.048 (mgChl m3)7!; e.g. Chai et al.
2002), and Chll and Chl2 is the modeled
small and large phytoplankton density, re-
spectively, in terms of chlorophyll (mgChl
m™).

In Case 1, the light attenuation coeffi-
cients were set to the same as in Chai et
al. (2002) (Fujii et al. 2007a). In this case,
as in most previous ecosystem modeling
studies, observed PAR values and associ-
ated decreases with depth are not referred
to in tuning the model parameters. There-
fore, the parameters were tuned to mini-

mize model-data misfits with vertical pro-
files of nutrient and chlorophyll concen-
trations and net community production,
which requires modification of the
zooplankton maximum specific grazing
rate from Case 2. The model results show
similar vertical profiles of Si(OH), con-
centration and net community production,
relatively low surface NO; concentration,
and a higher and deeper chlorophyll maxi-
mum, compared with those in Case 2, al-
though the results of both models were
within the observations.

Phytoplankton community assemblage
can also be reproduced by the model with
optics (Case 2). In Chai et al. (2002), us-
ing the non-spectrally-resolved ecosystem
model, they tuned the water-column
phytoplankton assemblage so that the per-
centage of diatoms to the total
phytoplankton biomass is nearly 16%, re-
ferring to the observed ranges from 5% to
20% (Bidigare and Ondrusek 1996). With
the spectrally-resolved bio-optical model
(Case 2), we could tune the vertical
phytoplankton assemblage more accu-
rately, referring to not only measurements
of each phytoplankton biomass but also
those of the contribution of diatoms to the
total phytoplankton derived from optical
properties (absorption and backscattering).

These results suggest that both ecosys-
tem model results, with or without optics,
can reproduce the observed fundamental
biogeochemical properties, as long as the
correct diffuse light attenuation is used.
Since the PAR data are not consistent with
the simple chlorophyll formulation used in
previous studies (e.g. Chai et al. 2002),
another source of diffuse light attenuation
is needed for the model that can take into
account contributions by NAP and colored
dissolved organic matter (CDOM). Our
bio-optical model provided such a value
(Fig. 5).

In addition, the coupled model results
illustrate its capability to be constrained
using observations of optical variables and,
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1) and a bio-optical model (with optics; Case 2). Dots denote the U.S. JGOFS EqPac observa-

tions in August-September (Survey Il; TTO1
(Murray et al. 1995; Barber et al. 1996).

thus, its ability in improving model per-
formance, which currently cannot be done
with available biological properties alone.
Additional constituents, which should be
added to future ecosystem models, such as
DOM, bacteria, and coccoliths (e.g. Fujii
and Chai 2007), are likely to improve the
optics-simulation model fit assuming the
relevant data on their abundance can be
obtained.

While we were able to reproduce most
of the observations by simply changing the
diffuse attenuation values in the model
lacking optics (Case 1), this approach is
not likely to work in temporally-varying
simulations where the diffuse attenuation
coefficient changes in time; any changes
in the relative proportion of the
biogeochemical variables contributing to
absorption (and to a lesser degree to
backscattering) would result in changes in
the diffuse attenuation parameters in Eq.
(3). Simulating these changes requires hav-
ing the appropriate biogeochemical con-
stituents and related optical properties,
most of which are captured by the bio-op-

1) and October (Time series II; TT012) of 1992

tical model (with the important exception
of CDOM).

Radiative transfer model

A radiative transfer model (TRAD) was
newly developed in this study (Tanaka
2010; Tanaka et al. 2011). In this model,
the vertical and angular distributions of
underwater radiance were computed with-
out using an empirical procedure, by as-
suming that a water body comprises nu-
merous parallel horizontal layers. The
model was validated using the observation
data obtained from Lake Pend Oreille and
Suruga Bay, and for highly scattering wa-
ter.

Although TRAD consists of simple
equations of which physical interpretation
is easy, the results obtained with TRAD
are in good agreement with the observa-
tional data and outputs obtained by
Hydrolight (Tanaka 2010). As the layer
thickness is quantitatively evaluated in
TRAD with the help of the error estima-
tor, the model can predict underwater light
fields with sufficient accuracy for various
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line: Lake Pend Oreille (c) solid line: TRAD, dashed line: HydroLight.

oceanic conditions. In addition, since its
physical interpretation is simple, TRAD
can be applied to a wide range of oceano-
graphic problems. TRAD will be a useful
tool for developing an algorithm for ocean
color remote sensing.

The availability of an equation to show
the exact influence of multiple scattering
in the single scattering process (Tanaka et
al.2011). The derived equation was effec-
tive in estimating the computational radi-
ance error, owing to the discretization of
the optical depth by TRAD, that is the suc-
cessive order of scattering method. It also
provided a theoretical background for es-
timating the computational error, and can
be applied to other numerical models.

Conclusions

We have developed an ecosystem
model, and examined the biogeochemical
responses to storms. In the simulation, the
storms affect both the ecosystem dynam-
ics and the air-sea CO, exchange, and the
effects change with the upper ocean struc-
ture and hydrographic conditions. The
storms enhance the net community produc-
tion in summer through early autumn be-

cause of the storm-induced nutrient injec-
tions into the surface waters. On the con-
trary, the net community production in the
other seasons is reduced by the storm-
driven vertical mixing and subsequent in-
tention of the light limitation on the
phytoplankton growth. The two compen-
sating effects diminish the storm-induced
annual change of net community produc-
tion to only 1%. The storms enhance the
sea-to-air CO, efflux in late spring, early
summer and autumn by the strong wind,
whereas the storms reduce the sea-to-air
CO, efflux in late summer because of a
large biological uptake of CO, stimulated
by the storm-induced nutrient injections
into the surface waters. The storms are es-
timated to reduce the annual oceanic up-
take of the atmospheric CO, flux by 3% in
this region. During storms, pCO,,, tends
to increase more in the subarctic ocean
because of the storm-induced increase in
surface DIC, whereas pCO,,., tends to de-
crease in the subtropical ocean because of
the storm-induced decrease in the SST.
Therefore, it is necessary to perform di-
rect measurements during storm passage
in various oceanic regions to elucidate
which effects dominate the storm-induced
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pCO,,., change in each region. Previous
studies that calculated the air-sea CO, flux
using climatological wind, sea level pres-
sure and pCO, data probably underesti-
mated the contribution of storms to the air-
sea CO, exchange. Therefore, to reduce
uncertainties in the global oceanic CO,
uptake, changes in these parameters caused
by episodic atmospheric disturbances
should be measured continuously. While
climate changes associated with global
warming may influence the frequency and
intensity of storms (e.g. Emanuel 1987,
2005; Beersma et al. 1997; Saunders and
Harris 1997; Sugi et al. 2002; Geng and
Sugi 2003; Yoshimura and Sugi 2005;
Webster et al. 2005; Yoshimura et al.
2006), storm-induced biogeochemical ac-
tivity may also contribute to climate.
Therefore, to predict future climate
change, it is essential that we elucidate the
biogeochemical responses to storms. Al-
though it is difficult to conduct direct ob-
servations during rough weather, we would
very much like to have high-frequency, in-
situ biogeochemical observations with
which we could conduct more accurate
simulations.

We also developed an ecosystem model
that explicitly represents biogeochemically
and optically. We found that utilizing an
optical model to convert from ecosystem
model state variables to optical parameters,
and a realistic subsurface light, provides:

(1) more data to compare model output by
providing a more rigorous test of model
formulation and choice of parameter val-
ues, especially for those that are difficult
to measure with high resolution in time and
space, (2) the required input to obtain a
realistic subsurface light field by linking
the optics to a radiative-transfer model
(Hydrolight), and (3) improved simulation
realism with respect to key biogeochemical
processes, such as photosynthesis, which
are crucial for assessing oceanic carbon
cycling and food web dynamics. The ad-
ditional optical measurements, being rou-
tinely available from research vessels, au-
tonomous platforms, and space-borne ob-
servations, can now be used directly for
comparison and testing of the output of our
new coupled bio-optical model. This is an
improvement over the limited number of
variables that can be used to test our pre-
vious ecosystem models with no explicit
optical properties. Incorporating radiative
transfer models, such as TRAD developed
in this study, to ecosystem models, would
also contribute to improving the realistic
simulations of physical-bio-optical inter-
actions, although these capabilities were
not tested here.
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