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Chapter 1

Introduction

1.1 Objective and Background

Natural language processing systems generally rec » context-dependent disambigua

process for the following reason. As natural language is o mean of communication between

people, it must provide efficient and smooth communication. Thus in most cases, it nses

simple representation, assuming interpersonal common knowledge. However, such

communication produces problems of interpreting ambiguity in natural language
problems appear in sentences as homonym, polysemy, ellipsis, anaphora, structural ambi

guity and so on; they can be combinec

in such case

sibility of disam tion. Consequently,

nd acquisition of int

interpretation one must use context knowl to change the search ordering so that n

plansible can s would be checked earlier

T'he need for the research on context dependency in natural language interpretation is

widely ac zed in the field of compt r, linguistics and psyeh

problems are diff s is slow. The generality of

poor, in t s are those whi

5. Most

specific application domn

problems are based on syntactical analysis not need common semantic knowledge

However, solution to other types of context dependent problems like word sense ambiguity

requires broader knowledge and appropriate processing methods.
1 L I

Contrary to these traditional methods, two approaches have been recently proposed

1. Cognitive and Lingu!

2. Statistical and Memory-based Translation

12
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les that handle such wide context exp

appro
scripts text to ¢

the research w

the precise mex

of text-reading process in b essing. How

these only propose esent knowlec

ds with classified knowle

sbust acquisition method on real texts

Ot

r researchers use statistical or menic

based approaches w xplicitly handli

such context know

Their systems are neve poor in

precise relations in st

Consequently, research on novel sy

process and understand such complex

|

tions 1s now ned

Here we present a new framework for using scen

wowledge in context

rpendency

sis for natural lu

processing, together with an imple

wntation met

ation to the machine translation of

arrative st

ior. Henee it needs to

advquate processi

r these types of kn

edge, inter-l

with str

based processing

l, Le gramn

parsing

it up to the present day. C

wased method ¢

tly pr

ed powerful machine trapslatic

d p We bumanki

stand situat

ms by communication with re

1 representations, assuming extr

knowledge as common. Recent researches on mach

u lack the cap

such extra-lingual knowle Thus the traditional

machine translation systems have

main disambignation problems

IEASIT efficiency

On the other hand, extra-lingual knowle

+ lacks visible form, especially in sem

ser) dealt with owing to the difficulty on defini

nd process
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actions in each

isly deseribing se

roach has bustne

as a temp Hence his apy

lncks 1

thods of constructing such knowled

{ge source and to e nowledge context on tran

ose o robust meth xts from narrative st

with bottom-up approach

scondly, we examine the effectiveness of the

as a component of more general

ol scene Knowle

human text-read

ms wh

ms and cansal relati

spatial sce

Ihe current sc 1 by the first sent

wis resolution). Here th

of t table'

we furmit nat

table” in the parag

output from the system prior to another sense ‘mathematical table’. The system uses the

info able

or the informa that

ation chen scene know

the free irniture’ exceeds other ea

Ihe svstem prepares

the table of words rs and the semantical distribution for each scene, and set

The whole data flow of our
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e —

’ Mrs Rachel sapped smartly at th
~when hidden to do so.

= Rachel

P et L el 1 !
Here sat Marilla Cuthbert fhen she sat at all, aTways... I [Marllla‘}g'len]
.. that was on thil tabld. There were three e

|):'.I|l"| Jaid,
ablap)

Kitchen
and there was | Scene

‘—-—/

Rachel w hl'l+ she was safety out in the Ium-.] - Another
Scene

Figure 1.1: Noun disambignation based on scene discourse analysis

proposing method and the architecture are illustrated in Fig, 5.1. It disti

from traditional natural lang

point that it identifies scones by extracting

e structures from stories, and set pr to senses of words in the current and

ntences according to its li vith the 1 scenes

1.3 Points of Originality

Onr approach has

ify the role of contextual know ¢ 1o our associative processing

2. to propose a way to represent scene knowledge as one kind of extra-lingnal knowledge

3. to provide a way to get a knowledge source and to represent a knowledge context on
translation systems.

1. to proj obust method applied to real texts from varrative stories, with bottom
up approach

5. to implement on a system and evaluate our concept of scene identification me

based on discourse structure analysis, which is tested by application to real stories
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1.4 Target Field of Our Approach

implement an efficient and relinble machin

aim is word sense disar in sentences lso provides a basis for

ity in various fields. The enrrent application fields which require «

ment of such fundamental technologies in 1 e processing include

Machine transl

2. Information re

We will first summ

arize the target and the requirements in each field and later show how

to apply our method o those requirements.

1. Mack

translation

Machine translation is int i to tr

+ sentences from a a sonrce language into
other target languages as precise and fast as possible. The current svstems can pro-

duce a large

unt of high-level output in many restricted, but are nevertheless

electrical manua

tration systems with limited amount of vocab and restricted class

there is room for improvement with these restrictions and the processing

. their flexibility is

are limited. Re i on methods for translat
robustness to handle non-grammatical phrases is now desired. This would require

the following subs

a) to define word meanings appropriately

(b) to develop evaluation methods of output quality

¢) to acquire knowl

lge from dictionaries and large corpora

(d) to acguire a large number of bi-l al corpus pairs

¢} to construct a flexible framework for grammar
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wle

deseriptions

Index

ywords

subject hea criptions, keyw

raditional way.

extracted or assigned in

Hon

and less le to assign ke

as it is time o

wproach to eve cument, an algorithm of automatic extraction an

words irable. For th . both statistical and syvmb

wess of the

sroaches have been propose ition, some sequence ordering

retrieved documentations is o time consy

ming to | precisely

. the amount of documentatic el the re of our

», there are s rent

these, users can ret

stored documents,  Based

n on to efficic

means that

be extremely diffic

* Man-to-machine di

Man-to-machine dial s attempt to communicate with use;

1 situations including users” intentions, and to respon

tdlerstar | adequately to the

users’ regie The systems are also required to ask questions of users and un

| of the users’ knowled

derstand the users” repl lnte m

s to get an appr

levels

o Multimedia interface
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We often handle

stic datn or r to objects with a combination of vis

and sou formation. This multimedia env

Onient iner

in indivi

jects, It requires data ¢

proce

fusion process of vision, sound and so on, mediated by syvmbaols like our language

1. Text-processing support and information extraction

n text-processing, it is necessary 1o understand semantics

mees, Information extraction

coh i to reduce verbose phrases i

sentences, to add clanty, ‘rate st sentences, These proc

ability to understand contexts and judge the importance of each part of them. They

ors’ intentions.

etimes reg

In both of these fields, such deep understanding must be |

language analyses, especially at the semantic and pragmatic levels. Althos

are widely in use, n

ut useful systems, for example o spelling-checke

to check semanti

The am

v and re!

word sense ambiguity,

biguity pr

case assig

5. The

s speech

nid extra-l | coneepts used in sen

ing to these

1.5 Organization of the Thesis

The rest of the thesis is organized as follows:

In Chapter 2, we present & straction of the problems of ambignity in natural

sing difficulty of cont

processing, We will also clarify a m

fency from an engineering viewpoint. In Chapter 3, we will survey related work on
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tual knowledge according to our associative proces

amine the necessity for handling scene knowledge, as one

» the svstem &

In Chapter 8, we will discnss the

We will

¢, for n machine t

narizing the results in the previous chapters, we will disc




Chapter 2

Ambiguity Problems and Semantic
Disambiguation

2.1 Context-dependency Problems

s processing originates with the

The difficulty of semantic disambiguation in natural

ecomplexity of ng, disambiguating kn

must provide unique int tations for co-dependent words, and help resolve “semantic

garden path” sequences(4, 5

Firstly, we will examine the importance of context inside sentences

examples. The first examy ficulty of word disambiguation

John shot some bucks.

contexts in th

1. Hunting context : John fired at som

2. Gambling context : John wasted some dollars

In this sentence, a unique reading requires semantic agreement on “shot™ and “bucks”, sug-
pesting either a hunting or gambling context. The semantic garden path can be illustrated

above sentence with *John travelled to the woods,” which might suggest

by prefixing

gal casino was h

the hunting context, but then appending “The il

o suggested by the first sentence

to dramatically change the interprets

This problem appears with a simpler form in the next sentence, which suggests a strongly

interactive associative processing by human beings from a cognitive process angle:

20
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the star.

aces it, We recall 2

r a5 a cele

1, and story

nize their

t analvie the stories

For instance

‘Marilla retreated to the kitchen.

She set the candle firmly on the table.’

1. Accord

is in the kitek

stand that ‘she’ refers to “Maril

of ‘table’ not as a tical one but as a furniture

t sentences expecting current fe

, where, how,

ude v

environments. The focu:

rsing system

ge context in a p

s which provide di signatin

sdge, such traditic

wottom-up models are ineffici

1

clency s from a search s

and space. The in

slving combinated ambiguity, In addition, local constraints from sur

ties, This fact often

itene ¢ insufficient to narrow down the ambig

ds to mi rpretation. Accordingly, efficient and adequate interpretation ences

understiarne

requires o r Lo prune ina tate candidates and set low priority to

We always read such complex sentences and encounter the situation to disambiguate, so

aware. We are unconsciously extracti

n without bein

omed to hand

1

it as a knowled fheient

knowledg n our stored memory, and © contex




t yet clarified where we store the knowledge

and how we utilize it, but it i now reqgired

analyze and provide a way of processing a

lge context

& to articulate an efficient processing method

acquire

o to show a method to determine the context

These subgoals still have a difficulty that they mainly depend on the characteristics of the

target fields in the real world. They de 1 semantic and

They a pend

speech process and char

In this chapter, we will survey the method and

¢ processing, together with the characteristics of the fundamental and combinated

2.2 Internal Representation

We illustrate a com ¢ used inter

aditional nat

tems by

the example *John shot some bucks.” in the hunting context. Current v

language processing system requires infomation of part-of-speech, syntax, and semantics

Internal representation of cach information in the traditional system varies according to its

characteristics

L. Part-of-s

Part-of-speech refers to one of the classes into which words are divided in grammar,

e.g. noun, adjective, verb, ete, shown independently to another:

John shot some bucks

NOUN VERE ADJ NOUN
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. Semantics{Deep case frame

Semantic information illustrate:

this is essentially formatless, sev s of representation

Most practical

ms adopt case frame representation shown in the example below

Verb = shoot
Tense = PASSED
Actor = John

Object = some bucks

This

mainly because the case frame

sentation explicitly points out the mea

and it can be handled with Its other advantages are su

below

& ACCOT

(b} It itself represents the grammatical structure

¢} It shows we it humn havior

(d} Readable text format enables us to maintain casily

2.3 Ambiguity Problem and Processing Dependency

We explained the ambiguity problem by showing the above example and the meaning which

10n syst

we judge correct, However, trar ems must take all combiuations as candidates if

there is neither context nor semantic constraint. In such situations, the following ambiguity

Svntactic{or Structural) Ambiguity
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saw the Grand Canyon to New York.

? The answer depends on the

We can ea find

syntacti

solution to th

s whethe t time is fly

fiy. The question in the second examp

are talk a speci insect called *time Hies". It depends on

15 & nou » with »

a verb. These sentences requires us to infer

o reach the right meanings,

Ward Sense Ambi

The man went to the bank | to get some cash

| and jumped

these sentences, the word “bank

rv for mc

s either to a reposi

side of a ri ms. Here we took the

r, depending on the t continug

*bank” in this exam

The nur
Thus the

e

i

He ran the mi

I " ” -
Linguistically, a “case ers to the relation between a centra 2 concept,

here an act of running, and a subsidiary concept, here time or location. In b

f

examples the san ition, ‘in’, indicates the two quite di nt relationships

prepos

Case di

1

ibiguation generally requires both semantic and svutactic analysis,

Referential :

I tock the cake from the table and ate it.
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ndependent of re " could refer to eithe

open the door?

I feel cold.

Here the problem is t is the correct interpretation. There are some circumstances

when the first question might be answered reasonably “ves™ or “no”. On the other

ha it is easy to think of circnmstances whether the speaker wanted other replies

from the listener. The second sentence might be a statement of fact or request to

close a window, The ambiguitic r to treat it as an indirect speech

act. They might be an implicit request to open the window

Ellipsis

ate a hamburger and drank a cup of coke

et im:

we omit 5 or clanses which can easily be guessed anc

Withou

t such omissi

1, contrary to our intuition, the sentence 1

daily conversation. It

even lead to

nterpreta

Mere in

or ‘most’. They mainly base on extra-lingual and specific domain k

acope of negation 15 amblguons. For tance, o

ition retrieval svstem o

decide whether to

ke phrases aceompaning “not” as index kevs or not

To capture adequate time and tense information requires explicit processing of event

ordering anc onshi

of cause and effects. Because of its complexity, most current

natural language procesing systems can ne ndle such rel
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according to R

as main cl

+ structures, which i

ot coordinate structures in s

s COBUILD dictionars

a person or th s b imilar to s For example, the
sentences ‘She a deer” and *He is ns w a sheet” contain similes

y starts with *like’ or "as’. While a meta is an imaginative way of des
something by referring to something hich has the gquantities that we are trving
to exg For example, if we want to say t cone is very shy and timid, we
might say that they are a monse
Understanding of these examples need g ords or phrases to indicate (as-
sociate) something different from to) the li
The g al inference.

Ill-sentences include non-grammatical sentences and ill-semantical sentences. Rol

ical senter

SeMAI tanding echanisms

IC un

point out semantical illness are necessary in practical systems,

The diff

of the above example ‘John shot some bucks

o Context dependency (hunting / gambling)

Part-of-speech ambiguity

o Word sense ambiguity

Difficulty ir ning word senses

I'able2.1 shows the number of senses of each part-of-speech of the words in the sentence,

ith ed. International Thesaurus and WordNet[6, 7!

Disambiguating process has dependencies like below
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o/o

/0

00

o Case ambiguity depends on

o Heference ambignity:
Pronominal ambignity depe
Noun reference am
Consequently, the process has a

it must find solutic

of a

The seque

must be determined by o systematic

The technique i wles breadth-

h-first search begins by gen

Next

known as expanding a node).

fes at level 2 in

level of the tree

node in the tree until all the noe

to a goal is found, it wil a path «

optimal solution by this measure. With a parall

algorithm achieves the most time effic

e main drawback of this search

level of the tree

s of each wor

s according to Roget

v depends on

mids on case and foc

practeristic of constra
satisfy all of these cx

¢ processing systems

us search with brute

all the successor nodes a

at a time until a solution is

s at shallos

must be entirely saved to generate the next level, ane

PROCESSING DEPENDENCY

t she
26 |.'.. 10/0
/0 20/13 0/0 3/2
af1 o0/0 / 040
0/ 0/o 1/1 0/0
s

information

nity depends on morphological matching

e technigu

and «

ting the root

r levels have

U]

wtest length. Thus,

omputer with suffici

nt search

however, is its memory

requirement

m problem, in

re expanded, g

atexd,
this search always finds

memory, this

'rating all

once A path

Sinee each
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John shot some bucks.

|

| Structural Analysis

Select one from

Semantic Anar}g

Select one from

frame

Subject: John
Object: some bucks

Subject [person
Object |thing

- NO
" [# Does it fill the requisite trame?

# Coordination with the
DANWA structure

| OK

Result of the dissolution of ambiguity

’7 | [ Back Track
! :

,_‘S_h_O_OI__ e

Subject
Object

re 2.1: Data flow in traditional parser

John
some bucks
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s propotional to the number of nodes store

« space complexity of this search

is an exponential function of the

k. As a result, this search se

cerely space-he

practice and will exhaunst the available memory in a matter of seconds on typical con

ithm that remedies the space limitation of breadth-

search is dept

ch pre & by first generati ne suceessor of the root node, then gen

, and continuing to extend

g one of its snceessor + path until it ter

Ates

Then, it back tracks and generates another successor

The advantage of this search lies in its space efficie

requires to store the current path, the space complexity is a linear fi ion of the

On a memory-limited comp e Workstation, this algorithm achieves the most space

officient search. However lisadvantage of this search is time efficiency, These br

rithm suffer in efficiency from the fact that they are essentially blind searches;

they use no domain knowledge to guide the choice of which nodes t

pand next. The

h

idea of heuristic s 1 on the

t that most pr paces provide informatic

at a small computati among states jn terms of their likelihood

anal cost, that disting

I

information is called a henristie. Our approach is a kind of

of being close to a goal.

heuristic search, in that kno runes and o

search spa

Te

gether with the above classification of the ns from the view

search in a rithms into top-to-down and

we can also clas

bottom-to- to its style in

2 pleces t description trees systematically from

p to bottom and from left to r

ht. At each stage of parsi

# the leftmost unexpanded

nonterminal is i ifiedd, and its da

ghter nodes are attached using one of the prod

uetions

nal. If th

rewrites the

s more than one such production, the parser tries

n all, follow

continuation path in each case (nondeterministic

Termin

svimbols thus incorporated into a structural d 1inst

ription are matched

the next syn

5 of the string being parsed. Failure in matching eauses the continuation

in quest or block. A continnation also fails if there are remaining input string

symbols after the last nonterminal has

been expanded

While, bott

tion trees systematically

m-to-top parsing pieces together structural de

from bottom to top and from left to right. We explain left-corner parsing as one of the

bottom-to-top parsing. At each step in

eft-corner parsing, having determir

COmer







Chapter 3

Related Works on
Context-dependent Natural
Language Processing

1), there are two types of approach

Based on traditional natural language processing (Fig

to context-dependent disambiguation, «
Omne is to extend the trad g extra modules of context-processing

ution understanding, in line with th

sentation and parsing techniques for

is based on statistical or memory-based methods. It is supposed to free u

abor of precisely coding all kinds of complex semantics and contexts

3.1 Context-dependent Processing on Traditional Sys-
tems

mal natural language processing systems base on symbolical repre

ming, mainly including morphological analysis, syntactical analy

and case-slot checking

As to Context-dependent processing, there are two stances

» Not to handle context-dependent processing

This results in the following:

T'he problem of search space explosion arises

System's inability to select the candiates requires human to check the outputs

# To handle parsing with context as topics, given in top-to-bottom fashion
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Input Sentence

Extrdction of
morphological
infor i

L
Extraction of
structural
infe i

Extraction of
semantic
information

Frame chfack
—

Qutput Result

Figure 3.1: Conventional parser
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Literality

Ambiguity o_f reference

Ambiguity of case slot

| Ambiguity of semantics

Conventional methods

Intention

Context

Semantics

| Syntaxical Ambiguity
Structural
Parts of speech

Morphological

Structural |
Analysis

| Morphological
'Analysis

Statistical methods

Figure 3.1

2: Approaches

—_—
Degrea of Understanding

for disambiguation problems.
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This results in

Topics is a too

world

Sinece it 1

bility in practical w

woprinte

of computatic

ural lax

text-dependent

age is vet to be

Research on lan

from other fileds

s and psvehology may
be a elue to a solution for this problem

stics has traditional with f

0T CONCerT

of

. general, structural mod

natural language, Linguists, th have tended to favor formal models that allow

them to capture the regularities of lang

tage as much as possible and to make the most

wropriate linguistic generalizations, Little or no attenti t

ds to their computational effectivenes

to the mechanisms that pro

cognitive psyc is not to mox

languag r to model the use of lar

ble way, where plansibility is defined by correl

g studies of la

nage-understa

Diff

rent from . natural lar s not study natural-l

communication in stracted way but by dev

e for perfc

isms ming sie

are computationally effective, i.e., can be turned into computer programs

form ilate the communicati This characteristic sets the natural lan

guage processing apart from tra linguistics and other di

ciplines that study natu

However, natural fruit of the labor in these

anguage researchers have incorporate

d. linguistics and psvchology, into the computational algorithms on their systems. Here

in addition to relating natural la

processing to the study of language in other

plines, wint out a major division that arises within natural language processing

il language proces

ing and applied natural language proces:

1k of general natural |

¢ processing as o way of tackling cognitive

from a computer science is to make models

wpoint, The g

age use and also to make them computationally effec The 1is kind of
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tory understanding * common stance among ling

processing = moieling of hum

technologies can be shareable, Our approach st

paint, in that it targets to formalize and investigate computationally effe

mmunication b matural based on psycho

ich is required to be identified in narrative stories with discours

il framework into natural lang

e processing,

orithm and a kn

dictionary

ncerned with cogni

Applied natur

r with allow

wople to communicate with machines through natural la

emphasis is pragmatic, In applied natural lang

is less important for the

michine to unders

anel & natural I e input in a cognitively plausible wa

spond to it in a way helpful to the uwser and in accordance with the desires expressed in

it. Applied natural le « includes the hopeful approach of analogical machine trans-

lation, e, memory-hased translation and ex makes use of

nple-based

arity of word usage, thesaurus, and a number of corpus-pairs. This approach is quite

€ trac

computatic natu processing method, hence we

vy and make brief descriptions accompanied by survey

these fields, below

3.2 Cognitive Approaches and Linguistics

This section su s the rese

on context in two fields and linguistics

Schank's approach [8, 9, 10, 11

This approach takes several types of knowledge representation according to the ab-

straction level

(a) Conceptual Dependency

This refers to verbal frame representation, tracted way of commonly-usee
verbs, of human action

b) Seript

Top-to-bottom information to describe typical scene or typical human b

series of sequence.
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¢) Memory O

space efficient re

rammars |12

analyvae nar

the elements in a story that readers remember

grammars’. Story grammars describe

rules giving top-to-bottom knowledge to the

grammars, narrative stories are divided into elements inelac

iee Semantics by Wilks [13]

roicd We

1d Ser

itic Enguery De

These are heuristic approaches based on sem

ation into the

on semantic cohe

a kind of

1 determiners sema

they have been thought to be very «

about the relations and connections between cont

semantical processing in human-brains from cogniti

uetion

al aspects in the English lar

reading process, and currently lacks computs

langu

* processing systems

itive stories into scher

nee. In the tradi

xts and

Unfortunately, it only offers an analysis ¢

schemata are ¢

ing process, According to th

Hirst

» peveholog

¢ to the messengers’ intutions or aims

ic ontlines that r

rral structures of stories as a set of grammar

ents and scer

TATIIAT,

ienlt to obtain functional roles. It also clarifies

wmmars, with mention to

‘s viewpoint. Thus

of foeus and subject related concepts [20] naturally supports fune

ionally effective algorithm in natural
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| | \Syntactic

John| | shot some | /DUCK,?\ Tt
. 1 I|I \

{
DET !/
L N7

GROUP

TIFlEb',j
CIREC AOLEET DOLLAR -..THROW OFF

Lexical

AU“{ GX&]BLE Contextual |

Figure 3.3: Activation propagation on connectionist model

3.3 Statistical and Memory-based Approaches

Here we explain a statistical technique and an example-based technigque. Their purpose

lisambiguation of

tional manner, but by extracting required statistical parameter

from a set of stored examples

1. Connectionist approach

nees by not handling the context explicitly in a

Research on connectionist approach by Waltz and Pollack[4] is fascinating because it

is automatic and has global constraint satisfaction in the understanding of natural

The

language.

parallel parsing for natural langnage interpretation and for resolving

ambiguities (Fig

nal paper on this subject has pointed out the capacity of massively

3.3). This is in line with a strongly interactive processing between all sentences such

as, ‘The astronomer married the star’. It also explains language interpretation by

path sentences.

wn & cognitive process angle, particularly in reading semantic garden
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Tamura[21] and

and 1de(23, 24

system on this apy

propagation on lish dictionary-based links disambiguate t

ically.

[heir paper discusses about the limit

of their methods, pointi

tability and

» complexity

This approach is il to be one of ndamental tigues to divided

stbg with less language comy

Baysiar ch by G Yarowsk

This method fi caleulates a sot of conditional probability of each meaning of

words which appears in a 100 words window around the words in & number of stored
sentences,

fed to the tar

set of conditional probability is af

sentece, to acquire post

probability of the word sense

Example-based, Me: m by ATR, Sato, Kit

al.{3o, 31, 32, 33, 34

I'his kind of i

yproach is based on the idea of performing translation by imitating

translation examples of similar sentences(30). In type of translation syste

arge amount of bi/mult

n a textua

on example

database and input expressions are rendered in the target i

the datal

to the input

an example most simi

I'here are v issnes related

a) establishment of correspondence between units in a bi/multi

text at a

sentence, phrase a word level

(b} a mechanism for retrieving a unit t matches the input best

¢) exploiti

tion example to produce the actual tran

of the lnput sentence

n Markov Model|
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uppre

3.4 Problems in Related Works

in natural |

is so difficult that there is no remark concer

nuse sentation and proce

sis is iderat

Contrary to th pesveh

and traditional ling Proposals from statistical and mem

< most kinds of

based approach ex large corpors ine

linguistica

How

ormation

reent systems are vet to handle

world data and do examples wi

ack comn

s source, Thus they hav

any knowlec

jonally |

implementation methods and

v satistactory

They are comparativ

tivity to complex processing like conte

processed structured Also

5 e to cope W + frames

ctical svstems are unable to understand inter-event relations deeply

Anot

at it is difficult to obtair

from

r prob quency of daily w

corpora such as 1

papacrs

Amon

these a

ical discipline have an issue

Whil

sthod of detecti

that they have not clarified know

conte

with

ical models handle varions kne it consideratio

ndd comn

guage complexity.

bt

p knowled

The neck point common to these approaches

they want to propose

framew without «l

sifving the complex mena, Natural language has a

s of the information

organized structure with varions levels from letters to stories. Conte

may vary with attentional states of listners or read + states are controlled to some

degree by speakers or writers

15, computationally effective and reliable communic

wing points
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Chapter 4

Context-dependent Processing
Based on Scene Analysis

4.1 Overview

In this chapter we haracter-

istics of data, ar nowledge and

also as one kind analysis

On handling spatial seene knowledge, we propose three separated algorithms:
1. Disambiguation algorithm under a fixed scone

2. Seene identification orithm in narrative stories

3. Me

to acquine scene knowledge

Here, our system is particularly targeted to word sense disambignation an the other

kinds of disambiguation problems mentioned above. It uses 4 table of words-senses pairs

g to each context if the words are registered in the table, and s their meani

do not exist. That i t word is found on the list of the table

by se in the table as a result (symb al

nd if the name is not on the list, i s its sense with the s distribution

ined according to the context (statistical association

‘oncerning the second algorithm, fe., scene identification, we figure it out in the context
of disconrse analysis and focus on detecting spatial scenes in narrative stories from real
texts (Fig. 4.2). Spatial seenes can be identified in three situations: mentioned explicitly

by location phrases in the sentences, specified implicitly by location of subject focus in

the sentences, and estimated by relations with the words around (lexical « ion). The

explicit identification with the location information and the implicit specification with the




OVERVIEW 2

Analysis of discourse structure
Dissertion of -—ra— Context Dictignary
ambiguity
Determination — Identification
l
1
Statistical —| Statistical
~| Symbalical
Control
* 4.1: Seene extraction and sentence interpretation(1
Sentence Sentence | Sentence
1 2 3 . = .

Extract Extract Exiract
} Apply j Apply Apply

e e e

Figure 4.2: Scene extraction and sentence interpretation(2).
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ibject focus use symbolical processings. While, the lexical coliesion is based on wor

-nted on statistical associative m

If not, the

nal natural langu

e processing systems. After the analysis, it either extracts

ation information from the result of case

r guesses the current scene by lexieal cohesion betwe

the assumed scene and the previous scene, and

formation. These processes

are applied repeatedly to every sentences input ¢ her to the system

4.2 Classification of Contexts

4.2.1 Classification of Contexts Based on Association and Knowl-
edge Source

According to hum. king process, knowledge context falls into four categories:

Do

1. Intution in gpeech

Among these knowledge types, since sitt e and intution in speech are implied in the

problems in the f

act, we do not care in this paper. The other types are

fundamental bases to ana i reqquired to be detected and

understood in the system. They are used for interpretations of forwarding sentences with

the result of the d

e | information between the

surface structures of sentences and semantical interpretation with internal representation in

the system. Attentional states focus current objects and relations to detect and reconstruct

t states of the sentences suceessively in the reading process, The main purog

is to detect current focus topics. Depending on the difference of the memorizing

can be classifi

y the following fonr categories [37]

1. Knowledge to support spatial association
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mporal association

i

* 10 SUPport contrariness

t of knowlec

sponds te sources, Similarity and cont

ST

roral association with intr

spatial and temy ction of viewpe

viedge to support spatial associate

1 includes the generally referred s

ely

4.2.2 Scene as Settings

aturally used in varions situations like movies s

tich the st

wwn below:

Abstract scene

Senseous scene --+ Non-vision based

+ Vision based scene --+ Acts,

periences

Abstract scene implies conversations, ps) escriptions, abstracted concepts, top

s, and so on lo not mention them here. We also exclude the discussion about

ich can be re

1 based scene, v arded as a special

w of characters’ ex;

attributes of se

Here

setling seene, hich characters an

jects

xamine the system's ab

take actions, and mits from texts [38

This kind of scene corresponds almost to the location header in Schank’s serij hank77),

for example ‘Restaurant’ in ‘Rest

t'. It corresponds to ‘Hunting' in the previ

ously describe ohn shot =ome in hunting context, and nds to

rcontext

is defined as a §

* some typical action is made, in where somec

purpose is accomplished, in where some kind of objects naturally

r, and a typical

collection of several objects, Ti

eount of robust processing, here we define it as

a spatial i ation represented as a set of objeets in it, without deseribing explic

the necessity of each object appears. Thus our stance is not to restrict strongly the

meanings with the s

satial scene context, but rather to help preference by coocourrence and

actions with other words or their senses




1.3, DISAMBIGUATION BY SPATIAL SCENE

(1) Marilla retreated to the kitchen.

. [ Moungej‘ ‘

plate furniture 12
table tableware 8§

iaon | table1
table2
candle1
—candle2 —tablel15 ...

. g8l
(2) She set the|candle|on the|table |

Figure 4.3: Disambiguation by spatial scen

4.3 Disambiguation by Spatial Scene

We illustrate the method of disambiguation by spatial scene, by example sentences from
real texts (Fig. 4.3).
Marilla retreated to the kitchen.
She set the candle on the table.

In this example, the current scene is specified by the first sentence as ‘kitchen”. Here the
gystem is desired to set ordered priorities to the meaning of the word ‘table’ in the next

sentence; the correct sense “furniture table’ is natural to be output from the system faster

than another sense ‘mathematical table’. The svstem uses information ‘table @ furniture’

in the ‘kitchen' scene knowldge, or the information that the frequency of the category ‘fur

niture’ exceeds other categories according to the semantical distribution of the “kitchen
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&

N

\_/
Focus

(D

Scene

Q Oo
>\\_>

Figure 4.4: Links of scenes

in this si ¢ of words-senses pairs and the

m 1.e. the system prepares the

tical dist

tion for each scene, and set pric to the words” meanings caleula

1006 s

As to word sense definition and knowledge souree of scene, we describe in later

4.4 Scene Identification Strategy

Discourse structure bases semantically on a bundle of discourse segments cal

ohierence,

We undergs

an optimistic stand point that requests: A text plainly has to be ‘coherent

onships expressed should be relevant to each other, thus

enabl g meaning. The coherent

g us to make pl

discourse

t to define

ns like t

pics and can

its. However, disconr

. situations

s, and actions.
Spatial scene is one of these relations where ohjects or characters action or enjoy the

same situation (Fig. 4.4). Although the definition of scene knowledge depends on the

characteristics of discourse structure, we discuss here the typical case in narrative stories

ters and objects take some state or take actions in the forefround of a spatial

sCene,

When we discuss scene structure, we must mention three cases: entering

¢ SCene,

continuing the scene, and exiting the scene, Since it is time consuming, less relinble, and

sensible to characteristics of the sentence to detect a scene for each sentence indepenc

here we concentrate on a paragraph level identification, continuation check, and structure
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wnts of scene from the st

atterns appeared on text s

1 sequence of sentences a ‘text’ is to imply that the sen

are not occurring at random. Sometimes tl

15 in the network of

ionships that enter into a literar

alysis is to iden

sentence sequence

o Conjunctive relations

What is about to be said is explicitly related te at has been said bef thro

such notions as contrast, result, and time

I left early. However, Mark till the end

Lastly, there’s the question of cost

interpretation, and eataphoric r

Several people approached. They seemed angry.

Listen to this: John's getting married.

o Substitution:

One feature replaces a previous expression

I've got a pencil. Do you have one?

Will we get there on time? I think so.
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see the car? In the street.

wated in whole or i

Canon Brown arrived. Canon Brown was cr

Tationships

item enta

into a structural re

tionship wit

ther

owers were lovely. He liked the tulip

at house was bad. This one’s far worse

these, cohesive factor

1l sentence perspective (focuss

s to detect col

key patt

to the capacity of our met

Detecti

n cohesion r

nd anaphorie relati

2, toun

erstand eoherence relations, 1.e., to understand relations among

and states

As the total processing of coherence le

d am

15 to processing explosion problem GIE

definition problem, we foeus on the coherence on spatial sce

In this case, u

ferstanding anaphorie and coherence relations is achieved by two types

of identificatior
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1. ldentification of focuses, e.g. characters and objects

For example

the kitchen." is *Marilla". As the next sentence ‘She set th

has ‘She’ as a subject, the system search the focus stack to find

a focus that resolves the pronoun “she’, Thus it identifies the focus, ‘Marilla

ations of focn

Location of foruses can be identified by two majar method

et locath ation from the case f focus s

n with around we provided the

cation data

Above identification approachies are translated into several cases below for practical use:

1. Identification of focus

1
Ex: Marilla said.
I'he focus is Marilla, explicitly identified by the case analysis of this senten
b) Not explicitly given:
ject but indirectly

Ex: Marilla's lips twitched.

Marilla's lips belong to Marilla. This needs solution of inclusive relationship

A, Search focus stack

Ex: She was sitting there. « [Rachel, kitchen]

In this example, ‘she’ refers to Mrs. Rachel. This peeds anaphora

ement

B. Knowl that conversation Lists mutually
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Ex: ‘I've never been in the depths of despair, so 1 can’t say,’
responded Marilla.

‘Weren't you? Well, did you ever try to imagine you were in

the depths of despa

"No, 1 didn't.”

Ac of chapter suggests a che

stack are cleared

. Focus r

s to place

Ex: There was no mistaking.

This indicates only existance or non 5 to no focus

I'hus the focus is the previons f

* hall was cold.

Ex: All went merry.

T'his phrase refers to ‘Evervthing went good,” which is idiomatic words

Identification of location of focus

Explicitly

i. place at

Ex: Anne recited in the kitchen.

ii. place to

Ex: Marilla retreated to the kitchen.

Not explicitly g

1. Search focus stack
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Ex: She was sitting there. « [Rachel, kitchen)

ted subject focus i 1in the

scene location i nation, the system can

ix: Anne finished dishwashing.

If the focus stack has no information about Anne, the system must identify

scene by lexical cohesion lead by ‘dishwashing’. 1If it has information of

Anne’s location, the system must detect cont 1 between the scene

and the word “dishy

shing’, which needs deep knowledge. Therefore we

exclude such cases which need contradiction

iii. Needs novel inference

Ex: She was downstairs.

This

quires the ‘downstai

and a kitchen is not in ‘upstairs’. We e such cases which needs novel

iv. Default:pre focus place

She set out.
The verb itself suggests a change in location. The system happens to such

cases in exiting scenes.

Here, foeus is hypothesized to be the subject of the first sentence of the current paragraph

4.5 Acquisition of Scene Information

Spatial scene knowledge consists of a frame specifving the setting and objects which appear
typically in the scene. These objects generally share some common functions, or have some

common characteristics in line with taxonomy, e.g. plants in forest seene. The shared

setting is n as a scene or a background which includes these objects. Although
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+ 4.1: Basic statis

formation of OPED.

5 [ 384 scenes

27,500 words
11,711 words
184.2

Max # of words in one scene | 478 we

Total # of sce

e are many kind hjects and scene or, among the

we regard th 1 A v the individu

e work

Spatial scene knowledg

ntially requi

s reproduction of actual events in the 1

W particularly vision processing s recognition, image understanding to imitate

the process of human acquisition and recognition of world knowledge, It is also necessary 1o

processing and nati

with common repres tion

sing technol

ver, such technologies are not available yet. Thus as an

tion of spatial

firs

wledge, w to nse pictorial dictionaries

» of such pict

(OPED)

I MIOSt o

dictionary claims to provide wor

itation of pictorial ku based on the OPED m

des a potent ¢ smooth connection to visual sensory d

s edited regarding the depiction of evervday «

the treatment of these ol

i-speaking countries” [from Forward in OPED)|. Each seene or pictorial

entry in the OPED is

sanied by a word

o itries from the scene. Example and

ucture of OPED is shown in Fig.4.5 and [

structure, respectively

I'his dictionary en 00 words. Its basic statistical information is shown in Fig.4.1

384 categories under 11 rough classifications. These categories correspond to rough

s which contain many objects with cor

scenes we handle here, and have several pictur

responding symbo The categories can be classified according to its usage into several

types, as is shown in Fig.4.7. In this figure, category names are common nouns, for exam-

ple, *Living room(Lounge)”. They vary aceordir

can refer to

ht', “object’, or ‘type’ w
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Living Room { Lounge) 42

M diming sel
v 1 Labde

aseplants)

Figure 4.5: Living in OPED
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T r
| Man and
his Social
Environment

Figure 4.6: Structure of OPED

Classfication of scenes :

disciplines 27 flow charts
actions 78 tools
occupations 43 sights
objects 240 explanatory
symbols 5 kinds

Total 393

(with redundancy)

Figure 4.7: Types, classifications. and numbers of categories.
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1ed aceording to it y, for example, varions types of dwells, Thus the category names

and their usages take many-to-many relations as in the figure. Furthermore, since some

nclude several names, e.q. “Roof and Roofer”, the number of categories does

citoge

we demonstrate how to use this dictionary as a knowledgs




Chapter 5

Knowledge Representation of Spatial
Scene and Context-dependent
Processing Algorithm

5.1 Data Flow and Architecture

Based on the purposes deseribed in the previous section, this chapter proposes and describes

wd. Fig.5.1 illustrat

utire

the knowledge representation and algorithm of the m

data flow in our method. It disti 5 itsell fror

litional natural langy

in the point that it identifies scenes by extracting discourse structures from stories, and

wecording to its

set priorities to sen llowing sentence

likelihood with the ide

To perform these proce omputationally effectively, it has several separated process

»

ing modules as in Fig.5.2

nclude a traditional parser for syntactic mantic

analysis, a part-of-speech identification module to extract part-of-speeches of words di

rectly from senteces, a noun extraction module, a judging modul from two kinds

of scene knowl epresentation, a calculating modu et priorities the word senses

depending on the scene information, and a scene identification module with discourse anal

5.2 Word Sense Definition Based on the Thesaurus

The first problem in the word sense disambiguation is the difficulty in defining the meaning.

Word senses are ambiguons becaunse they have no visible forms which can be found in
syntax, e grammars, They vary even among dictionaries that are considered to be

ribing them most objectively. Even if we decide one dictionary as a reference,

opes

of the word senses are ambiguous depending on situations or viewpoints, This leads to the




John shot some bucks.

WORD SENSE DEFINITION BASED ON THE

THESAURUS

1

s sis

tructual Analy

Select one fre s candidtes

=

P
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Semantic Analysis:

Select one from numercus canddates

Subject [human
Object |thing
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Object:

—
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Figure 5.1
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|
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L
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Input sentence______|
i

S==n

;. Scene Info. 1

Structural
alysis

]

Frame

|
1§

Frame
rules

LangLab  Pprolog

| N

| Output analysis resulf

History
infermation

| —

'

Figure 5.2; Architecture
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irrently

lefine we

t's classification. It is o devies

on It
al ideas. A dic

The thesaurus is

fonary tells us many things al

rases for gene

ds or p

nings ani ¢ We use a thesanrus when we have an

spelling, pronunciation

at expresses it best or when we

1. the wa

but do not know, or cannot rec:

ate or effective way of ex sing our intention, The rangs

WAL & mMOre ac

al sel and foree

but the spec
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fes not only t
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and inf . of which many are

words and phrases (slan
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wbeled. This latest edition has sever

oe on social usage
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1. It classifies all words ace

t one century.

2. 1t has been polished up for al

. wider than other diction
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present-day words.

=t edition, it is

§. As it is the 2
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into 1,073 cat
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of science and te

ordinary handle as topics. Within cach category the terms are presented

nees from the index to the text

numbered. R

1 these are al

» number of the

ing

part numbers such as 2474, first part

ithin

aph within that category. The terms »

category, the second the pumber of the parag

ler: nouns, verbs, adjectives,

a category are organized also by part-of-speech, in this

adverbs, prepositions, conjunctions, and int

wies in the dictionary OPED used

» of eategories almost equals to t

This rar

irus targets to classify words

in this research. Difference between them is that the thes

o scene, whil

1l links

in top-to-hottom manner and is poor in constructin

OPED targets to find words by pictorial keys, without any top-to-bottom classification

ning of

disambiguate the

s classification on categorical level, our svst

With th

one of them. For example,

a thesanrus category which specifies

rach words, identifyi

which include *table’ as a noun sense, and three

this thesaurns contains sixteen categori

We assume that specifying one cate

categories which include it as a verb sense (Fi
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— 1 ——— 8 —— nmeal 8.5
]_, 10 —— food 10.1
— 3 —T— 201 —— horizontal 201.3
— 229 ——  furniture 2291
— 236 —— plain 236.1
— 237 —— plateau 237.3
— 4 L 272 ——  steppe 272.4
296 —— lamina 296.2
— 7 —— 381 —— diagram 381.3
table —— g —— 549 T register 549.1
record book 549.11
F— 14—— 800 —— outline 800.4
t: 807 code 807.4
I 870 ——  contents 870.2
— 900 —— board 900.18
— 15—— 1016 —— summation 1016.11
— 7 —— 390 —— vputawway 390.6
— 9 —— 613 —— legistlate 613.10
—g 845 ——  postpone B845.9
class category item

e 5.3 Structure of Roget 5th ed. International Thesaurus

ntification of the of . (The larger classification

among others lead

which includes fiftee ses has too | meaning

5.3 Knowledge Representation of Spatial Scene

We construct spatial scene knowledge in advance, both for word sense disambignation and

scene identifiation by the OPED and the Roget thesanrus, assigning the correct senses in

s to the symbaols in the OPED. We can prepare three kinds of representation

for this scene knowledge (
1. Frame representation of the list of words in the thesaurns, without using the the
SAUTIS

This is useful for scene identification based on lexical cohesion. Words in sentences
are matched against the words in this list, and the combination of them are used to

guess (identify) the current scene,

Word-Sense table
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OXFORD | , | Roget
PED Thesaurus

kitchen kitchen kitchen
housewife housewife 575 386 10]
refrigerator refrigerator 1023 8 9|
| icebox icebox 102 195 8|
: | : }
Express in frame form I:‘s;l!gc;l:;:‘l:nvo;::dgmup ﬂsﬂ::::ogr::is‘;a assigned
Applicate to scene identification Applicate to the dissolution of TAGISEI

after the identifiation of the scene

Figure 5.4: Knowledge representation of spatial scene




54, DISAMBIGUATION ALGORITHM 62

tructed by r

ification of the thesaurus. The categories in the thesaurs

ssification. This kind of knowled

ntation is constructed

the frequuey of senses assigned to th

OPED aceo:

o the classification of the thesaurus. The categories in the thesaurus

are used for this classification. This kind of knowle s used to the disambiguation

after t ation.

5.4 Disambiguation Algorithm

In the process of disambiguation, the usefulness of each of the information listed above

depends on whe

r the target word could be found in the w le or not

1. Provided that the target word is in the rnse table (Fig. 5.5);

For example, cor r the case we want to disambiguate the meaning of

I'he word *

dishes kitchen eou

in “Anne

registered to the table according to OPED and the thesaurus. To

ntic category (‘8" in this example) assigned to the cor

» table, and arr search or

5 not explicitly registered in the

semantic distribution to guess

the v

st frequency in the distribution

ry numbered 195, which refers to containers, in the thesaurns

In this way the system arranges se ordering in the parser so that this sense

candidate will be checked first,

To evaluate this algorithm later, we formalize the represe

Assume these:

rd as Wiex: table),
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: 386
dish 8- 8

Anne was washlng |she§

Figure 5.5:

10
9

dish

nserving 8.10 |
tableware 8.12 |wF ority
—cutimary 107
cooking 11.1
baseball 745.1
basketball 747.3
beauty 1015.9
v ladle 176.17
concave 284.12
hollow  284.13
do for 395.11
play 747 .4
thwart 10115

Disambiguation algorithm (1)
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386 10
= 8 9
dish 8 195 8
glass
n lens 29.2
telescope 294
[eallarals 296
—-Lgonta'mer 195.1 | Highest
/ weather  317.7
jewelry 498.5
i ceramic 742.2
glass pof cordial. basketball  747.1

thermometer 1018.20
transparent 1028.2

fragility
v face
adj glassy

Figure 5.6: Disambiguation algorithm (2)

1048.2

295.23
1028.5
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ense as M(ex: furniture table

o context as Clentire set of input sentences),

» S{ex: kitchen),
o semantic classification as klex: 1.1 1073.14),

» correct sense of the target word as M, (ex: “furniture table rt tahle

& correct sense o (1 <j<ngnisthe number of

This system also assumes:
1. Each word sense corresponds to one classification in the thesaurus

2. ‘Correct sense’ means the

wi, Even if some se

considered to be correct,

rmine one solution to be

correct with m

wrecise analysis,

We define L{W,C, M) as

he likelihood that a word W has a meaning M in context €

With this likelihood L{W, €, M), partial ordered set T which determines th

the orde

[the number is n) to be checked can be written as follows
{M, M;, ..M, € T: L(W,5, M) = L(W, S, M;,)} 5.1

Here the elements that satisfy L{(W, 5, M;) = L(W, 5. M,

As we can use a likelihood in a special case t

a scene is identified, the likelihood

LIW,C, M) can be replaced by likelihood L(W, S, k) that the word W has

tion k in the scene S. Furthermore, we use the frequency of the word in the semantic

bution

1 huristic to reduce

to acquire prior distribution, without

text and conditional probability with each context to ¢

erior distribution and

select the maximum ca

ry. This is mainly because pric

ution and conditional

probahility are generally unknown, and it is time consuming to get the whol
LW, C, M) = LW, S5. k) = n(k, 5)

Thus Eq.(5.1) can be rewrited as

Uy kg ok € T3 ks, 8) = nikie, S} (5.3
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te the correctness of

he output, we

furt re define the iteration number [ to check the number of candidates which it
until the system find the solution that does not lead any inconsistency.

As the practice svstem is assumed to take precise checks until it finds an unique solution
even if we judge several senses to be correct, we can not decide which candidate is the

s we judge

* to this mean value J are evaluated in a later section

Effects of seene

5.5 Scene Identification Algorithm

Scene identification is targeted to extract knowledge context to disambignate word senses
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I'he scene o

the mb tracti

e analysis with |

square of F 5.7 1

s (as i the upp

r scene and id the cur scene, (2) ldent

focus stack or surface «

'k, (3) Connect scenes Iy

focusscene| pair on a focus s

1) Detecting exitance from the scene or change in location. However, the system m

on with estion of t

stly, an end of chapter s

. detection of

of ouly a conversation like “This is a real evening,

wils LT graph, the subj

s sentence 1 in the p

us has char

jous focus; if not, it is still the same to the previous fc

mm the pre

Thirdly, the focus subject of the main sentence (if it exists) is extracted from it by case

hed in the focus stack to check whether it has newly appeared or not.

analysis, and se

If it is a newly appeared foe m must find some clues to identifv the current

i from the focus stack, but if not, it can use the

scene without any informati

the system re

the place where t us is. In this phs ne anaph

» 'she’ with *Ma

analysis successed to

ationships lik lla’ and so on. Fourthly, i

m the sentence, the current place information will

extract place i e changed

o the extracted scene information. Then the focus-place pair will be put on the

accordin

tence has neitl plicit informatic

focus stack for her analyses. Fina

stack, t

to any locuses y itihed

subject focus correspondin

by analys cohesion. In this w SCETIE

contexts on narrative stories from real te

The a

writhin ses on focus tracking, stion of

precisely investig

focus location, and lexical cohesic

I'he main algorithm is shown in Fig. 5

e End of chapter?

YES = End

NO : Only a conversation?

» With main sentence —+ Extract only the main sentence to pass to the parser

+ Ounly conversation —= Process it without passing to the parser
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|_Input sentence J

nd of chapter End of the scene

N |
W .
ane@gﬂi——{ Extract main sentence |
2 t
EYS

! ] S

[ Case analysis in parser ]
I
1

| Extract f?)cus subject |

Resolve anaphora
/Lm Y e
<Found in '“->_, Directly
focus stack? identified
H\{/N focus

| Resolve inclusion relation ]

e Y Indirectly
—Found in T— : ifi
focus stack?—  identified
i focus

Newly appeard focus

es the previous L
sentence end wit on?

The previous
N N focus
| The previous focus Two focuses previous

First sentence
the paragr.

Figure 5

.8 Seene identification algorithm (focus).
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e in these, after the extraction of the main sentence and passing it

|
tule accepts the result from the parser and extracts a focu

I'he focus is resolved ag

» Does the focus refers to some place(e.g. There)?

YES — the pres

NO : Check if the focus is in the stack list

YES —= Implicitly resolved
NC == the previous focus.

. the svstem handles the case

While in the main algorithm, if it is only convers

without passin,

1 the current paragraph?

e Is it the first conversation

YES : Does the sentence enc

* YES — Output prey
The focus is the previous of

if conversations

« NO — Itisin

ions focus

detect the current focus in the sentence

Thus the system can
nation for focus detection is shown in Fig. 5.9:

Memorable inforr

s Focus s

aragraph br

o ends with a colon or not

» Whether the p

While, information to detect by morphological analysis is

o End of chapter

o Conversation
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“'ﬂh“-.m_
B i
N
Focus

L_identiﬂcation

; ——
/mﬁ;nformahm N ___—Foundin Y
“‘mjpe case analysis?—  ——focus stack?
"--\.\__\_ —

\[,Y N Place of

| he f
| ; The place Lexical 0, ek
| A cohesion
| L _
Focus : ST

' identification = s

1 —

]
E‘Iacfe of I Generatea focus-place
SIAELS pair and put it on the stack

Figure 5.9: Scene identification algorithm (location)
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o Por

Identification of focus location uses this focus information. It choose two types of

cessing algorithms depending on whether the module pa

1. In the case it passed it to the parser, the algorithm is

& Does the analyzed result from the parser include location
NO : Is the current focus in the focus stack”
* YES — Output the focus location

¢« NO —= Use lexical cohesion

YES —= Output the focus location

g the sentence to the parser, the

2. In the case that it resolved the foeus without pass

focus was supposed to be resolved uniquely with the focus stack information
Memorable information for location detection is
® Whether it passed the sentence or not
o Focix stack

o the whole sentence(for lexical cohesion

5.5.1 Focus Stack

These main algorithms for scene identification are atte

t for the pr

the process with focus stack needs detail deseription. In the

Fig, 5.10), the system stacks a focus with its location if the focus is
determined by the case analysis.

For example, assume that we want to analyze a sentence *Marilla retreated to the kitchen’

The parser ontputs a result like

[retreat, [act, change_in_location], [sfrm/p1_1]],
[wmarilla, [agt, [human], sbj], [human]l],

[kitchen, [place_to, [place], mdf], [room],

[the, det2]]]
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Marilla retreated to the kitchen.
[retreat, [act, [change_in_location], [sfrm/p1_1]],

[marilla, |ag|;t [human], sbj], [human],
itchen, [place_to, [place], mdf], [room],
the, detz]] Ve [marilla, kitchen]

— [marilla, kitchen] [anne, kitchen]
Focus stack | [matthew, kitchen]
l Lilctian [rachel, kitchen]

Marilla set the candle firmly on the table. check

[set, [evt, [change_in_location], [sfrm/p1_3]], — [marilla, 7]
[marilla, [agt, [human], [sbj], [human]],

[candle, [obj, [thing], obj1], [light_source], [the, det2]],
[firmly, [att, [degree], mdf]], lable, [place_at, [thing], [mdf],
[furniture], [the, det2]]]

Figure 5.10: Foeus stack

for this sentence.

t, the focus processing module extracts Marilla as a subject (agent) and

From this re

kitchen as a direction of movement (placeto), and stacks them with a represe
|marilla, kitchen] on a focus stack. From this, now the system knows the current reading
thi

state is in a kitchen, With the knowledge context corresponding s kitchen information,

it changes the ordering of wond senses in the semantic retrieving dictionary in the parser,
For example, following the above sentencs, a case analvsis of sentence ‘Marilla set the

candle firmly on the table.” results in

[set, [evt, [change_in_location], [sfrm/p1_31],

[marilla, [agt, [human], [sbjl, [human]],

[candle, [obj, [thing], objl], [light_sourcel, [the, det2]],
[firmly, [att, [degree]l, mdf]], [table, [place_at, [thingl, [mdf],

[furniture], [the, det2]]11]]

From this information, we immediately acknowledge that the ‘furniture table’ sense for

‘table’ exceeds other senses




e
|
|
5.5. SCENE IDENTIFICATION ALGORITHM i
| Detection of focuses of conversations
|
(1) ] e End with a conversation.
= ———— <paragraph break>
Start with a conversation
without main-sentence.
|

———— Focus is changed
Take the second focus
from the focus stack.

(2) End with a conversation

with a main-sentence.
<paragraph break>

Start with a conversation

without main-sentence.

———— Focus is changed
Take the second focus
from the focus stack.

(3) | Anne sighed. | End with an ordinal sentence.
<paragraph break>

| Start with a conversation

without main-sentence.

H

——+ Focus is not changed
Take the first focus
from the focus stack.

Figure 5.11: Three cases in detecting the focuses of conversations

Thus the system can extract the foeus ‘marilla’, which leaves the hypothesis “marilla in
kitehen' unchanged, requiring no further case analysis.

Provided the result from the case analysis changes the current focus place explicitly, it
needs the disambiguating module to change its scene knowledge and reanalyze the sentence.
The set of focus and its location extracted from this sentence is stacked on the focus stack
for further analyses of suceeeding sentences.

5.5.2 Detection of Focuses of Conversations

There are two types of conversations: with and without main-sentences, Focuses of

conversations with main-sentences can be easily identified by analvzing the main-sentences.
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main-sentence have no explicit focuses In ty

midst of ordinary sentences, focuses of the sentences

s provious nees. But the current paragrapl

conversation without a main-sentence. Such cases are classified into t

5.11

¥ aph ended with a conversatin without any main-sentence
a change of focuses. The system determines whoe in the focus by taking the second
focus focus stack

2 last paragraph ende ith a conversation a main-sentence: this su ts a change
of focus. The system determines who is in focus by taking the second focus from th
focus stack.

3. previous paragraph included no conversations: this suggests no o of foe

The system determines who is in focus by taking the first focus from the focus stack.

To cope with these situations, the system must detect the | s of paragraph breaks,

ther the previous paragraph had conversations, and wi the conversa

first sentence in the paragraph

5.5.3 Scene Identification Based on Lexical Cohesion

le of a

wtion mechanism[40] proposed in this section is one me

general inference architecture called Parallel Distributed Associative Inference and Contra

11, 42, 43}, which uses an associativ

dietion Detection (PDAILCD)| memory WAVE[44,

15, 46, 47| based on neural networks and a

rical verification svstem. We have pre

presented an application of this architecture to semantic disambigus

features a ¢ titive model of fast disambiguation depending on context with bottom-up

assGcintive memory toget

rr with a more precise top-down feedback process (F

ter one sce d by previously input words, the system can disambi

puate meanings

of the following words (Fig.5.14). In the future, we plan to combine natural lan

cessing with visual image from sensory data. Our representation of the spatial data from

the OPED is considered to be a simplest approximation of such visual sensory ims

Scene identification with a small set of words hased on | cohesion implies

gorithm on an associative memory [40, 48, 49, 50, 51, 52

53| to discriminate patterns i

5.15). In most cases, the patterns consist of subsets of patterns memorized
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Sequential symbol

1. Free association control
2. Detect contradiction

3. Change focus

‘| Logical Processing |
Abstmc‘t}d-!ayer

free-association | // (\ /\\ | Inconsistency-check |

Massively parallel i@ /&i?\\

distributed (NN) |2/ SO\

image association Fi \
/., TR _‘\
(LMB Low level-layer

sor

Direct Logical |
L

Outer World l

Figure 5.12: PDALLCD architecture
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Man and
his Social
Environment

| | (Lounge

Figure 5.13: Structure of OPED

'Ambi'guous = ___bisaaﬁ_igl.l—ateim

words  Caa | output
g iy

Choice of
Scenes

Figure 5.14: Diagram of PDAILCD
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= T
Likeliness Category |
(Scena)

===
Set of input sentences " 3
(Natural language) l

Ci=flsum(W, 1)  1,=(0.1
1
f(X) = =
wij - P(cl | Ij ) partial elements

1+e

Association Memory

Ci' = max[Ci]

| Railway| | Living Room| | Billiards|

| seat | [cqshion] [table| [ ][

Figure 5.15: Scene identification based on lexical cohesion

Figure 5.16: Weight of links and eategory selection
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input space 5;, scene space Sp,

In an i v indexed by association

» appropriate scene C; is unig

LAC

In the typical si . however, the complete index is not provi

w scenes by defining a w d activation va
the partial in ot of & ords, as follows
o Input : 3;(i = 1,2, ..., n) (aset of words) t.e. in a feature vector space X = {x € AV}
e Output
Diss : select one sense yy; from a set of senses {y; () = 1,2,...,m}}

for each x;

identification : select € from a set of categories {C

(G =1,2,..,m)}

1 at the specification of

ion. For convenience, here we discuss

Set of concepts 0 = {C}}%_,

distribution of each class

s Decision : use a statistical decision procedure

a = d{x) : decision function which decides an action o of the input vector {a set

Oy | €) : rsk function of the alg

In this situation, the problem requires a decision function d(x) that minimize

x) | CHPIC | x)p(x)dx

Rid] = ¥ ] r

Implementation of this algorithm causes several pr
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L(param.) Constraint

\
\
II
=

Optimum Sol

/ Likelihood

param.
e

Selection of maximum likelihood solution and evaluation in goal function

® The first problen As the risk function r(C,
fixed (the aim was not fixed in the

posesses non-linearity

Solution to the first problem

Therefore, we
by evaluating the maxin

ikel

take a generate-and-test method

sl solution as follow
1. Associative memory with 0-1 cost function
9

Discrete goal function by

logical function (F
We adopt (-1 cost function, i.e

i | Cp) =1 ; nssuming that we ot
are estimating maximum likelihood distribution in our learning §

dix

resilts in Baysean discrimination[54)].

x € Cyif p(Ci|x) = plCy

X 2, k
o The second problem

Taking acconut of the fact that x may be incomy
s0me noise

w with
unknown words which was not in the learned instances, for example, it
is impossible to calenlate all of p(C; | x
and stops the inference

In such cases, they fall into non-probability
problem

In addition, information fusion is generally an ill-defined
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Thus we p

1. Approxima

2. Set its target to sunall set of o

TInAtIon on qu

1. Approximate the discrimination function with a linear

pendency and exponential family to the 1 of each

's pral lity.

3. Evaluate the likelihood function on a likelihood to one element.

{. Ass

me prior probability ach category as uniform. (¥

1-P(C;) = PIC;

The likelihood discrimination function is set in the fi

L(C X fil'l r 5.7
1

f=z 5.5
14¢

Wy 5.9

P(C;

Vi 5,10

511

HC;, | x max[L(C, | x 5.12

The last equation refers to the selection of maximum

v winner-take-all network on a ha are level. The

ical functio scribed above

1= evaluated by the goal function with

To put it simply an example, it re to the problem whether the system can

identify ‘Living r not with a set words t', ‘eushion’, “table’, and s

which is both a subset of words registered in OPED and found in the target sentence,

I'his tvpe of associative memory has the wing features:

rdo local minimum

» Unlike correlative models|55], neithe

ortion of pattern nor pse

itions arise from memorizing other patterns,

* Memory capacity is @{mn) compared to O(n?) orrelative model, where m is the

average number of words per scene, and n is the total number of possi words.
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» back-propagation learning

time in WAVE

1 OPED




Chapter 6

Implementation of System Modules

This chapter deseribes how to implement the proposed algorithm on a workstation system

and how to handle data in it.

6.1 Target Parser

As described previously, a parser generally has two types of approaches; a top-to-bottom

which constructs a parsing tree from its 1, and a bottom-to-top

aApproac

onstructs the tree from its | n to the top. A parser has anc

appr which «

st and breadth-first. The forme

classification according to its search algori

Ivantage in required memory s

it can use an utility function to a te

apply this to a parser[56)(Fig. 6.1) implemented on Pr a impleme i ple

irably effective search

This parsr uses a “Trie” type dictionary, which leads to a 1

I'he original usage of this dictionary requires that the word in it must be registere

pn v adj det nn

I | sl
marilla retreated to the kitchen.

Figure 6.1: Bottom-to-top parser
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previously, and the searching order of

he words is fixed. However, we take a different

approach such that the words and the sense search ordering are dynamically

T are written

reconsulted over and over in the system. Grammers and lexicons to the pe

on our own terms. We added a case analysis part to this parser, which semantically restricts

m the thesaurus + classification. A ntrollin

entire system is or Iy written in C la while the parser is impl

the svstem dynamically the Prolog runtime svstem from the controlling program, with
data transf files
An example sentence ‘Marilla set the candle firmly on the table . results as
msec

I

|

|

I = 2 -- marilla

| P

I |-vp

| | 1-vp

| ] |=vrbl

| | O O

| | | | |-suffix -- ed

| I 1 l-mp

| 14] | -d t,2 == the

| || 1=

| { | noul -- candle

| | |-adp

| I |-advi -- firmly

| I-prp

| |=pr == on

| |-np

| |-det2 -- the

I I-np

| | -noutl table

=prd
[set,

[evt, [change_in_location], [sfrm/p1_311,

[marilla, [agt, [human], w_]].\"u

[candle, [obJ [thing] ,ebjll, [2 g‘;:_uource].
[the,det2]],
[firmly, [att, [degree] ,mdf]],

[table, [place_at, [thing] ,mdf], [furniture],
[the,det2]1]

6.2 Part-of-Speech Tagging Module

We nse the XEROX Part-Of-Specch (POS) Tagger[36] for tagging the words in the sentence

or hases on o Hidden Markov Model, and

with part-of-speeches. The algorithm of this tag

identifies common nouns, propernons, verbs, adjectives, adverbs, and defines at a precision

of 96 % from the test result for words in about one hundred thousands sentences on the
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Brown corpus. As the controlling module for the entire system is o

the tagger is implemented on LISP, the system dyr alls the LISP

runtime system fron

the controlling program, with data transfer by files, It costs several

ime cosuming problem at the st

seconds to start up the 1

the system taggs the words in all of the sentences once at an early stag

f the proc

6.3 Sense Preference Ordering Module

{

the system

of

Here we explain about the sense preference ordering module, the main part o

Firstly the sys

assigns part-of-speeches with the g module shown above, t«

rds in the input sentences. From the tagged corpus, this ordering module extracts

only nouns, caleulates the likelihood for each set smed to each noun according to the

currently identified scene, and finally rewrite the +' sense dictionary (Fig. 6.2) reflecting
the set of likelihood parameters.
An example of the *Trie’ dictionary is, illustrating only the noun sense of ‘table’, trie(table,

[[noul, [[sem/n.table4, sem/n.tablel5, sem/n.tablel, sem/n_table2, .y sem/n_tab

[11, head{noul)]]], [1). Provided a verbsense of it is written as trie(table, [[vrbi,

followin NOUN Sense

. the parser checks a sense sem /n_table

rif

» in the noun which corresponds to a furniture tab

if necessary. Verb se checking succeeds to the noun checks if they are unsatisfactory to

all of the constraints.

Thus the sense preference ordering module controls the sense orderin

dictionary, to pro

cess computationally effective search. This ordering module is implemented on C language,

which controls the entire system including the parser, the part-of-speech ta module

and the scene g module.

6.4 Scene Identification Module

The seene identification module consists of

ssocintive memory based on lexical cohesion,

for the

i module wtraction of focus from the case analysis module

3. a module for controlling the foeus stack

i. a module for detecting the conversation
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Sequentialize module for
isemantics selections
Input | :;:-;; of nlLiSP
| i file
Parser [;;lmcum of Nnunsl_‘_'
. !
trie(table, [[nout, ——.—ic‘alwlnlbﬂn of nrl'url'k
[[sem/n_table4, I

sem/n_table15, | Wsceneinfo.1
sem/n_table1, | || e

|

|

|

|

|

sem/n_table2, i ¢

Scene info. 2
Fre rmation of the

semfn_tab[e1 6],

[P}gad(nom m.m
trie(table, [[vrb1,

[[sem/table1, :
i Trie structure file

1
|

Figure 6.2: Usage of the trie dictionary
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SCENE IDENTIFICATION MODULE

Scene |ldentification Module Controller
Input sentencd | _"' ISP
[l

[ i file
] Parser + ’m}\_'

=}

o)
o
Calculation of priori)

\ [marilla, 7]

| hall )
kitchen
™

street | \
End of Chapter i

ablilatical Dnite [marilla, kitchen]
[anne, kitchen]

[marilla, kitchen]

[matthew, kitchen]

Associative memory
bf all the scenes

Figure 6.3: Flow control of scene identification module

It typically follows the procedure shown in Fig. 6.3

with the result of case analysis described above resolved

1. identify the sentence

with the focus stack if necessary,

2. specify the focus location (scene)

3. check the inconsistency with the sentence.
{. stack the focus list on the foeus stack.
I'he focus stack is deseribed in a file, from which the svstem reads a stack, and onto which

it adds a stack list.

makes a stack at each sentences and renews the scene

T'he focus stack in pratical use

information in this manner. However, in the experimental phase, we prepare a foeus stack
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aate the validity of the

ical analysis
sequences. These modules ar

i denect Il TalRtions. &,

v implemented on C langnag

h other o




Chapter 7

Performance Evaluation on Real
Texts from Narrative Story

7.1 Real Text Data

plementation tem with data from the real world

Svstem performance evaluation of an |

avoids falling into a pitfall into which hand analyses with our consideration ma

of linguistic phe

such hand analyses turns a spotlight only on a rather limited ra
nomema. Thus the main purpose of it is to examine the behavior of the actual system

in the complicated real world., The real world data in natural language processing refers

to some objective lexical data like dictionaries applied to non-arbitrary sentences with an

actual implemented svstem. We cope with this request by
|

1. Dictionaries : OPED, Roget thesaurus are used

2. Real text @ an original narrative story ‘Anne of Green Gables
3. System : implemented on a parser

We evaluate the system performanee according to the following manner:
1. Evaluation of the sense preference ordering module

Svaluation of the scene identification module

3. Total evaluation on the implemented system
7.2 Evaluation of Sense Preference Ordering Module

The sense preference ordering module is evalnated by an amount of effectivity in setting

priorities to sense candidates of ambignous words, under a fixed scene[57, 58], It targets

88
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iy
| backtrack iber to finally select the a 1)|2.71
ns registered in 114
Nouns non tered in the kitchen 227

Semantic distribution 1o construet kitchen scene knowle

ry name | frequency

[10
9
8
8
6
7 79 |
¥ 203 I
T 1023 I
others 55

[total | 115

nouns, which are re nt to kitchen, selecte *Anne of Green Ga

Tab

from se;

1 illustrates basic information of the nouns. Table shows o semantic distri

bution in the kitchen

Based on thi nse preference ordering module is eval

7.1 illustrates a distribution of the number of ambignous senses of selected nouns found in

the thesaurus, together with a distribution of backtrack

number until the svstem finds

a right solution. Since the number of am ty refers to the worst backtracking number,

g number, as is shown in the figure,

it equals to about half of the backtracki
In this section, we show the distributions of the backtracking number under several
conditions, with discussions on them in later sections

In Table

we illustrate the average backtracking number to disambiguate nouns regis

tered in the kitchen information under four types of conditions:

1. the senses are randomly selected without any scene knowle

2. the senses are selected according to the word-sense knowledge in the kitchen scene
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5 10 1%
amtuguiy | number of

Figure 7.1: A distribution of the number of ambiguous 4 of selected nouns found in
tribution of backtracking number until the svstem finds

a correct solution (without any context)

the thesaurus, together with a di

3 » senses are selected according to the kitchen scene knowledge on an item level
classification
i r senses are selected according to the kitchen knowledge on a category level classi

fication

Here, each level refers the classifics el on the thesaurus.

Looking into the average numbers allows us to roughly grasp measurable effects re

to fluctuations of backtracking numbers or their reduction ratios depending on words

. and Fig. 7.3 indicates the seletion

g. 7.2 indicates the distribution of each conditior

probability to find correct senses until the sytem backtracks for each number of times. This

achieves an extraction

implies that the selection according to the word-sense knowle

speed of more than twice as the randomly selected case, while the knowledge on item level

classification is

classification is not so satisfactory, and the knowle
wWorse

While, Fig.7.4 shows distributions of difference between each conditions above. On the

horizontal axis in this figure, the negative direction means the reduction of backtracking,

which shows the measurable effectiveness of the knowledge, and the positive direction

from

means an excess of backtracking, which leads to worse performance. We can conclude
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T.3: Average number of backtracking of nouns registere 1 SOene

number of backtracking

nismbar o

in the kitchen

backtracking number of senses of nouns n
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e f table

30 | ftem

20 o categary

1] / random
]

ire 7.3 Probabil redd in the kit

| the system backt

ty to find correct sen

= for nouns regis 1 information

& for each number of i

scene knowledge has a sig AnCe
n level classification

in the thesanrus is nssification
Comparison of item level

is shown in

classification with w

Table 7.4, Fig. 7.6 indicates the selction probability to find ec

1gh the selected nouns

e each pumber of times. Al

e until the sytem backtracks

inclu gristered and non-reg 3 nes in the scene, these implies the result, ie

the average backtracking numbers and the tributi m to all the

The backtracking number for all the selected nouns without any scene knowledge shown

t line in TableT.4 is small, compared to that of nouns registored in the kitchen

in the

scene knowledge, but also without any scene knowledge, shown in first line in Table

5

fge has more

tered in the seene knowl

ts that the group of the nouns regi
ambignous senses compared to that of not registered nouns,

I

7.3 also shows that the backtracking number for w mses in the iy level

classification exceeds that in the item level classification. This indicates the insufficiency

ads to the necessity of information completion by the

owled nformation, which

classification expansion from the item level to the category level. Average backtracking
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aa ]
[ e | B A | B

Figure 7.4: Dist

in the kitchen i

sgistered

Table 7.4: Average number of bs

i for all the selected

Knowledge tvpe uumber of backtracking(ave.)

[Randomly se

vithout scene knowledge) |2.71 times

item level classif

category level classification 1.83 times

ition 2.08 times
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» Average number of backtracking for nouns not regsitered in the kitel

ted(without scene knowlec

item level classification

category level classification

rbution of backtracking number for all the selected nouns

numbers for nouns not

stered in the scer

» knowledge under the knowled

types

shown in Table7.5

In this case, effectivity of the scene knowledge is clear, since the

number of the sen of the implied nouns is relatively small.

Thus, we concluded to take the following s

ry, and show its result in Table 7.6

o Order the sense of the nouns registered in the scene knowledge according to the

word-sense table,

o Order the sense of the nouns not registered in the scene kno

according to the

semantic distribution in the category level classification of the thesaurns.

721 D

ussion

In this section we discuss about the reason of the ease that the scene knowledge did not

effect the backirac

¢ number, together with an examination of the difference of the
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Tect se

or each number of iteration t

to knowle

ure 7.7: Distr ion of difference in backtracking number accordin

I the selected nouns
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ge backtracking number for all the selected nouns with senses ordered

according to the kitchen scene knowle

1
Randomly selected(withont scene knowledge) | 2.71 times

After

Knowledge type number of backtracki

ler

2 with scene knowlec

[1.71 times

flectivity among the knowledge types applied above,

Firstly, an example of a noun registered in the k

Ativ

hen seene knowledge with rel Iv

large number of backtracks even with the word-sense table is ‘dish’ with 2.5 times back

tracks. The large backtrack

ng number is not mainly due to the pumber of its ambign
bt rather because it has several senses classified in the thesaurus refers to the same ob-

ject. For example, ‘dish’ includes senses of ‘eating’,

od’, ‘eooking” and so on, all of wh

we consider them correct. But the system is assumed to take only one sense as a unic

solution, resulting a rather disadvantege in this experiment, Another example is “shelf”,

which implies senses of *sto

. supply’, ‘layer’, and ‘support’, separately classified in the

thesaurus,

This fact indicates the difficulty of aveiding redundancy of word sense classification in a

aurus. It requires an introduction of ‘viewpe

fv correct meanings of words
depending on each situation to cope with the simil ‘es hetween one sense and

another.

The instances which have 1 tive value in the backtracking number difference be

and the n

the nouns registered in the scene knowled

not registered indicates insuffi-

ciency of the knowled

information. For example, the fact it the backtracking number

for the registered nonns with senses he category le

el classification is small compared to

that of other c

=, indicates the effectivity of counting the senses of the words themselves.

Without these words in the scene knowledge may lead to serious wlvantages, Provided
sufficient data would be corrected to construct the scene knowledge, the system will achieve
performance even for disambiguating nouns not registered in the knowledge as effective as

this case of registered nouns with senses classified in the item level. However, we can

not alwavs expect such ideal states. If sufficient knowledge is not available, completion

with upper classification levels, e.g. the category level, will cause good effects as in this

experiment,

While the problem of such completion with upper level classifications is the interference

between sense distributions. Even in the item level classification, some word senses are
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interfered by se of other words. For example, the layer”,

wh quency is bad essed, being affected by ‘plate’ including the sense in this

seene. An example of the problem of completion with classification by category level is,

tered in th wene knowledge and sometimes refers to ‘eating’. By

this analysis in the texts, most of t ppeared words ‘table’ mean ‘furniture table’, but
we sometimes use ‘table’ a5 ‘cooking’ in the same kitchen scene. This suggests a rather

complicated difficulty of disnmbiguation.

wple. The

‘cream” s a

As to nouns not

category

knowledge supports ‘washing eream” as its meaning in the influenee o

jor cakes” in the texts.

in the semantic distribution, but it refers to ‘soft cre

that several objects with different meanings w

We can easily consider the cas

same expressions may simultaneously appear in the scene knowledge, which results in
|

disadvantages even with the word-sense table, though it did not appear in our target texts

" and the

For instance, the scone knowledge includes two ‘plate’s, one refers to ‘dish pls

other refers to ‘counter’ of ‘hotplate’. However, such cases are relatively rare

7.3 Analysis of Scene Identification

We analyzed a set of kitchen scene p phs in real texts from a story, ‘Anne of

Green Gables” by L. M. Montgomery. Its organization is illustrated in Fig. 7.8, It includes

about fifty spatial scenes, which be classified as fc

» Around house;

Indoor: kitchen, entrance, hall, room, cellar, daily room, dining, stairs,
hallway, washing room, bedroom

Outdoor: entrance, gate, roof, wall, garden, yard, barn

orchard, farm, forest, pasture, town, hill, lake,

» On road: road, path, basin, fielc

shore r

wd, stroam, mar port, spring, brid cape, scashore, inlet,

pe

o Others(other building): station, railway, school, church, hotel, public hall, grocer,

Hat

These scenes almost correspond to the pictures in the OPED. In the text analysis, para-

cted

ments, from which we

are nsed to appro "OUTSE SCene

graph bres




ANALYSIS OF SCENE IDENTIFICATION 98

the scene segments

f

zing the real texts is to clarify what kind of knowledy

formance. The pury

resolution may o

entification case to de § SO Cong

ge or deeper inference |

several rules, while others may be based on wider knowle

struct

natural com

our scope. Real texts in

ds of knowledge to extract the discourse segmentations.

15 K

nificant to resolve this kind of complexity and to find computationally effective anc

rithms

reliable

In accordance with the classfication deseribed above, we classified the 309 para

I 1) Entering the scene : 34 paragraphs including 31

checke

, into three cs

(Table 7.10), (2) Continuing the sce 275 paragraphs including 241 analyzal

7.11), and (3) Exiting the scene : 34 paragraphs including 31 analyzahle

15 from our analysis, sinee they were not confidenced to be

Here we excluded

T parngraj
kitchen scenes. They commonly require non-monotonical inference, which could puzzle
even human readers.

9 illustrate the an

Table 7.7, Tal

ication discussed in Chapter 4.4, listed again below

edge olass

a) Explicitly given (ex: Marilla said.) ......1
b) Not explicitly given

luded in subject but indirectly {ex: Manlla's lips twitched.) .......2

ii. Wi subject

it subject or pronoy

+— [Rachel, kitch

\. Search focus stack (ex
3

hat conversation lasts mutually .4

B. Knowleds
C. End of chapter .......5
D. Focus refers to place (ex: There was no mistaking.) .......6

atic words .......7

E. Idio

2. Identification of location of focus

i. place at (ex: Anne recited in_the kitehen.) .......A
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Table 7.7: Scene identification method in entering the kitchen sc

» T.8: Scene identification method in e he kitchen scene.

[ATB[C [DIE[F[G
et
i
43 ]
OEEE
I

ii. place to (ex: Marilla retreated to the

(b) Not explicitly

i i focus stack: (ex: She was sitting there, + [Rachel, kitchen])
it. Lexical cobesion (ex: Anne fin D

ii s novel inferenee (ex: She was downstairs.) .......E

iv ilt:prev 18 place ......F

out (ex: She set out.) ks

ation and iden-

Entering the scene phase consists of two parts(Table 7.10): forus ide
tification of the place in focus. When the system enters a new scene, it must detect the

fi

place and focuses (characters or objects) which apprear in the place and stack a combi-

nated list of the pairs [focus, place]| for further analysis. This table implies the number

succeeding paragraphs, and the number of the

of focuses required to identify the scel

succeeding paragraphs ( The number of paragraphs which includes the entrace to the scene
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Table 7.9: Scene identification method in exiting the kitchen scene.

“kitchen” is 31). The focus identification consists of direct references and anaphoric ref-
crences.  An example for direct reference is an analyzed focus “Marilla’, which requires

no anaphorie resolution. While anaphoric references like ‘they'(labeled (C2)) need de

specific knowledge, and for more common knowl ke sex-check, and for sometimes more

tification of the place in focus

complicated inference with contradiction checks. Direct i
implies ‘In kitchen'(A). This refers to explicit place specification like ‘in the kitchen' or ‘at

the kitchen'. *By kit

hen abjects’(B) refers to implicit place specification intermediated by

some objects in the scene, e.g. *at the kitchen door’ or *by the kitchen window" which are

explicitly modified by the scene name, Another implicit place specification intermediated

15 like “breakfast’, which includes

fy from «

by objects uses lexical cohesion(E) to ide

vith semantical connections. The instance

no surface kev for relevance to the scene, rather

which needs 1.1, t.e. “Mrs Rachel rapped smartly at

llipsis resolution(H) appeares in F

kitchen.

the kitchen door and stepped in | |". This sentence implies that she stepped in t

The indirect identification of the place in focus, Le. place of the eurrent scene or place of

" *there’ and =0 on), ‘continuing

| another focus, consists of *anaphorie resolution'((C1)

| verbs'((D): ‘was smoking’ and so on). first in the chapter’((G): not appeared previously
| in the focus stack. This suggests a usage of the place of the current scene), ‘in the same

in conversation

paragraph’((F): equalify the place in focus to that of the current foci

mutual talks), and ‘as objects’((J) : not as subjects but as objects like her’)

Among i), and (1) require a small set of rules, while others require a lexical
knowledge source

In continuing the seene phases{Table 7.11), the algorithm needs four types of focus iden-

tification methods: by exact match ((a): “Marilla’ to [marilla kitchen| in the stack), by

resolving anaphora ((b): ‘she’ to [marilla,kitchen| in the stack), by inclusion relation {(c):
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1-1 Rachel's custom )_ﬂachels
imagination
o, 1-2 Z4 9

2 Za n the hill
- = I 1 _T
= | Rachel goes out

| 1-10 Kitchen

helin h itchi
1 1-|6 Rachel in her k'tc-irl+g’|ahhew

38 | 1-11 Conversation of /Scenes
== | Rachel and Marilla

1-31 in Marilla’s kitchen

1-32
| Rachel goes out and
| 1-33 says to herself

Sections

Paragraphs

Figure 7.8: Structure of the text “Anne of Green Gables”

*Marilla's astonishment’ to |marilla,kitchen| in the stack), and by detecting conversation

({d): ‘I've never been in the depths of despair, so | can't say,” responded Marilla. [NEXT

PARAGRAPH]| ‘Weren®

is not Marilla.). Here, a small set of knowl-

edge is ne

In exitin le for explicit scene change into another

scenel labeled (1)) is ‘she was safety out in the lane.” Inclusive relation((2)) refers to objects

modified explicitly by a scene, e.g. ‘flew to the porch door’, in the scene ‘poreh’. Besides

these, detection of exitance from the scene is based on four types of knowledge: exiting
verbs{{3): ‘set out’ and so on), idioms{{4): ‘go to bed’), end of chapter detection({5))

lexical cohesion((6): ‘sitting on the sofa’). Like the knowl or seene entrance detection,

these kind of knowledge also require a wide lexical knowledge sonree

7.3.1 Discussion

These results s

st that in entering the scene, the focus is explicitly refered or requires

a search in the focus stack in most cases. The references to the foens stack are mainly

required by resolutions of pronouns. The number of cases that locations are explicitly

refered amounts to the half of the identification of the focus location, while the number
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writhm for ¢ s of entering

7.10; Result o

isage frequency of each identification ¢

itchen” label

Focus o

shora

identification

cuses [ 308 succeeding paragraphs

[dentification In kitchen

in focus

same para.
another focus|ln conversations
as ohjects

Table 7.11: Result of usage frequency of each identification algorithm for cases of conti

sCene

“kitchen”™

Focus id. by exact match |158 {a)

Continuing the scene

By resolving anaphora

By inclusion relation
By detecting conversati

|T

tal

of lexical cohesive cases amounts to 30 % of all. Other cases require extremely diff

not diseuss

n-monotonical reasoning; therefore we de

arel nc

inf i example, b

nhout such situations

minly due to explicit

While, the cases of focus identification on continuir SOCne A

ar common knowledges about

nces of the focus stack, and regul

subject references, refi

the sequence of conversation

ced by wrching the corresponding focuses from the

Foeus ions are mostly res

k. We can interpret this fact that human being communicate efficiently w

focus st

explicit reference to each |

ocation at every points, with clever confidence on the m

Finally, many cases of exiting from scenes use explicit location changes, or
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ge frequency of each identification algorithm for cases of exiting

Result of

Exiting

In another sce

[Tnclusive relat p 2)
: 3)
: 1)
I 5
B :
[Hard to resolve - i (7

wraphs

Total

story by the end of a chapter.

tify the kitchen scene in the text

Next, we discuss about the require

the focus stack, r.e, for simple

Although little rules are required for continui

anaphora resolution, many types of kno
Anaphoric relations for focus identification (labeled C2 in Table 7.10) implies ‘she’, *he’,
*her’, which can be easily resolved with the focus stack, and ‘it", ‘they’, ‘them’, ‘the latter’,

s scope. Know

in 7.10 and (5) in

kitchen sc

‘sat down te inner ta supper’, ‘proc
her cake’, *had the breakfast ready’, ‘at b ), ‘sitting on the sofa’. Anaphoric
relations to equalify the place to another focus or the current scene (C1) ar e

that', ‘all’, ‘this’, which our system can resolve, and six specifiers ‘the whieh are beyond
the abilitv. Continuing verbs(D) i ‘be ..ing’, ‘come’, ‘come in', exiting verbs{(3

in Table 7.12) including ‘set out’, ‘go back', ‘go ont of doors’, and idioms((4)) includis

(twice),'go home' requires extra knowledge sources for practical scalable syste

7.4 Evaluation of Scene Identification Module on Lex-

ical Cohesion

7.4.1 Recalling Probability and Estimation of Required Quan-
‘ tity of Information

T'he aim of using associative memory for detection of lexical cohesion is to select th

tences, The mensure of scene selectivity

likely seene based on incomplete word data from se

| is redueed to the condition whether given words are unique to the scene. If all input words
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74

to plural scenes, they can not determine the original scene

em can not determine whether to choose category CA or CB only by

t can select CA. Here we

n Fig.5.16. If *a’ or the set {a, b} is

ases to all the pe

the selectivity by atio of sueces

elements related to

1of
15 defi

I this probability to generalized cases of m patterns, we use the numl

To ex

clements of the (partial) input vector. It can be estimated by counting the negative case

where more than one pattern shares elements

(3 Vin k)™ Plnk,s—1m 7.3
T4

The results using this formula are shown in the next section

7.4.2 Information Entropy

As an alternative method of the evaluation of the spatial-scene information of OPED,

fer here self-information entropy and mutual-information entropy along with the

W Cons

information theory of Shannon[59

o Self-information entropy:

i sentences involving many ambig

Fig.7.9 illustrates a talking scene. Althou;

words are handed from the speaker to the listener, the listener can disambignate them

with some kind of knowledge common to these people. Conversely, the listner can
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sentences

Speaker L Listener

‘ Spatial |
Scene

I B

common knowledge

Figure 7.9: Common knowledg

speaker and 1

of handed sentences.

determine a scene by the handed sentences. The entropy of scene selection ambiguity

is reduced by the interaction. We can define a concept of self-inform

the spatial-scene idetification module as the entropy of ambiguous word

Assuming equal probability to the scene selection with no handed word, the entropy

of the spatial-scene identification can be calcualted

384 8.5t

Sly= =3 P(C))log, P(C;) = luog

After the id

itification, the meaning of each word can be selected according to each

a selection distribution function updated by the Baye

ST CE(C'| X 7.6

E i 7T

P, PiC; | = Plz; | €;) (7.8

Each P is equal to W}, as in Eq.(2). <> represents the ensemble average over each

Mutual-information entropy

Mutual-information entropy (MIE) can be defined as the contribution of additional
words to identify a scene, and consequently, the selectiveness of the target word or
gcene. In order to select a word meaning or seene from the possible space Y, the
space C of all other words are considered in the calenlation of conditional entropy

(CE). Mutual-information entropy per word is calculated by the following formula:

MIE(0:8"Y=CE(C | 8) - CE(C |
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ble 7.13: Mutual-in

ation of OPED

form

[ Scene entropy | Mutual-
Without input | 8.59 bits I

1%

045

put | 0.80

Is input | (

Here, 8 is a set of p te parameters, and @ is that of the next one. Mutual

inforamtion can be interpreted as the reduction from a previous conditional entropy

to corresponding updated conditional entropy with additional words. We provide

a theoretical estimation of self-information of spatial-scenes with the ¢

Table 7.13. The e

11 ts that it has the spatial-scene identification ability with

a few words preservation. It alse supports the consequenee of a log nation

algorithm shown in the next section.

7.4.3 Analyses of Identification Module

Here we propose an analysis of OPED and the results of the theoretical simulations. As for

mula (7.10) i ationally expensive(11711! times), we a Monte-Ca

simulation

to abstract its characteristics. The iteration time in cach case is 1,000

o Fig.7.10 (a) shows a distribution of the number of elements involved in each s

in OPED. It approximated a Gaussian distribution and has a aver Iue of 184.2

the theoretical simm

10 (b) shows a distribution of of scenes which are related to one

nent. The region where more than 100 s wted to one word are those

for trivial words like ‘a’, ‘the’,

‘to, fin’, fand’, *Tor’, ‘with’, *s". Although

we eonld ignore these words for an actual a ation, here we use them for fairness

o Selection probability in the case that partial words of scenes are input to the

sociative memory is illustrated in

11. The recall mte increases as the input
vector (set of words) becomes more similar to the complete vector (set of words)
pattern. About five words are sufficient for identifving each scene at a recognition
rate of 90 %. Compared to the average number of 184 words in each scene, this

required number is sufficiently small. It proves the wl performance of the asso-

ciative memory used in this module, Theoretical results of a random distribution
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¢+ 7.10: (a) Distribution of number of eloments per scene and (b) distribution of

number of scenes per elements

model is also shown in Fig.7.11. The cause of the discrepancy between the exper
iment and the theory is described later, The dotted line *EXACT' in the figure is

a result u

¢ logical-summation. The crossing point of the *OPED’ fine and the

EXACT’ line is remark

able. The former has the advantage of expecting with rela

bility (likelihood ) using input wor

¢ CONSLraimes aunto

he distribution of the number of elements contributing to identify

each scene uniguely.

the

o In order to clarify the discrepancy of the experimental and theoretical results,

unmber of elements overlapped in any two scenes are counted. As in Fig.7.13, the

number of overlapping elements in the theoretical ealeulation is very small compared

to the experiments with OPED. OPED-2 in the figure illustrates the o value

without using trivial words like ‘a’, ‘the’, ‘of', ‘that’, *to’, ‘in’, ‘and’, ‘for’, ‘with’, ‘s".
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Recalling ratio
1.0 Lempmmme s
H
0.8
H OPED
.
06 EXACT
[ Theory
0.4
0.2
0.0
0 5 10 15 20
Number of elements of partial match
“igure 7.11: Recalling probability to number of partial inpu
But the existence of these words does not explain vhole discrepancy. This will
be deseribed in the next section in more detail
sate further on in order to explain the discrepancy of ‘EXACT (logi
summation) and *“OPED'(with our associative memory). The distribution of the
weight values is shown in Fig.7.14. Logical-summation method is achieved by a
special algorithm similar to the associative memory. The only difference is that it
equal weight value without any var But in practical, the experimental
It of “OPED" as in [ ence of an enormon ance in the
distribution of the weij I he v we helps the selectivity with a
few words, it disturbs the expec vith more ths rds conversely. Here
we summarize the interpretation of gaps among the theoretical expectation, the
result of logical-summation('EXACT'), and the system(*OPED")
1. Exsistence of trivial words in most of the scenes
2, Variance of the weight distribution
3. Difference of the characteristics between each algorithm
| 3 e 5 1
e Abstracted results are summarized in Table.7.14. In this table, the number of reg

| istered words in the dictionary itself is different from the number of the total words
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Recalling ratio

1.0
0.8

OPED
0.6 EXACT

Theory

o 5 10 15 20
Number of elements of partial match

Figure 7.12: Distribution of number of partial input eloments to identify scenes

analyzed by our s

The discrep

Ivzed nple words

‘laboratory’).

7.5 Total Evaluation on the Implemented System

{

We evaluate the implemented system by part of the story, wi

is in the scene “kitchen”

1 analyzed It includes

1. 27 sentences ineluc nouns which are relevant to kitchen. They are applied to

ting algorithm

2. 133 paragraphs which are in the scene “kitchen”™. They are applied to evaluating

seene identification algorithm

® 1-{1): from the second to the seventh paragraph of the first chapter
o 1-(2): from the tenth to the thirty-first paragraph of the first chapter
® 3-(1): from the thirtv-second to the fourty-first paragraph of the third chapter

o 3-(2): from the fifty-third to the sixty-ninth parag

f the third chapter

e T-(1): the seventh paragraph only
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log(number)

&0 00 150 200 250 300

# of common elements of two scenes

Figure 7.13: Distribution of number of common to

® 8-(2): from thirty-first paragraph of the cighth chapter t

hird par of the eighteenth chapter

raph of

enty-ninth pa

graph of the eight

hird paragrag

The purpose of the experiment is to clarify the effectivity and the lir

1 to analyze the texts

rithms, and knowl necessary for the s

7.5.1 Noun Disambiguation

The 27 pated are shown below. Nouns which

underlined
1. Mrs. Rachel had fairly closed the door,
2. There was three plates laid on the table

me with Matthew to tea

3. Marilla expected someone

\. The dishes were evervday dishes.

two

of the eighteenth chapter to the se

v-sixth

he eighteenth chapter to the tirty-

1 chapter to the fifty-first

nth

ation of the algo.

relevant to kitchen are
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log(number)

N W s hom

o 02 04 06 08 1.0

Distribution of weight value

re 7.14: Distribution of weight value

Table 7.14: Summarized results

Total # of scenes 384 seenes

184.2 words
IT8 words

|5 words

|4 words
identify scenes at 90% ratio
Iy rithm
[ Theoretical m of 2 words

required #

| identify scenes at 90"
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I'here was ouly a erab-apple preserve on the table

There was only one kind of cake on the table

7. They sat down to supper

nibbled at the bread and butter

glass dish by her

| at the crab-apple

plate,
10. She slipped into the chair
11. Anne held her tongue obediently.

12. You may wash the dishes

13. You have finished the

14. Anne washed the dishes deftly enough

ils were g on the window panes.

16. Anne studied at the t

» turned her back on the ¢

18, She lay on the kitchen sofa

19. She desceneded to the kitchen

20. Marilla entered the kitchen

21. Hew

waiting for his tea.

22. Marilla washed the dishes

23, Matthew nodded on the sofa

e blacked out.
25. She must prepare the meal

26. Anne had the kitchen

A fire was glowing in the stove,
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Table ws the results of theoretical analyvsis and

uation which requires unique and correct reading of the sentence. T

in the secc column refers to the product of the number of ambiguous senses and the

number of structural ambiguous trees. The third column she

the probability that the

first output sentence is correct under the condition that no scene information is applied to

the system, and the fourth column shows the probability that the first or the second output

+ system

correct under the condition that no scene

formation is apy

The fifth column indicates the expectation value of the order of the first correct solution

in the parsed trees. Each expectation value is calenlated according to this forme

m 41
E{n,m) = (7.9
Here, n is the number of t " rd, and m is the number of the

correet senses.
The averaged value is 4.53, which means that the system must try over four times to

formation. However, if the system

cheek if the candidates are correct without any sc

lates to readch the

m of “kitchen",

as the scene informat he average number of ca

first correct solution is 1.37. The distribution is <l in the seventh eoly

i,

From these results, their as values are summarized in Table 7.16. If the system has

no scene information, the probability that the first sentence has one of the correct solutic

6. While,

is only about the system has a scene knowledge, the probability is 89 %. The

progress in the performance is due to the effectivity of the scene knowledge. Furthermore,

» have one

first and the second senten,

sability that t

under the same condition, the

of the correct salutions is 96 %.

tical analysis and experiments of word sense d

Table 7.17 shows the s of th

AT

and correct reading of the sentence, In the third column,

ion which requires unigu

number

‘Correct” refers to the number of correct senses while *Ambiguity” refers to t

hows the probability that the first ontput

all senses of each word, The fourth column
sentence is correct under the condition that no scene information is applied to the svstem,

and the fif

column shows the probability that the first or the second output sentence
is correct under the condition that no scene information is applied to the system. The
sixth column indicates the expectation value of the order of the first correct solution in
the parsed trees. The averaged value is 2,30, which means that the system must try over
twice to check if the candidates are correct without any scene information. However, if the

system has the scene information of “kitchen”, the average number of candidates to reach
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16

20

Table 7.15;

15t
i i

288 0.125

&4 0,333

] 0.327

18 | 0.042

288 0,063

1 1.000

160 0,200

1536 .21

12 0,333

18 0.111

i 0.571

T 0.571

0.571

0,500

0.125

750

0.500

o6 0,500

i 0,500

[ 0.333

7 0.571

18 L.O00

11 0.273

i 0.750

1 0,500

308 0.273

0.39

Table 7.16:

[ 1st senter

Until 2nd senten

0.
241
0.G6T
0.551
0.082
0.123
1.000
0,368
0,042
(LGO0

1000
0.242
0.964

0.786

0,833
0833
0,667
0.857
1004}
0.491
10040
0.833
0481

Probability

Without
scene info.

{calculation

0.39
0,64

Result of

value

(without

scene info

nce disambi

Order of the first correct solu
Expectation

(without

scene info

1667 I
5.667 2
2,000 1
2041 17
16.30 2
11.00 2
1.000 1
1200 21
AR.00 111
3
3
i
1
1.286 10
1,500 1
1.667 1
1.66T 1
2,000 1
1.600 3
1.0 1
3.000 3
1.250 1
1.667 1
3.286 57
1 0.56
to find the correct sentence
An example of | Set Priority
randomly wd by =

(without =

0.41
0.56

o
0,59
0.96

14
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the first correct &

15 1.28. The distribution is wi in the seventh column. The

that most of these

are disambiguated at the first check

From these results, their average values are summarized in Table 7.18. If the system has

bability that the first sentence has or

is only about 50 %. While, if the system has a scene knowled

», the probability that the

first sentence has one the correct s

due to the effectivity of the scene rmore, under the same condition, the

sbability that the first and the second sentence have

ot solutions is 97

s refers t

These re:

act that, if the system uses a sce

knowledge, it can

* the sense of listed nouns with the precision of 92 % without any additional help

We can also assume case that the system output the two of the highest ordered candi-

dates to us, and leave us or some additional modules to select the correct sense

the

system is able to propose candidates with the precision of 97 %, It can effectively reduce

our labor to check all the parsed trees which count up 1 numbers shown in the second

columns in Fig. 7.15 and Fig. 717

7.5.2 Scene Identification

The orig

Al sentences nsed to evaluate the scene ider

thin are shown in

Appendix A, For simple an

g, they formed according to several rules

s ¢

sations are sformed te

W

of reg

Ly e m depending on whether

they ha

main se

tences or not; if they have main sentences, they are transformed

to ‘QQQ," with the

AN Sentences, g QQQ. said Matthew.”, and if they have

no main sentences, they are transformed to *QQQ."

o Parngraph numbers are assigned to the beg

ming of the paragraphs

o Basically, only the first sentence from each paragraph is extracted from the texts
we assume that the extracted sentences can approximately trace the focus and place

transitions

T'he trausformed format of the sentences in Appendix A is shown in Appendix B

Furthermore, we set three assumptions below for convinience:

o Scene can be identified by analyzing the first sentence in cach paragraph

o Ounly human subjects are handled as focuses




s
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Table 7 Result of noun disambiguation
s WOTT Correct
o Ambiguity
without
# sentence seene info seene info,

M [ 2 1 0.500 I 1.667 I 1 2
2 f 0.125 5.6 2 1
3 0.333 2,000 1
1 1600 15 1

1600 3 1

preserve 2,000 1 1
table 0.125 5.66T 2 1

6 | cake 0.500 1.500 1 1
table 0.125 0667 2 1

T | supper 1.000 1.000 1 1
& i 0,400 2.000 17 1
00,500 1.667 5 a9

a9 0,667 2,000 1 1
0,857 1.600 109 1

n.a2a2 5000 3 2

10 T 33 1
11 5,000 1
12 1.600 3 |
13 1.600 3 |
14 i 0.857 1,600 3 |
15 | window 1.000 1.500 1 1
16 | table 0.125 0,242 5.667 1
17 | clock 1,000 1.00:0 1.000 1 1
shelf 0.750 1.000 1.250 10 1

18 | kitchen 0,500 1.833 1.GGT 1 1
sofa 1.000 10000 1,000 1 1

19 | kitchen 0,500 0.833 1.667 1 1
20 | kitchen 0.500 L66T 1 1
2 2,000 1 1
2 0,571 1.600 3 1
23 1.000 1.000 1.000 1 1
2 0,491 3.000 3 1
25 1.000 1.250 1 1
26 0,500 0,833 1.66T 1 1
27 0.273 0.491 3.000 | 57 1
stove / 1.000 1.000 1.000 1 1
Average T 0.50 )73 2,30 I 742 | 1.28
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Table 7.18: Probability to find the correct noun sense

Without | Anex

ample Set Priority

randomly selected

scetie | sce
(caleula (without scene) info.
15t sentence | 050 I 047 [ 002

Until 2nd sentenc || 0.73 [ 0.58

Table 7.19: Result of identification of scene in the entering phase

1-(1) | at her kitche [ Success

[T2) | steppod in [the k [ Success |
3 sat down to supper Failure
- kitchen Suecess

the hen
to decorate the dinner table | F
1 the cheerful kitchen
v on the kitchen sofa

sded

[ st telien

entered her

o The results of disambiguation do not affect the scene identification and vice ver

the system behavior is monotonie and deterministic,

Entering the scene “kitchen™

Table 7.19 indicates the result of identification of the sce “kitchen” in the enteri
on the implemented system. Scene identification is successful except for the part 3-(1)

sion understandir

. which requires lexical e Since the keyword ‘supper’ is

and 8-

vatem to identify the scene

tered in the knowledge sourse, it did not s st the

‘kitchen’. We disenss the scene identification based on lexical cohesion later. The scene

of part 1-(1) is identified by resolving an inclusive relationship that ‘kitchen window” is
included in the scene “kitchen'. The scene of part 1-(2) is identified by resolving an ellipsis

problem that the omitted place is ‘the kitchen'. Identification of the scene of part 3-(2

requires ordinary case analysis of the sentence, which leads the system to understand tha

ged its place to the kitchen.

the subject el

Focus identification is significant sinee it ma an initial state of the focus stack. The

result of focus identification is shown in Table 7.20. The only required focus ‘Rachel” in part
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identified by a simp Part 1-(2) includes

withm, and three focuses

In

which are successfully identified by a simple exact-match ¢

bevond our assumption since th

are not human subj

of the fi

uses in part 3-(1). the focus stack was used; ' refers to all of the humans

listed in the focus stack, ve. Anne, Marilla and Matthew. But in general, this kind of

anaphorie relation requires wider knowledge or deeper domain specific knowledge, Part

(2} includes four focuses;

o of which are characters which can be identified by ordinal

analysis, and one ‘It" is not a char

cter. The rest character ‘doctor’ is not identified

it does pot appear in the first sentence of the paragraph. It firstly appears not as a subect

but as an object in the mid of the paragraph. The jon ‘Marilla'

is-place identifics

Part 18-(3) was unsuceessful in this algorithm, since it requires analysis of the conversation

of the previous pan

aph. Lastly, ‘the warning’ in Part 18 and ‘It" in Part 27-(1) are

not characters.

In this way, the initial focus-place pairs are generated, which will be handed from

graph to paragraph with the continuing scene ithms below,

Scene identification based on lexical cohesion

Here we discuss the scene identification ability based on lexical coliesion particularly. Its
purpose is to apply several words in sentences to identify the current scene with the asso

ciative memory, as deseribed in Chapter 5. Inpnt words have two types:
1. Only the words in the sentence

2. All words (svnonyms) related to the all meanings of the words according to the

thesaurus

In the text, the phrases which require lexical cohesion to identify the scene ‘kitchen’ are

shown below:

.32 : sat down to supper

o chap.8 - par.31 : to decorate the dinner-table
o chap.10 - par.6 : Breakfast, dinner, and supper
o chap.29 - par.15 : had the breakfast ready

o chap.d6 - par.27 : at breakfast
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ult of focus identifi the entering phase

[ Rachel [ Success
2) | Rachal [Success
Marilla Success
Something
| This

3-(1) | they (inelude Marilla)

¢ (include Any

include Matthew

8-(2 Ww Suey

Succes

Sier

18-(2) | Minnic | Snecess |
Stiee

18-(3 ne Suee

Success

Surress




7.5, TOTAL EVALUATION ON THE IMPLEMENTED SYSTEM 120
Table 7.21: Result of s cation 1 on lexical cobe
Categories T Order of the
(activation value > 0) seene “kitehen”
[ (1} I T (1) I (2)
| A | 1 1955 {ave) | 2125 {ave

akfast 0 5l | 9
per 1] 5l ) 9
dinner 1 il 9
69 153 326.5(ave.) s

linner -...'n_.- | | 163 I } | 39

We extracted the words for objects from these phrases, prepared two types

+ words

according to the manner shown above, and applied them to the associative mer

result is shown in Tahble 7.21. Categories are ordered according to their activation value,

where categories with the same activation

lue are ordered randomly.
In no ease the system has been successful in fin “kitchen”™ as the categ

if

with highest priority. Thus the system e 1 v the

£e SOurces to

scene. This module supports prefer

y the identification

¢ ordering of scenes to speed

The effect of usi

g the synonyms in the thesanrus depends on the target words; ‘cake” does

not support the scene kitchen even with the synonyms, while the synonyms of

supper’, and ‘dinner’ take effect in giving higher priority to the scene “kitchen”.

to this, ‘dinner’ and ‘¢

r table' without t

synonyms are advantageous to those with
the synonyms.

Table 7.22 indicates the top f

» seenes according to priority for the clue words, The

existance of the scenes ‘tableware’, *kitchen utensils’, and *c

ning room’ which are relevant

to the scene ‘kitchen’ in the top priorities also suggests the difficulty of discrimination from

these relevant scenes

These results require th

e svstem to acquire more acciurate knowledge

sonrce to identify

the sce

The dictionaries used here

e rather less information to represent var

of words. Most effective knowle 15 buaseo

verb processing, which strictly const

each situation:

sat down to supper — to eat supper — dining room or kitchen

o make her cake — kitchen
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Table 7.22: Top five scenes for the elue words by lexical cohesion

Top five scenes

1) e
[ ke | T
Cake DAKCTY

supermarket
synthetic fibers
kitchen ntensils

porcelain

breakfast
restaurant

butcher's shop

| restanrant

table 5 rraphy
doctor
meteorology

dinner table | dining room

table

doctor

men's wear restanrant

alogy

rraphy”
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ts of links between ca

Other reqinrements are appropriate settin

and acquisition of prior probability of each scene. Focus or viewpoint deper

m, in that it biases the set r probability depending on their

elue to solve this pre

importance under each situation

» dinner table — dinner

o breakfast, supper, dinner — dining room or kitchen

Continuing the scene “kitchen”

The algorithm of continning the scene is evaluated both by checking whether it resolves

the focus of ecach paragraph(in the first sentence) or not, and by checking whether it

i not,

appropriately npdates the focus st

1. Evaluate the scend

ptification ability with a prepared stack

tack is shown in Table 7.23, Ta-

The result of the focus resolution with a pre

ik i, Table

24, Table 7

ble e 29, and Table 7.30

» paragraphs 1-13, 1-23 and 1-27 wern 2ed since they lack of any hu

man subject. It requires more precise semantic analysis with inference together with

nenti

knowledge that ‘lips’ belong to persons. T rrammatical difficulty of impl

“Marilla's astonishment could not hav i greater if Matthew had ex-

nt

pressed a predilection for standing on his head.” in the paragraph 1 not allow

t its focus on the parser. “Marilla's lips' in the par

% to a character. The focuses *‘It" in t paragraph 18-33, ‘the

T are not characters.

" in the paragraph 18-45, and ‘It’ in the paragraph 27

They are beyond our scope and the analysis was not successful

A remarkable instance is paragraph 1-4, which is in a scene “hill”, nested in the other

bs in the scene “kitchen”. This paragraph describes the view of Rachel

paragra

this rels

from the kitchen. Understandir ionship requires a precise analvsis of the

character’s focus, or its viewpoint. Such complex rel sond our scope, but

are discussed later.

=

. Evaluate the ability of updating the focus stack

The result of the focus stack updating ability is shown in Table 7.31, Table 7.32,

. Table 7.36, Table 7.37, and Table 7.38. The stack

Table 7.33, Table 7.34, Table
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|
| Table 7.23: Result of identification ability with a prepared stack {chapter 1
1-(1) [ 1-3 - [Rachel kitchen [ Success
| 1-4 ( ther scene) inclusion
| 1-5 || Rachel — [Rachel, kitchen Success
1-6 || the worthy woman — [Rachel, kitchen| | Suce
| 1-(2) | 1-11 || Rachel — [Rachel, kitchen
1-12 | Marilla — [Marilla, kitchen Success
‘ 5
14 || Marilla — [Marilla, kitchen
| 15 || Rachel Rachel, kitchen Success
16 || Marilla's li + [Marilla, kitchen Failure

17 || she kitchen Success
18 || Rachel

she

Marilla n

Rachel — [Rachel, kitchen

22 || she — [Rachel, kitchen

Marill Success
+ [Rachel, | Success
Success
27
28 rsation) — [Marilla, kitchen Success
29 || Rachel | Suex

30 || Marilla
31 Rachel

Suer

Suecess
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conversation )

CONVer

|
! Matthew th

Marilla — [Marilla, kitchen|
1 3-(2 she — [Marill. chen

Matthew — [Matthew, kitchen

sation )

Marilla' kitehen
Mat1l

(econwve

Matth

| (conversation Success
Matthew — Success
| [} Success
M Sucecess
Marilla Success
Matthew Suceess

Tnl

5: Result of identification ability with a prepared stack (chapter T)

7-(1) | 7-29 || (conversation) — [Marilla,kitchen| | Suceess
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she [ Success |
Maril Success
Anne Success
she Success
[eonve Success
(eony Success
(conve

Anne

(conve

(conve

Marills

Anne

(conve 4

Marilla kitchen)

COnVe + [Anne kitchen Success
Marills a, kitchen

An

conversation )

Anne — [Anne,k

+ kitchen
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27: Result th a preparec chapter 18
18-(1) [ 184 [Suceess
18-5 Success
15-6 Success
15-7 Success
18-8 Success
18-9 An

18-10 || Matt
15-11 || Anne
18-12 || Matthew — [Matt
18-13 || (conversation)
18-14 || Matthew —
18-15 || Anne — [Ann h
18-16 || (conversation) — [Anne kitchen| | Suc

18-17 || Matthew — [Matthew Suceess
18-18 || (conversat Suceess
18-19 || Matthew S

18-20 || Anne
18-21 || Anne

Suece

Sue

18-22 || Diana 1 kitchen Sueee
18-23 || Matthew w. kitchen Sueee:
18-24 || Anne — [Anne,Kitc Success
18-25 || Diana — [Diana,ki Sue

18-26 | Anne

18-27

Sucee
S
Succes:

of identification ability with a prepared stack (chapter 18

18-(2) | 18-30 || Anne — [Annekitchen [ Success
18-31 || (conversation) — [Annekitchen Success
18-32 || Minnie — [Minnie hen Success
18-33 || It
Anne — [Annekitchen Success
doctor — [doctor kitchen Su

{conversation)
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Table 7.29: Result of with a propared stack (chaptor 18-(3

15-(3) [ 184

tchen|

18 la kitehen

1845 la kitchen Success
18 + [Manlla kitchen| | Success
18

I8 Anne kitchen Success
18 illa,kitchen Success
18 Jkitehen Suecess
18-49 || she — [Anne kitchen Success
18-50 || Marilla — [Marilla kitchen| Success
18-51 || Anne — [Anne kitchen Success

Table 7.30: Result of identification ability with a pre stack (chapter 27-(1))
27-(1) | 27-4 | Marilla — [Marilla kitchen Siiecess
27-5 || Matthew I r 5
27-6 || Marilla
7| It

T
27

generation just before entering the paragrpah 1-11 was not successful beacause an
additional sentence in the mid of the paragraph 1-10 was required to be analyzed for

it. According to the assumption we set previously, such a case can not be resolved

se of the stack of 1-16 needs resolution of inclusive relationshi

The update

s to "Marilla', which can ne system, The

*Marilla's lips" bel

analysis in the paragraph 1-27 is difficult anaphoric

relationship in th of sentences, *This J her to offend

nor alarm Marilla. She knitted steadily on.” The information who is ‘she’ is acuired

from the object of the previous sentence. Also the sentence ‘She knitted steadily

on.' is not the first sentence in the paragraph. The failure of focus generation in the

graph 3-53 is due to the fact that it needs an analvsis of the second sentence in the

nd knowl

T'he first sentence in the paragraph 8-31 has a complex

dependent structure: *Anne set the card up against the jugful of apple bloss

she had brought in to decorate the dinner-table -~ Marilla had eved that decoration

askance, but had said nothing - propped her chin on her hs . and fell to studying

it intently for several silent minutes.” Foeus identification in this sentence requires

a resolvement of spatial-time relationships between Anne and the apple blossoms,
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scoration and Marilla, This

between Anne and the dinner-table, and between

is bevond our scope. The character ‘doctor” in the paragraph 18-33 is not i

since it does not appear in the first sentence of the paragraph. It firstly appears not

n object in the mid of the paragraph

Exiting the scene “kitchen”

The result of detecting the ph

39. Location of the focuse

instance had a non-human subject, which is not handled in this analysis

7.6 Discussion on the Experimental Results
7.6.1 Noun Disambiguation

I'he result of noun disambignation is consistent with the analysis described in setion 7.3,

The scene knowledge dynamically updates the sense ordering in the dictionary, which is

tion reflects the

the analvsis. While, the s nhigu

the same as that use nee o

tion of e ambiguity and structural ambiguity. The resi

complexity by the c 1S
can not be estimated deterministically and thus requires an experiment like this. Thess

experiments support the usefulness of scene knoledges in the practical application of sense

disambiguation. They reduce effectively the cost of checking candidates by ordering the
senses at high precision

7.6.2 Scene Identification

The experimental result of the scene identification leads to several remarkable points below

emented for

® Knowledge bases necessary for scene identification:

this experiment can be classified as

1. Rule-based knowledge:
Iuference based on surface clues:
« Detection of end of chapters

of focus change of conversations

+ Trackin
These types of knowledge requires small amount of rules and easily imple-

mented on natural lang processing systems.




DISCUSSION ON THE EXPERIMENTAL RESULTS

1-16
1-17

| or [[Marilla ki

[ TTRachel kitchen]]

[[Rachel, kitchen]]
[Raheel kitehen]|

_I\ iheel kitchen

[Raheel kitchen]| p
|[Rachel kitchen],[Maril
| .| Rac

Rachel kitchen])

1], [Marilla,kitchen

kitchenl)

kitchen

hen],[Rachi
Marilla

or [[Marilla ki
.“ achel kitchen),
|[Raheel kitehen
or [[Mar
|{ ahicel kitchen|, [Marilla kitchen
or I\illl”l.n”'llt Rac
|Raheel kitehen [Marilla.k
or [[Marilla,kitchen],[Ra
[[Rachel kitchen],[Marilla, k
|Raheel kitehen], [Marilla, kit
Marilla. ki

kitchen

achel
Hla, kite ||| n
en|,|Rachel kitchen
. kitchen|]
A kitchen
v kitchen

or [[Marilla kitchen],[R
[[Rabeel kitchen],[Ma

[Succe

kitchen|

kitchen|

J|[Raschel kitchen]

tehen],[Rachel kitchen]]

31: Result of stack generation ability(chapter 1

Success
SuCeess
Success
Succes:

Suecess

Suceess

Success

Surcess

Suctess

Failure
Surcess

Success

Success
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Table 7.32: Result of 3
3-(1) [ 3-32 [Matthew kitchen]] | Success
334 Matthew kitchen Sucress
[[Matthew Su
£ tthew kit Suceess
or it

M n|,[Matthew, Sueress
Ax i latthew k Sueress

Marilla kitchen], |/ th Suee
Anne kitchen| J[Matthew Suecess
3-40 — 3-41 || [[Matthew kitchen],[Anne kitchen],[Marilla kit Suecess

or its combinations
['3-53 = 3-54 || [[Marilla kitchen].[Matthew kitchen]]
3-54 — 3-35 || [[Marilla kitchen
[Matthew kite

tehen|

or itchen||

[Matthew kite
Marilla kitehen
Matthew kitch

[Marilla,kite

3-60 — 3-61
3-61 — 3-62

— 3-63 Matthew,)

+ 3-64 || [[Marilla kitc

or [[Matthew ]

3-64 — 3-65 || [[Matthew. kitchen],[Mar Success

3-65 — 3-66 | [[Marilla,kitchen],[Matthew, Success
or [[Matthew kitchen

3-66 — 3-67 | [[Matthew kitchen],[Ma Success
or [[Marilla kitchen],[Matthe

3-67 — 3-68 | [[Marilla,kitchen],[Matthes Success

|| or [[Matthew kitchen], [Marilla,kitchen

d3: Result of st

neration ability(chapter T)

7-(1) | 7-28 — 7-29 || [[Marilla,kitchen]] | Success
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Tuble 7.34;

ter 8

50 83l =832 ] kitchen]| | Failure
8-32 — 8-33 tchen]| Success

|Anne kitehen
8-33 Mar kitcher tehen Success

or [[Anne kitchen],[Marilla, kitehen

Anne kitchen|,[M
|Anne kitchen|.[Marilla, kitchen Sucee
[[Marilla, kitchen],[A
[Anne kitchen],[Marilla,
[Marilla,kitchen],[Anne, kitchen]] Suceess
Anne kitchen), [Marilla kitchen
Anne kitchen|,[M Kitehen

8-40 — 8-41 || [|Anne kitchen],[Mari tehen

841 — 542 kitchen].(
Anne kitchen

tehen Suceess

tehen Sueee

itchen| Sucee

839 — 8-40

tehen Success

1 kitchen

Success

< it
tehen|, [ Marilla,kitchen||

3 sitchen).[Anne kitchen
8-45 — B-46 Success
B-46 — 84T Success

B-4T — B-48
8-48 — 8-49
8-49 — 8-50
or [|Annekitchen|, Mari
850 — 851 || [[Anne kitchen],[M

8-51 — 8-52 || [[Marilla kitchen] [Anne ki

AMarillak
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Table T

+ 184

+ 185

+ 15-6

. 189

s 18-10

+ 18-11

+ 15-13
+ 18-14

+ 1816

- 18-16

» 18-17

. 1818

» 18-19
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35: Result of stack generation ability(chapter 18

LA

or [[Matthew
[Matthew,

or [[Anne

e, kitchen|
|[Matthew kitchen
[Matthew, kitches

Anne

or [[Anne kitch
tehen|
or [[Matthew. kitch
[Matthew,kite

or [[Anne kitchen],[Matthew, kitch
[Anne kitchen],[Matthew, ki

o [[Matthe
[Matthew kitchen
[[Aune kitchen), [Mat
or [[Matthew kitchen,

or ||Anne.
[Anne
[Anne
or [[Matthew
[[Matthew kitclien],|
[Anune kitche

or [[Matthew kitchen],

[Matthew kitchen), |

hinations

or its combinations

|[Diana kitehen),

or its combinat

[[Anne kitchen]

kitchen|, [Matthew kitchen

nakitchen), [Matthew kitchen

n|,|Diana,kitchen|, | Anne kitchen|
tehen),|Matthew, kitchen], [Diana kitchen||
Anne kitehen],[Matthew kitchen]

Diana,kitehen], [Matthew kitchen]]

or its combinations

Success

Suecess

Success

Success

Suceess

o)
Sux

Success

Success

Success

Success

Success

Success

Success

Suecess
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Iable 7.36: Result of stack ¢

weration ability(chapter 18

18-(2 - 1830 [ [[Minnie kitchen] [An hen||
+ 18- Anne kitchen|, [Minnie hen||
+ 18-32 Annekitehen],[Minnie hen
or |[Minr tchen |, |Anne kite
18-32 18-33 || [[Minnie
or |[Ann
18-33 18-34 Minnie.
18-34 18-35 Minnie kitchen],|d
nation
18-35 — 18-36 tehen] kitchen
18-36 — 18-37 tehen| tchen
Table 7.37; Result of stack g on ability{chapter 18
Marilla kitchen
citchen
kitchen
. 18-44 citchen
=+ 18-45 kitchen
+ 1846 chen
« 1847 v kitchen
. 18-48 itehen)|
+ 1840 chen
« 18-50

+ 18-51

38: Result of stack generation ability(chapter 27

[ TMarilia kil
Marilla,ki
or [[Matthew kitche

0
hen|, [ Matthew
JMari

n

97-5 — 27-6 | [[Marilla,kitchen],[Matthew,k
or [[Matthew kitchen], [M

27-6 — 27-T || |[Marilla kitchen],[Matthew
or [[Matthew kitchen],[Mari

- kitchen Fa

S
S
Succes
Suceess

BuCceess

Success
Success
DUCTRRS
Suee
Suec
Suee

Suce

Success

Success

Success

Success
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39: Result of identification of scene in the exitin

1-(1} || set out Success
1-(2) || | Success |
[3-(1) || the hall was [Failure |
3-(2) [ went to bed [ Success |
T | END OF CHAPTER | Success |
s [ retreated to the east gable | Suceess |
18-(1 Success
18-(2 Lo | Suecess |
15-(3) | END OF CHAPTER | Success |
27-(1) | went up to the east galbes | Success

Inference based on semantic analysis

+ Resolvement of inclusgive relationships

« Ellipsis resolvement

Anaphora resolvement

2. Dictionary-hased kno

Vert

for location

This requires gothering a |

» Difficulty of scene identification based on lexi

Althe

5 effective accord-

ing to the n the d wary, it still akness in deep inference and

common k action’. This resea tted to elarify the usefulness of

a spatial scene, but the fundamental technology requires the system to b + such

. which rem ws @ future work

temporal

tion ability com-

The analysi texts indicates the inferiority of scene id

pared to the analysis on the dictionary itself. This is mainly due to following two

TCASONS:
1. Lack of vocabulary
2. Lack of appropriate prior probability
Both of these car

redd with by acquisition of real world knowle wigh vision

processing and visnal image understanding. Another candidate is text processing on
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stential to extract common kn

h are not

sentences in the paragraph:

b

mation to reconstruct the discourse structure

to acqui

Iy

culty of analy latior

n anaphe ips:

Some reference which strictly specifies ol v to resolve

1 are

‘or example

lves this by ge

1 and is not ambiguos; the system res 1 focuses

from the focus sta

and checking their sex. However, ‘this’ or ' are amb

in the sense

t they do not specily the search range of candidates t

Sor

cases in focus stack sk

is experiment are resolved us:

resolution of such kinds of anaphric relationships is still an open problem

N

ssity of handl non-human subjects

For ideal discon t be analyzed and to the focus

all subjects

stack accompanying their place information, particularly for seene identification and

exitanee decision. Nevertheless, analyzing the

hole paragraph is both time and

space cosuming. This experiment

fled only human subjects for making a space

effici

ut focus stack, and traced the discourse at high precision

Coping with highly-structured sentences in pa aphs

i

In the narrative story, the scene ‘on the |

the fourth paragraph in

chapter is

stedd in the scene ‘kitchen®. Nest of sceties detected by paragraph breaks

cation algorithm. He or, analysis

can be handled by this ider

struteture in raphs - not within the scope of this research - reguires kno

of relationships between nested scenes and deeper inference to manage

ch 1



Chapter 8

Discussion and Directions for
Further Research

8.1 Preference Balancing between Association and
Logic

The scene identification algorithm implies implicitly the problem of preference balancing

between an associational reasoning and a logical inference. We took an approach to give

he associational reasoning is not a

priority to the logical

gical inference finally

strict rule but is r =, 50 that the |

determines the

However, in the situation that such strict knowledge is not available to the svsten
if there is no rule to decide whether a candidate is correct or not, it will be best for the

svstem to use the associational reasoning as a heuristic to minimize the processing cost

8.2 Combinated Progress in Performance with Co-
occurrence

Although the purpose of this research is mainly concentrated on noun sense disambiguation,
i combination of the result and preference knowledge of noun-verb co-oceurrence pairs

will bring a progress in verb sense disambiguation. If a verb sense is disambiguated, it

constraints the type of case frame, which accelarates the noun disambiguation abil

it prunes the search space of candidates.

8.3 Exceptions and Novel Situations
1

o More highly abstracted reasoning including non-monotonie reasoning:

136




DIRECTIONS FOR FURTHER R

SEARCH

use, and ex

We classified the role of contextual knowled,

according to

the effectiveness of scene knowled 1went of more general context

abstracted r

The rest part of it inc more |l

Ming

to-subject relationships, viewpoint dependent juference, causal relationsh

non-monotonic

Subject-to-subject relati

nships and viewpoi

iy need more precise handling of ene relationships. Wk

watial

are based

relationships and non-monotonic reasoni m spatial-temporal association

and are required to manage reasoning directions.

» Nested relationships

relationships control strongly the readers’ attentional states, since they

1 highly structured

ify the range of the current reading scope. They help us constur

mshiipes, s

image of the w the combination mall set of rels

the viewpoint that all thi

ents and se

s in texts are also useful in context dependent na | language analysis, since it

requires & relatively small set of knowledge and rules compared to a system which

handles every sentences homogeneously without de the current context

8.4 Directions for Further Research

There are still many areas for further investigation about this method as listed below:

o Combination with other fundamental techniques and knowledge bases

any kind

» More robust algorithm and acquisition «© sonrees applicable

of texts

o Other types of discourse analysis

o Disambignation of parts-of-speech other than noun and structural ambignity

® knowledge acquisition from the real world




Chapter 9

Conclusions

In this chapter, we summarize the accomplishments of our work and desq

remarks,

9.1 Summary of Accomplishments

and reliable semantic disambignation requires the process of

Compn onally effective

Ige context. The disambiguation difficulty originates from

defining the appropriate knowle

the knowled provessing dependency. The need for research on context

1in the field of

endeney i acknowl puting,

* prog

but la ter 2 and

linguistics and psychology ks of appropriate approach as explained in Cha

3

In Chapter 4, 5 and 6, we clarified the necessity of providing a new framework for using

dictions . according to the funda

in context-dependen

torial dictionary

ne knowledge based on the pi

mental problems of an . Spatial sc

ation, which is one of the fundamental

produces measurably effective noun sense disambi

technol wry for natural language pro wrticularly in machine trans

5 IECCE

The representation of the scene knowledge useful for disambiguation consists of two types

a word-sense pair table and a semantic distribution of senses. The senses of each word

it is guessed according to

, and if the search is unsucee

are looked up in the ta

the semantic distribution, While, the discourse scene analysis is based on two types of

al inference and associational reasoning. The “al part handles the case

reasoning: log

analysis and surface structure analysis, and the associational part detects the coherence of

the tex

wl om discourse structural

The evaluation i m a seene identification method ba

and the reduction of backtracking

analysis, which is tested on its application to real storie

138
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times in disambiguating the of & noun, as deseribed in Chapte ts on

eotive for word

nted system supports that scene knowle

y focus

S8 that the proposed scene identification method inc

itomatical coherence Vsis.

tracking stack is 1 ble within the scope of #

ively

wing between associational

In Chapter 8, we discussed the strateg

reasoning and log

al inferece, a further approach to verb sense disambiguation and effecti

case ristriction with knowledge of noun-verb co-ocenrrence pairs, and the limitation of this

9.2 Conclusions

role of context to its use, and examined the

+ pecording

meral contextual analysis. We

' A8 A COMpPon

r word sense

articulated measures for evaluating the advantages of using scene knowledgy

ion. Our evaluation is based on the concept of a scene identification method

disambigus

based on discourse structure analysis, which we have tested on its application to real stories

" discourse segments from texts both by identifving

tem extracts “sce

I'he resulting

ks, Seene identification consists of

appropriate scenes and judging their bre irec parts:

ermination of subject 15, amd scene

detection of cohesive relations among we

expectation according te al cohesion. Our results show that scene knowledpge is mea-

Xie

surably effective for word sense disambignation, and that the proposed scene identification

method is relatively reliable within the scope of automatical coherence analys

combinated with the

Future work implies to clarify the effectivity of scene knowlet

knowledge of co-ocurrence between verbs and nou to acquire a part of identification

method which requires deep inference and knowledge, and to investigate the computational

effectivity of h ither cont ith its knowledg

* BOUFCES,




Appendix A

Analyzed Texts for Evaluating the
Implemented System

A.1 Chapter 1-(1)

(1-2) There are plenty of people, in Avonlea and out of it, who can attend closely to their
neighbours’ business by dint of neglecting their own; but Mrs Rachel Lynde was one of

those capable creatures who can manage their own concerns and those of other folks into

nd well done; she

the bargain was a notable housewife; her work was always done

‘ran’ the Sewing Circle, helped run the Sunday-school, and was the strongest prop of the

Church Aid Society and Foreign Missions Auxiliary. Yet with all this Mrs Rachel found

she

abundant time to sit for hours at her kitchen window, knitting ‘cotton warp’ qu
had knitted sixteen of them, as Avonlea housekeepers were wont to tell in awed voices
and keeping a sharp eye on the main road that crossed the hollow and wound up the steep

it into the

red hill beyond, Sinee Avonlea oceupied a little triangular peninsula jutting

Gult of 5t Lawrence, with water on two sides of it, anybody who went out of it or into it

all-seeing

had to pass over that hill road and so run the unseen gauntlet of Mrs Rach

(1-3) She was sitting there one afternoon in early June. The sun was coming in at the
window warm and bright; the orchard on the slope below the house was in a bridal flush of

pinky-white bloom, hummed over by a myriad of bees. Thomas Lynde - a meek little man

whom Avonlea people called ‘Rachel Lynde’s husband® - was sowing his late turnip seed on

the hill field bevond the barn; and Matthew Cathbert onght to have been sowing his on the

big red brook field away over by Green Gables. Mrs Rachel knew that he onght becanse
she had heard him tell Peter Morrison the evening before in William J. Blair's store over at

Carmody that he meant to sow his turnip seed the next afternoon. Peter had asked him




1.1, CHAPTER 1-(1)

I never been known to volunteer information a

st Matthew Cuthbert |

cour

anvthing in his whe

(1-4) A

yet here was Matthew Cuthbert, at half past three on the afternoon of

Adly dri wer the hollow and up the hill; moreover, he wore a white ¢

oing out of Avonlea; and he had

thes, which was plain proof that he wa

1 considerable distance

rrel mare, which betokened that he was goi

and why he going thero?

¢ Cuthbert goi

d th

ions. But Matthew so

sther, might have given a pretty good guess as to both qu

rarely went from home that it must be something pressing and unusual which was raking

ted to hav

him; he was the shyest man alive and 1y place

and driving in a

where he might have to talk. Matthew, dressed up with a white col

buggy, was something that didn’t happen often. Mrs

ler as she might, conld

make nothing of it, and her afternoon’s enjoyment was spoiled

o out from Marilla wh

(1-6) ‘1 over to Green Gables after tea and §

just stey

nerally go to

gone and why,” the worthy woman finally concluded, ‘He does

time of year and he never visits; if he'd run out of turnip seed he wounldn't dress

take the buggy to go for more; he wasn't driving fast enough to be going for a do

that's

something must have happened sinee last night to start him off. 'm clean puzzl

what, and I won't know a minute's peace of mind or conscience until 1 know what has

taken Matthew Cuthbert out of Ave v today.,

o; the bi

out; she had not far to

Accordingly, after tea Mrs Rachel

orchard-embowered house where the Cuthberts lived was a scant quater of a mile up the

road from Lynde's Holle be sure, the long lane made it a good deal farther. Matthew

ther, as shy and silent as his son after him, had got as far away as he possibly

Cuthbert's
could from his fellow-men without actually retreating into the woods when he founded his

homestead. Green Gables was buit at the furthest edge of his eleared land, and there it

was to this day, barely visible from the main road along which all the other Avonlea houses

were so sociably situated. Mrs Rachel Lyvnde did not call living in such a place living at

all.
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A.2 Chapter 1-(2)

(1-10) Mrs Ra

wpexd sma 1 to do

at the kitchen door and stepped in when bid

i

n at Green G 5 was a cheerful

artment - or would have been cheerful

if it had not

ice of an

so painfolly elean as to give it sor f the appe

1

parlour. Its windows looked east and west; through the west one, looking out on the back

yard, came a flood of mellow June sunlight; but the east one, whenee you got a

L posie

of the bloomwhite cherry-trees in the left orchard and nodding, slender birches down in

the hollow by the brook, was greened over by a tangle of vines, Here sat Marilla Cuthbert

ws sligh

o her too d

when she sat at strustiul of sunshine, which seeme

cing

and irr msible a thing for a world which was meant to be ta seriously; and here she

sat now, knitting, and the table behind her was laid for supper

f ev

(1-11) Mrs Rachel, by

ree she had fairly closed the door, had taken mental note of

erything that was on that table. There were three plated laid, so that Marilla must be

expecting someone home with Matthew to tea; but the dishes w

ere everviay dishes and

there was only crab-apple preserves and one kind of cake, so that the expected company

could not be any particular company, Yer what of Matthew’s white collar and the sor-

rel mare? Mrs Rachel was getting fairly dizzy with this unusual mystery about quiet

unmysterious Green Gebles,

(1-12} *Good evening, Rachel,” Marilla said briskly. ‘This is a real fine ev

* How are all your folks?"

Won't you sit dov

(1-13) Something that for lack of any other name mi be called friendship existed and

always had e

isted between Marilla Cuthbert and Mrs Rachel, in spite of - or pe

because of - their dissimilarlity.

{1-14) Marill: thin woman, with angles and without cury her dark hair

showed some grey streaks and was always twisted up in a hard little knot behind with two

wire hair wressively through it. She looked lik

stuck ag a woman of narrow experience

and rigid conscience, which she was; but there was a saving something about her mouth
which, if it had been ever so slightly developed, might have been considered indicative of

a sense of humour

(1-15) “We're all pretty well,” said Mrs Rachel. ‘T was kind of afraid you weren't, though,
when | saw Matthew starting off today. | thought maybe he was goint to the doctor’s.”

{1-16) Marilla's lips twitched understandingly. She had expected Mrs Rachel up; She

of Matthew

had known that the sigh 1ch

jaunting off so unaccountably would be too m



1.2. CHAPTER 1-(2

for her neighbour's curiosity,

(1-17) *Oh, no, I'm quite well, although 1 had a bad headache yeste

Matthew w

o Bright River. We're

v little boy from an orphan asylum in Nova

Scotia, and he's coming on the train tonight.’

(1-18) If Marilla had said that Matthew had to Bright River to meet a kar

from Australia Mrs Rachel could not have been more astonished. She was actually strick

mb for five seconds. It

unsupposable that Marilla was making fun of her, but Mrs
Rachel was almost forced to suppose it
(1-19) *Are you in earnest, Marilla?" she demanded when voice returned to her

(1-20) “Yes,

course,” said Marilla, as il gettin 1 Nova

vs from orphan asylums

l-regulated Avonlea farm instead of

Secotia were part of the usual spring work on any w

being an unheard-of innovation

(1-21) Mrs Rachel felt that she had received a severe mental jolt, + thought in ex

clamation points. A boy! Marilla and Matthew Cuthbert of all people adop a boy!

From an orphan asylum! Well, the world was certainly turning upside down! She would

be surprised at nothing after this! Nothing!

1-22) *What on earth put such a notion into your head?' she demanded d

pprovingly
(1-23) This had been done without her adviee being asked. and must perforce be disap-
proved
1-24) ‘Well, we've been thinking about it for some time — all winter in fact.” returned

Marill

. ‘Mrs Al

cander Spencer was up here « day b hristmi

was going to get a little girl from the um over in Hopetown in the spring. Her cousin

lives there and Mrs Spencer has visited her and knows all about it. So Matthew and [ have
talked it over off and on ever since. We thought we'd get a bov. Matthew is getting up in

years, you know — he's sixty - and he isn’t so spry as he once was. His heart troubles him a

good deal And vou know how desperate hard it’s got to be to get hired help. There's never

ench bovs, and as soon as you do

anybody to be had but those stupid, half-grown little

get one broke into vour ways and taught something he's up and off 1o the |

WLET CANNCTIeS

or the States. At first Matthew suggested getting a “Home” boy. But [ gaid “no™ flat to

that. “They may be all right - I'm not saving they're not - but no London street arabs

for me,” 1 said. “Give me a native born at le

There'll be a risk, no matter who we get

But 1'll feel easier in my mind and sleep sounder at nights if we 1 horn Canadian.” So

in the end we decided to ask Mrs Spencer to pick us out one when she went

ver 1o get

her little girl. We heard last week she was going, so we sent her word by Richard Spencer's




A.2. CHAPTER I-

folks at Carme

L.

to bring us a smart, likely boy of about ten or eleven. We decided

would be the

enough to be of some use in doing chores right off and

enough to be trained up proper. We mean to give him a good home and schooling

1 from Mrs Alexs

a tel

er Spencer today — the nan brought it from the

sayving they were coming

om the five-thirty train tor So Matthew went to Bright

River to meet him. Mrs Spencer will drop off there. Of course she goes on to Whits

Sands station herself.”

ind; she procecded te

ided herself on always speaking her 1

L}

it now

having adjusted her mental attitude to this amazing piece of news,

1-26) “Well, Marilla, I'll just tell you plain that 1 think yvou're doir

v might

th

a risky thing, that's what. You don't know what you're g

tting. You're bri

rle thing about him

a strange child into your house and home, and you don't know a sin

not what his dispos

tion is like nor what sort of parents he had nor how he's like

¥ to turn

out. Why, it was onl

in the paper how a man and his wife up west of the

Island took a boy out of an orphan asylum and he et fire to the house at night - sot it on

purpose, Marilla

arly burnt them to a eris their beds. And 1 know another case

Ane

where an adopted bov used to suck the

they couldn’t break him of it. If you had

asked my advice in the matter - which vou didn’t do, Ms

I'd have said merey's

sake not to think of such a thing, that's what,

1-27) This Job's comforting seemed neither to offend nor alarm Marilla.

knitted

adily on.

‘1 don't deny there's something in what vou say, Rachel. I've had some

qualms

mysell, But Matthew was terrible

on it. | could see that, so [ gave in. It's so seldom

Matthew sets his mind on anvthing that when he does 1 alw

s feel it’s my duty to give

in. And as for the risk, there's risks in people’s having children of their own if it comes to

that - they don't always turn out well. And then Nova Scotia is right close to the |

It isn’t as if we were getting him from England or the States. He can’t be much d

from ourselves.

(1-29) ‘Well, I hope it will turn ont all rfight,” said Mrs Rachel in a tone that

indicated her painful doubts. ‘Only don't say 1 didn’t warn vou if he burns €

n Gables

down or puts strychnine in the well - 1 heard of a case over in New Brunswick where

orphan asylum child did that, and the whole family died in fearful agonies. Only, it was a

girl in that insts

(1-30) “Well, we're not getting a girl,” said Marilla, as if poisoning wells were a purely
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feminine ishment and not to be dreaded in the case a boy. ‘T'd nev

taking p. | wonder at Mrs Alexander Spencer for doing it. But there, she

wouldn't s a whole orphan asylum if s

1o took it into her
(1-31) Mrs Rachel would have liked to stay until Matthew came home with his imported

orphan. But, reflecting that it would be a good road to Robert Bell's and tell them

news. It would certainly make a sensation second to none, and Mrs Rachel

he took hersell away, some

at to Marilla’s relief, fo the latter felt

make a sensation. S0 s

r doubts and fears reviving under the influence of Mrs Rachel's pessimism

2 ‘Well, of all t

| when she

ings that ever were or will be!' ejnenlated Mrs Rac

was &

Well, I'm sorry

v out in the lane. ‘It does really seem as if 1 must be drenming

for that poor young i no mista Matthew and Marilla don't know anvthing about

children and they'll expect him to be wiser and steadier than his own grandfather, if so

be's he ever had a grandfather, which is doubtful. It seems uncanny to think of a child at

Green Gables somehow; there's never been one there, for Matthew and Marilla were grown

up when the new house was built - if they ever were children, which is hard to believe

when of

oks at them. | wouldn't be in that orphan’s shos My, but I pity

him, that's what."

A.3 Chapter 3-(1)

(3-32) Anne took off her hat meekly. Matthew came back presently and they sat down to

supper. But Anne could not eat. In vain she nibbled at the bread and butter and pecked
at the crab-apple preserve out of the little sealloped glass dish by her plate. She did not

really make any headway at all.

(3-33) “You're not eating anvthing A Serions

said Marilla sharply, eveing he

shorteomin

(3-34) Anne sighed. i
(3-35) T can't. I'm in the depths of despair. Can vou eat when you are in the depths of

despair?’

3-36) ‘I've never been in the depths of despair, so | can't say,” responded Marilla,

37) ‘Weren't vou? Well, did vou ever try to imagine vou were in the depths of despair?’

38) ‘No, 1 didn't.’

3-39) “Then I don't think you can understand what it's like. It's a very uncomfortable

feeling indeed. When you try to eat a lump comes right np in your throat and you can’t




\.4. CHAPTER 3-(2 146

w anythi even if it wa te caramel. [ had one choc

two vears ago and it was cious, 've often dreamed since then that | had a lot

of chocolate car . but 1 always wake up just when I'm going to eat them. [ do hope

you ffended because | can't eat. Evervthing is extren

" said Matt

rw, who hadn't spoken since his return from the

barn. ‘Best put her to bed, Marilla.’

{3-41) Marilla had

n wondering where Arn uld be put to bed. She had preg

a couch in the kitchen chamber for the d

and expected boy, But, although it was

neat and clean, it did not seem quite the thing to put a girl there somehow. But the spare

room was out of the quest for such a stray waif. so there remained only the cast g

room. Marilla lighted a candle and told Anne t w her which Anne spiritlessly

and carpet-bag from the hall table as she passed. the hall was fi

taking her hs

till cleaner,

le chamber in which she ently found her seen

A.4 Chapter 3-(2)

(3-53) Marilla went slowly down to the kitchen and proceeded to wash the supper dishes

Matthew was sm a sure sign of perturbation of m He seldom smoked, for Marilla

a filthy habit; but at certain times and season driven to

set her face ¢

it, and then Marilla winked at the practice, realized that a mere man must have some vent
for his emotions.

54) *‘Well, this is a pretty kettle of fish,” she said wrathfully, ‘This is what comes of

lks have twisted that mes

ling word instead of going oursel tobert Spencer’s g

somehow. One of us will have to drive e Mrs Spencer t

s certain

T'his girl will have to be sent back to the asylum

(3-35) “Yes, | suppose so," said Matthew reluctantly

1*You suppose so! Don't you know it?’'

37 )" Well now, she's a real nice little thing, Marilla. It's kind of a pity to send her back

n she's so set on staying here,

58) ‘Matthew Cuthbert, vou don't mean to say vou think we ought to keep hee!”

3-59) Mar

a's astonishment could not have been greater if Matthew had expressed a
predilection for standing on his head

3-60) “Well, now, no, [ suppose not - not exactly,’ stammered Matthew, uncomfortably
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0 into a cormer for his precise meaning. ‘1 suppose - we could hardly

I say not. What 1 would she

id Matthew suddenly and unexpectedly

{3-62) *We might be some good to her,’

vou! 1 can see as plain as

(3-63) ‘Matthew Cuthbert, | believe that child lins bewitch

vou want to keep her.”

plain
Matthew. “You should

3-64) "Well now, she's a really interesting little thing,” persis

have heard her talk coming from the station

she can talk fast enough. [ saw that at once. It's nothing in

cither. 1 don’t like children who have so much to say. | don’t want an orp
understand about her. No,

something I don't

I'd pick out. The

ot 1o be dispatched straightway back to where she came from.

(3-66) ‘I could hire a French boy to help me," said Matthew, *and she'd be company for

youl.

tlv. *And I'm not

or company,’ said Mar

(3-67) ‘I'm not sufferin

3-68) “Well 's just 2

his pipe away. ‘I'm going
I

5 away, went

(3-69) To bed went Matthew. And to bed, when s
frowning most resolutely. And upstairs, in the east gable, a lonely, heart-hungry,

Mar

friendless child cried herself to sleep,

A.5 Chapter T-(1)

irmly on the table, and

7-28) Marilla retreated to the kitchen, set the ca

Matthew
I taught her

‘Matthew Cuthbert, it's about time somebody adopted that child

s next door to a perfect heathen, Will you believe that she never

something
7 I'll send to the manse tommorrow and borrow the Peep of

in her life till tonig)

pray:

to Sunday school just as soon as | can get

Day series, that's what I'll do. And she shall g
hat 1 shall have my hands full. Well, well

some suitable clothes made for her, | foreses

h this world without our share of trouble. I've had a pretty easy life of

we can't get throo

s come at last and 1 suppose Ull just have to make the best of it

it so far, but my time
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A.6 Chapter 8-(2)

Anne set the card up a he jug [ apple blossoms she had brought in

ner-table - M

e the ¢ Ia had eved that oration askance, but |

propped her chin on her har aund fell 1o tently for several

she announced at length. *It’s beautiful, I've

8-32) °1 like this,

of the asvlum Sunday-school say it over once, But [ dic

v felt sure he

1 voice and he prayed it so mournfully, 1

g was

pre le duty. This isn't poetry, but it makes me feel just the same way

poetry does. “Our Father which art in heaven, hallowe

i be Thy name. at is just like

a line of music. Oh, I'm so glad vou thought of making me learn this, Miss - Marilla

Well, I

arn it, and hold vour tongue,’ said Marilla shortly.

(5-34) Anne tipped the vase of appl wsoms near enough to bestow a soft kiss on a

pink-cupped bud, and then studied diligently for some moments longer.

(8-35) ‘Marilla," she demanded presently, *do you think that 1 shall ever have a b

riend in Avonlea?’

*A - a what kind of a friend

*A bosom friend - an intimate friend, ¥ y whom 1

a really kindred spirit t

soul. I've dream

can confide my inm r all my life. 1 never really supposed

I would, but so many of my loveliest dreams have come tr

all at once that perhaps this

one will, too. Do vou think it’s possible?”

a Barry

qes over at Orchard Sk and she's about vour age. S

1, and perhaps she w nate for yvon when comes home. She's

a pl h

visiting her aunt over at Carmody just now. You'll have to be careful how you behave

sourself, t won't

ough. Mrs Barry is a very particular won

a play with

any little

| who isn't nice an od.’

) Anne looked at Marilla through the apple blossoms, her eves aglow with interest

(8-40) “What is Diana like? Her bair isn't red, is it? Oh, [ hope not. It's a bad enough

to have red hair myself, but 1 positively couldn’t endure it in & bosom friend.’

(8-41) ‘Diana is a very pretty girl. She has black eyves and hair and rosy che And she
is good and smart, which is better than being pretty.’

(8-42) Marilla was as fond of morals as the Duchess in Wonderland, and was firmly
convineed that one should be tacked on to every remark made to a child who was being

brought up



e

{.6. CHAFPTER 8-(2 149

8-43) But Anne waved the al inconsequently aside and seized o

1 she's pretty. Next to by beautiful onese

possible in my « ld be best to have a beantiful bosom frie

with Mrs Thomas she had a bookcase in her sitting-room with glass

any books in it; Mrs Thomas kept her best china and her preserves there

s broki

any preserves to keep. One of the do Mr Thomas sm 1 it one ni

when he v slightly

oxicated. But the other was whole and 1 used to pretend that

my reflection in it was another little girl who lived in it. | sl her Katie Maurice, and

were very intimate. | used to talk to her by the hour, especially on Sunday, and tell her

everything. Katie was the comfort and consolation of my life. We used to pretend that

the bookease was enchanted and that if 1 only knew the spell 1 could open the door and

step right into the room where Katie Maurice lived, instead of into Mrs Thomas's shelves

of preserves and china. And then Katie Manrice would have taken me by the hand and

led me out into a wonderful place, all flowers and sunshine and fairies, and we would have

lived there happy for ever after. When [ went to live with Mrs Hammond it just brc

my

heart to leave Katie Maurice, She felt it dreadfully, too. 1 know she did, for sh

Was CTYIng

when she kissed me good-bye through the bookease door. There was no bookease at Mrs

Hammond's. But just up the river a little way from the the house there was a long

there. It echoed back every word you said, even

little valley, and the loveliest echo lived

if vou didn’t talk a bit loud. So | imagined that it was a little girl called Violetta and we

were iends and 1 loved her almost as s

ol Katie Maurice - not quite, but

almost, v The night before I w to the asylum 1 said g bve to Vicletta, and

oh, her good-bye came back to me in such sad, sad tones. | had become so attached to her

that I hadn't the heart to imagine a bosom friend at asvlum, even if there had been

ination the

any scope for in

{8-4 1 Marilla dryly. ‘1

5) ‘I think it's just as well there wasn't,

1't approve of such

s-om. You seem to half believe your own imaginations. It will be well for vou to have

a real live friend to put such nonsense out of vour head. But don't let Mrs Barry hear vou

talkir

about your Katie Maurices and your Violettas or she'll think you tell stories.

(8-46) ‘Oh, I won't. 1 couldn’t talk of them to everybody - their memories are too sacred

for that. But I thought I'd like to have vou know about them. Oh, look here's a big bee

just tumbled out of an apple blossom. Just think what a lovely place to live - in an apple

blossom! Faney going to sleep in it when the wind was rock it. If I wasn't a human
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I think I'd like to be a bee and live a

] “Yesterday you wanted ta be a

I told vou te

(8-50

‘Can 1 take the ap

(8-51) *No; you don’t want vour roc

them on the tree in the first place.”

(B-52) °I did [ a little t way,

wely lives by picking

their

But the tempt
temptation?
hear me tell you

(8-53) *‘Anne, did you

(8-54) Anne

A.7T Chapter 18-(1)

(18-3) Henee, while Marilla

¢ had the

ht fire was

ining on the window-

panes

Anne at

glances at her that day. Jaue had assured

of thrills, or words to that effect, and Ar

would mean Gilbert Blythe's trivmph on
shelf and tried to imagine it wasn't there
(18-4) “Matthew, did you ever study g

(18-3) *Well now, no, | didn't,”

(18-6) ‘1 wish vou had,’ sighed Anne,
me

v I'm such a dunce at it, Matth,

whi

1 that praver

(8-48) “Oh, T know it pretty nearly all now
(#-49) “Well, never mind, do as T tell y
and stay there until 1 call you down to b

Ap me
hlossoms wi

1 clutte

oo,

I wouldn't w

it «

, tetreated to the cast

and Mrs Rachel
erful ki
the old-fashioned Wate
Matthew noc

her lessons with grim d

ine's fing

said Matthew, coming

You can't svmpathize properly if vou've never studi

wers.'

1,' sniffed Marilla

But it

and not talk

will listen to you. So go up to ¥

all but just

t well,

u. Go

MIT TOOIn &

pleaded Anne.

You shot

» for company”

p with flowers, ve left

of felt T shouldn't shorten

snidd Aune. “I kin

t to be picked if 1 were an apple blossom

Io v o when you meet with an irr

to go to yvour room?’

sat down in a chair |

able,

lves b, at the

¢ enjoving the

n at Green Gables all to themselves

white frost eryvstals

the sofa

fed ¢ armer’s Advocate

wation, despite sundry wistful

ed to produce any number

her that it was warr

for it. But thar

led to reach out

the morrow, Anue turned her back on the clock

ometry when you went to school?’

it of his doze with a start,

because then vou'de be able to sympathize with

VEr Ty

ed it. It is casting a clo
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making rapid pr

them as runs o

wi Teddy Phillips and says he ain't mueh of a teacher; but 1 guess b

right.’

(18-8) Matthew would have thought anvone who praised Anne was ‘all right’

(18-9) ‘I'm su d get on better with geometry if only he wouldn't cha

tters,

complained Anne learn the proposition off by heart, and then he draws in on the

blackboard and puts different letters from what are in the book and 1 get all mixed up.

I don't think a teacher should take such a me advantage, do vou? We're study

agriculture now and 've found out at last what makes the roads red. It's a great comfort

I wonder how Marilla and Mrs Lynde are Mrs Lynde s ‘anada is

joving themselves,

1g to the dogs the way things are being run at Ottawa, and t it's and awful warning

BOL

to the electors. She says if women were allos

to vote we would soon see a blessed change

What way do you vote, Matthew?"

{18-10) ‘Conservative,” said Matthew promptly. Tov

Conservative was part of Matt

relig

(18-11) *“Then I'm C y.. I'm because Gil

ervative too,’ said Anne decidec

because some of the bovs in school are Grits. | guess Mr Phillip is a € WECANSE

Prissy Andrew's f;

r is one, and Ruby Gillis says that when a man is courting he \g:

mother in reli

has to agree with the

ion and her father in politics. Is that true,

Matthew?”

(18-12) * funno,’ said Matthew

(18-13) “‘Did yo onrti Matthew?

(18-14) “Well now, no. I dunno’s I ever did,’ said Matthew, who had certainly never

hit of such a thing in his whole existence

leeted with her chin in her hands

(18-16) ‘It must be rather interesting, don't vou think, Matthew? Rubby Gi

when she grows up she's going to have ever so many beaux on the string

crazy about her; but 1 think that would be too exciting. I'd rather have just one in his right

mind. But Ruby Gilli

knows a great . about such matters because she has so many big

sisters, and Mrs Lynde says the Gillis girls have gone off like hot cakes. Mr Phillip goes

up to see Prissy Andrews nearly every evening. He says it is to help her with her lessons,

but Miranda Sloane is studying for Queen’s, too, and 1 should think she needed help a lot
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e than Prissy because she's ever so much stupider, but he nev

nings at all. There are a gr

any thin

in this world that [ can't und

well, Matthew."

(18-17) “Well now, |

Matthew

imno as | comprehend them wsell,” acknowle

(18-18) “Well, 1 suppose I must "t allov

ish up my lessons, | wo myself to open that

new book Jane lent me until I'm through. But it's a t

* temptation, Matthew. Even
when | turn my back on it 1 can see it there just as plain. Jane said she cried herself
sick over it. I love a book that makes me erv, But I think I'll carry that book into the
sittin

and lock it in the jam closet and give you the k

And vou 1

to me, Me lessons

» done, not even if 1 implore you ¢ bended knees

It's all very well to say resist temptation, but it's ever so much easier to re

t get the k And then shall T run down the ¢

. Matthew?

L SOIME TS

Wouldn't you like some russets?’

(18-19) ‘Well now, I dunno but what I would,” said Matthew, who never ate russets but

w5 for them.

(18-20) Just as Anr ~d triu

ar Wi

om the ce her plateful of russets

came the sound of flvi

footsteps on the icy boardw

outside and the next moment

the kitchen door was flung open and in rushed Diana Barry, white-faced

d breathless,

i

with a shawl wrapped hastily around her head. Anne promptly let go of her candle

plate in her surprise, and plate, candle

wshed together down the cellar ladder

1d apples ¢

and were found at the bottom, embedded in melted g

se, the next day.

Marilla, who

gathered them np and thanked merey the house hadn't been set on f

(18-21) *Whatever is the matter, Diana?’ eried Anne. ‘Has your mother relented at last?

(18-22) *Oh, Anne, do come quick.’ implored Diana nervously. ‘Minnie May is awful sick

she's got cronp, Young Mary Joe says — and Father and Mother

1

20 for the doctor. Minnie May is awful bad and Young Mary Joe doesn't

o away to town

there's nobody t

know what to do - and oh. Anne, I'm so scared!’

(18-23) Matthew, without a word, reached out for cap and coat, slipped past Dian

away into the darkness of the vard

(18-24) ‘He's gone to harness the sorrel mare to go to Carmody for the doctor.’ said

Anne, who was hurrving on hood and jacket. 1 know it as well as if he'd said so. Matthew

and 1 are such kindred spirits 1 can read his thoughts witl

it words at all.”

(18-2

lon't

1l find the doctor at Carmody.” sobbed Diana. °1 k that

t

Doctor T

ir went to town and T guess Doctor Spencer would go too. Young Mary Joe
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never saw anybody with croup and Mrs Lynde is away. Oh, Anne!®

. You

(18-26) *Don't ery, Di) Anne cheerily. ‘1 know exactly what to do for er

et that Mrs Ham had twins three times. When yvou after three pairs of twins

vou naturally get a lot of experience. They all had croup regularly. Just wait till T get the
ipecac bottle - you mayn't have any at vour house. Come on now.’
{18-27) The two little girls hastened ont il in hand and hurried through Lover's Lane

and across the crusted field bevond, for the snow was too deep to go by the shorter wo

away. Anne, altho sincerely sorry for Minnie May, was far from |

nee with a

romance of the situation and to the sweetness of once more sharing that roma

kindred

A.8 Chapter 18-(2)

(18-29) Minnie M ay on the kitchen sofa, feverish

aged three, was really very sick. She

ard ver the house. Young Mary

and restless, while her hoarse breathing could be

from the Creek, whom Mrs Barry had engaged to

a buxom, broad-faced French

stay with t

» children during her absence, was helpless and bewildered, quite incapal

thinking what to do, or deing it if she tho
(18-30) Anne went to work with skill and promptness,

(18-31) ‘Minnie May has croup all right; she's pretty bad, but I've seen them worse,

First we must have lots of hot water. | declare, Diana, there isn't more than a cupful in

the kettle! There, I've filled it up, and, Mary s, you may put some wood in the stove, |

don’t want to hurt your feelings, but it seems to me vou might have thought of this before

yvou'd a agination. Now, I'll undress Minnie May and put her to bed, and you try

to find some soft fannel cloths, Diana. I'm going to give her a dose of ipecac first of all.’
(18-32) Minnie May did not take kindly to the ipecac, but Anne had not brought up

three pairs of twins for nothing. Down that ipecac went. not only once, but many times

during the long, anxious night when the two little girls worked patiently over the suffering

Minnie May, and Young Mary

-, honestly anxious to do all she could, kept on a roaring

fire and heated more water than wonld have been needed for a hospital of croupy ba

(18-33) It was three o'clock when Matthew came with the doctor, for he had been obliged

to go all the way to Spencervale for one. But the pre g need for assistance was past

Minnie May was much better and was sleeping soundly

{18-34) *1 was awfully near giving up in despair,” explained Anne. ‘She got worse and
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WOTSE 11 he was sicker than ever the Hummond twins were, even the la

thought she was going to choke to death. I gave her every drop of ipecac in t le
and when last dose went down 1 said to myself - not to Diana or Young Mary Joe,
because | didn't want to worry them any more than they were worried, but 1 had te

it to mysell just to relieve my feelings — “This is the last lingering and I fear 't

m and began to get better

vain one.” But in about three minutes she coughed up the ph

rels

doctor, becs

I can't express it in w

it away. You must just imagine my

You

essed in wornds.

w there ar

some things that cannot be e

(18-35) “Yes, | know," nodded the doctor. He looked at Anne as if he were thinking some

in words, Later on, however, he expressec

thir

s ahor r that couldn’t be expressed
them to Mr and Mrs Barry

(18-36) ‘That little red-headed girl they have over at Cuthbert’s is as smart as t

ey mike

¢ by the time 1 g

t would have been tod

‘em. | tell vou she saved that baby's life, for

here. She seems to have a skill and presence of mind perfectly wonderful in a child of her

age. | never saw anything like the eves of her when as explaining the case out

rful, white-frosted winter moming, heavyv-eved

* home in the wonde

(18-37) Anne had

hey crossed the long white

from loss of sleep, but still talking unweariedly to Matthew as t

under the arch of the Lover’s Lane maples.

ering fairl

A.9 Chapter 18-(3)

(18-40) Anne accordingly went to bed and slept so long and soundly that it was well on in

the white and rosy winter afternoon when she awoke and descended to the kitchen wl

me, was sitting kinitting,

Marilla, who had arrived home in the meanti

at once. “What did he look like

(18-41) *Oh, did yo Premier?” exclai

Marilla?"

r on account of his looks,” said Mas

(18-42) *Well,

» pever got to be Prem

e. Ra

a nose as that man had! But he can speak. [ was proud of being a Conservati

oven, An

a Liberal, had no use for him. Your dinner is in th

Lynde, of course, bej

it vourself some blue-plum preserve out of the pantry. [ guess you're hungry.

and you can

Matthew has been telling me about last night. | must say it was fortunate vou knew what

to do. 1 wouldn't have had any idea myself, for | never saw a case of croup. There now,

never mind talking till you've had your dinner. 1 can tell by the look of vou that vou're

just full up with speeches, but the keep.”
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18-43) Marilla had something to tell Anne, but she did not tell it just the

knew if she did Aune’s consequent excitement would lift her clear out of the re

material matters as appetite or dinner. Not until Anne had finished her sancer of blue

plums did Marilla say

15-44 Barr re this afternoon, Anne. She wanted to see vou, but 1 woul

v Was

sorry she acted as she

wake you up. She says vou saved Minnie May's life, and she is ve

nt wine. She says she knows now vou didn’t me:

did in that affair of the curr. to set Dia

drunk, and she hopes vou'll forgive her and be good friends with Diana again. You're to

go over this evening if vou like, for Diana can’t stir outsid r on account of a had

cold she canght last night. Now, Anne Shirly, for pity's sake don’t fly clean up into air.’

(18-45) The warning seemed not unnecessary, so uplifted and aerial was Anne's expression

attitude as she sprang to her feet, her face irradiated with the flame of her spirit

? T'll wash them

(18-46) “Oh, Marilla, can T go right now - without washing my dish

when 1 come back, but | cannot tie myself down to anything so unromantic as dish-washing
at this thrilling moment,’
(18-47) “Yes, ves, run along,’ said Marilla indulgetly. ‘Anne Shirley - are vou crazy?

Come back this instant and put something on yvou. 1 might as well call to the wind.

orchard with her

She's gone without a cap or wrap. Look at her tearing thro

stresming. It'll be a mercy if she doesn't catel her death of cold.”

(18-48) Anne came dancing home in the purple winter twilight across the snowy places.

Afar in

» south-west was the greatest shimmering, pearl-like sparkle of an evening star

rose over gleaming white spaces and dark glens

in a sky that was pale golden anc

: the snowy hills came like elfin chimes through

of spruce. The tinkles of sleigh-bells amo

h

the frosty air, but their music was not sweeter than the song in Anne's heart and on her

lips

(18-49) “You see before vou a perfectly happy person, Marilla.” she announced. ‘I'm

perfectly happy — ves spite of my red hair. Just at present 1 have a soul above red hair
Mrs Barry kissed me and eried and said she was g0 sorry and she could never repay me. |
felt fearfully embarrassed, Marilla, but [ just said as politely as [ could, “I have no hard
feelings for vou, Mrs Barry. 1 assure you once for all that [ did not mean to intoxicate

Diana and henceforth 1 shall cover the past with the mantle of oblivion,” That was a
pretty dignified way of speaking. wasn't it, Marilla 7 1 felt that | was heaping coals of fire

on Mrs Barry's head. And Diana and 1 had a lovely afternoon, Diana showed me a new

fancy crochet stiteh her aunt over at Carmody tanght her. Not a soul in Avonlea knows it
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o reveal it to anvone ¢

but us, and we §

tiful card within a wreath of roses on it and a verse of poetry

If you love me as | love you

Nothing

it death can part us two

lla. We're going to ask Mr Phi

s to let us sit together in school

And that is true, Ma

n, and Gertie Pye can go with Minnie Andrews. We had an elegant tea. Mrs Barry

had the very best china set ont, just as if [ was real company. 1 can't tell you what a thrill
it gave me. Nobody ever used their very best china on my account before, And we had

k

fruit-c: nd pound-cake and dough-nuts and two kinds of preserves, Marilla. And Mrs

Barry asked me if | took tea and said, “Pa. why don’t you pass the biscuits to Anne?” It
must be lovely to be grown up, Marilla, when just being treated as if you were is so nice.

(18-50) ‘1 don’t know about that,” said Marilla, with a brief sigh

(18-51) *Well, anyway, when | am grown up,” said Anne decidedly, *I'm always going to

talk to little girls as if they we oy use big words, 1

know from sorrowful experience . After tea Diana and [ made

taffy. The taf su't very good, T suppose because neither Diana nor [ had ever made

any before. Diana left me to stir it while she buttered the plates and I forgot and let it

burn and then when we set it ont on the platform to cool the eat walked over on

and that had to be thrown away. But the making of it was splendid fun. Then when 1

came home Mrs Barry asked me to come over as often as | could and Diana stood at the

s to me all the way down to Lover's Lane. [ assure you, Ma

ht and 'm g out a special brand-new praver in

nour of the oceasion.’

A.10 Chapter 27-(1)

27-3) Consequently, when Marilla entered her kitchen and fonund the fire black out, with no
sign of Anne anywhere she felt justly disappointed and irritated. She had told Aune to be
sure and have tea ready at five o'clock, but now she must hurry to take off her second-best

dress and prepare the meal herself against Matthew's return from ploughing

-4) ‘T'll settle Miss Anne when she comes home,” said Marilla grimly, as she shaved

up kindlings with a carving knife and more vim than was strictly necessary. Matthew had
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tly for his tea in his corner. *She's

come in and w

piting pat

with Diana, writing ries or practisi

nking once about the time or |

tl

She's just go to be pulled up short and sudde

brightest and sweetest

on this sort of thi I don't eare if Mrs Allan does say she's the

and sweet enot L her head is full of

Id she ever knew. She may be brigh

's never any knowing what shape it'll break out in next t as soon as sh

ik she takes up with another. But there

Here 1 am saying the very

out of

at the Aid today. I was real g

F SAYin

o't 1 know 1'd 1 som

we

r Anne, for if she I 1 too sharp to Rach

before everyh

Anne's got plenty of faults, goodness knows, and f

w'd pick faults in

it. But I'm bringing her up and not Rachel Lynde,

Gabriel himself if he lived in Avonlea t the same, Anne has no business to leave the

w home this afternoon and look after things.

hous » this when | told her she was 1o s

r untrustworthy |

1 must say, with all her faults, I never found her disc fore and

I'm real sorry to find her so now.

(27-5) “Well now, I dunno,’ said Matthew, w and wise and, above
hungry, had deemed it best to let Marilla talk her wrath out unhindered, having lea i
by experience that » pot through with whatever work was on hand much quicker if not
delayed by untim mment. “Perhaps yvou're jud her too hasty, Marilla. Don’t call

sbeyed you, Mebbe it can all be explained

her untrust thy until you're s

1 at explaining.’

t here when 1 told her to stay,’ retorted M v. ‘I reckon she'll find i

se | knew you'd take her part, Matthew

1p, not you,'

7) It was dark when supper was ready, and still no sign of Anne, o

the long bric i up Lover's Lynde, breathless and repentant with a sense

duties. Marilla washed and put away the dishes grimly. Then, wanting a candle to light

oid on Anne's

that generally s

east gable for the o

her down cellar, she went up to the

it, she turned aronnd to see Anne herself lving on the bed, face downw

Lightin,

among the pillows




Appendix B

Analyzed Text with Reduced Format

| B.1 Chapter 1-(1)

#1-2
! mrs. rachel found abundant time at her kitchen window
#1-3
she was sitting there in one afternoon
#1-4
matthew was placidly driving over the hollow
#1-5
mrs, rachel might have given a pretty good guess
#1-6
QQQ,
the worthy woman finally concluded
i;}fzi;}
#1-T

mrs. rachel set out after tea

B.2 Chapter 1-(2)

#1-10

mrs. rachel rapped at the kitchen door smartly
mrs. rachel stepped in the kitchen

#1-11

rachel had fairly cloged the door

rs.
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mrs. rachel had taken mental ¢

vere three plates laid on the table

be expecting someone home with matthew to tea

were evervday dishes

there was only a crabapple preserve on the table,

there was only one kind of cake on the table.

the expected company be an

marilla was a tall woman with angles

marilla was a thin woman without curves.
#1-15

‘e{et_e_

mrs. rachel said.

QQQ.

#1-16

marilla_s lips twitched understandingly
#1-1T

QQQ,

she said.

QOO

#1-18

+| could not have been more astonished i

mrs, r
#1-19
QQQ.
she demanded
#1-20

QQQ,

marilla said.

#1-21
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mrs. rachel felt

QQQ.
marilla returned.

QOO

#1-25

mrs rache] prided herself on always speaking her mind
#1-26

Le[eie

#1-27

|
|
| 2
| QQQ.

#1-29

QO
#1-30
QQQ,
marilla said.
QOQ.
#1-31

mrs. rachel would have liked to stay.

matthew cam w with his imported orphan,




B.3. CHAPTER 3-(1)

B.3 Chapter 3-(1)

they sat down to supper
anne could not eat.

QQaQ,

marilla saic

#3-34

anne sighed.
#3-35

(214(2.

#3-36

QQQ,

marilla responded
#3-37

(eié(_e.

#3-38

QQQ.
#3-39
QQQ

#3-40

QQQ,
miatthew said
#3-41

marilla was wondering,

B.4 Chapter 3-(2)

#3-53

marilla went slowly to the kitchen.




B4. CHAPTER 3-(2

she proceeded
#3-54
QQQ.
she said wrathfully
QQQ
#3-55
QQQ,
matthew said reluctantly
#3-56
QQQ.
#3-57
QOQ.
4358
QQQ.
#3-59
marilla_s astonishment could not have been greater
| #3-60
QQQ.
matthew stammered.
#3-61
QQQ
#3-62
QQQ.
matthew said
#3-63
QQO.
S-64
QOG,
matthew persisted.
QQQ.
#3-65
QQQ
#3-G6

QOO




-
B.5. CHAPTER 7-(1
matthew said
QQQ
#3-67
QOQ,
marilla said shortly
QOO
#3-68
QQQ.
matthew said
QOO
#3-60
matthew went to bed
marilla went to bed
B.5 Chapter 7-(1)
illa retreated to the kitch
she set the candle fir
7-29
QOQ.
B.6 Chapter 8-(2)
| #8-31

Anne set the card

she had brought the jugful of apple blossoms in
she decorated the dinner table

marilla had eved that.

#8-32

QOQ,

she announcec

QQQ




B.6. CHAPTER 8-(2)

L8730

QRQ,

#8-34

QQQ

she demanded.
QQQ

#8306

QQQ

#8-37

QQQ

#8398

QQQ

#8-39

anne looked at marilla

#A-40

QQQ.
fel-41

QQQ.

anne waved the moral
8 44
QQQ
-45

QQQ,

QQQ.
#8-46
QQQ.

#8847
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QQQ.

#5849
QOO

#8-50
QQQ,

anne pleaded

#8-51
QQQ

QOQ,

QQQ.

#8-03
QQQ.
#8-04

B.7 Chapter 18-(1)

#18-3
anne and matthew had the cheerful kitcl

a brightful fire was glowing in the stove

erystals were shining on the window panes,

matthew nodded on the sofa

ied at the table,

» turned her back on the clock shelf

QLY
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#1585

QQQ

QQQ,

QQQ
18T
QQQ,
matthew saic
QOQ.

#18-8

matthew would thought
##18-4

QQQ,

anne complained

QQQ
#18-10
QRQ.
matthew

QQAQ
anne said
#18-12
QQQ,

matthew said

QQQ.
#1814
matthew saic
#18-15
anne reflected
#18-16

QQO.
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#1581

QOO

matthew ach

#18-19

QQQ,

matthew said

#18-20

anne emerged form the cellar
she opened the kitchen door.
diana barry rushed in.
plate, candle and apples crashed together
#18-21

QQ0,

anne eried.

#18-22

QOQ,

diana implored

#18-23

matthew slipped aw
41824

QQQ,

anne said.

QQQ.

#F18-25

QQQ,

di. sobhbed

QOO
#18-26
QOQ.
anne said,
QQQ
#1827

the girls hastened out,




BS. CHAPTER 18-(2)
B.8 Chapter 18-(2)

#18-29

minnie may was really very sick

ay on the kitchen

] 8-30

#1

QL0

#18-32
minnie.may did not take kindly to the ipecac
F#18-33

it was three o'clock
#1834

QQQ.

#18-35

QQQ,

the doctor nodded
#18-36

QQQ

#18-37

anne had gone home

B.9 Chapter 18-(3)

#18-40

anne went to bed

she descended to the kitchen.
#1841

Q0.

anne exclaimed

[S74T8)

#18-42

QQQ
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marilla said,
ilfei\l
#1843
marilla had something
#1804
(el‘!fe.
#18-45
| the warning cemed 1oL necossary
#18-46
| QQQ.
#1847
Q0.
marilla said
QOQ.
#1818
anne came home.
#18-49
QQQ,
she announced
QQQ
#18-50
QOG,
marilla said
418-51
Q00
anne said.

QOQ.

B.10 Chapter 27-(1)

marilla entered the kitchen

the fire blacked out
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QQQ,
matthew said.
Q0.
4976
QOQ,

QOQ.

it was dark
marilla washed the dishes

she went up to the east gable.




Appendix C

Prepared Focus Stack

C.1 Chapter 1-(1)

rachel window

rachel kitchen

kitchen
matthew field
#1-5
matthew.hill
rachel kitchen|
#1-6

rachel kitchen
matthew hill
#1-T

rachel kitchen

matthew hill]

C.2 Chapter 1-(2)

#1-10

[one,yard

|rachel vard

#1-11

marilla, ki

|rachel kitchen|
#1-12
rachel kitchen)

marilla kitchen

marilla kitchen
rachel kitchen
#1-15

marilla kitchen
rachel kitchen
116

rachel kitehen|
marilla kitehen|
#1-17
|marilla,kitehen|
|rachel kitchen|
#1-18

[marilla.kitchen

|rachel kitchen

#1-19

|rachel kitehen|



——
C.3. CHAPTER 3-(1) 172
marilla kitchen #1-31
#1-20 marilla kitchen
rachel kitchen rachel kitchen
[marilla kite #1-32
#1-21 |marilla.kitchen
marilla kitchen] rachel,”
rachel kitchen
# C.3 Chapter 3-(1)
rachel kitchen|
maril
1-23
rachel Kitchen i
marilla kitchen {nnni kitchen
£1.24 matthew kitchen
rachel kitchen| warilla,kitchen]
marilla kitchen -4
marilla kitchen
anne kitchen|
| matthew, kitchen|
#1-26 #3-3
Irachel kitehen |anne kitchen|
|marilla kitchen [marilla kitchen]
| #1-27 matthew kitchen|
‘ [rachel kitchen] #3-36
marilla e kitehen
#1-28 mirillakitehen
marilla kitchen| matthew kitchen|
{rachel kitchen #3-37
#1-20 marilla kitchen|

lla kitchen |anne kitehen]

[rachel kitehen |matthew kitchen|
#1-30 #3-38
rachel kitchen| anne kitchen

marilla,kitchen| marillakitchen




C4. CHAPTER 3-(2) 173
matthew kitchen [marilla, kitehen
#3-39 ]

kitchen marilla kitck

16 n
anne kitchen matthew, kitchen]
matthew kitchen #3-60
#3-40 [marilla kitchen
anne.kitchen [matthew kitchen]
marilla.kitchen il
matthew kitchen matthew kitehen|

marilla kitchen

#3-62
anne kitchen| [marilla kitchen]
marillakitchen| matthew kitchen)
#3-63

C.4 Chapter 3_(2) matthew kitcher
marilla kitchen

]

53 marilla kitchen

anne, bedroc

matthew ktichen|

marilla,bedroon

#3-65
JEss [matthew kitchen
|marilla.kitchen

[matthew kitche:

marilla kitchen 1
matthew kitchen
a6 [matthew kitchen
|matthe [marilla kitchen|
1, kitchen #3-68
|marilla,kitchen|
[marilla kitchen matthew kitchen|
1 #3-69
#3-58 [matthew kitchen

[matthew kitcher mariilakitehen

‘ [matthew, kitcher
|




C.6. CHAPTER 8(2

C.5 Chapter 7-(1)

la.kitchen

C.6 Chapter 8-(2)

marilla.kitchen|

anne kitchen

marilla,kitchen
F#58-39

marilla kitchen|
{nnne kitehen
H#8-40

anne kitchen|

|marilla kit

#8-41

F8-42
marilla kitchen

anne kitchen

#5843

marilla kitchen

+ kitehen

i 8-44

anne kitchen
marilla,kitchen
845

anne
#8-46
marilla kitchen

anne kitchen

kitchen

marilla, kitchen
#8548

marilla kitchen
annekitchen

#58-49

anne kitchen

marilla kitchen
#B-50

marilla kitchen
anne kitchen
e |

anne kitchen
marilla kitchen

#8-52




CHAPTER 18-(1

C.7T Chapter 18-(1)

#18-1

|anme kitchen
[matthew kitchen
#18-5

anne kitchen
matthew,kitchen
#18-6

matthew kitchen

#1587

annekitchen

[matthew kitchen

#]8-8

|anne kitchen

e kitchen

#1810
[anne kitchen
matthew kitchen

#1811

matthew kitchen|

anne kitchen
#158-12
anne kitchen

matthew kitchen

anne kitchen
#18-14

[anne kitchen]
matthew kitchen
#18-15

matthew kitchen
anne kitchen
#1516

anne kitchen

matthew kitchen

matthew kitchen
|nnne kitchen
#1819

anne kitchen
matthew. kitchen
#18-20
[matthew kitchen
annekitchen
#18-21

anne kitchen
diana,kitchen)
(matthew kitchen

#1820




C.9. CHAPTER 158-(3) 176
anne kitchen |anne kitchen|
diana kitchen minnie kitchen
matthew. kitchen #1833
#18-23 {minnie kitchen
diana kitchen] [anne kitchen)

anne kitchen #18-34

[matthew kitchen minnie,kitchen
#1824 anne kitchen
[matthew yard 41835
diana,kite anne kitchen|
anne kitchen minnie,
#1825 [doctor kitchen
janne kitchen #18-36
[matthew yard doctor, kitchen
|diana,kitchen anne kitchen

#18-26 mi chen|

FH18-37
|anne kitchen doctor.kitchen
|matthew vard {anne kitchen
#18-27 minnie.kitchen

|anne kitchen
na,kitchen C.9 Cllﬂpt(‘.’]{' 18—(3)

matthew kitchen

GIE

C.8 Chapter 18-(2) #1841

anne kitchen

marilla kitchen

#158-30 #1842

[minnie, kitchen| |anne kitchen
|anne kitchen |marilla,kitchen]
#1831 #1843

marillackitehen|
minnie kitchen| lanne kitehen]

#18-32 1844




10, CHAPTER 27-(1

hen

anne kitchen

H#18-45 narilla kitchen
marilla,kitchen [matthew kitchen]
annekitchen

#18-46

annekitchen

#18-47

marilla.kitchen
#18-48
Imarilla kitchen]

janne kitchen

[marilla, kitchen
i 18-50

anne kitchen

AT

#18-51

hen

e, kitchen

C.10 Chapter 27-(1)

marillakitchen| |

tthew kite

matthew kitchen|
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