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Abstract 

 

 

Proton transfer reaction with strong couplings of skeletal vibration with reaction coordinate 

often occurs and ab initio molecular dynamics simulations are useful for the analyzing 

mechanisms involved in many-body effects and bond rearrangement. 

MD trajectories have coordinates information, however the geometry information is 

characteristic to each system. In order to translate the coordinates into general electronic 

structures, I applied the valence bond (VB) theory. This theory assumes that all bonds are 

localized bonds formed between two atoms by the donation of an electron from each atom, and 

may be related to geometry information. 

I performed ab initio MD calculation in protonated benzene as model system related in 

many-body effects as strong couplings of skeletal vibration with reaction coordinate, and 

explained the change of electronic states by VB theory. It is found that the sp2 hybridizations on 

adjacent two carbon atoms repel the transferred proton. Moreover I analyzed the reaction cycle 

of dehydrogenation reaction in ammonia borane catalyzed by iron complex. In the same way of 

protonated benzene, sp2 hybridizations tend to release hydrogens and the activation barrier is 

lowerd by providing the enough space to make planar NH2BH2 with a rotation of bulky ligand. 

Examine of proton transfer reactions considering the many-body effects lead to make clear the 

behavior of the number of degrees of freedom around them. 
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Chapter 1 

 

General Introduction 

 

 

Chemical reactions occur on a wide range of timescales. Elementary steps in chemistry, such as 

the dynamical event of a single-bond rearrangement, appear to take place on femtosecond to 

picosecond timescales [1]. One of the advantages of computational chemistry is to be able to 

calculate the energy and structure in each step of reactions. 

Examples of ultrafast chemistry include proton transfer, electron transfer, bond fissions and 

cis-trans isomerizations. Proton occupies a special position as a promoter and mediator in 

various chemical reactions, espetially organic chemistry occurring in solution [2]. In recent 

years, the important substrate water molecules in photosynthesis are identified among the many 

water molecules around Mn4CaO5 cluster in Photosystem II [3]. It revealed what is the route of 

release of protons generating with oxygen in water-splitting reaction. The proton transfer 

reaction path would make it possible to identify the active site of the water-splitting reaction in 

Mn4CaO5 cluster. Proton is just a “mediator” in the system, however, it plays a very important 

part for understanding the main points of the whole reaction mechanism. “Mediators” often play 
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a role in reflectors toward the surrounding environments. Their behaviors are always affected by 

the environments, therefore we can understand about the environments by following them. In 

the same way, to understand the reaction path of proton transfer often leads to find the 

reasonable reaction path in the whole system, since the mechanism of proton transfer reactions 

reflect electronic state around it. Therefore proton transfer is very important as elementary 

processes of various chemical reactions.  

However there are some features that make it difficult to investigate the reaction mechanisms 

for proton transfer. Solvent controls the reaction coordinate and makes the path complicated 

because of hydrogen bonding [4]. Quantum tunneling of hydrogen occurs [5]. Moreover strong 

couplings of skeletal vibration with reaction coordinate are involved in the reaction path [6].  

In the last decades, ab initio molecular dynamics simulations have significantly contributed to 

the improvement of our understanding of mechanism of proton transfer reactions. At the heart 

of the techniques lies the crucial idea of computing the many-body interactions by solving the 

electronic structure problem "on the fly" as the simulation proceeds [7]. From the obtained data 

of trajectories, geometry information is often used to explain the mechanism of the reactions. In 

the case of proton transfer reactions of dioxonium ion (H5O2
+), the barrier height of the proton 

transfer is very high at larger values of the distances between the two oxygen atoms, RO–O ( > 2.5 

Å), whereas it reduces remarkably with smaller values of RO–O (~ 2.4 Å) and vanishes at very 



 3 

small RO–O (< 2.3 Å) [8].	
 The distance between proton and the donor or acceptor atom has 

been used in describing Brønsted acid strength since proton transfer is acid-base reaction. 

However, the geometry information is peculiar to each system. Actually, the mechanisms of 

proton transfer can be practical use to explain the surroundings because they involve the 

information of the number of degrees of freedom. 

Accordingly, I bring the information of electronic states into the trajectories of proton transfer 

reactions with many-body effects obtained by ab initio MD calculations. The theory for 

describing the electronic states is equivalent to the theories of chemical bonding. The theories of 

chemical bonding are mainly represented by valence bond (VB) theory and molecular orbital 

(MO) theory. MO theory provides detailed bonding picture by analyzing the energy and orbitals, 

but it does not give any idea of molecular geometry. The order of the molecular orbitals does not 

conserved with the MD trajectories. What is indicated is the theory corresponded to geometry 

information. For example, Bader’s Atoms in Molecules theory is the tool for bonding analyses 

based on electron density. Thus this theory indirectly involves geometry information. It is 

available for relatively simple molecules, such as planar structure. On the other hand, VB theory 

assumes that all bonds are localized bonds formed between two atoms by the donation of an 

electron from each atom. It is essentially equal to Lewis model. Owing to this, the concept 

originally explains the structure of stable states, but can be corresponded to any other structures. 
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VB theory is also popular to help to find some regulations and predict reaction mechanisms 

because of its simple system. Therefore, VB theory may be useful to convert MD trajectories 

into electronic information. 

In this study, I performed ab initio MD calculation in model system related in many-body 

effects as strong couplings of skeletal vibration with reaction coordinate, and explained the 

change of electronic states by VB theory (Chapter 3). Moreover I analyzed the fundamental 

process of dehydrogenation reaction and referred about the main points of catalytic activity 

while using the analyses (Chapter 4). 
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Chapter 2 

 

Methodology 

 

 

2.1  Ab initio molecular dynamics 

Steps in molecular simulations are as follows: 

1. Give initial coordinates and velocities 

2. Compute forces on each atom from energy expression 

3. Integrate Newton’s equations of motions, and update the coordinates and velocities 

4. Repeat above 1 to 3, and compute structural, dynamical, thermodynamic and statistical 

properties from the obtained trajectories 

At the step 2, ab initio MD methods solve the electronic Schrödinger equation in order to 

determine the forces acting on the atoms. Therefore ab initio MD simulations allow arbitrary 

bond rearrangement. It means that this method does not use fixed model potential but is 

performed “on the fly”, while it can investigate many-body interactions as classical molecular 

dynamics simulation. 

MD trajectory has both coordinates and velocity information. Therefore it is useful for 

understanding the electronic states to analyze by the theory relevant to geometry. 
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2.2  Theories of chemical bonding 

2.2.1   Valence bond theory 

Valence bond (VB) theory has its roots in Gilbert Newton Lewis’s paper, “The Atom and The 

Molecule” [9] in 1916. Lewis model and the valence shell electron pair repulsion rule (VSEPR), 

that assumes that each atom in a molecule will achieve a geometry that minimizes the repulsion 

between electrons in the valence shell of that atom, had been constructed in order to describe the 

molecular structures without quantum mechanics (QM). After the development of QM in 

1925-26 by Heisenberg, Schrödinger, Born and Dirac, Heitler and London came up with the 

idea that resonance and wave functions contributed to chemical bonds, in which they used 

dihydrogen as an example [10]. This theory assumes that all bonds are localized bonds formed 

between two atoms by the donation of an electron from each atom. 

In fact, their theory was equivalent to Lewis’s theory, with the difference of quantum mechanics 

being used. Nonetheless, Heitler and London's theory proved to be successful providing Pauling 

and Slater with the idea of resonance effects and hybridization to represent delocalize electronic 

states. Valence bond theory also involves covalent-ionic superposition and atomic orbital 

overlap to describe chemical bonds. 

 

 



 8 

2.2.2   Molecular orbital theory 

Molecular orbital (MO) theory assumes electrons are not assigned to individual bonds between 

atoms, but are treated as moving under the influence of the nuclei in the whole molecule. It 

utilizes symmetry and group theory, and describes relatively local interaction of orbitals. 

MO theory provides detailed bonding picture by analyzing the energy and orbitals, while it does 

not give any idea of molecular geometry. 

 

 

2.3  Bader’s Atoms in Molecules Theory 

This is the bonding analysis based on electron density. The Bader’s atoms in molecules theory is 

a tool for prediction of the properties and reactivity of molecular structures [11]. The distribution 

function of the electron density ρ(r) is a key concept in the AIM theory. The ρ(r) function can be 

obtained from both the results of quantum chemical calculations and the precision X-ray 

diffraction studies. 

The Hessian matrix of the electron density is as follows: 
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(2.1) 

 

The Laplacian of the electron density is the trace of the Hessian matrix. That is: 

 

𝐷 𝒓CP =

𝜕!𝜌 r
𝜕𝑥′! 0 0

0
𝜕!𝜌 r
𝜕𝑦′! 0

0 0
𝜕!𝜌 r
𝜕𝑧′!

=
𝜆! 0 0
0 𝜆! 0
0 0 𝜆!

. 

 

(2.2) 

 

Bader has shown that the function ρ(r) for a given polyatomic system, as well as many critical 

points (CP) of electron density (the ρ(r) gradient in the critical point is zero) determine 

completely and uniquely the molecular structure of a system. A critical point in ρ(r) is classified 

by the rank ω (the number of nonzero eigenvalues λi) and the signature σ (the algebraic sum of 

the signs of the eigenvalues λi) of the Hessian matrix. For a rank = 3, there are only four possible 

types of critical points: 

(1) critical point (3, –3) means local maximum (λ1, λ2, λ3 < 0) and corresponds to the nuclear 

position in the space; 

(2) critical point (3, –1) means maximum in two directions and minimum in one direction (λ1, λ2 

< 0, λ3 > 0), that is an indicator for the bonding interactions and the type is named in bond 

critical point (BCP); 
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(3) critical point (3, +1) means maximum in one direction and minimum in two directions (λ1 < 

0, λ2, λ3 > 0), which corresponds to the formation of a ring and the type is ring critical point 

(RCP); 

(4) critical point (3, +3) means local minimum (λ1, λ2, λ3 > 0) which corresponds to the 

formation of polyhedral (cellular) structure and the type is cage critical point (CCP). 

The reliability of the number of critical points found in a structure can be checked by the 

Poincaré - Hopf equation: 

 𝑛AP − 𝑛BCP + 𝑛RCP − 𝑛CCP = 1. (2.3) 

In this way, topology of the electron density provides the concepts of atoms, bonds and structure. 

These concepts are applicable not limited to stable structures like Lewis model and VSEPR 

model, but to transition states and any other structures. 

 

 

2.4  Population analyses 

2.4.1   Mulliken population analysis 

Mulliken charges arise from the Mulliken population analysis advocated in 1955 [12]. It is 

based on the linear combination of atomic orbitals and therefore the wave function of the 

molecule. The electrons are partitioned to the atoms based on the nature of the atomic orbitals’ 
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contribution to the molecular wave function. Generally, the total number of electrons in the 

molecule N can be expressed as: 

 𝑁 = 𝜓! 𝑟! 𝜓! 𝑟! 𝑑𝑟!
!"!#$%&'(

!

= 𝑐!"𝜑! 𝑟! 𝑐!"𝜑! 𝑟! 𝑑𝑟!
!,!

!"!#$%&'(

!

= 𝑐!"!
!

+ 𝑐!"𝑐!"𝑆!"
!!!

!"!#$%&'(

!
 

 

 

(2. 4) 

where r and s index the AO basis functions φ, cjr are coefficients of the basis function r in the 

MO j, and S is the overlap matrix defined before. This shows that the total number of electrons 

can be divided into two sums: the first one including only squares of single AO basis function 

(r), and the other one products of two different AO functions (r and s). The first term can be 

thought of as electrons belonging to the particular atom. The second term makes it complicated 

how to divide the shared electrons between the two atoms. 

Mulliken suggested to split the shared density 50:50. Then the electrons associated with the 

atom k are given by: 

 𝑁! = 𝑐!"!
!∈!

+ 𝑐!"𝑐!"𝑆!"
!,!∈!,!!!

!"!#$%&'(

!

+ 𝑐!"𝑐!"𝑆!"
!∈!,!∉!

. 

 

(2. 5) 

It works well for comparing changes in partial charge assignment between two different 

geometries when the same size basis set is used. 

 𝑞! = 𝑍! − 𝑁! (2.6 ) 
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2.4.2   Natural charge 

Natural charge is based on natural bond orbital scheme [13]. It was evolved from around 1980. 

While Mulliken population analysis localizes orbitals based on basis functions, natural bond 

analysis localizes orbitals into three distinct groups: non-bonding natural atomic orbitals 

(NAOs), orbitals involved in bonding and antibonding (NBOs), and Rydberg type orbitals. 

NAO is acquired by block diagonalization of density matrix for angular momenta in each 

atomic orbital. The NAOs and Rydberg type orbitals are made up of basis sets of single atoms 

and the NBOs are a combination of basis set atomic orbitals of two atoms. Based on this model 

of electron partitioning, natural population analysis treats the NBOs as the Mulliken method 

treats all the orbitals. This scheme makes it possible to estimate donor-acceptor (bond-antibond) 

interactions [14]. 

This method differentiates between the orbitals that will overlap to form a bond and those that 

are too near the core of an atom to be involved in bonding. This leads convergence of atomic 

partial charge to a stable value as the basis set size is increased. 
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Chapter 3 

 

Proton transfer in protonated benzene 

 

 

3.1  Electronic characterics of protonated benzene 

As is shown in an example of strong coupling of skeletal vibration with reaction coordinate, I 

focused on protonated benzene (C6H7
+) and investigated on the mechanism of intramolecular 

proton transfer. The protonated benzene has been previously studied as an intermediate species 

in various electrophilic aromatic substitution reactions. According to such previous 

studies[15][16], the σ-complex represents the global minimum along the calculated C6H7
+ 

potential (Figure 3.1(a)). The bridged structure (Figure 3.1(b)) is predicted to be the lowest 

transition state for proton migration between equivalent sigma complexes, with an activation 

barrier of Ea = 6.2 ~ 10.4 kcal mol-1. When an additional proton is attached to a given carbon 

atom on the benzene ring, that carbon having two protons will generate sp3 hybrid orbitals, 

while the other carbons,  each having only one proton, will have sp2 hybrid orbitals. Therefore, 

the proton transfer reaction should occur in conjection with a change in the hybridization of 

carbon atoms.   
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(a) (b) 

Figure 3.1::  Stable structure (a) and transition state structure in intramolecular proton transfer (b) of 
protonated benzene 
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3.2  Calculation methods 

I initially examined the energetics to see the outline of proton transfer in protonated benzene by 

quantum chemistry calculations. The first step was asurvey of the activation energies on the 

potential surface using the second order Moller-Plesset perturbation theory (MP2) [17]–[22] and 

the density functional theory [23][24][25] with B3LYP functional (B3LYP) [26][27] with 

3-21G, 6-31G(d) and 6-31G(d, p) basis sets. The calculated activation energies are summarized 

in Table 1. The activation energy obtained using the MP2/ 6-31G(d, p) was 7.86 kcal/mol, 

which is consistent with range of values from 6.2 to 10.4 kcal/mol determined experimentally 

[16][28]. For this reason, the MP2 method together with the 6-31G(d, p) basis set was used 

through the remainder of the study. 

In order to examine the coupling between proton transfer and the hybridization of carbon atoms, 

all degrees of freedom must be treated equally. As such, I performed the ab initio molecular 

dynamics calculations [29] to examine the mechanism of proton transfer reaction in protonated 

benzene. The potential derivatives were obtained by employing the GAMESS software 

package[30]. And the Gear predictor-corrector method [31] was used to integrate the nuclear 

equations of motion, applying an integration time step of 0.2 fs. 

The initial conditions for sampled trajectories were chosen as follows. As shown in Figure 

3.1(a), there are two sp3 protons in protonated benzene, one of which was labeled H(7). I 
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initially sampled the position of H(7), rinitial,H(7), at random around the optimized position of each 

atom, ropt,H(7), maintaining the value of | rinitial,H(7) - ropt,H(7) | below 0.5 Å. In addition, the position of 

the other atom, rinitial was randomly sampled around the optimized position of each atom, ropt 

keeping | rinitial - ropt | below 0.2 Å. In this manner, a total of 284 initial structures were selected, 

after which each trajectory was integrated, applying zero initial momenta. After running the 

trajectories for 10 fs, I reset the total energy while maintaining zero total angular momentum. 

The momenta were scaled to attain a total energy of E = 3.765 eV for the optimized structure, a 

value that is 0.5 eV higher than the zero point vibrational energy of the system. I used these 

positions and momenta as the initial conditions for the trajectories. Each trajectory calculated 

was run over 500 fs and the ensemble of sampled trajectories contained a total 700 proton 

transfers. 
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Table 3.1::  Effects of calculation method on activation energy (kcal mol-1) 

  3-21G 6-31G(d) 6-31G(d,p) 
B3LYP 18.34 13.97 12.99 

MP2 16.42 9.372 7.863 
 

 

 

 

Figure 3.2::  Labels of the atoms 
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3.3  Lifetime distribution 

The time-scale of proton transfers was initially examined. The relative coordinates specifying 

the position of a proton, H, in between the two carbon atoms, C(1) and C(2), may be defined as 

 𝛾 = 𝑅C 1 -­‐H cos𝜃HCC /𝑅C 1 -­‐C(2) (3.1) 

where RC(1)-C(2) and RC(1)-H are the distances between C(1) and C(2), and C(1) and H, respectively, 

and θHCC is the H-C(1)-C(2) angle. A value of the relative coordinate, γ, of less than 0.5 

indicates that the proton is located nearer the C(1) than the C(2) atom. As such, I defined the 

proton transfer transition time during each trajectory as occurring at the moment at which γ = 

0.5. The time lag between the proton transfer reactions, equal to the lifetime of each stable 

protonated benzene structure, was first examined. Figure 3.3 presents the lifetime distribution 

obtained from ab initio molecular dynamics calculations. Based on a statistical assumption, the 

distribution of the lifetime may be derived as follows [32] 

 𝑃 𝑡 = 𝐴exp −𝑘 𝐸 𝑡  (3.2) 

where P(t) is the probability of a given lifetime, t , A is a constant, and k(E) is the rate constant 

that varies with the total energy, E. Based on the RRK theory, the reaction rate may be estimated 

as 

 𝑘 𝐸 = 𝜈
𝐸 − 𝐸!
𝐸

!!!

 (3.3) 

where ν is the frequency along the reaction coordinate, E0 is the activation energy and s is the 
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degrees of freedom [33][34]. According to Equation (3.2), a log plot of P(t) should generate a 

linear relationship, as indicated by the red line in Figure 3.3. It is evident that, at times longer 

than 75 fs, the plot of P(t) is indeed almost linear. However, the dynamically calculated lifetime 

distribution contains a large number of short lifetime trajectories at t < 50 fs, which is not in 

agreement with the hypothetical statistical outcome. 

One possible reason for the large number of short lifetime trajectories is the phenomenon of  

“direct trajectories” [35]. A direct trajectory is one that crosses the transition state just after the 

onset of sampling. These trajectories do not interact strongly with the other modes of the system 

and it is known that they may lead to non-RRKM characteristics in the lifetime distribution. To 

remove the effects of the direct trajectories from the lifetime distribution, I started sampling just 

after initial occurrence of γ = 0.5, as shown by dotted line in Figure 3.3. However, even when 

the effects of direct trajectories are excluded, the lifetime distribution still contains a significant 

quantity of values at short times, demonstraiting that the large number of short lifetime proton 

transfers cannot be explained by the presence of direct trajectories. 
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Figure 3.3::  Lifetime distribution. Red line shows approximate slope based on RRK theory. 
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3.4  Definition of relative coordinate of proton in trajectories 

To determine the cause of the large quantity of short lifetime trajectories, I subsequently 

analyzed a typical example trajectory. Here, I first define new relative coordinates, α(i) and β(i), 

for each hydrogen atom H(i), to examine the motion of hydrogen atoms along the trajectories as 

follows (Figure 3.2). 

I initially assume that the hydrogen atom, H(i), is located between two carbon atoms: C(j) and 

C(j+1). The center of gravity of the six membered ring is set to G, and the vector GH’(i) is 

defined as a projection of the GH(i) vector on a plane containing three points: G, C(j), and 

C(j+1). The GH’(i) vector is thus located just between GC(j) and GC(j+1) vectors. The relative 

coordinate, α(i), is defined as 

 𝛼 𝑖 =
∠C 𝑗 GH' 𝑖

∠C 𝑗 GC 𝑗 + 1  (3.4) 

where ∠C(j)GC(j+1) and ∠C(j)GH’(i) are the angles between lines C(j)G and GC(j+1), and 

C(j)G and GH’(i), respectively. The relative coordinate, α(i), is almost 0 when H(i) is located 

near C(j), while α(i) is almost 1 when H(i) is located near C(j+1). A value of 0.5 for this therm 

indicates that the hydrogen atom H(i) is at the center point between C(j) and C(j+1). I may also 

define the angle, β(i), corresponding to the position of hydrogen atom H(i) perpendicular to the 

benzene ring as 
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 𝛽 𝑖 = ∠H 𝑖 GH' 𝑖 . (3.5) 

When H(i) is presented in the plane containing the three point G, C(j), and C(j+1), β(i) is 0°. 

The values of β(1) and β(7) in the stable structure of protonated benzene given in Figure 3.1(a) 

are -21.7 and 21.7°, severally. 

The α(i) values for each hydrogen atom, H(i), along a sample trajectory are summarized in 

Figure 3.4(a) as functions of time. In order to show all α(i) in the same graph, I plotted α(i) + ( j 

- 1) for six carbon atoms, C(1) –C(6). In the initial structure, the H(7) and H(1) atoms are both 

located on the same carbon atom, C(1). The solid thick line shows the value of α(7) 

corresponding to the position of hydrogen H(7), while the dotted line represents the motion of 

H(1). The solid line demonstrates that H(7), transfers from C(1) in the direction of C(2) at t = 

37.0 fs, although it is subsequently trapped between C(1) and C(2) until t = 60.2 fs. During this 

period, H(7) frequently transfers or vibrates between C(1) and C(2). H(7) passes through an 

equidistant position atα(7) = 0.5 several times and the proton transfer takes place a total of four 

times throughout this period. Following this, H(7) once again returns to C(1) and then moves 

back to C(2) again, and is once more trapped between the two carbons over the time span of 115 

to 150 fs. In this period, the proton transfer once again occurs four times and eventually H(7) 

moves to C(2) for a fifth time at 169.0 fs, atwhich point H(2) and H(7) are attached to the same 

carbon atom, C(2). The H(2) atom, as indicated by the dashed-dotted line, is located in the 
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vicinity of C(2) together with the hydrogen atom H(7) for some time, after which H(7) forces 

H(2) in the direction of C(3) at 391.6 fs, such that C(3) has two hydrogen atom H(2) and H(3) at 

t values above 392.0 fs. The other five hydrogen atoms represented by the black and gray lines, 

vibrate around the attached carbon atoms without undergoing transfer. 

The relative β(i) coordinates of each hydrogen atom, i, along the same trajectory are also shown 

in Figure 3.4(b). The thick solid line shows the β(7) values for the angle between hydrogen H(7) 

and the six membered ring, while the dotted line indicates β(1). In the initial structure, β(1) and 

β(7) are approximately -20 and 20°, respectively. At t = 30 fs, β(1) decreases and start to 

oscillate at approximately 0°, following which H(1) and H(2) are located in the same plane of 

the six membered ring. Over the same period, β(7) oscillates around a value of 30° until proton 

transfer takes place. In this time range, H(7) can locate at neither C(1) nor C(2). At 

approximately t = 200 fs, β(2) starts to slowly oscillate between 0 and -30°. Simultaneously, 

β(7) starts to slowly oscillate until the proton transfer from C(2) to C(3) takes place at 

approximately t = 400. Following this, β(3) starts to slowly oscillate together with β(2). During 

this stage, β(7) starts to oscillate between -10 to 10°, such that H(7) is almost completely 

contained in the plane of the six membered ring. 
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Figure 3.4::  Relative coordinate through an example of trajectory. Index i points to the number of 

each atom. 
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3.5  Electronic states of the carbon atoms 

I next examined the statistical distribution of β(i) for all hydrogen atoms (i = 1, …, 7) only at the 

moment of proton transfers, as shown in Figure 3.5. The sharp peak at approximately β = 0° 

corresponds to location of the hydrogen atoms almost exclusively on the six membered ring, 

while the two small peaks in the vicinities of β = ±40° correspond to the transition state structure 

associate with proton transfer. At the moment of the proton transfer, the other six hydrogen 

atoms locate on the six membered ring and therefore there is no peak that corresponds to the 

stable position of sp3 protons (around β = ±20°) and the distribution is divided into three parts. 

The peak at a β value of approximately 40° is larger than the peak at -40° because of the 

anti-symmetry of the initial conditions of the trajectories. 

As noted, carbon atoms must change their orbital hybridization during proton transfers 

explained based on VB theory. As an example, in the initial structure, C(1) has sp3 hybrid 

orbitals while the remaining carbons have sp2 hybrid orbitals. The move of H(7) from C(1) to 

C(2) forces C(2) to generate sp3 hybrid orbitals and C(1) to change from sp3 to sp2 hybridization. 

In this manner, the carbon hybridizations reflect the position of the hydrogen atom. The peak at 

a β position of approximately 0° corresponds to sp2 hybridization, while the other values are 

assigned to sp3 hybrid orbitals. Here, I may roughly fit the peak at which β is approximately 0° 

with a normal distribution having a mean, μ, of -1.25 and a standard deviation, σ, of 4.40. The 
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resulting normal distribution is indicated by the red line in Figure 3.5. In this work, I assume that 

a carbon atom has formed sp2 hybrid orbitals when the following holdstrue: 

 𝜇 − 2𝜎 ≤ 𝛽 ≤ 𝜇 + 2𝜎  . (3.5) 
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Figure 3.5::  Histogram of β with the fitting line by standard distribution. 
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3.6  Electronic states for non-statistical lifetime distribution 

Based on the above discussions, the relative coordinate, β, can be used to judge the electronic 

states of carbon atoms, specifically whether they possess sp2 or sp3 hybrid orbitals. The 

histogram of α(i) values for the transferred proton is presented in Figure 3.6. As noted above, 

α(i) values of approximately 1 or 0 indicates that the proton is located on the carbon atom. 

Figure 3.6 shows that the proton usually locates near carbon atoms. It is interesting to note that 

these data indicates that the contribution at an α(i) value of 0.5 is rather large. This figure 

therefore demonstrates that there are many trajectories for which the proton becomes trapped in 

the transition state region. 

To analyze the nature of the short lifetime proton transfer, I also examined the hybridization of 

proton donor and acceptor carbon atoms. There are four possible combinations of hybridization 

of two carbon atoms: (sp3, sp3), (sp3, sp2), (sp2, sp2) and (sp2, sp3). In this notation, the first and 

second hybridization indicate the electronic structures of the donor and acceptor carbons, 

respectively. The histogram in Figure 3.6 is divided into the 4 cases and these are further 

represented in Figures 3.7(a) – (d), showing (sp3, sp2), (sp2, sp2), (sp3, sp3), and (sp2, sp3) in panels 

(a), (b), (c) and (d), respectively. The most frequent combination is seen to be (sp3, sp2) in Figure 

3. 7(a). 

Here I focus on the significant case of (sp2, sp3) hybridization, as shown in Figure 3.7 (b), which 
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shows a wide range of α. It is evident that there are numerous components at anαvalue of 

approximately 0.5, in contrast to Figures 7(a), (c) and (d). I consider that these plots include the 

effects of proton-trapped states lasting for tens of femtoseconds. That is, the transferred proton is 

trapped and oscillates in the transition state because both adjascent carbon atoms form sp2 

hybrid orbitals and thus the proton can locate on neither atom. Such electronic states occurring 

in the dynamic process could cause the non-statistical lifetime distributions found for the proton 

transfer reaction. 
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Figure 3.6::  Histogram for relative coordinate α from transferred proton in all trajectories 

 

Figure 3.7::   Histogram for relative coordinate α from transferred proton in all trajectories, divided 

into (a)(sp3, sp2), (b)(sp2, sp2), (c)(sp3, sp3), and (d)(sp2, sp3) by Equation (3.5) 
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3.7  Conclusions 

I analyzed the mechanism of the proton transfer reaction in protonated benzene using ab intio 

molecular dynamics simulations. The lifetime distribution calculated from the trajectories 

exhibits non-statistical behavior, since it includes a large number of short lifetime trajectories. In 

order to investigate the nature of these short lifetime trajectories, I introduced the concept of a 

relative coordinate, α, and a vertical direction, β. Using these coordinates, I found that both 

carbon atoms adjascent to the transferred proton form sp2 hybrid orbitals during the exchange 

and that the transferred proton is trapped and oscillates between the two carbon atoms for a 

period of several several dozen femtoseconds. The proton is therefore held between the two 

carbons, leading to the frequent appearance of short lifetime reactions. The remarkable 

phenomenon is believed to be a common occurrence associated with proton transfer reactions 

accompanied by changes in orbital hybridization. 
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Chapter 4 

 

Ammonia borane dehydrogenation 

 

 

4.1  Ammonia borane dehydrogenation reaction for H2 storage 

Ammonia borane (AB = NH3BH3), a molecule first prepared by Shore and Parry in 1955 [36], 

has been studied extensively in recent years, chiefly due to its potential to be utilize as a 

chemical hydrogen-storage material. Although releasing H2 from AB takes place thermally 

without a catalyst, high temperatures and slow reaction rates are the main drawbacks to use of 

AB as a carrier for hydrogen. In contrast, metal-catalyzed release of H2 from AB could operate 

at a lower temperature and produce H2 at a much faster rate. Furthermore the extent of H2 

released could be higher in a metal-catalyzed process, owing to the high gravimetric capacity of 

hydrogen in AB (19.6 wt %). Driven by these benefits, sufficient efforts have been made to 

develop catalytic systems for AB dehydrogenation. 

The first transition metal catalyst for the dehydrogenation of AB, (POCOP)Ir(H)2 (POCOP = 

[h3-1,3-(OPtBu2)2C6H3]), was reported in 2006 by Goldberg et al [37]. Since effective 

homogeneous catalysts for alkane dehydrogenation had been reported and amineboranes are 
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isoelectronic with alkanes, they conceived the application of such complexes to the problem of 

amineborane dehydrogenation. 

As the by-product (BN)n generated by 3 equiv. of H2 released is insoluble and inactive, it is not 

suitable for regenerating the reactant AB. Baker et al. described that there needs to be controlled 

the two fundamental reaction pathways shown in Scheme 4.1 for the effective catalysts for AB 

dehydrogenation [38]. In some cases, insoluble (NH2BH2)n is generated with rapid release of a 

single equiv of H2 (lower pathway, Scheme 4.1). Several catalysts, however, can release greater 

than 2 equiv of H2 per molecule of AB [39]–[42]. For the large amounts of dehydrogenation, 

trapping of AB in the form of Cy2BNH2 (Cy = cyclohexyl) is suggested to release efficient of 

NH2BH2 (upper pathway, Scheme 4.1), which affords borazine and polyboradilene. Moreover, 

polyboradilene can regenerate AB nearly quantitatively by 24 h treatment with hydrazine 

(N2H4) in liquid ammonia at 40℃ [43]. 

These dehydrogenation catalysts often involve trace metal. Therefore, iron-based catalytic 

systems would be even more desirable because iron is relatively inexpensive and the most 

abundant transition metal. In recent study by Bhattacharya et al, a series of iron bis(phosphinite) 

pincer complexes are found to catalyze dehydrogenation of AB [44]. The complexes, 

[2,6-(iPr2PO)2C6H3]Fe(PMe2R)2H (R = Me, shown in Figure 4.1(a); R = Ph, (b)) and 

[2,6-(iPr2PO)2-4-(MeO)C6H2]Fe(PMe2Ph)2H (c) can afford to release 2.3-2.5 equiv of H2 per AB 
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in 24 h. Among the three catalysts, the complex given in Figure 4.1 (c) exhibits the highest 

activity, followed in order by (b) and (a). The proposed catalytic cycle is shown in Scheme 4.2. 

The rate-determining step involves breaking the N-H and B-H bonds of AB, which results in the 

protonation of ipso carbon and the transfer of a hydride ligand from boron to iron. Alternative 

mechanisms without the protonation of the ipso carbon seem to be less likely. 

In this study, I verify the proposed reaction cycle and determine the cause of the difference of 

the catalytic activity by examining the influences of ligands. 
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Scheme 4.1::  Reaction pathways lead to different AB dehydrogenation products 

 

 

(a) 

 

(b) 

 

(c) 

 
Figure 4.1::  Iron POCOP-pincer complexes 

 

 

Figure 4.2::  Amount of H2 released from AB (1.0 M solution in 1:4 THF /diglyme) at 60 ℃ with or 

without an iron catalyst (5 mol %)[44]. The legends 1, 2 and 3 correspond to (a), (b) and (c) in Figure 4.1, 

respectively. 
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Scheme 4.2::  Catalytic cycle for the dehydrogenation of AB catalyzed by (c) proposed in ref [44]. 
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4.2  Calculation methods 

I optimized all the molecular geometries by using the hybrid meta exchange-correlation M06 

methods [45]–[47], which is able to describe noncovalent interactions. These calculations were 

performed with tight convergence criteria and pruned fine grids. The effective core potentials 

(ECPs) of Hay and Wadt with double-ζ valence basis sets (LanL2DZ) were applied to describe 

the iron [48][49]. Moreover polarization functions were added for Fe (ζf = 2.462) [50][51]. The 

6-31G(d,p) basis set was used for all the other atoms, C, H, B, N, O and P. Frequency of each 

geometry were calculated to verify all stationary points and transition states, while to provide 

Gibbs free energies at 298.15 K. All calculations were performed using the Gaussian 09 

software package [63]. 

To replace the large isopropyl groups with more small substituents in the POCOP-pincer 

ligands of each species, I compared the Mulliken charges [52] and natural charges [13] of Fe 

and four P atoms in the test system in Figure 4.3 that of R substituents replaced with H, methyl 

group, and originally isopropyl group. As shown in Table 4.1 and 4.2, both Mulliken and 

natural charges of R = Me compounds are close value to those of R = iPr compounds. Therefore 

I replace the isopropyl groups to methyl groups in all the compounds in this study. 

The series of complexes given in Figure 4.1 (a) to (c) which isopropyl groups replaced to 

methyl groups refer to A, B and C respectively. 
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Figure 4.3::  Labels of atoms in test system 

 

 

 

Table 4.1:  Mulliken charge of iron and phosphorus 

  Fe P1 P2 P3 P4 
R = H -1.6931 0.7163 0.8706 0.8815 0.6815 

R = Me -1.9184 0.7384 1.1023 1.0869 0.7516 
R = iPr -2.1066 0.7685 1.2176 1.2029 0.8168 

 

Table 4.2:  Natural charge of iron and phosphorus 

  Fe P1 P2 P3 P4 
R = H -2.1817 1.3703 1.1648 1.1711 1.3533 

R = Me -2.1225 1.3643 1.7126 1.7086 1.3475 
R = iPr -2.0388 1.3488 1.7143 1.6859 1.3272 
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4.3  Electronic states and influence of the phenyl group 

The rotation of PMe3 and PMe2Ph ligands highly effects on the potential energy. In order to 

optimize the each step of most stable structures, I scanned the potential energy curves of 

structure 2, 3 and 5 described by the torsion angle θ(H-Fe-P1-C1) by 10-degree interval for each 

torsion while the other degrees of freedom were optimized (Figure 4.5-4.7). As is shown in 

Figure 4.4, H is the hydride on iron atom, and C1 is the carbon in phenyl group and next to the 

phosphine atom. Since the PMe3 and PMe2Ph substituents have C-3 and C-2 axes of symmetry 

each other, only from 0 to 120 degree of the A and from 0 to 180 degree of the B and C were 

calculated and reflected the values from the bigger angle to 360 degree. All the energy were 

relative to the structure of θ(H-Fe-P1-C1) = 0. 

The torsion angles θ(H-Fe-P1-C1) in the minimum energy conformations of A-2 are 60, 180 

and 300 degrees because of its C3 symmetry. Similarly, θ(H-Fe-P1-C1) of 60 and 120 degrees 

provide minimum energy in the case of B-2, 300 degree in C-2, 0, 60, 180 and 300 degrees in 

A-3 (very small energy differences), 120 and 240 degrees in B-3, 240 degree in C-3, 0, 120 and 

240 degrees in A-5, 120 and 240 degrees in B-5, and 240 degree in C-5. Regardless of the 

substituents, the species of compounds 2 and 5 make the same torsion angle correspond to the 

minimum energy, while A-3 has different values from B-3 and C-3. Furthermore, the same 

angle of 3 and 5 in complex B and C were formed in the minimum energy, conformations. 
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Therefore the transition states, B-4 and C-4, are presumed that the structure 4 forms the 

minimum energy structure at the same angle each other. Then, the initial state of the 4 were set 

to θ(H-Fe-P1-C1) =240 degree. 

On the other hand, compounds C have methoxy (OMe) group on the para position of the 

POCOP phenyl ring. In the same way as finding the most stable state of OMe, I scanned the 

potential energy curves of C-2, C-3 and C-5 described by the torsion angle φ(C8-C9-O-C10) by 

10-degree interval for each torsion while the other degrees of freedom were optimized. As 

shown in Figure 4.8, C-2 and C-5 form 0 degree of φ(C8-C9-O-C10) and C-3 forms -10 degree 

at the minimum energy, while the difference is slight. 
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Figure 4.4::  Example of labels on atoms in C-1 structure 
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Figure 4.5::  Effect of torsion angle θ(H-Fe-P1-C1) on the energy of structure 2 of (a) complex A, 

(b) complex B and (c) complex C. All the energies are relative to θ(H-Fe-P1-C1) = 0. 

 

  



 46 

 

 

 

  

 

Figure 4.6::  Effect of torsion angle θ(H-Fe-P1-C1) on the energy of structure 3 of (a) complex A, 

(b) complex B and (c) complex C. All the energies are relative to θ(H-Fe-P1-C1) = 0. 
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Figure 4.7::  Effect of torsion angle θ(H-Fe-P1-C1) on the energy of structure 5 of (a) complex A, 
(b) complex B and (c) complex C. All the energies are relative to θ(H-Fe-P1-C1) = 0. 
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Figure 4.8::  Effect of torsion angle φ(C8-C9-O-C10) on the energy of structure of (a) C-2, (b) C-3 

and (c) C-5. All the energies are relative to φ(C8-C9-O-C10) = 0. 
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4.4  Energy profiles of the reaction cycle 

The Gibbs energies (ΔG) based on M06 energies with Gibbs energy corrections (at 298.15 K) 

and solvation corrections is shown in Figure 4.9. The polarizable continuum model (PCM) was 

used for solvation effect [53]–[55]. In this model, the solvent is specified by its dielectric 

constant. THF-d8/ diglyme was used in the experiments by Bhattacharya et al. On the other hand, 

the dielectric constants of diglyme is approximately equal to that of THF (diglyme: 7.20~7.58, 

THF: 7.58) [56]. Therefore THF is specified for my PCM calculation. 

In consideration of the result of the effect of trimethylphosphine (PMe3) and 

dimethylphenylphosphine (PMe2Ph) torsion on the energy, the global minimum conformations 

of 2, 3 and 5 are found. 5 has the global minimum at almost the same angle with 3. This result 

suggests that the transition state 4 also forms the same angle with 3 and 5. 

Shown in Figure 4.9, the rate-determining step in A is hydride and proton transfer (from 3 to 5), 

while the activation energies in B and C are not so high. It corresponds to the experimental 

results of dehydrogenation activities [44]. As seen the process of the hydride and proton transfer 

reaction, the activation barrier for the reaction is lowered by PMe2Ph ligand in comparison with 

PMe3 ligand. The reason is explained in section 4.5. The intermediates 5, after NH2BH2 released, 

are not the proposed ipso carbon protonation structure but dihydrogen complexes [57]. 

On the other hand, I scanned the potential energy curves of structure A-1, B-1 and C-1 
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described by the atomic distance r(Fe-P4) by 0.2 Å interval from the each stable structure while 

the other degrees of freedom were fixed (Figure 4.10). It shows that there is no barrier in the 

release process of PMe3 or PMe2Ph substituents opposite to hydride (from the structure 1 to 2) in 

each complex. Although the energy difference is bigger than the activation energy in B and C 

complexes each other, it is not related the catalytic cycle if once the substituents are released.  

The difference of Gibbs free energies between NH3BH3 and sum of NH2BH2 and H2 is -6.27 

kcal mol-1. It is assumed that the dehydrogenation of ammonia borane is exothermic reaction. 
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Figure 4.9::  Potential energy profile of the dehydrogenation of AB catalyzed by POCOP-pincer Fe 
complexes.  
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Figure 4.10::  Effect of atomic distance r(Fe-P4) on the energy of structure of (a) A-1 (b) B-1 and (c) 

C-1. All the energies are relative to each stable state. 
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4.5  Reactivity difference among the PMe3 and PMe2Ph groups 

I calculated the natural charge of each methyl and phenyl group and represented in Table 4.3. 

For example, Me1 is methyl group including C1 in Figure 4.12 (as for other substituents of 

same labels). Compared with the values of A-4, the phenyl group in B-4 has large amount of 

electron. Since all the substituents have negative charge, repulsive forces are generated among 

themselves. 

The repulsion between Ph1 and Me4, instead of isopropyl group in my calculation, is reflected 

the relative coordinate. According to the interatomic distance in Table 4.4, the distance between 

the boron atom in NH3BH3 and C4 included in Me4 is 3.875 Å in B-4 whereas 3.800 Å in A-4. 

The distance Fe-P2 is also extended in B-4. Consequently, PMe2Ph group expands space 

capable of being attached by NH3BH3. 

Here I confirm the dehydrogenation mechanism of AB. NH3BH3 and NH2BH2 are isoelectronic 

with CH3CH3 and CH2CH2 each other. The optimized structure of AB and NH2BH2 are shown 

in Figure 4.11. In the case of ethane, sp3 to sp2 transformation is occurred with the release of H2 

and ethene is generated. Similarly, H2 elimination from AB causes the change of hybridization 

from sp3 to sp2, and boron-nitrogen bonding becomes like a double bond. By the way, I 

explained that sp2 hybrid orbital formed in carbon atoms rejects transferred proton in Chapter 3. 

In other words, the more capable of being sp2 hybrid orbital of B-N bond, the more released 
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proton. Larger space around AB would make NH2BH2 possible to be planar structure and lower 

the activation barrier of dehydrogenation. Therefore PMe2Ph instead of PMe3 on Fe enhances 

catalytic activity. 

Moreover the torsion angle of 2 in the global minimum structure is different from that of 3 and 5 

as mentioned in the section 4.3. It can be regarded that each structure of 4 forms almost the 

same torsion angle with 3 and 5. As plotted the relative energy and boron-nitrogen bond length 

r(B-N) of A-3 and B-3 against torsion angle θ(H-Fe-P1-C1) in Figure 4.13 and 4.14, the 

potential energy becomes minimum when the B-N bond is almost shortest. Therefore PMe2Ph 

ligand rotates in the process from the structure 2 to 3, while the distance r(B-N) is shortened. 

The boron and nitrogen form sp2 hybridization, and they can release proton and hydride.  
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           (a)    (b) 

Figure 4.11::  Optimized structure of (a) NH3BH3 and (b) NH2BH2 obtained in the M06/6-31G(d,p) 
calculation 

 

 

(a) 

 

(b) 

 
Figure 4.12::  Labels of atoms in (a) A-4 and (b) B-4 structures 
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Table 4.3:  Natural charge of methyl and phenyl groups 

 
A-4 B-4 

Me1 (Ph1) -0.2753 -0.3226 
Me2 -0.2803 -0.2731 
Me3 -0.2560 -0.2577 
Me4 -0.2802 -0.2714 
Me5 -0.2857 -0.2844 
Me6 -0.2981 -0.2926 
Me7 -0.2801 -0.2795 

 

 

Table 4.4:  Interatomic distances (Å) 

 
A-4 B-4 

B-C4 3.800 3.875 
Fe-P1 2.186 2.195 
Fe-P2 2.149 2.164 
Fe-P3 2.130 2.135 
Fe-H 1.727 1.732 
H-B 1.270 1.245 
Fe-B 2.810 2.806 
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Figure 4.13::  Relative energy (a) and boron-nitrogen bond length (b) of trimethylphosphine rotation in A-3 in 

the range of the torsion angle from 0 to 360° 
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Figure 4.14::  Relative energy (a) and  boron-nitrogen bond length (b) of dimethylphenylphosphine rotation in 

B-3 in the range of the torsion angle from 0 to 360° 
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4.6  Electron-donating by the OMe group 

The difference between B and C is the existence of the p-methoxy group on the POCOP phenyl 

group. From the energy diagram given in Figure 4.9, the methoxy group stabilizes particularly 

structure C-3 and C-4.  

Generally, it is known that methoxy group on aromatic compounds exhibits electron donation 

properties because of the donor-acceptor (resonance) interactions of the lone electron pairs of 

the O atom with the antibonding π* orbitals of the benzene ring shown in Scheme 4.3 [58]. The 

both key steps, PMe2Ph elimination (from 1 to 2) and the hydride and proton transport (from 3 

to 5) would be favorable by electron supplied to iron. Therefore methoxy group promotes the 

reaction process.  

 

 

 

Scheme 4.3::  Electronic resonance interaction on methoxy group 
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4.7  Conclusions 

The dehydrogenation mechanisms of the ammonia borane (NH3BH3, AB) molecule with Fe 

POCOP-pincer catalysts have been investigated through DFT calculations. By the energy 

diagram calculation, it was revealed that the rate-determining step in A is hydride and proton 

transfer, while that in B and C does not take high energy in the proton and hydride transfer. By 

addition of AB to 2, PMe2Ph group is rotated. The negative bulky PMe2Ph ligand repels 

neighbor methyl group, then it causes AB easy to form hybridization from staggered conformer 

to planar NH2BH2 by released proton and hydride. Due to the rotation of PMe2Ph group, the 

B-N bonding would be shorter and it stabilizes the complex. At the same moment, NH2BH2 is 

liable to eliminate. It is equal to hydride and proton transport to the catalyst. In this way, the 

intermediates and transition states of B and C in hydride and proton transfer reaction is 

stabilized and the activation barriers would be lower. 

On the other hand, the p-methoxy group on aromatic ring is electron-donating group because of 

the resonance interactions of the lone pairs of the oxygen atom with the antibonding π* orbitals 

of the aromatic ring. The interactions by the methoxy group more stabilize the each compound 

of C, including C-2 which forms the highest potential barrier. 
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Chapter 5 

 

Discussion 

 

 

VB theory assumes that all bonds are localized bonds formed between two atoms by the 

donation of an electron from each atom. It corresponds to geometry, therefore can explain the 

electronic states and bonding for whatever stable states.  

In the similar manner of Bader’s Atoms in Molecules theory, that defines the bonding based on 

electron density, I set sp2 and sp3 hybridization from MD trajectories by VB theory, and 

examined the relationship between the change of hybridization and intramolecular proton 

transfer in protonated benzene. In this molecule, I elucidated that the reaction path is controlled 

by the transformation between sp3 and sp2 hybridization of carbon atoms and adjacent two sp2 

hybrid orbitals do not allow the proton to make a bond with them. In the case of the proton 

transfer in dioxonium ion mentioned in chapter 1, the barrier height is dependent on the oxygen- 

oxygen distance. The activation energy in protonated benzene is not so much determined by the 

carbon-carbon distances as the hydrogen vibrational modes perpendicular to benzene ring, 

which are closely related to the hybridization of carbons. 
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These phenomena are said to enhance the tunnel effect together with the quantum effect of 

hydrogen. They appeared in the lifetime distribution as short lifetime reactions. 

Protonated benzene has carbon-carbon bonds, while ammonia borane has boron-nitrogen bond. 

Ammonia borane is isoelectronic with ethane, hence boron-nitrogen bond also transforms with 

H2 released in the same way of dehydrogenation in ethane. When the transformation of 

hybridization occurs, sp2 hybridizations on boron and nitrogen are expected to repel and release 

the hydrogens. For this reason, the activation barrier of proton transfer may be lowered by the 

sp2 hybridization easy to form. 

POCOP pincer ligand makes covalent bond between benzene ring and transition metal. The 

robust structure stabilizes the complex and prevents to be broken the catalyst through the 

reaction cycle. In my calculated systems, higher reactive catalysts have the PMe2Ph ligand. The 

ligand rotates and the phenyl group gets close to the attached ammonia borane in spite of the 

high bulkiness. The phenyl group does not have steric hindrance. The PMe2Ph ligand repels 

neighbor trimethyl group, replaced on isopropyl group in my calculation, then it causes AB easy 

to form hybridization from staggered conformer to planar NH2BH2 by released proton and 

hydride.  

By following the mechanism of proton transfer between ammonia borane and iron complex, I 

revealed that the steric hindrance of the alkyl groups bonded to phosphorus atoms in 
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POCOP-pincer ligands strongly effects on the activation barrier. The results are applicable to the 

other catalytic reactions with similar ligands [59]. The reaction mechanisms of transition metal 

catalysts are often described in terms of the interaction between the metal center and bonds to 

fission. As another viewpoint, it is important to understand the influences of the ligands on the 

reaction path for control the catalytic reactions relevant to hydrogen. 
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Chapter 6 

 

General conclusions 

 

 

The essence of understanding of mechanism of proton transfer reaction is to find the main point 

of the whole reaction system by following the reaction path. The explanation for mechanisms of 

proton transfer is caused with the interpretation of surrounding electronic states because of the 

relationship with many-body effects. 

In order to translate the coordinates obtained by ab initio molecular simulations to electronic 

states information, I used valence bond theory. By the theory, it can be revealed that adjacent sp2 

carbon hybridizations repel the transferred proton. 

Not merely in the system constituted by carbon atoms such as graphene, but whatever forms sp2 

hybridization this phenomena seems to occur. In the case of the dehydrogenation reaction in 

ammonia borane, the key step of proton transfer in the system is enough space to form planar 

NH2BH2 near the metal center. By following the mechanism of proton transfer between 

ammonia borane and iron complex, I made it clear what ligands causes to lower the activation 

barrier.  
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Examine of proton transfer reactions considering the many-body effects make clear the behavior 

of the number of degrees of freedom around them. It also leads to design the hydrogen transfer 

reaction paths including catalytic dehydrogenation. 
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Appendix 

 

Ruthenium and Iron catalysts for dehydrogenation 

 

 

As one of the catalysts for ammonia borane dehydrogenation reaction, the ruthenium catalyst 

has been discovered originally developed for alcohol redox processes, and induces the release of 

1 equiv. of H2 [57]. I examined whether rare-metal free iron, homologous with Ru, is reactive 

with the same ligands. 

In order to calculate the energy diagram of the reaction cycle, DFT calculations was performed 

using the Gaussian 09 program [63]. The structures of all species were optimized using the 

B3LYP exchange-correlation functional with the mixed basis set, DZVP [60] on Ru and Fe, and 

TZVP [61] on all other atoms. Tight SCF convergence criteria (10-8 a.u.) were used for all 

calculations. Harmonic frequency calculations with the analytic evaluation of force constants 

were used to determine the nature of the stationary points. Free energies of species were 

evaluated at 298K and 1 atm. Solvent effects were evaluated at the single-point calculations of 

the solvation energies using the gas-phase geometries. Solvation energies in THF were 

calculated using the PCM model [62] with the UFF atomic radii. Gibbs free energies in the 
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solution were estimated by addition of the solvation energy ∆G to gas-phase Gibbs free 

energies. 

The energy diagram is shown in Figure A.1. The obtained structures in each steps of iron 

complexes are almost same as the ruthenium complex structures. The activation energy of the 

proton transfer reaction is 23.1 kcal mol-1 on Ru complex, while the barrier height is 23.2 kcal 

mol-1 on Fe complex. 

The bond lengths of boron-hydrogen attached to the metal centers are elongated of 

approximately 0.1 Å.  NBO analysis reveals that there is charge donation/ back-donation 

between the metal centers and the boron-hydrogen bonding.  

From these results, no major differences can be observed in the energy differences at the 

rate-determining step and the electronic interactions between the catalysts and ammonia borane, 

though my calculation cannot refer about the robustness of the catalysts and cycle 

characteristics.  
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