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Abstract

According to the current measurement of the standard model parameters, the Higgs potential
may develop a true minimum deeper than the electroweak vacuum in a large field value
region, indicating that the electroweak vacuum is metastable. In this thesis, we study
cosmological implications of the electroweak vacuum metastability in the context of the
inflationary universe. We pay special attention to the Higgs-inflaton preheating dynamics
after inflation, and find that the electroweak vacuum can be destabilized due to resonant
Higgs particle production. We study this process in detail both analytically and numerically,
and specify the parameter region where the electroweak vacuum destabilization happens.
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Chapter 1

Introduction

1.1 Overview

After the Higgs mass measurement by the large hadron collider (LHC), all the parameters
in the standard model (SM) are now fixed. One of the most important consequences is
probably the so-called electroweak (EW) vacuum metastability. Assuming that the SM is
valid up to high energy scale, we can compute the high energy behavior of the Higgs
quartic self coupling by using the renormalization group (RG) equation. With the current
center values of the Higgs and top quark masses, it actually turns to negative at around the
renormalization scale of 1010 GeV, which we call an instability scale. It indicates that the SM
Higgs potential develops a true minimum deeper than the EW vacuum at a large field value
region. It does not necessarily contradict with the present universe since the lifetime of the
EW vacuum is longer than the age of the universe. This situation is called the EW vacuum
metastability.

If the EW vacuum is indeed metastable, we should carefully follow the dynamics of the
Higgs field during the whole cosmological history. The universe, especially in its early state,
is controlled by high energy phenomena, and hence it is possible that the Higgs field rolls
down to the true minimum at some cosmological epoch. Once it happens, it is expected
to be difficult to realize the present universe where the Higgs field lies in the EW vacuum.
Thermal effects are not likely to cure this situation since particles that couple to the Higgs
field must be quite heavy due to the large Higgs field value once the Higgs rolls down to
the true minimum. Thus the EW vacuum metastability has non-trivial implications on the
cosmology, especially in the early universe, and this is the main topic of this thesis.

In this dissertation, we study implications of the EW vacuum metastability in the context
of the inflationary cosmology. In particular we pay attention to the Higgs-inflaton dynamics
after inflation. An inflaton typically oscillates at around its potential minimum after inflation,
and it causes resonant Higgs particle production if there are sizable couplings between the
inflaton/gravity sector and the Higgs sector. Provided that the inflaton mass scale is higher
than the instability scale, the produced Higgs particles induce a tachyonic mass to the Higgs
itself due to finite density effect, and push the Higgs to roll down to the true minimum.
Thus we can obtain bounds on the strength of the interaction between the inflaton/gravity
sector and the Higgs sector by requiring that the EW vacuum survives such a “preheating”
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epoch. More specifically, we assume that there exists the following interaction between the
inflaton/gravity sector and the Higgs sector:

Lint = −λhϕϕ
2 |H|2 − σhϕϕ |H|2 − ξhR |H|2 , (1.1.1)

where H is the SM Higgs doublet, ϕ is the inflaton, R is the Ricci scalar, and λhϕ, ξh and σhϕ are
coupling constants. These couplings are expected to be present in general, and are also useful
to stabilize the Higgs during inflation for high-scale inflation models. Thus our primary goal
of this dissertation is to determine in what parameter region the EW vacuum destabilization
occurs during the preheating epoch with the above interaction for both high-scale/low-scale
inflation models.

1.2 Organization of this dissertation

Chaps. 2 and 3 are the review part of this dissertation. In Chap. 2, we review the global
structure of the Higgs potential. We first briefly explain the idea of the effective potential and
the renormalization group (RG) improvement in Sec. 2.1. Then we move on to the SM Higgs
potential in Sec. 2.2. There we show the RG evolution of the Higgs quartic self coupling.
We shall see that it turns to negative at high energy scale, indicating that the EW vacuum is
metastable. This chapter is the basis of the subsequent chapters.

In Chap. 3, we review the Higgs dynamics during inflation. Light scalar fields including
the Higgs experience stochastic dynamics during inflation whose noise term is controlled by
the Hubble parameter. In Sec. 3.1 we introduce the Fokker-Planck equation that describes this
stochastic dynamics. In Sec. 3.2 we study the Higgs dynamics during inflation. In particular,
if the inflationary scale is high enough, the noise term may push the Higgs to roll down to
the true minimum during inflation. Thus we obtain bounds on the Hubble parameter from
the EW vacuum stability during inflation. We slightly extend previous studies by including
the time-dependence of the Hubble parameter there. In Sec. 3.3, we discuss one possible way
to avoid the constraint. If the Higgs acquires an effective mass during inflation from, e.g. the
interaction (1.1.1), it stabilizes the Higgs at the origin of its potential during inflation. Hence
we can indeed avoid the constraint, and this fact motivates us to study the interaction (1.1.1)
in detail. It typically induces, however, resonant Higgs particle production after inflation,
which may cause the EW vacuum destabilization during the preheating epoch. This is the
main topic of this thesis.

Chaps. 4 and 5 are the main parts of this dissertation, based on the author’s original
works [1–3] in collaboration with Mindaugas Karčiauskas, Oleg Lebedev, Kyohei Mukaida,
Kazunori Nakayama and Marco Zatta. We study the Higgs-inflaton dynamics after inflation
for a high-scale inflation model in Chap. 4. We first give an overview of this system in Sec. 4.1.
We then study effects of the Higgs-inflaton quartic coupling λhϕ or the Higgs-curvature non-
minimal coupling ξh after inflation, and derive bounds on λhϕ or ξh both analytically and
numerically in Secs. 4.2 and 4.3, respectively. In Sec. 4.4, we study the case with both λhϕ

and ξh being present. We shall find that the resonance is actually suppressed for some finite
parameter region, and relatively large values of λhϕ and ξh are allowed in such a case. In
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Sec. 4.5, we study the Higgs-inflaton trilinear coupling σhϕ. We derive bound on σhϕ almost
independently of λhϕ and ξh. In Sec. 4.6, we study effects of the couplings between the Higgs
and the other SM particles. We will find that they do not significantly affect the preheating
dynamics of the EW vacuum.

In Chap. 5, we study the Higgs-inflaton dynamics after inflation for a low-scale inflation
model. We take the hill-top inflation model as a representative example of low-scale inflation
models in this chapter. We first explain the setup in Sec. 5.1. In Sec. 5.2, we briefly explain the
Higgs dynamics during inflation. For low-scale inflation models with the Hubble parameters
being sufficiently small, the Higgs dynamics during inflation is rather trivial. Still, we have
some constraints on the couplings in order not to induce a tachyonic mass to the Higgs
during inflation. In Sec. 5.3, we analytically discuss particle production of the Higgs and the
inflaton after inflation. For low-scale inflation models such as the hill-top inflation model,
not only the Higgs but also the inflaton particles are resonantly produced. Indeed, the latter
determines the end of the preheating. We roughly estimate bounds on the couplings from
the EW vacuum stability by taking these effects into account there. In Sec. 5.4, we perform
numerical simulation to study the EW vacuum destabilization during the preheating epoch
more precisely, and confirm our analytical estimation.

In Chap. 6, we summarize this dissertation with some possible future directions.

The appendices are organized as follows. In App. A, we summarize the notations and
conventions used in this dissertation. App. B is devoted to supplementary materials on the
EW vacuum metastability. In particular, we derive one-loop RG equations of the relevant
SM parameters there. In App. C, we review the basis of inflation. We shall derive the
power spectrum of the scalar and tensor perturbations that are the primary observables used
to constrain the inflationary models. We also discuss derivation of the Langevin and the
Fokker-Planck equations that are used extensively in Chap. 3. In App. D, we review resonant
particle production after inflation, or the preheating epoch. The idea of the broad/tachyonic
resonance is extensively discussed there. Finally in App. E, we review some basics about the
classical lattice simulation. We also give some details on the practical implementation of our
numerical simulations there.
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Chapter 2

Electroweak vacuum metastability

In this chapter we review the global structure of the SM Higgs potential. We pay special
attention to the large field value region of the Higgs potential. Indeed, the effective Higgs
potential turns to negative at a large field value region, indicating that the EW vacuum is not
absolutely stable. It is called the EW vacuum metastability, and is the fundamental subject
of this dissertation.

2.1 Lightning review on effective potential

In order to understand the EW vacuum metastability, the idea of the effective potential and
the renormalization group (RG) improvement plays the key role, and hence we briefly review
them at first. We refer Coleman-Weinberg’s original paper [4] for more details.

2.1.1 Definition

In this section we review the theoretical foundations on the effective potential. For simplicity,
we consider only a real scalar field ϕ in this section. We define Z[J] as

Z[J] =
∫
Dϕ exp

[
i
∫

d4x
(
L + Jϕ

)]
, (2.1.1)

where the boundary states are taken as the in/out vacua, L is the Lagrangian for ϕ, and J
is a c-number external source term. We define the generating functional for the connected
Green’s function W[J] as

W ≡ −i log Z. (2.1.2)

Note that

δW
δJ(x)

∣∣∣∣∣
J=0
=

⟨
ϕ(x)

⟩
. (2.1.3)
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More generally we define a background field value ϕ̄ as

ϕ̄(x) ≡ δW
δJ(x)

, (2.1.4)

that is, ϕ̄ is the expectation value of ϕ in the presence of the source term J. Now we define
the effective action Γ[ϕ̄] as the Legendre transformation of W[J] as

Γ[ϕ̄] ≡W[J] −
∫

d4xJ(x)ϕ̄(x). (2.1.5)

In this formula, J should be understood as the solution of Eq. (2.1.4) (or Eq. (2.1.6) below) for
a given ϕ̄, as it is usual for the Legendre transformation. Then we obtain

δΓ

δϕ̄
= −J. (2.1.6)

In particular, if we find a configuration ϕsol that satisfies

δΓ

δϕ̄

∣∣∣∣∣∣
ϕ̄=ϕsol

= 0, (2.1.7)

we do not need any external force J to keep the configuration of ϕ as ϕsol. In other words,
ϕ = ϕsol is the configuration realized by the Lagrangian L with quantum effects taken into
account. In this sense, Eq. (2.1.7) is understood as the quantum version of the equation of
motion of the scalar fieldϕ. For a generic field configuration ϕ̄ that does not satisfy Eq. (2.1.7),
we need an external force J determined by Eq. (2.1.6) to keep it as it is. Indeed, as we shall see
below, the source term J is used to cancel tad-pole terms in the effective potential in practical
computations.

Now we perform the gradient expansion as

Γ[ϕ̄] =
∫

d4x
[
−Veff(ϕ̄) −

Z(ϕ̄)
2

(
∂ϕ̄

)2
+ ...

]
, (2.1.8)

where the leading term Veff is called the effective potential. Then a constant ϕ̄ is the expec-
tation value of ϕ at a vacuum if it satisfies

∂Veff

∂ϕ̄
= 0. (2.1.9)

Thus the effective potential characterizes locations of vacua for a given theory including
quantum effects. It is this effective potential that is the main target in this chapter.

2.1.2 Example

In this subsection we consider the following action

L = −1
2

(
∂ϕ

)2
− V(ϕ), V(ϕ) ≡ λb

4
ϕ4, (2.1.10)
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as an example, and demonstrate how to obtain the effective potential by means of perturba-
tive expansion. The effective potential is defined as

exp
(
−i

∫
d4xVeff(ϕ̄)

)
=

∫
Dϕ exp

[
i
∫

d4x
(
L + J(ϕ − ϕ̄)

)]
, (2.1.11)

where ϕ̄ is now constant. We define χ ≡ ϕ − ϕ̄, and expand the Lagrangian up to quadratic
order in χ. It is rewritten as

exp
(
−i

∫
d4xVeff(ϕ̄)

)
=

∫
Dχ exp

[
i
∫

d4x
(
−V(ϕ̄) +Lχ

)]
(2.1.12)

where the quadratic Lagrangian for χ is given by

Lχ = −
1
2

(∂χ)2 − 1
2

m2
χ(ϕ̄)χ2 +

(
J − λbϕ̄

3
)
χ + O(χ3), (2.1.13)

with the mass term of χ being given by

m2
χ(ϕ̄) = 3λbϕ̄

2. (2.1.14)

Here the source term J is fixed such that the expectation value of ϕ is equal to ϕ̄, and thus
it just erases the term linear in χ up to the quadratic level, which means J = λbϕ̄3. Now the
integration over χ is trivial since it is Gaussian, and we obtain

Veff(ϕ̄) =
1
4

[
λ +

9λ2

16π2

(
ln

(
ϕ̄2

M2

)
− 25

6

)]
ϕ̄4, (2.1.15)

where the counter terms are determined by the conditions

d2Veff

dϕ̄2

∣∣∣∣∣∣
ϕ̄=0

= 0, and
d4Veff

dϕ̄4

∣∣∣∣∣∣
ϕ̄=M

= 6λ, (2.1.16)

with M being some field value. For more details on the computation, see App. B.1. Note
that the correction comes with the factor λ ln(ϕ̄2/M2), not λ, and hence it is applicable only
at around ϕ̄ ∼ M. In order to make it applicable for larger field value region, we have to
perform the RG improvement of the effective potential. After the RG improvement, the
effective potential is valid as long as the (running) coupling is small enough.

2.1.3 RG improvement

Now we discuss the RG improvement procedure of the effective potential. As we saw in the
previous subsection, perturbations come with the factor λ ln(ϕ̄2/M2), and hence the effective
potential in the previous section is valid only when this factor is small, not λ. In order to
remedy this point, we consider the following equation:

0 =M
dVeff

dM
=

M ∂
∂M
+

∑
i

βi
∂
∂gi
−

∑
a

γa
∂

∂ lnϕa

 Veff, (2.1.17)
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where we have defined the beta functions and the anomalous dimensions as

βi ≡
dgi

d ln M
and γa ≡ −

d lnϕa

d ln M
. (2.1.18)

It means that the effective potential should not depend on the renormalization scale M,
or different choices of M can be compensated by corresponding changes/rescalings of the
parameters/fields. This equation is exact, and once we know the shape of Veff at some M, then
we can know the shape of Veff for any M by using it. Of course we usually use perturbative
expansions to obtain βi and γa, but they are expansions with respect to couplings, not to
couplings times ln(ϕ̄2/M2). Hence it is valid for any ϕ̄ as long as the couplings remain small
enough, which is the virtue of the RG improvement procedure. In order to illustrate this
procedure more concretely, we consider again the ϕ4 theory as an example in the following.

From now we consider the ϕ4 theory as an example. Just from the dimensional analysis,
the effective potential must be parametrized by

Veff(ϕ̄) =
Y(t, λ)

4
ϕ̄4, (2.1.19)

where t is defined as

t ≡ ln
(
ϕ̄

M

)
, (2.1.20)

with M being some renormalization scale. Here λ is the renormalized coupling defined by
the renormalization condition as

6λ ≡ d4Veff

dϕ̄4

∣∣∣∣∣∣
ϕ̄=M

. (2.1.21)

If we instead impose a renormalization condition at ϕ̄ = M′ , M, then we should use
a different numerical value λ′ to make the theory intact. In this sense, the renormalized
coupling depends on M. It is governed by

dλ
d ln M

= β(λ). (2.1.22)

It just tells us how to reparameterize λ. Then the prefactor Y satisfies[
∂
∂t
− β̄(λ)

∂
∂λ
+ 4γ̄(λ)

]
Y = 0, (2.1.23)

where we have defined

β̄(λ) ≡
β

1 + γ
and γ̄(λ) ≡ γ

1 + γ
. (2.1.24)
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Note that β and γdepend on t only throughλ, and hence commute with the partial derivative
∂/∂t. In general, the solution to this equation is given by

Y(t, λ) = f
(
λ̄(t, λ)

)
exp

[
−4

∫ t

0
dt′γ̄

(
λ̄(t′, λ)

)]
, (2.1.25)

where λ̄ satisfies

∂λ̄
∂t
= β̄(λ̄). (2.1.26)

The boundary condition of λ̄ at t = 0 is given as a function of λ by the renormalization
condition. In order to show Eq. (2.1.25), it is useful to note that∫ λ̄(t)

λ

dλ′

β̄(λ′)
= t. (2.1.27)

By taking derivative with respect to λ, we obtain

∂λ̄
∂λ
=
β̄(λ̄)
β̄(λ)

. (2.1.28)

Once we have this relation, it is trivial to show that Eq. (2.1.25) is indeed a solution by
substituting it directly to Eq. (2.1.23). The functional form of f is fixed by the renormalization
condition at t = 0, and hence we finally obtain the effective potential as

Veff(ϕ̄) =
λ̄(t, λ)

4
ϕ̄4 exp

[
−4

∫ t

0
dt′γ̄

(
λ̄(t′, λ)

)]
. (2.1.29)

From this expression, it is clear that the beta function plays a crucial role to determine the
global structure of the effective potential, and hence the vacuum structure of the theory. For
this reason, we discuss in detail the RG evolution of the Higgs quartic self coupling in the
next section.

So far we have not used any information of the one-loop effective potential we obtained
in the previous subsection, but it is indeed useful to determine the beta function. In order to
see this point, we first expand Eq. (2.1.29) by t assuming that t is small:

Veff(ϕ̄) ≃ 1
4

[
λ +

β̄(λ) − 4λγ̄(λ)
2

ln
(
ϕ̄2

M2

)]
ϕ̄4, (2.1.30)

where we have concentrated only on the coefficient of t. On the other hand, Eq. (2.1.15)
should also be valid as long as t is small, and hence we obtain

β(λ) =
9

8π2λ
2 + 4λγ, (2.1.31)
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Figure 2.1: The RG evolution of the Higgs quartic self coupling at the one-loop level within the SM.
We take the Higgs/top quark masses as mh = 125 GeV and mt = 173.1 GeV, respectively. It turns to
negative at around M ≃ 109 GeV at the one-loop level, while it occurs at around M ≃ 1010 GeV once
we include higher order corrections [5].

by matching the coefficient of t. Note that β̄ ≃ β and γ̄ ≃ γ at the one-loop level. Since γ = 0
in the ϕ4 theory as we see in App. B.2.1, we get

β(λ) =
9

8π2λ
2. (2.1.32)

Thus, the loop expansion of the effective potential is useful to determine the RG running
of the parameters in the scalar potential. We shall use the same method to compute the
one-loop beta function of the Higgs quartic self coupling in the SM in App. B.2.2. The
effective potential with the one-loop beta function (2.1.32) being used to find λ̄ is called the
RG improved one-loop effective potential.

2.2 Electroweak vacuum metastability

As we discussed in the previous section, RG evolutions of couplings are crucial in under-
standing the vacuum structure of a system. In particular, the RG running of the quartic
coupling is most important for the simplest ϕ4 theory. The situation is similar in the SM
model, where the Higgs potential is almost purely quartic for a field value much larger than
the EW scale. For this reason, in Fig. 2.1, we show the RG evolution of the Higgs quartic
coupling λh computed within the vanilla SM. It includes the one-loop contributions, and the
input Higgs/top quark masses are mh = 125 GeV and mt = 173.1 GeV, respectively. For the
derivation of the one-loop beta functions, see App. B. For higher-loop contributions, we refer
the readers to Ref. [5]. From Fig. 2.1, we can see that the Higgs quartic coupling λh turns to
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negative at high energy scale. It indicates that the Higgs effective potential develops a deeper
minimum in a larger field value region. It does not contradict with the present universe, since
the lifetime of the EW vacuum is likely to be longer than the age of the universe, as calculated
in detail in Refs. [6–8]. Thus we call this situation as the EW vacuum metastability [5,6,9–19],
and we assume that it is indeed the case throughout this dissertation. For the one-loop case,
the Higgs quartic self coupling λh turns to negative at around M ≃ 109 GeV, but it happens
at M ≃ 1010 GeV after including higher loop effects [5], where M is the renormalization scale.
Hence we denote the latter scale as Minst, and use it as a rough estimation of the instability
scale.♭1

As we said above, the EW vacuum decay rate is small enough for the current center values
of the SM parameters. However, in order to check whether the EW vacuum metastability
is truly consistent with the present universe, it is mandatory to study not only the vacuum
tunneling rate, but also the whole cosmological evolution of the Higgs field. The universe,
in particular in its early stage such as inflation, is controlled by high energy phenomena.
Hence it may be possible that the Higgs tends to roll down to the deeper region during some
cosmological epoch, resulting in difficulty to realize the present universe. Thus the EW
vacuum metastability has deep implications on the dynamics in the early universe, which
is the main subject of this dissertation. In particular, we study in detail the Higgs dynamics
during/after inflation in the presence of the EW vacuum metastability in the following
chapters.

♭1 The instability scale here is an energy scale, not a field value of the Higgs.
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Chapter 3

Metastability during inflation

In this chapter, we review the dynamics of the Higgs field during inflation, following mainly
the discussion in Ref. [20]. In particular, we derive constraints on the Hubble parameter
during inflation by requiring that the EW vacuum is stable during inflation.

3.1 Fokker-Planck equation

In this section we briefly explain the Langevin and the Fokker-Planck equations that describe
the dynamics of the super-horizon mode of a spectator field [21, 22]. Homogeneous modes
of a light♭1 scalar field χ obey the following Langevin equation during inflation:

χ̇ = − 1
3H

∂V
∂χ
+ f (t, x⃗ ), (3.1.1)

where H is the Hubble parameter and V is the scalar potential of χ. Here χ should be
understood as a homogeneous mode where the modes with the momentum k/a < ϵH are
summed over, and ϵ < 1 is a numerical factor with ϵH being constant during inflation. The
noise term f satisfies

⟨
f (t, x⃗ ) f (t′, x⃗ ′)

⟩
=

H3

4π2

sin z
z
δ (t − t′) , z = ϵ aH

∣∣∣x⃗ − x⃗ ′
∣∣∣ , (3.1.2)

where ⟨...⟩ denotes the average over possible noise configurations. It originates from the
quantum fluctuations during inflation. In particular, within the same Hubble patch it satisfies

⟨
f (t) f (t′)

⟩
=

H3

4π2δ (t − t′) . (3.1.3)

It may be instructive to rewrite the Langevin equation in terms of the number of e-folds N as

∂χ
∂N
= − 1

3H2

∂V
∂χ
+

H
2π
ζ(N), (3.1.4)

♭1 Here “light” means that a mass is much smaller than the Hubble parameter during inflation.
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where ζ now satisfies

⟨ζ(N)ζ(N′)⟩ = δ(N −N′). (3.1.5)

Thus the light field χ experiences the Brownian motion with the step size of H/2π for each
one e-fold. For the derivation of the Langevin equation, see App. C.3.2

For our purpose, it is more convenient to rewrite the Langevin equation to the time
evolution equation for the probability density function of χ. We define P(χ,N) as

P(χ̃,N) ≡ ⟨δ (χ(N) − χ̃)⟩ . (3.1.6)

Note that

⟨F (χ(N))⟩ =
∫

dχ̃P(χ̃,N) F(χ̃), (3.1.7)

and hence P should be indeed understood as the probability density function of χ. Then the
Langevin equation is written in terms of P as

∂P
∂N
=
∂
∂χ

[
∂V
∂χ

P
3H2 +

H2

8π2

∂P
∂χ

]
, (3.1.8)

where we have dropped the tildes for notational ease. It is the Fokker-Planck equation that
describes the time evolution of the probability distribution function of a light scalar field
during inflaiton. For more details on the derivation, see again App. C.3.2. In the next section
we extensively use it to study the stochastic dynamics of the Higgs during inflation.

3.2 Higgs dynamics during inflation

As we reviewed in Chap. 2, the EW vacuum may be metastable according to the current
measurement of the SM parameters. In such a case the EW vacuum can be destabilized
during inflation, and hence we can obtain an upper bound on the inflationary energy scale
by requiring that the EW vacuum be stable during inflation [20,23–32]. In the following, we
first describe qualitative properties of this system, and then perform numerical computation
to derive the upper bound. We follow the discussion in Ref. [20] in this section.

3.2.1 Preliminary

Without any Hubble induced mass terms, the Higgs is light during inflation, and hence its
superhorizon mode grows stochastically due to the quantum fluctuations. The size of the
noise term is controlled by the Hubble parameter (see Eq. (3.1.3)). If the noise term is much
larger than the instability scale of the Higgs potential (∼ 1010 GeV), it easily kicks the Higgs
to roll down to the deeper region of the potential. Thus, in order to avoid such a catastrophe,
we obtain an upper bound on the Hubble parameter during inflation. Below we quantify
this idea.
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The stochastic dynamics of the Higgs is well described by the Fokker-Planck equation
introduced in the previous section:

∂P
∂N
=
∂
∂h

[
∂V
∂h

P
3H2 +

H2

8π2

∂P
∂h

]
, (3.2.1)

where h is the radial component of the Higgs. In the following analysis we approximate the
Higgs potential as that around M2

inst, or

V ≃ −b0 log
(

H2 + h2

M2
inst

)
h4

4
, (3.2.2)

where b0 ≃ 0.12/16π2.♭2 Here we take the renormalization scale as M2 = H2 + h2 following
Ref. [28]. This is because the dispersion relation of the SM particles is modified in the de-Sitter
space, and its effect appears as an additional H2 factor in the logarithms when computing the
one-loop effective potential. For more details, see e.g. Refs. [28, 33] and references therein.♭3

In this system, there are two important quantities in addition to Minst. One is the field value
hcl above which the classical drift term overcomes the quantum noise term. It is defined as∣∣∣∣∣∂V

∂h
(hcl)

∣∣∣∣∣ ≡ 3H3

2π
. (3.2.3)

It is derived as follows. The displacement of Higgs due to the potential within one e-folding
is estimated with the slow-roll approximation as ḣ/H ≃ −(∂V/∂h)/3H2, while that due to the
quantum noise is H/2π. Hence we obtain the above expression for hcl by equating them. The
other is the field value hsrv at which the slow-roll condition is violated:

hsrv ≡ −
1

3H2

∂V
∂h

(hsrv). (3.2.4)

They satisfy

Minst < hcl < hsrv, (3.2.5)

as long as Minst ≪ H and |λh| ≪ 1. For h < hcl, the Higgs just experiences the Brownian
motion without feeling the potential. Once the Higgs grows due to the quantum noise term
so that hcl < h < hsrv, the potential dominates over the quantum noise, and hence the Higgs
rolls down along the potential. Still, it takes some e-foldings for the Higgs to reach the region
hsrv < h since the slow-roll condition is satisfied. After the Higgs reaches the region hsrv < h,
it rapidly rolls down to the deeper region. Thus, we may require♭4

P(|h| > hsrv,N) e3N < 1, where P(|h| > hsrv,N) ≡ 2
∫ ∞

hsrv

dh P(h,N), (3.2.6)

♭2 Here we are dealing with the super-horizon mode, and it may justify to use the effective potential for the
Higgs equation of motion in the sense of the gradient expansion.

♭3 We must include a non-minimal coupling between the Higgs and the Ricci scalar to renormalize a log-
arithmic divergence as well. Its size at the inflationary scale depends on the boundary condition. Here we
simply ignore it assuming that it is small. Its effect is discussed separately in Sec. 3.3 and Chap. 4.

♭4 See Ref. [30] for the gauge invariance of this requirement.
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during the whole inflationary history for the EW vacuum stability during inflation.♭5 In
other words, we require that there is no single Hubble patch where the Higgs rolls down to
the true minimum during inflation in our past light-cone. This is because a Hubble patch in
which the Higgs rolls down to the true minimum is expected to expand with the speed of
light after inflation, and hence even single such patch would eventually swallow our entire
universe. For more details on the dynamics of such a patch, see Refs. [20,30]. Thus we should
multiply e3N, or the number of the independent Hubble patches in our past light-cone, since
h in the Fokker-Planck equation describes the Higgs field value averaged over one Hubble
patch. Note that thermal potential after inflation is unlikely to change the situation much.
This is because the Higgs rapidly rolls down to the large field value region once it exceeds
hsrv, and hence particles that couple to the Higgs must be decoupled from thermal bath due
to large masses coming from the large Higgs field value.

3.2.2 Numerical analysis

Now we numerically solve the Fokker-Planck equation to obtain an upper bound on the
Hubble parameter during inflation. In order to check the requirement (3.2.6), we should
treat a tiny value of P(|h| > hsrv,N) precisely due to the large factor e3N. For this reason, we
change the variable as

X(h,N) ≡ log
(

P(h,N)
P(0, 0)

)
, (3.2.7)

and solve the Fokker-Planck equation for X(h,N) in our numerical code following Ref. [20].
We assume that the Higgs is initially set at the origin of its potential to obtain a conservative
bound. More explicitly, we take the initial condition as Gaussian:

P =
1√

2πσ2
exp

(
− h2

2σ2

)
, where σ2 =

1√
2 |λh|

H2

2π
tanh

( √
2λh

16π

)
, (3.2.8)

with |λh| = 0.01. The precise value of σ is unimportant as long as σ2 ≪ H2 since it quickly
spread with its size determined by H. The boundary condition is taken as

h
∂P
∂h
=
∂2P
∂h2 , (3.2.9)

at the end-point, but the precise form is again unimportant. We have used the Crank-Nicolson
(implicit) method as a differential equation solver.

The numerical results are shown in Fig. 3.1. In the left panel we fix the Hubble parameter
at the beginning of the inflation Hini, and plot the maximal number of e-foldings with which
the condition (3.2.6) is not violated. In the right panel we instead fix the Hubble parameter at
the end of the inflation Hend. We have included the time-dependence of the Hubble parameter

♭5 In a strict sense, we cannot rely on the Fokker-Planck equation for hsrv < h since it uses the slow-roll
approximation. However, the Higgs never comes back to h < hsrv once it exceed hsrv even if we (wrongly) use
the Fokker-Planck equation. Thus we safely ignore this subtlety to obtain P(|h| > hsrv).
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Figure 3.1: The constraints on the inflationary scale from the EW vacuum stability. The initial Hubble
parameter Hini is fixed in the left panel, while the final Hubble parameter Hend is fixed in the right
panel. Here we have defined Λmax ≡Minst/

√
e.

in the case where the inflaton potential is monomial: V(ϕ) ∝ ϕp where ϕ is the inflaton. In
this case the Hubble parameter is estimated by using the slow-roll approximation as

H(N) = Hend

(
1 +

4
p

(Ne −N)
)p/4

, (3.2.10)

where Ne is the e-folding at which M2
PV′2/2V2 = 1 with the prime denoting the derivative

with respect to ϕ. In Fig. 3.1, the gray regions are excluded since inflation must last at least
50-60 e-folds depending on the reheating temperature. The plot of the pure de-Sitter case
(the red one) agrees well with Ref. [20]. The plots with finite p are also easy to understand
qualitatively. If we fix Hini, H is smaller in later time for larger p, and hence the constraint
must be weaker. If we instead fix Hend, H is larger in earlier time for larger p, and hence the
constraint must be stronger. Anyway, the instability scale is of order 1010 GeV, and hence the
upper bound is roughly given by

H ≲ 109 GeV. (3.2.11)

Thus it is a tight constraint on high-scale inflation models. For instance, the simple chaotic
and the R2-type inflation models are excluded since the Hubble parameters of these models
are of order 1012-1014 GeV fixed by the cosmic microwave background (CMB) observations.

It might also be instructive to see the time evolution of P(h,N) shown in Fig. 3.2. The prob-
ability P(|h| > hsrv,N) always increases with time, so does the right-hand-side of Eq. (3.2.6).
Thus although we require Eq. (3.2.6) during the whole history of inflation, it is actually
equivalent to require Eq. (3.2.6) just at the end of inflation. As another thing, we can see that
P(|h| > hsrv,N) is indeed quite tiny. Nevertheless it has a dramatic consequence due to the
large factor e3N in Eq. (3.2.6).
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Figure 3.2: Time evolution of the probability distribution function P(h,N) for H/Λmax = 0.07 in the
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parameter during inflation.

3.3 Stabilization by effective mass

As we saw in the previous sections, the EW vacuum metastability puts a tight constraint on
the Hubble parameter during inflation. Still, there are several ways to avoid this constraint.
Probably the simplest way is to introduce an effective mass to the Higgs during inflation. The
noise term in the Langevin equation originates from the quantum fluctuations, and hence it
is suppressed if the Higgs is massive (see App. C.3.1). Such an effective mass is induced if
there are, e.g. the following couplings [23, 34]:

Lint = −
(
λhϕ

2
ϕ2 +

ξh

2
R
)

h2, (3.3.1)

where ϕ is the inflaton, R is the Ricci scalar, λhϕ is the Higgs-inflaton quartic coupling and
ξh is the Higgs-curvature non-minimal coupling, respectively. It induces a Higgs effective
mass as

m2
h = λhϕΦ

2 + 12ξhH2, (3.3.2)

where Φ is the inflaton field value and R ≃ 12H2 during inflation. Thus it suppresses the
quantum fluctuations if

λhϕ ≳
H2

Φ2 , and/or ξh ≳ 0.1, (3.3.3)
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so that we can avoid the tight constraint on the Hubble parameter during inflation.
Once we consider the dynamics of the Higgs after inflation, however, the situation is

totally different: the very couplings (3.3.1) that stabilize the EW vacuum during inflation may
cause the EW vacuum destabilization after inflation. This is because the induced effective
mass term oscillates during the inflaton oscillation epoch after inflation (or the “preheating”
epoch), resulting in Higgs particle production. If the couplings are large enough, the Higgs
production is so efficient that it can kick the Higgs to roll down to the deeper region. Thus
in the following chapters, we study the dynamics of the Higgs after inflation in detail. We
assume that the inflaton/gravity sector and the Higgs sector is connected by the following
interaction:

Lint = −
1
2

[
λhϕϕ

2 + σhϕϕ + ξhR
]

h2. (3.3.4)

We also include the trilinear coupling σhϕ in our discussion since it is allowed in general,
to say the least. The typical energy scale of the system after inflation is controlled by the
inflaton mass mϕ, and hence the EW vacuum may be destabilized even for low-scale inflation
models as long as mϕ ≫ Minst. Thus we study high-scale and low-scale inflation models in
Chaps. 4 and 5, respectively.
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Chapter 4

Metastability after high-scale inflation

In Chap. 3, we have seen that the Higgs-inflaton and/or Higgs-gravity non-minimal couplings
help to stabilize the Higgs during inflation for high-scale inflation models. After inflation,
however, the same couplings may cause the EW vacuum destabilization due to resonant
particle production as long as mϕ ≫ Minst, where mϕ is the inflaton mass scale. Thus, we
study the Higgs dynamics after inflation, or during the inflaton oscillation epoch, with such
couplings and with mϕ ≫Minst in this and next chapters. In this chapter we concentrate on a
high-scale inflation model, and obtain upper bounds on the couplings by requiring that the
EW vacuum survives the preheating epoch. This chapter is based on the author’s original
works [1, 2].

The organization of this chapter is as follows. In Sec. 4.1 we give an overview of our study
in this chapter. In Secs. 4.2 and 4.3, we study the cases where there is only the Higgs-inflaton
quartic coupling λhϕ and the Higgs-curvature non-minimal coupling ξh, respectively. Then
we study the case where there exist both λhϕ and ξh in Sec. 4.4. In Sec. 4.5 we study effects
of the Higgs-inflaton trilinear coupling σhϕ. Finally in Sec. 4.6, we discuss effects of the
interaction between the Higgs and the other SM particles.

4.1 Overview

4.1.1 Setup

First we summarize our setup. In this chapter we consider the following Lagrangian:

L =
M2

Pl

2
R +Lϕ +Lh +Lint, (4.1.1)

where MPl is the reduced Planck scale, R is the Ricci scalar, Lϕ (Lh) is the Lagrangian for the
inflaton (Higgs) sector, andLint is the interaction between the Higgs and the inflaton/gravity.
We explain each term in detail in the following.

■ Inflaton sector
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We take the inflaton sector as the simplest one,

Lϕ = −
1
2

(
∂ϕ

)2
− V(ϕ), (4.1.2)

where the inflaton potential at around its origin is assumed to be quadratic:

V(ϕ) =
1
2

m2
ϕϕ

2, (4.1.3)

with mϕ being the inflaton mass. This is just for simplicity, and our analysis can be extended
to more generic inflaton sectors. We assume that inflation occurs in the ϕ > 0 region without
loss of generality, and mϕ ≫ Minst that holds in most of high-scale inflation models. Indeed,
the mass scale mϕ is typically of order 1012–1013 GeV for high-scale inflation models in order
to be consistent with the CMB observations as we see in App. C.2.3.

■ Higgs sector

The Higgs sector is given by

Lh = −
1
2

(∂h)2 − λh

4
h4, (4.1.4)

where λh is the Higgs quartic self coupling.♭1 We ignore the bare mass term since it is much
smaller than the typical energy scale mϕ. As we have seen in Sec. 2.2, the quartic coupling
λh becomes negative at a high energy (or large field value) region. The precise shape is not
important for our purpose, and hence we approximate it as

λh (M) = −0.01 × sgn (M −Minst) . (4.1.5)

We take the renormalization scale M as M = max
(
H,

√
⟨h2⟩

)
with H being the Hubble

parameter. The Higgs obtains a dispersion of order
⟨
h2⟩ ≳ m2

ϕ after the first oscillation of the
inflaton, and hence it is almost equivalent to take M ≃ mϕ. In other words, we simply use the
tree-level Higgs potential with the renormalization scale chosen at the typical energy scale
of the preheating dynamics in this (and next) chapter.

■ Interaction sector

We take the interaction sector as

Lint = −
λhϕ

2
ϕ2h2 −

σhϕ

2
ϕh2 − ξh

2
R h2, (4.1.6)

where λhϕ is the Higgs-inflaton quartic coupling, σhϕ is the Higgs-inflaton trilinear coupling
and ξh is the Higgs-gravity non-minimal coupling, respectively. As we have seen in Sec. 3.3,
they stabilize the EW vacuum during inflation as long as they are large enough with the
correct sign, and we concentrate on such a case in the following.

♭1 We consider only one degree of freedom for simplicity, but the results change only logarithmically even if
we take into account the full SU(2) doublet.
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4.1.2 Main idea

The inflaton typically oscillates at around the origin after inflation. In our setup it is well
described as

ϕ = Φ(t) cos
(
mϕt

)
, (4.1.7)

before the back-reaction is effective, where the inflaton oscillation amplitude Φ(t) gradually
decreases due to the Hubble expansion as

Φ(t) =
Φini

a3/2(t)
. (4.1.8)

Here we take the scale factor at the beginning of the inflaton oscillation as unity. For more
details, see App. D.1. The inflaton oscillation acts as a time-dependent background for the
Higgs since we introduce the interaction terms (4.1.6), and hence Higgs particle production
is triggered. In our case the typical energy scale (∼ mϕ) is well beyond the instability scale,
and hence such produced Higgs particles induce a tachyonic mass to the Higgs itself though
the Higgs self quartic coupling. It is estimated as

m2
tac ≃ −3 |λh|

⟨
h2

⟩
, (4.1.9)

in the mean field approximation. It pushes the Higgs to roll down to the true minimum, and
hence destabilizes the EW vacuum. In order to prevent such a catastrophe, the couplings
λhϕ, ξh and σhϕ are required to be small enough. This is the main idea of our study.

In the following we elaborate this idea, and obtain quantitative upper bounds on λhϕ, ξh

and σhϕ. We study four cases separately: λhϕ > 0, σhϕ = ξh = 0 in Sec. 4.2, ξh > 0, λhϕ = σhϕ = 0
in Sec. 4.3, λhϕ, ξh , 0, σhϕ = 0 in Sec. 4.4 and λhϕ, σhϕ, ξh , 0 in Sec. 4.5, respectively.

4.2 Higgs-inflaton quartic coupling

Here we consider the case λhϕ > 0, σhϕ = ξh = 0. First we analytically estimate an upper
bound on λhϕ, and then perform numerical simulations to confirm it.

Analytical estimation

We expand the Higgs field by modes as

h(x) =
∫

d3k
(2πa(t))3/2

[
âk⃗hk(t)ei⃗k·x⃗ + â†

k⃗
h∗k(t)e

−i⃗k·x⃗
]
. (4.2.1)

The linearized equation of motion for the mode function is given by

ḧk⃗ +
[
ω2

k(t) + ∆(t)
]

hk⃗ = 0, (4.2.2)
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where the dot denotes the derivative with respect to t, ∆(t) = −9H2/4 − 3Ḣ/2, and the
frequency ωk(t) is given by

ω2
k(t) =

k2

a2 + λhϕΦ
2(t) cos2

(
mϕt

)
. (4.2.3)

It is rewritten as [
d2

dz2 + Ak + 2q cos (2z)
]

hk = 0, (4.2.4)

where

z = mϕt, Ak =
k2

a2m2
ϕ

+
λhϕΦ

2

2m2
ϕ

, q =
λhϕΦ

2

4m2
ϕ

. (4.2.5)

It is the so-called Mathieu equation. Here we keep only leading terms in H2/ω2
k expansion,

which is justified for q≫ 1. In this system, the Higgs fluctuations with k/a ≲ p∗ are efficiently
produced if the following inequality holds:

p∗(t) ≳ mϕ, p∗(t) ≡ mϕq1/4, (4.2.6)

or equivalently

q ≳ O(1), (4.2.7)

where p∗(= k∗/a) is a typical momentum scale of the produced Higgs particles (see App. D.3
for details). We assume that the above inequality is indeed satisfied at the onset of the
inflaton oscillation. Hence the quartic coupling should satisfy λhϕΦ

2
ini > m2

ϕ, or

λhϕ > 2 × 10−11
[ mϕ

1.5 × 1013 GeV

]2
[ √

2 MPl

Φini

]2

, (4.2.8)

where Φini is the initial inflaton amplitude. This inequality implies λhϕΦ
2
ini > H2

end since
m2
ϕ ≳ H2

end holds generically. Thus the Higgs is stabilized during inflation, ♭2 and we
consider this situation hereafter. We may define the comoving number density of Higgs for
each mode as

nk;h(t) ≡ 1
2ωk;h(t)

[∣∣∣ḣk⃗(t)
∣∣∣2 + ω2

k;h(t)
∣∣∣hk⃗(t)

∣∣∣2] − 1
2
. (4.2.9)

The total physical number density is given as

nh(t) ≡
∫

d3k
(2πa)3 nk;h(t). (4.2.10)

♭2 If there is a hierarchy mϕ ≫ Hend (or Φini ≪ Mpl), it is possible to choose H2
end < λhϕΦ

2
ini < m2

ϕ. In such a
case, the Higgs is stabilized during inflation while there is no violent Higgs production after inflation.
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In the case where Eq. (4.2.8) holds, it grows exponentially after several times of the inflaton
oscillation as (see Apps. D.3 and D.7 for more details)

nh(t) ≃
∫

d3k
(2πa)3

e2µkmϕt

2
∼ 1

32π2

√
π

2µqtcmϕt
e2µqtcmϕtp3

∗ (t), (4.2.11)

where µk is a momentum dependent function, which has a maximum value µqtc ≃ O(0.1) at
k/a ≃ p∗/2. We have used the steepest descent method to evaluate the integral, and estimated
the second derivative of µk as µ′′k∗ ∼ 2µqtc/δk2 with δk/a ∼ p∗/2.

As the Higgs particles are continuously produced, the finite density effect of the produced
particles starts to play a role. It affects the dynamics of the inflaton and the Higgs itself via
λhϕϕ2h2 and λhh4, respectively. In our case, |λh| is much larger than λhϕ,♭3 and hence we need
to consider only the latter effect. The coupling λh is negative in the case of our interest since
mϕ ≫Minst. Therefore, the self coupling induces a tachyonic mass term m2

tac as

m2
tac(t) ≡ −3 |λh|

∫
d3k

(2πa)3 |hk(t)|2 ∼ −3 |λh|
nh(t)

ωk/a=p∗(t)
. (4.2.12)

It forces the Higgs to roll down to the true minimum.
Now let us derive the condition where the Higgs rolls down to the true vacuum. There are

two important contributions to the Higgs effective mass: λhϕϕ2 from the quartic coupling, and
m2

tac from the Higgs self coupling. The former is oscillating, and hence the latter inevitably
overcomes the former for some small time interval ∆t as ϕ approaches the origin even if
λhϕΦ

2 ≫ |mtac|2. The time interval ∆t is estimated as

m2
ϕq(mϕ∆t)2 ∼ |mtac|2 , or ∆t2 ∼ |mtac|2

p4
∗
, (4.2.13)

where we have used ϕ ≃ Φmϕ∆t around the potential origin. The tachyonic mass m2
tac

enhances the Higgs during this time interval. The growth rate is estimated as |mtac|∆t ∼
|mtac|2 /p2

∗ . If it exceeds unity, the Higgs field increases by a large amount due to m2
tac, and the

EW vacuum is destabilized. Thus the EW vacuum is destabilized at∣∣∣m2
tac(t)

∣∣∣
ϕ∼0
≃ p2

∗ (t) ⇒
3 |λh|
16π2

√
π

2µqtcmϕt
e2µqtcmϕt ≃ 1, (4.2.14)

where the subscript ϕ ∼ 0 indicates that the effective mass is evaluated at the passage of
ϕ ∼ 0.♭4 It implies that the EW vacuum decays at

tdec ∼
1

2µqtcmϕ
ln

(
16π

3
2

3 |λh|

)
. (4.2.15)

♭3 Otherwise the radiative correction from λhϕ easily spoils the flatness of the inflaton potential.
♭4 All the modes with p ≲ p∗ tend to grow due to the tachyonic effective mass at this time. The transition is

hence expected to be dominated by the scale below p∗.
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Before this time, the resonant Higgs production should be killed due to the cosmic expansion
for the EW vacuum to survive the preheating epoch. The cosmic expansion kills the resonance
at p∗(tend) ∼ mϕ, or

t2
end ∼

8
3m2

ϕ

λhϕM2
Pl

m2
ϕ

, (4.2.16)

where we have used Eq. (D.1.8). Thus the EW vacuum survives the preheating for tend ≲ tdec,
which yields the following upper bound:

λhϕ ≲
3

32µ2
qtc

m2
ϕ

M2
Pl

[
ln

(
16π

3
2

3λ̃

)]2

≃ 10−8

[
0.1
µqtc

]2 [ mϕ

1013 GeV

]2

. (4.2.17)

Note that µqtc ∼ O(0.1) almost independently ofΦini and q in the case with only λhϕ as we see
in App. D.7. In the following we verify it by using the classical lattice simulation.

Numerical simulation

Now we show the results of the classical lattice simulations for the case with λhϕ. The main
purpose here is to confirm the upper bound given in Eq. (4.2.17).

We solve the following classical equations of motion numerically in the configuration
space:

0 = ϕ̈ + 3Hϕ̇ − 1
a2∂

2
iϕ +

(
m2
ϕ + λhϕh2

)
ϕ, (4.2.18)

0 = ḧ + 3Hḣ − 1
a2∂

2
i h +

(
λhϕϕ

2 + λhh2
)

h, (4.2.19)

for the scalar fields, and

H2 =
⟨ρ⟩

3M2
Pl

, (4.2.20)

for the metric, where the total energy density is given by

ρ =
1
2

(
ϕ̇2 +

1
a2

(
∂iϕ

)2
+m2

ϕϕ
2
)
+

1
2

(
ḣ2 +

1
a2

(∂ih)2
)
+
λh

4
h4 +

1
2
λhϕϕ

2h2, (4.2.21)

and ⟨...⟩ denotes the spatial average. We ignore fluctuations of the metric because their
effects are suppressed by MPl. Actually there is another equation of motion in the metric
sector, and it is redundant. We have checked that our numerical calculation satisfies the
redundancy at least at O(10−3) precision. The simulation parameters are summarized in
Tab. 4.1. The inflaton mass is fixed as mϕ = 1.5 × 1013 GeV. We show results for λhϕ = 10−8

and λhϕ = 4 × 10−8.
Now we explain some details of the lattice simulation. We solved the discretized version

of the classical equations of motion with the initial inflaton amplitude Φini =
√

2 MPl or
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d Ng L dt
3+1 128 10m−1

ϕ 10−3m−1
ϕ

Table 4.1: The parameters of the classical lattice simulation, where d is the spacetime dimension, Ng
is the number of grid in each spatial dimension, L is the size of the lattice, dt is the size of the each
time step.

√
0.2 MPl. By changing Φini, we tested whether the inflation scale changes the bounds on

the coupling strength. We took Φ̇ini = 0, but our results are insensitive to this choice.
We also introduced gaussian initial fluctuations on the inflaton and Higgs field following
Refs. [35, 36], which mimic the quantum fluctuations. We renormalized the inflaton and the
Higgs masses originating from the initial fluctuations. We also added an h6 term to the Higgs
potential to avoid numerical divergence. We took the coefficient of the h6 term such that the
Higgs field value hmin at the true minimum is |λh| h2

min = 5× 10−8M2
Pl. We verified that the EW

vacuum decay is not affected by the additional h6 term. See App. E.3 for more details.
In Fig. 4.1, we show the time evolution of ⟨ϕ⟩2 (black), ⟨ϕ2⟩ − ⟨ϕ⟩2 (red) and ⟨h2⟩ (blue).

They are multiplied by a3 with the initial value taken as aini = 1. We take the coupling
as λhϕ = 10−8 for the left panels and λhϕ = 4 × 10−8 for the right panels, respectively. The
initial inflaton amplitudes are Φini =

√
2 MPl in the upper panels and Φini =

√
0.2 MPl in the

lower panels, respectively. As it is clear from Fig. 4.1, the Higgs stays at the EW vacuum for
λhϕ = 10−8, while it rolls down to the true vacuum for λhϕ = 4 × 10−8, independent of the
initial inflaton amplitude. It is consistent with Eq. (4.2.17). Indeed, an interesting feature of
Eq. (4.2.17) is that it does not depend on the initial inflaton amplitude as long as Eq. (4.2.6) is
satisfied initially. This is because the growth rate µqtc does not much depend on the inflaton
amplitude for the broad resonance.♭5 Thus, the Higgs fluctuations are efficiently produced at
the latest epoch independent ofΦini, since the number of the inflaton oscillation is dominated
by that epoch.

We also plot the time evolution of the comoving number density of the Higgs defined
in Eq. (4.2.9) for Φini =

√
2 MPl in Fig. 4.2. For the motivation of this definition, see the

discussion around Eq. (D.2.12). The left panel shows the case with λhϕ = 10−8 and the right
panel does the case with λhϕ = 4 × 10−8. In the left panel, the Higgs is efficiently produced
at the beginning of the oscillation, but the resonance shuts off due to the Hubble expansion.
After t ≃ 30/mϕ, the comoving number density of the Higgs remains almost constant. On the
other hand, in the right panel, the comoving number density of the Higgs continues to grow
resonantly. As a result, Higgs rolls down to the true vacuum once the condition (4.2.14) is
satisfied. Also, we can see that modes below p∗ is efficiently produced as expected. The time
evolution of the number density for Φini =

√
0.2 MPl is quite similar.

♭5 As we shall see below, the situation is completely different for the tachyonic resonance case.
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Summary

In summary, we obtain an upper bound on the Higgs-inflaton quartic coupling λhϕ by
requiring that the EW vacuum be stable during the preheating epoch. Since λhϕ is also
bounded from below from the requirement of the EW vacuum during inflation, the favorable
λhϕ is limited in a finite parameter region. For instance, if we consider a quadratic chaotic
inflation model with Φini ≃MPl and mϕ ≃ 1013 GeV, the quartic coupling λhϕ must be within
the following window:

10−10 ≲ λhϕ ≲ 10−8, (4.2.22)

where the upper (lower) bound comes from the EW vacuum stability during the preheating
(inflation). See Eqs. (3.3.3) and (4.2.17). The allowed region can be larger for an inflation
model with Φini ≪ MPl (or Hinf ≪ mϕ), since the resonance does not happen if the condi-
tion (4.2.8) is violated, which may make the upper bound looser.
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Figure 4.1: The time evolution of the inflaton and the Higgs. The black line is ⟨ϕ⟩2, the red line
is ⟨ϕ2⟩ − ⟨ϕ⟩2 and the blue line is ⟨h2⟩, where the angle brackets denote the spatial average. They
are multiplied by a3, and normalized by Φini. Upper left: λhϕ = 10−8,Φini =

√
2 MPl, upper right:

λhϕ = 4×10−8,Φini =
√

2 MPl, lower left: λhϕ = 10−8,Φini =
√

0.2 MPl, lower right: λhϕ = 4×10−8,Φini =√
0.2 MPl.
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Figure 4.2: The Higgs comoving number density. The parameters are mϕ = 1.5 × 1013 GeV and
Φini =

√
2MPl. Left: λhϕ = 10−8. Right: λhϕ = 4 × 10−8.
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4.3 Higgs-gravity non-minimal coupling

in this section we consider the case ξh > 0, λhϕ = σhϕ = 0. First we analytically estimate an
upper bound on ξh, and then perform numerical simulations to confirm it.

Analytical estimation

In the present case, the linearized equation of motion for the Higgs mode function is

ḧk⃗ +
[
ω2

k(t) + ∆(t)
]

hk⃗ = 0, (4.3.1)

where the frequency ωk(t) is given by

ω2
k(t) =

k2

a2 + ξhR. (4.3.2)

Assuming that the inflaton condensation dominates the universe, the Ricci scalar is given as

R =
1

M2
Pl

[
−ϕ̇2 + 2m2

ϕϕ
2
]
, (4.3.3)

and hence the frequency is rewritten as

ω2
k(t) ≃ k2

a2 +
ξhm2

ϕ

2M2
Pl

Φ2 +
3ξhm2

ϕ

2M2
Pl

Φ2 cos
(
2mϕt

)
. (4.3.4)

where we have kept only leading terms in H2/ω2
k . Thus, the modes can be tachyonic in

one oscillation in contrast to the case with λhϕ. An efficient resonance occurs only when
ξhΦ

2/M2
Pl > O(1), and hence we concentrate on the case with♭6

ξh >

[ √
2MPl

Φini

]2

. (4.3.5)

In this case an efficient particle production occurs via the tachyonic instability, which we
call tachyonic resonance. For more details, see App. D.4. If this condition is satisfied, the
EW vacuum stability during inflation is ensured since Φini ≲ Mpl leads to ξh ≳ O(1).♭7 The
linearized equation of motion is rewritten in the form of the Mathieu equation as[

d2

dz2 + Ak + 2q cos (2z)
]

hk = 0, (4.3.6)

where

z = mϕt, Ak =
k2

a2m2
ϕ

+
ξhΦ

2

2M2
Pl

, q =
3ξhΦ

2

4M2
Pl

. (4.3.7)

♭6 We do not consider the case with −ξh ≳ O(1) since it destabilize the EW vacuum during inflation.
♭7 If Φini ≪ MPl, it is possible that O(0.1) < ξh < (MPl/Φini)2. In such a case, Higgs is stable during inflation

while no tachyonic resonance occurs after inflation.
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The growth rate of the number density Xk(t) is estimated as [37]:

Xk(t) ≃ −
x
√

q
Ak + 2x

√
q, (4.3.8)

with x ≃ 0.85. Recalling that Φ(t) ∝ 1/t, the first a few oscillations play the dominant role
in the tachyonic resonance. The typical physical momentum enhanced by the tachyonic
resonance is given by

p(tac)
∗ (t) ≡ 1√

x
mϕq1/4(t). (4.3.9)

In terms of p(tac)
∗ , the condition for the resonant particle production is similar to Eq. (4.2.6):

p(tac)
∗ (t) ≳ mϕ, or q ≳ O(1). (4.3.10)

The number density of the Higgs produced after the j-th passage of ϕ = 0 is estimated as

nh(t j) =
∫

d3k(
2πa(t j)

)3 nk(t j) ≃
∫

d3k(
2πa(t j)

)3 e2
∑ j

i=1 Xk(ti)

∼ 1
16π2

√
π
2

eneff(t j)µcrv
√
ξhΦini/MPl

a3(tini)
a3(t j)

p(tac)3

∗ (tini), (4.3.11)

where µcrv ≃ 2x
√

4/3 ≃ 2 for ξh ≳ O(1), and Φini is the initial inflaton amplitude. The
effective number of times of oscillation neff(t j) ≡

∑ j
i=1Φ(ti)/Φini grows logarithmically in time.

We estimate neff ≃ 1 for Φini ≳ MPl. This is because the amplitude drastically decreases
within the first oscillation, and hence the first one or two oscillations dominate the Higgs
production. On the other hand, for Φini ≲ MPl, the later oscillations can also be important
since the amplitude decreases rather slowly. For Φini =

√
0.2 MPl, for instance, we roughly

estimate neff ≃ 1.5–2. See also App. D.7. Once the Higgs particles are produced, they induce
the tachyonic mass to the Higgs itself as

m2
tac(t) ≡ −3 |λh|

∫
d3k

(2πa)3 |hk(t)|2 ∼ −3 |λh|
nh(t)

ωk/a=p(tac)
∗

(t)
. (4.3.12)

in the same way as the case with λhϕ.
Now we derive the condition where the EW vacuum is stable during the preheating.

Contrary to the case with λhϕ, the Higgs effective mass from ξhR becomes tachyonic every
crossing around ϕ ∼ 0. Thus, the effect of |mtac|2 overcomes that from the curvature coupling
only when |mtac|2 ≳ qm2

ϕ. Once this condition is satisfied, the tachyonic mass |mtac|2 exceeds
the effective mass ξhR even at around the end point of the inflaton oscillation, and the EW
vacuum decay is triggered. Thus, we may conservatively estimate the condition for the EW
vacuum stability as♭8∣∣∣m2

tac(t j)
∣∣∣
ξhR∼0

≲ qm2
ϕ ⇒

3 |λh|
16π2

√
π

2q(tini)
a(tend)
a(tini)

eneff(tend)µcrv
√
ξhΦini/MPl ≲ 1, (4.3.13)

♭8 Not only the long wave length mode but all the modes below q1/2mϕ grows towards the deeper minimum
if this condition is violated.
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d Ng L dt
3+1 128 20m−1

ϕ or 40m−1
ϕ 10−3m−1

ϕ

Table 4.2: The parameters of the classical lattice simulation, where d is the spacetime dimension, Ng
is the number of grid in each spatial dimension, L is the size of the lattice, dt is the size of the each
time step. We take L = 20/mϕ for Φini =

√
2 MPl and L = 40/mϕ for Φini =

√
0.2 MPl

where the end time of the preheating tend is estimated from the condition p(tac)
∗ (tend) ≃ mϕ. As

a result, the EW vacuum survives the tachyonic resonance for

ξh ≲
1

n2
eff µ

2
crv

[MPl

Φini

]2
ln 16π2

3 |λh|

√
2
π

2

≃ 10
[

2
neff µcrv

]2 [ √2 MPl

Φini

]2

, (4.3.14)

where we have taken q ≃ 1 in the logarithm and ignored the scale factor dependence.

Numerical simulation

In the following, we show the results of the classical lattice simulations for the case with ξh.
The main purpose is to confirm Eq. (4.3.14).

We numerically solve the following classical equations of motion in the Einstein frame in
the configuration space:

0 = ϕ̈ + 3Hϕ̇ − 1
a2∂

2
iϕ + 2

ξh

M2
Pl

[
ϕ̇ḣ − 1

a2∂iϕ∂ih
]

h +
(
1 +

ξhh2

M2
Pl

)
m2
ϕϕ, (4.3.15)

0 = ḧ + 3Hḣ − 1
a2∂

2
i h +

ξh

M2
Pl

[
2m2

ϕϕ
2 − ϕ̇2 +

1
a2

(
∂iϕ

)2
]

h + λh3, (4.3.16)

for the scalar fields, and

H2 =
⟨ρ⟩

3M2
Pl

, (4.3.17)

for the metric, where the energy density is given by

ρ =
1
2

(
1 +

ξhh2

M2
Pl

) (
ϕ̇2 +

1
a2

(
∂iϕ

)2
)
+

1
2

(
1 + 2

ξhh2

M2
Pl

)
m2
ϕϕ

2 +
1
2

(
ḣ2 +

1
a2

(∂ih)2
)
+
λ
4

h4. (4.3.18)

We retain terms only up to first-order in ξhh2/M2
Pl and ξ2

hh2/M2
Pl. It is justified because

ξhh2/M2
Pl, ξ

2
hh2/M2

Pl ≪ 1 always holds in our numerical calculation. Again we have verified
that our numerical calculation satisfies the redundancy for the equations of motion at least
at O(10−3) precision. The parameters of the classical lattice simulation are summarized in
Tab. 4.2. The inflaton mass is fixed as mϕ = 1.5 × 1013 GeV.

Now we explain some details of the lattice simulation. We solved the discretized version
of the classical equations of motion with Φini =

√
2 MPl or

√
0.2 MPl. We set Φ̇ini = 0. We
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introduced gaussian initial fluctuations in the inflaton and the Higgs fields which arise from
the quantum fluctuations. Concerning the interaction terms, we again renormalized the
inflaton and the Higgs masses originating from the initial fluctuations. We added an h6 term
to the Higgs potential to stabilize it in our calculation as well. We took the coefficient such
that the Higgs field value at the true minimum is |λh| h2

min = 5 × 10−8M2
Pl, and checked that

it does not affect the EW vacuum decay. For more details, we again refer the readers to
App. E.3.

In Fig. 4.3, we show the time evolution of ⟨ϕ⟩2 (black), ⟨ϕ2⟩ − ⟨ϕ⟩2 (red) and ⟨h2⟩ (blue).
They are multiplied by a3 whose initial value is aini = 1, and normalized by Φini. We take
ξh and Φini as follows: ξh = 10 and Φini =

√
2 MPl for the upper left panel, ξh = 20 and

Φini =
√

2 MPl for the upper right panel, ξh = 20 and Φini =
√

0.2 MPl for the lower left panel
and ξh = 30 andΦini =

√
0.2 MPl for the lower right panel, respectively. For theΦini =

√
2 MPl

cases (the upper panels), the Higgs remains in the EW vacuum for ξh = 10, while it rolls
down to the true vacuum for ξh = 20. Thus, the condition (4.3.14) is consistent with our
numerical calculation within a factor of two.♭9 On the contrary to the case with λhϕ, the
upper bound on ξh depends on Φini. Indeed, for the Φini =

√
0.2 MPl cases (the lower panels),

the Higgs remains in the EW vacuum for ξh = 20, while it rolls down to the true vacuum for
ξh = 30. Again, it is consistent with Eq. (4.3.14) once we include the effect of neff ≃ 1.5-2.

In Fig. 4.4, we plot the time evolution of the comoving number density of the Higgs
(defined in Eq. (4.2.9)) for Φini =

√
2 MPl. The curvature coupling is ξh = 10 for the left

panel and ξh = 20 for the right panel, respectively. We evaluated the number density at
the end points of the oscillations since it is well-defined only at around these points. The
Higgs particles are created dominantly within the first a few oscillations. This is because the
growth rate depends on Φ. The result for Φini =

√
0.2 MPl is quite similar.

Summary

In summary, we obtain an upper bound on the non-minimal coupling ξh by requiring that
the EW vacuum be stable during the preheating epoch. Again it is also bounded from below
from the requirement of the EW vacuum during inflation, and hence the favorable ξh is
limited in a finite parameter region. For instance, if we consider a quadratic chaotic inflation
model with Φini ≃ MPl and mϕ ≃ 1013 GeV, the non-minimal coupling ξh must be within the
following window:

0.1 ≲ ξh ≲ 10. (4.3.19)

where the upper (lower) bound comes from the EW vacuum stability during the preheating
(inflation). See Eqs. (3.3.3) and (4.3.14). As in the case of the quartic coupling λhϕ, the allowed
region is larger for an inflation model withΦini ≪MPl (or Hinf ≪ mϕ). In particular, the lower
bound does not change while the upper bound becomes looser by a factor of M2

Pl/Φ
2
ini.

♭9 The difference between Eq. (4.3.14) and our numerical calculation may be due to the fact that the inflaton
amplitude decreases drastically within the first oscillation for Φini =

√
2 MPl, while we assume that the ampli-

tude is constant to derive Eq. (4.3.14). Our main purpose is, however, an order estimation of the bound on ξh,
and hence Eq. (4.3.14) is enough.
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Figure 4.3: Time evolution of the inflaton and the Higgs. The black line is ⟨ϕ⟩2, the red line is
⟨ϕ2⟩ − ⟨ϕ⟩2 and the blue line is ⟨h2⟩, where the angle brackets denote the spatial average. They
are multiplied by a3, and normalized by the initial inflaton amplitude Φini =

√
2 MPl. Upper left:

ξh = 10,Φini =
√

2 MPl, upper right: ξh = 20,Φini =
√

2 MPl, lower left: ξh = 20,Φini =
√

0.2 MPl, lower
right: ξh = 30,Φini =

√
0.2 MPl.
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4.4 Both quartic and non-minimal couplings

Now we consider the case λhϕ, ξh , 0 and σhϕ = 0. We first give a qualitative overview of
this system, and then show results of numerical simulations.

Qualitative discussion

In the presence of λhϕ and ξh, the linearized equation of motion of the Higgs is given by the
Mathieu equation as [

d2

dz2 + Ak + 2q cos (2z)
]

hk = 0, (4.4.1)

where

z = mϕt, Ak =
k2

a2m2
ϕ

+

λhϕ +
ξhm2

ϕ

M2
Pl

 Φ2

2m2
ϕ

, q =

λhϕ +
3ξhm2

ϕ

M2
Pl

 Φ2

4m2
ϕ

. (4.4.2)

Here again we have kept only leading order terms in H2/ω2
k . Note that Ak and q can vary

independently for fixed k since we have now two parameters: λhϕ and ξh. The stability
during inflation requires that

Ak + 2q ≳ O(1), (4.4.3)

or

λhϕ + 2ξh

m2
ϕ

M2
Pl

≳ 10−10, (4.4.4)

for mϕ ≃ 1013 GeV and Φini ≃ MPl, and hence we concentrate on this parameter region in
the following. Without the Hubble expansion, the Mathieu equation is characterized by
the stability/instability chart of Fig. 4.5. If the point (Ak, q) lies in the white regions, the
corresponding solution grows exponentially with time as hk ∝ eµmϕt with µ called the Floquet
exponent. On the other hand, the shaded regions lead to stable solutions. For more details,
see App. D. With the Hubble expansion, both Ak and q decrease with time crossing many
instability regions. The resonance ends when the system enters the last stability region at
q ≲ 1. In particular, an interesting feature of Fig. 4.5 is that a larger A/|q| leads to a weaker
resonance, where A is defined as

A ≡ Ak=0 =

λhϕ +
ξhm2

ϕ

M2
Pl

 Φ2

2m2
ϕ

. (4.4.5)

In particular, q ≃ 0 or

λhϕ + 3ξh

m2
ϕ

M2
Pl

≃ 0, (4.4.6)
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Figure 4.5: The stability/instability chart of the Mathieu equation. An exponentially growing mode
exits in the white region, which means that the resonance occurs in that region. The gray lines are
Ak = 2q and 2q/3 that correspond to the mode k = 0 with λhϕ and ξh, respectively. The chart is even
with respect to q.

kills the resonance completely. It is actually sufficient to have A/|q| ∼ a few to avoid the EW
vacuum destabilization. Such a relation is not quite unnatural: since m2

ϕ/M
2
Pl ∼ 10−10, |ξh|

between 1-104 corresponds to λhϕ between 10−10-10−6. In reality, the Mathieu equation gives
only an approximate description of the system due to the Hubble expansion, and hence we
perform the classical lattice simulations to determine the stability region in the the following.

Numerical simulation

Now we show the results of the classical lattice simulation. Our main concern is the pa-
rameter region with larger A/|q|. The results are presented in Fig. 4.6. These show maximal
allowed |q| for a given A and the corresponding range of ξhm2

ϕ/M
2
Pl for a given λhϕ. The

orange points correspond to stable configurations in the sense that the EW vacuum does not
decay before the end of the resonance. As we can see from Fig. 4.6, a wide range of positive
λhϕ and negative ξh is allowed. On the other hand, a negative λhϕ leads to smaller A/q, and
hence are ruled out (apart from small values around the origin). The line A = 2|q| separates
the broad resonance from the tachyonic one.

The qualitative behavior of our bound can be understood as follows. We are mostly
interested in a region with a substantial ratio A/|q|. At A/|q| > 2.3 or so, the broad resonance
with the Hubble expansion simplifies. Whether the EW vacuum is destabilized or not is
mostly determined by the last instability region closest to the origin. This is because, in the
parameter range of interest, the system spends little time in other instability bands since
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Figure 4.7: The Floquet exponent µ along the trajectory A/q = 2 (left) and A/q = 3 (right). The initial
value of q is taken as q = 2000. See App. D.6 for the computation of the Floquet exponent.

the band widths get narrower (Fig. 4.5) and the inflaton evolves faster at earlier times. This
tendency is clearly seen in Fig. 4.7: at A/q = 3 only the last band contributes significantly,
whereas in the usual case of A/q = 2 many bands are important. The growth rate of the Higgs
for a given k, which can be taken k = 0 as a representative value, is determined approximately
by the Floquet exponent

hk=0 ∝ eµeffmϕ∆t (4.4.7)

where µeff is an averaged Floquet parameter µ along the relevant trajectory in the last insta-
bility band and ∆t is the time the system spends there. Since both A and q are proportional
to Φ2, the system evolves along a straight line in the (A, q) plane.♭10 The resonance becomes
inefficient for µeffmϕ∆t ≲ O(1). The quantity mϕ∆t depends on two factors: (1) the width ∆q

♭10 We have verified that it also applies to the relevant range of k , 0.
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region. The red dots indicate the boundary of the stability region obtained with the lattice simulations.

of the last instability band determined by A/q with larger A/q leading to smaller ∆q; (2) the
rate of the decrease of Φ in the last band which is controlled by the initial q, or qini. We have
∆q/q ≃ 2∆t/tend and mϕtend ∝ q1/2

ini , and thus get the following scaling relation:

µeffmϕ∆t ∝

√√
λhϕ + 3ξh

m2
ϕ

M2
Pl

µeff∆q. (4.4.8)

This shows that the resonance can be suppressed at larger couplings λhϕ + 3ξhm2
ϕ/M

2
Pl (or

larger qini) by increasing A/q (which decreases ∆q and µeff). For instance, a tenfold increase
in qini can be compensated by increasing A/q from 2 to 3. This is roughly what we observe in
Fig. 4.6. While for larger A/q the above scaling works well, at A/q ≤ 2.3 this approximation
breaks down and many instability bands contribute to the resonance.

The final result of our numerical study is shown in Fig. 4.8. The shaded region corresponds
to the parameter region where the EW vacuum is stable during and after inflation. The region
is finite due to the large couplings being cut off by the constraint of sufficiently flat inflaton
potential. Negative λhϕ and positive ξh lead to stronger resonance and thus are excluded
except close to the origin. The red dots indicate the boundary of the stability region obtained
with the lattice simulations. These center around the q = 0 line. The allowed parameter
region extends to about λhϕ ∼ 6 × 10−6, although the tip of this region is not shown in the
plot. The Higgs stability during inflation (Eq. (4.4.4)) is satisfied in the shaded region.

4.5 Higgs-inflaton trilinear coupling

Finally we consider the case λhϕ, ξh, σhϕ , 0. We give a brief overview first, and then show
numerical results.
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Qualitative discussion

The trilinear couplingσhϕϕh2 can be ignored during inflation as long as |σhϕ|Φ < λhϕΦ
2, 12ξhH2,

but it can be dominant asΦ decreases in the preheating epoch. Actually the quartic as well as
the curvature interactions decrease as t−2, while the trilinear one decreases only as t−1 since
it is linear in ϕ. Hence it dominates at late times resulting in a tachyonic resonance. Thus
we can obtain a strong bound on σhϕ almost independently of λhϕ and ξh. See also App. D.5
and Ref. [38].

Ignoring the Hubble expansion and the Higgs self-interaction, the Higgs dynamics are
described by the so-called Whittaker-Hill equation:[

d2

dz2 + Ak + 2p cos 2z + 2q cos 4z
]

hk = 0, (4.5.1)

where the resonance parameters are defined as

z ≡
mϕt

2
, Ak ≡

4k2

m2
ϕ

+ 2

λhϕ + ξh

m2
ϕ

M2
Pl

 Φ2

m2
ϕ

, p ≡
2σhϕΦ

m2
ϕ

, q ≡
λhϕ + 3ξh

m2
ϕ

M2
Pl

 Φ2

m2
ϕ

. (4.5.2)

This is a good approximation as long as Ak, p and q change adiabatically. The relevant
stability charts for the Whittaker-Hill equation are shown in Fig. 4.9. If the parameters are
in the white region, there exits an exponentially growing mode, resulting in the resonant
particle production. See App. D.5 for more details.

Numerical simulation

In order to obtain a bound on σhϕ, we have performed the classical lattice simulation. We
have chosenλhϕ and ξh such that they are in the shaded region in Fig. 4.6, and see whether the
trilinear coupling σhϕ destabilizes the EW vacuum or not. The results are shown in Fig. 4.10.
The EW vacuum is stable in the shaded region, while it is destabilized in the white region.
From this figure, we may require that ∣∣∣σhϕ

∣∣∣ ≲ 109 GeV, (4.5.3)

for mϕ ≃ 1013 GeV, in order for the EW vacuum to be stable during the preheating epoch. It is
almost independent of λhϕ and ξh since the trilinear coupling eventually dominates over the
other terms as we explained just above. The constraint is expected to scale as ∝ m2

ϕ since the
end of the preheating is estimated as mϕtend ∼ |σhϕ|MPl/m2

ϕ, assuming that the dependence of
the Floquet exponent on σhϕ is mild. Positive and negative σhϕ are slightly inequivalent due
to the Universe expansion.
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4.6 Higgs-radiation coupling

In the previous sections, we have neglected effects of the SM Yukawa and gauge couplings.
In this section, we investigate whether these couplings modify the above analysis or not. In
particular, we discuss the instant preheating and the annihilation processes that might affect
the Higgs dynamics during preheating. Here we concentrate on the cases where there is only
λhϕ or ξh, but a generalization to the case with all the couplings should be straightforward.

■ Instant preheating

For a relatively large λhϕ, the Higgs particles produced at ϕ ∼ 0 decay into top quarks at a
large field value of the inflaton where the Higgs is heavy [39]. If it is prompt, the efficiency
of the resonance is reduced and the decay products may stabilize the EW vacuum.

■ Annihilation

If the number density of the Higgs grows, the annihilation of the produced Higgs into top
quarks and EW gauge bosons may become significant [40, 41]. It reduces the efficiency of
the resonance, and the produced particles may stabilize the EW vacuum as well.

4.6.1 Instant preheating

Since the Higgs couples with the top quark via the sizable Yukawa coupling, it decays into
top quarks at a large field value region of the inflaton where the Higgs effective mass is large.
We first give an overview of this process.

At the early stage of the preheating, effects of the top Yukawa coupling significantly differ
depending on whether we consider λhϕ or ξh. For the quartic coupling λhϕ, the growth rate
of the resonance is almost independent of λhϕ. Hence the Higgs decay (∝ λhϕ) overcomes
the resonance at the early stage. Radiation is effectively produced at this epoch, which may
stabilize the EW vacuum. For the curvature coupling ξh, on the contrary, both the growth
rate of the resonance and the decay rate are proportional to

√
ξh. Thus, the resonance always

dominates over the Higgs decay. At the late stage, the Higgs resonant production dominates
over the Higgs decay even in the case with λhϕ, and hence the Higgs decay just reduces the
efficiency of the resonance.

From now we first discuss its effect in the early stage for the case only with λhϕ. Then we
move on to the discussion in the late stage.

■ Instant decay of Higgs [Early stage with λhϕ]

At the early stage of the preheating, the Higgs decay may dominate over the resonant Higgs
production in the broad resonance case. If λhϕ is so large that the decay is efficient enough,
then the EW vacuum can be stabilized by the produced particles. In the following we
estimate the boundary of λhϕ above which it occurs.

The Higgs obtains the effective mass of m2
h = λhϕΦ

2 cos2
(
mϕt

)
, and hence it is heavy

enough to decay into the top quarks when the inflaton is away from its potential origin. The
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oscillation averaged decay rate is roughly estimated as

Γ̄h→tt̄ ≃
3αt

2
m̄h ∼ λ1/2

hϕ αtΦ, (4.6.1)

where the bar indicates the oscillation average, and αt ≡ y2
t /4π with yt being the SM top

Yukawa coupling. If it satisfies Γ̄h→tt̄ ≫ mϕ/π, the Higgs particles produced at ϕ ∼ 0 decay
completely before the inflaton moves back to its potential origin. While this condition holds,
the Higgs particles decay at∫ tdec

tc

dtΓh→tt̄ ∼ 1, or m2
ϕ (tdec − tc)

2 ∼
mϕ

λ1/2
hϕ αtΦ

, (4.6.2)

where tc is the time at which the inflaton crosses the origin. The Higgs is non-relativistic due
to the factor α1/2

t ≪ 1 at its decay, and hence the Higgs energy density at its decay is given by

ρh(tdec) ∼
p3
∗

8π3 mh(tdec) ∼
λhϕ

8π3α1/2
t

m2
ϕΦ

2. (4.6.3)

Note that nh ∼ p3
∗/(2π)3 for the large inflaton field value region since the adiabaticity is

satisfied in that region (see App. D.3). The top Yukawa coupling comes in the denominator
since the Higgs is heavier at its decay for smaller αt as long as Γ̄h→tt̄ ≫ mϕ/π is satisfied.
This energy density is converted to the top quarks within one oscillation of the inflaton, and
hence we can define an effective inflaton decay rate as [42, 43]

Γinst ≡
mϕ

π

ρh(tdec)
ρϕ

∼
λhϕ

8π4α1/2
t

mϕ. (4.6.4)

If the conditions Γ̄h→tt̄ ≫ mϕ/π and p2
∗ > m2

th are satisfied until Γinst ≃ H, with mth being
the thermal mass of the Higgs from the produced SM particles, the inflaton condensation
completely decays before the Higgs resonant production overcomes the Higgs decay. Hence
the EW vacuum is stable in such a case. The former condition is satisfied if

λhϕ ≫ 5 × 10−2
( mϕ

1013 GeV

)2/3 (0.02
αt

)1/3

, (4.6.5)

while the latter is satisfied if

λhϕ > 0.1
(

100
g∗

)
. (4.6.6)

Thus, the instant preheating process can kill the inflaton condensation for the case with
λhϕ as large as λhϕ ≳ 0.1. Otherwise we expect that the inflaton condensation survives the
instant preheating epoch, and the Higgs resonant production eventually dominates over the
decay in the late time. Here note that the coupling as large as λhϕ ≳ 0.1 is unlikely for the
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vanilla chaotic inflation model. The quartic coupling λhϕ induces the Coleman-Weinberg
potential [4] as

VCW =
λ2

hϕϕ
4

64π2 ln

λhϕϕ2

m2
ϕ

 . (4.6.7)

If we stick to the quadratic inflaton potential, λhϕ should satisfyλhϕ ≲ 10−6 [34] for the flatness
of the inflaton potential. In this case the instant preheating is not efficient. It may be possible
to have λhϕ ≳ 0.1 for other inflation models such as with the non-minimal coupling [44] or
the modified kinetic terms [45–47], but we do not dig into these models here to avoid model
dependent discussions.

■ Slow decay of Higgs [Late stage with λhϕ, or with ξh]

Now we discuss the case where the resonance dominates over the Higgs decay. More
specifically, we consider the case where

Γ̄h→tt̄ ≪
mϕ

π
, (4.6.8)

in this subsection. Then only a part of the Higgs produced by the inflaton oscillation decays
within one inflaton oscillation, and hence the decay reduces the efficiency of the resonance.
We study its effect here. We consider the case with λhϕ in detail. A similar discussion holds
in the case with ξh.

A typical decay rate of the Higgs is given by

Γ̄h→tt̄ ≃
3αt

2
√

2
λ1/2

hϕ Φ. (4.6.9)

It reduces the growth rate of Higgs as

ln nh ∝ 2µqtcmϕt − Γ̄h→tt̄t. (4.6.10)

As a result, the decay time in Eq. (4.2.15) becomes slightly longer:

mϕtdec ∼
1

2µqtc
ln

(
16π

3
2

3λ̃

)
+

√
3αt

2µqtc

λ1/2
hϕ MPl

mϕ
. (4.6.11)

By comparing it with tend given in Eq. (4.2.16), we estimate the impacts of the Higgs decay
on the upper bound as follows:

λhϕ ≲ 10−8

[
0.1
µqtc

]2 [ mϕ

1013 GeV

]2
[
1 − 0.1

(
αt

0.02

) ( 0.1
µqtc

)]−2

. (4.6.12)

Similarly, in the case with ξh, we find

ξh ≲ 10 ×
[

2
neff µcrv

]2 [ √2 MPl

Φini

]2 [
1 − 0.04

(
αt

0.02

) ( 2
µcrv

)]−2

. (4.6.13)
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Thus it does not significantly change the upper bound. Note that the decay of Higgs into
the top quarks may be much suppressed in reality. This is because the typical life time
of the Higgs should be longer since the Higgs is relativistic, and because the top quarks
acquire a finite density mass correction from the Higgs fluctuations. Since our estimation is
not affected drastically even if we optimistically estimate the Higgs decay rate, we do not
investigate these effects further.

4.6.2 Annihilation

In the broad/tachyonic resonance, the number density of the Higgs grows exponentially. If
the number density is large enough, the Higgs can annihilate into top quarks and EW gauge
bosons. In particular, the Higgs may rapidly excite the gauge bosons to exponentially large
number densities [48]. If the number densities of the gauge bosons become comparable to
the Higgs before the EW vacuum destabilization, they might stabilize the EW vacuum.

In order to see whether the annihilation can indeed stabilize the EW vacuum or not, we
consider the following simplified Lagrangian:

L = Lϕ +Lh +Lχ +Lint +Lann, (4.6.14)

whereLϕ,Lh andLint are the same as Eqs. (4.1.2), (4.1.4) and (4.1.6) with the couplings being
λhϕ , 0, ξh = σhϕ = 0 or ξh , 0, λhϕ = σhϕ = 0. In addition, we take the Lagrangian for a light
scalar field χ as

Lχ =
1
2
∂µχ∂

µχ − 1
4

g2
χχχ

4, (4.6.15)

Lann = −
1
2

g2
hχh2χ2. (4.6.16)

Here χ schematically represents the SM gauge bosons, where we model the gauge interac-
tions as the quartic interactions.

We have solved the classical equations of motion derived from the Lagrangian (4.6.14)
numerically. We take d = 3 + 1, Ng = 128, dt = 10−3/mϕ, mϕ = 1.5 × 1013 GeV, Φini =

√
2 MPl,

aini = 1, Φ̇ini = 0 and ghχ = gχχ = 0.5. In Fig. 4.11, we show the time evolution of ⟨ϕ⟩2 (black),
⟨ϕ2⟩ − ⟨ϕ⟩2 (red), ⟨h2⟩ (blue) and ⟨χ2⟩ (orange). They are multiplied by a3, and normalized by
Φini. The left panel is the result of the quartic coupling case withλhϕ = 4×10−8 and L = 10/mϕ,
and the right panel is that of the curvature coupling case with ξh = 20 and L = 20/mϕ. As we
can see from Fig. 4.11, the Higgs rolls down to the true vacuum well before χ is sufficiently
produced. In fact, the dynamics of the Higgs is almost the same as those in Figs. 4.1 and 4.3.
Thus, the annihilation process cannot stabilize the EW vacuum in our simplified setup. The
results do not change even if we take the couplings of χ larger, say ghχ = gχχ = 1.

Now let us take a closer look at Fig. 4.11. In the case with ξh (the right panel), the Higgs
rolls down to the true vacuum at the first a few oscillations of the inflaton, regardless of
the existence of the annihilation channel. It seems that this is because the time scale of the
EW vacuum decay is too short for the annihilation to be effective. We believe that the same
argument holds for the realistic model where the Higgs couples to the EW gauge bosons,
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Figure 4.11: The time evolution of the inflaton and the Higgs. The black line is ⟨ϕ⟩2, the red line is
⟨ϕ2⟩− ⟨ϕ⟩2, the blue line is ⟨h2⟩ and the orange line is ⟨χ2⟩, where the angle brackets denote the spatial
average. They are multiplied by a3 and normalized by Φini =

√
2 MPl. Left: λhϕ = 4 × 10−8, ξh = 0,

right: λhϕ = 0, ξh = 20.

since the annihilation rate is not much different from our simplified model. In the case with
λhϕ, the Higgs remains in the EW vacuum for the firstO(1-10) times of oscillation of inflaton.
Even in such a case χ is not efficiently produced via the annihilation process. It might be
understood as follows. If the Higgs is produced, it induces an effective mass to χ as

m2
eff;χ(t) ≃ g2

hχ
nh(t)
ωk∗;h(t)

. (4.6.17)

The phase space of the produced χ is kinematically restricted by the effective mass m2
eff;χ,

and hence it might suppress the annihilation rate. Provided that this description is correct,
the dynamics should be similar for the realistic case where the Higgs couples to the gauge
bosons. Thus, we may expect that the annihilation process cannot stabilize the EW vacuum
during the preheating stage in the realistic case either. More rigorous analysis requires
lattice simulations including the gauge bosons [49–51], which is beyond the scope of this
dissertation.

Even if we properly take into account the degrees of freedom of the gauge bosons and
the Higgs, the situation is not expected to change. In order for the gauge boson to stabilize
the EW vacuum, its dispersion must satisfy

g2
∑⟨

A2
⟩
≳ |λh|

∑⟨
h2

⟩
, (4.6.18)

where g is the EW gauge coupling, A is the gauge boson and h is the Higgs. The sums
are for the six degrees of freedom for A and the four degrees of freedom for h, respectively.
Expecting that

⟨
A2⟩ ≃ ⟨

χ2⟩, we can see from Fig. 4.11 that the produced amount of the gauge
boson is far below Eq. (4.6.18).
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Chapter 5

Metastability after low-scale inflation

In Chap. 4, we have seen that the EW vacuum can be destabilized during the preheating
epoch once the inflaton mass scale mϕ is larger than the instability scale Minst. There we
have concentrated on the high-scale inflation models. However, mϕ can be larger than Minst

even for low-scale inflation models with Minst ≫ Hinf where Hinf is the Hubble parameter
during inflation. Actually it is usually the case that mϕ ≫ Hinf for low-scale inflation models.
Thus, in this chapter, we study the EW vacuum stability during the preheating epoch for a
low-scale inflation model. This chapter is based on the author’s original work [3].

5.1 Setup

First we summarize our setup. We take the Lagrangian as

L =
M2

Pl

2
R − 1

2

(
∂ϕ

)2
− 1

2
(∂h)2 −U(ϕ, h), (5.1.1)

where MPl is the reduced Planck scale, R is the Ricci scalar, ϕ is the inflaton, and h is the
Higgs.♭1 We assume that the inflaton is singlet under the SM gauge group, and hence the
trilinear as well as quartic portal couplings between the inflaton and Higgs are allowed in
general. Thus we take the following generic form for the potential:

U(ϕ, h) = V(ϕ) +
σ̃hϕ

2
ϕh2 +

λhϕ

2
ϕ2h2 +

m2
h

2
h2 +

λh

4
h4, (5.1.2)

where V is the inflaton potential, m2
h is the bare mass of Higgs, and σ̃hϕ, λhϕ, and λh are

coupling constants.♭2 Note that the inflaton can have some gauge charges other than the SM
such as U(1)B−L. In that case, ϕ should be regarded as a radial component of the complex
scalar, and σ̃hϕ = 0. In this chapter, however, we keep σ̃hϕ , 0 to make our discussion generic.
Below we explain each term in detail.

♭1 Again we consider only one degree of freedom for simplicity.
♭2 We can consider the non-minimal Higgs-curvature interaction ξhRh2 as well, but it is effective only when

the non-minimal coupling ξh is quite sizable: |ξh| ≳ m2
ϕ/H

2
inf ≫ 1.
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Inflaton potential

As a representative example of low-scale inflation models, we consider the hilltop model [52–
55] (see Refs. [56–59] for supergravity embeddings):

V(ϕ) = Λ4

[
1 −

(
ϕ

vϕ

)n]2

, (5.1.3)

where n > 2 is an integer and vϕ > 0 is the vacuum expectation value (VEV) of the inflaton
at the minimum of its potential. The inflaton mass around the minimum is

mϕ =

√
2nΛ2

vϕ
. (5.1.4)

Since we are interested in small field inflation models, we assume that vϕ ≪MPl. Otherwise,
the model would be rather similar to high-scale inflation models. Inflation takes place in the
region |ϕ| ≪ vϕ. Here and in what follows, we concentrate on the region ϕ > 0 without loss
of generality. The Hubble parameter at the end of inflation Hend is indeed much smaller than
the inflaton mass mϕ in this case:

Hend

mϕ
≃

vϕ√
6nMPl

≪ 1. (5.1.5)

The CMB constraints on this model are discussed in App. C.2.3.

Higgs-inflaton couplings and bare mass term

In terms of φ ≡ vϕ − ϕ, the potential is given as

U(ϕ, h) =V(vϕ − φ) +
1
2

(
m2

h + σ̃hϕvϕ + λhϕv2
ϕ

)
h2

+
σhϕ

2
φh2 +

λhϕ

2
φ2h2 +

λh

4
h4, (5.1.6)

where we have defined

σhϕ ≡ −
(
σ̃hϕ + 2λhϕvϕ

)
. (5.1.7)

Note thatφ = 0 at the minimum of the inflaton potential. Here comes our crucial observation.
In order to realize the EW scale, the bare Higgs mass and the mass coming from vϕ must be
cancelled:♭3

m2
h + σ̃hϕvϕ + λhϕv2

ϕ = 0. (5.1.8)

♭3 We have ignored the EW scale since the typical energy scale of our interest is much higher.
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It is of course a tuning, but it is inevitable since we assume that the SM is valid up to some
high energy scale aside from the inflaton sector. Thus, the potential is now given by

U(ϕ, h) =V(vϕ − φ) +
σhϕ

2
φh2 +

λhϕ

2
φ2h2 +

λh

4
h4. (5.1.9)

In particular, the Higgs is almost massless at φ = 0.
Now we discuss quantum corrections to the inflaton potential. The potential of the low-

scale inflation model has to be extremely flat, and hence only a small change might spoil
the successful inflation. Suppose that the effective potential around the vacuum ⟨ϕ⟩ ∼ vϕ
is given by Eq. (5.1.9) at the end of inflation for some renormalization scale M. We will
take M as the typical scale of the preheating dynamics (M ≳ mϕ), and put bounds on the
couplings defined at this scale. At the one-loop level, the radiative correction induces the
Coleman-Weinberg effective potential,

VCW(ϕ) ≃
m4

h(ϕ)

64π2 ln
(

m2
h(ϕ)

M2

)
, (5.1.10)

where we define m2
h(ϕ) ≡ m2

h + σ̃hϕϕ + λhϕϕ2, and the couplings are evaluated at M. We have
assumed m2

h(ϕ) > 0 during inflation. Otherwise, the Higgs potential might be destabilized
during inflation (see Sec. 5.2). In order not to change the tree-level inflaton potential too
much during inflation, we need |∂VCW/∂ϕ| ≲ |∂V/∂ϕ|. It roughly indicates∣∣∣σhϕ

∣∣∣ ≲ mϕ

( vϕ
MPl

) n−1
n−2

,
∣∣∣λhϕ

∣∣∣ ≲ mϕ

MPl

( vϕ
MPl

) 1
n−2

, (5.1.11)

for σ̃hϕ , 0 and ∣∣∣σhϕ

∣∣∣ ≲ mϕ

vϕ
MPl

,
∣∣∣λhϕ

∣∣∣ ≲ mϕ

MPl
, (5.1.12)

for σ̃hϕ ≃ 0. We require these conditions in the following.

Higgs potential

Finally, we discuss the Higgs quartic coupling λh. In the present case, in order to understand
the high-energy behavior of λh, we must carefully consider the mixing between φ and
h [60–62]. Once we ignore λhϕ, the potential at around the minimum is written as

U ≃
m2
ϕ

2

φ + σhϕh2

2m2
ϕ


2

+
1
4

λh −
σ2

hϕ

2m2
ϕ

 h4. (5.1.13)

Thus the Higgs potential below the energy scale of mϕ is

VSM(h) =
λSM

4
h4, λSM = λh −

σ2
hϕ

2m2
ϕ

. (5.1.14)
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It is clear that λSM in the low-energy effective theory is different from λh.
Up to the energy scale of mϕ, the running of λSM is just that of the SM, and hence it turns

to negative at around 1010 GeV as we saw in Sec. 2.2. For simplicity, we again approximate
it as

λSM = −0.01 × sgn (M −Minst) for M < mϕ, (5.1.15)

where M is the energy scale of the system and Minst is the instability scale of the Higgs
potential which we take Minst = 1010 GeV. If mϕ < Minst, λh is positive at least up to at
around M = Minst.♭4 Thus, to overcome the potential barrier, the Higgs must be enhanced
as ⟨h2⟩ ≳ M2

inst > m2
ϕ. However, such an enhancement requires large λhϕ and σhϕ which are

likely to spoil Eq. (5.1.11).♭5 Therefore, we concentrate on the opposite case:

mϕ > Minst. (5.1.16)

By matching at M = mϕ, the boundary condition for λh is roughly given as

λh|M=mϕ
= −0.01 +

σ2
hϕ

2m2
ϕ

∣∣∣∣∣∣∣
M=mϕ

. (5.1.17)

If σ2
ϕh/m

2
ϕ ≳ 0.01, it may significantly affectλh so that it helps to stabilize the Higgs potential at

the high-energy region.♭6 In such a case, t here may be another minimum at around h ≃ mϕ

and φ ≃ −σϕh because of Eqs. (5.1.13) and (5.1.16), and it may affect the dynamics of the
Higgs in the early universe. Instead of being involved in such a complexity, here we simply
concentrate on the case♭7

σ2
hϕ

m2
ϕ

≪ 0.01. (5.1.18)

Then, we may approximate the quartic coupling as

λh = −0.01 × sgn (M −Minst) . (5.1.19)

We take the renormalization scale as M = max
(
H,
√
⟨h2⟩

)
during preheating as in Chap. 4.

Namely, we again simply use the tree-level Higgs potential with the renormalization scale
chosen as the typical energy scale of the system.

♭4 The potential can be even absolutely stable depending on σ2
hϕ/m

2
ϕ and the sign of λhϕ [60–62].

♭5 The hilltop model (n = 6) with mϕ < Minst cannot have large resonance parameters because of Eq. (5.4.2).
♭6 If λϕh is negative, the potential may not be absolutely stable anyway, depending on the details of V(ϕ).
♭7 In principle, the same argument can be applied for the high-scale inflation case we studied in Chap. 4 if

σhϕ is present. In practical, the upper bound on σhϕ from the EW vacuum stability during the preheating is
much below this value (|σhϕ| ≲ 109 GeV and mϕ ≃ 1012-1013 GeV), and hence we safely ignore it.
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5.2 Higgs dynamics during inflation

Before studying the preheating stage, we summarize the Higgs dynamics during inflation
in this section. As we saw in Chap. 3, the EW vacuum can be destabilized during inflation
if the inflation scale is too high. It is instructive to see what happens if the inflation scale
is so low that Hinf ≪ Minst. In the present model, since ϕ ≪ vϕ during inflation, the Higgs
potential during inflation is approximately given by

V(h) ≃
m2

h

2
h2 +

λh

4
h4, (5.2.1)

where m2
h satisfies Eq. (5.1.8). There are two possibilities: m2

h < 0 and m2
h > 0.

First, let us consider the case with m2
h < 0, or σ̃hϕ + λhϕvϕ > 0. In this case, the parameters

must satisfy

|λh|M2
inst > |m2

h|, (5.2.2)

since otherwise the potential decreases monotonically toward large h and the Higgs may roll
down to the deeper minimum during inflation. As long as Eq. (5.2.2) is satisfied, the EW
vacuum is stable during inflation if Hinf ≪ Minst. Otherwise, the de-Sitter fluctuation of the
Higgs field is too large to stay at the local minimum of the potential. Next, let us consider
the opposite case: m2

h > 0, or σ̃hϕ + λhϕvϕ < 0. In this case, h = 0 is always a local minimum
of the potential, and it is stable against the de-Sitter fluctuation if

H2
inf ≪ max

[
M2

inst, m2
h/|λh|

]
. (5.2.3)

If the condition (5.2.2) or (5.2.3) is satisfied, the EW vacuum is stable during inflation.
However, it does not guarantee the vacuum stability after inflation, since the Higgs fluctuation
can be resonantly enhanced during the preheating stage as studied in detail from now.

5.3 Particle production after inflation

In this section, we describe the preheating dynamics of our system. We first discuss resonant
inflaton production in Sec. 5.3.1. Since the inflaton potential at around the minimum is far
from quadratic in the present case, inflaton particles are also resonantly produced. In fact,
the inflaton particles can be even tachyonic, and hence the inflaton production is so efficient
that the backreaction kills the inflaton condensation within several times of the oscillation.
It sets the end of the preheating epoch, which is the time until which we follow in this
chapter. Then we discuss resonant Higgs production in Sec. 5.3.2. There we use a crude
approximation that the inflaton potential is quadratic. It is still useful to understand the
Higgs production qualitatively, and to make an order estimation of the constraints on the
couplings. More rigorous analysis is performed numerically in the next section.
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5.3.1 Inflaton dynamics during tachyonic oscillation

The inflaton oscillation for a low-scale inflation model is typically dominated by the flat
part of the potential just after inflation, and it causes a so-called tachyonic preheating phe-
nomenon. Below we closely follow the discussion in Ref. [63].

There are two stages of the tachyonic preheating. The first stage is from the beginning of
the tachyonic growth to the first passage of ϕ = vϕ, and the second stage is tachyonic inflaton
oscillation regime. The first stage is further divided into the epoch between the point |η| = 1
and ϵ = 1, and the interval between ϵ = 1 and the first passage of ϕ = vϕ. Here ϵ and η are
the slow-roll parameters: ϵ ≡ M2

Pl(V
′/V)2/2, η ≡ M2

PlV
′′/V, where V is the inflaton potential

and the prime denotes the derivative with respect to ϕ.
The inflaton fluctuations with k/a ≲ Hinf start to develop after |η| ≳ 1. Note that still

ϵ ≪ 1 is satisfied at the beginning of this stage since there is a large hierarchy between
|η| and ϵ in low-scale inflation models. While the inflaton is rolling down the potential,
higher momentum modes with Hinf < k/a ≲ mϕ also experience tachyonic growth, but the
modes with low k/a (≲ Hinf) are most enhanced since they have more time to develop. For
the inflaton fluctuatiosn with momentum as low as k/a ≲ Hinf, the linearized equation of
motion is the same as that of the velocity of the homogenous mode. Hence we estimate the
enhancement factor from |η| = 1 to the first passage of ϕ = vϕ as

δϕk(ϕ(t) = vϕ)
δϕk(|η| = 1)

=
ϕ̇(ϕ(t) = vϕ)

ϕ̇(|η| = 1)
∼

(
MPl

vϕ

)n/(n−2)

. (5.3.1)

where we have used ϕ(|η| = 1) ∼ (vϕ/MPl)2/(n−2) and the slow-roll approximation to estimate
ϕ̇(|η| = 1). The condition for δϕ to remain perturbative after the first passage of ϕ = vϕ reads

⟨
δϕ2

⟩
∼ Λ

4

M2
Pl

(
MPl

vϕ

)2n/(n−2)

≲ v2
ϕ, or

Λ

vϕ
≲

( vϕ
MPl

)1/(n−2)

. (5.3.2)

Using the CMB normalization, it translates into

vϕ
MPl
≳ 10−6-10−5, (5.3.3)

independently of n. Otherwise, even within one inflaton oscillation, the inflaton condensate
may be broken, and the subsequent inflaton-Higgs dynamics would be too complicated. To
avoid this complexity, we focus on the case where the above condition is satisfied so that we
can reliably discuss the Higgs dynamics in the second stage.

The second stage is tachyonic inflaton oscillation regime. During this stage, the inflaton
oscillation is far from harmonic since the most oscillation period is consumed at the flat part
of the potential ϕ≪ vϕ. We first estimate the lower endpoint field value of the inflaton after
j-th oscillation ϕ j, and the time t j at which ϕ = ϕ j. From the energy conservation, it satisfies

V(ϕ j) − V(ϕ j+1) =
∫ t j+1

t j

dt 3Hϕ̇2. (5.3.4)
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The integrand is dominated by the potential minimum where |dtϕ̇| ∼ vϕ and |ϕ̇| ∼ Λ. Thus
we obtain

ϕ j

vϕ
∼

(
jvϕ
MPl

)1/n

. (5.3.5)

Note thatϕ j=1 > ϕ(ϵ = 1) whereϕ(ϵ = 1) ∼ vϕ(vϕ/MPl)1/(n−1). The mass scale atϕ = ϕ j is much
smaller than the mass scale at the bottom of the potential mϕ ∼ Λ2/vϕ. Hence the period of
the oscillation is mostly determined by this region as

t j+1 − t j ∼
√

1∣∣∣V′′(ϕ j)
∣∣∣ ∼ 1

mϕ

(
vϕ
ϕJ

)(n−2)/2

. (5.3.6)

It is much longer than m−1
ϕ , as clearly seen in the numerical results in the next section. Now

we consider the growth of the inflaton particles δϕk with the momentum k in the linear regime
during t j < t < t j+1. We further divide it into three phases: (a) t j < t < t−m, (b) t−m < t < t+m, and
(c) t+m < t < t j+1, where t±m denotes the time when ϕ = ϕm, with ϕm being the field value at
which V′′ takes negative maximum value, or

ϕm

vϕ
=

(
n − 2

2(2n − 1)

)1/n

. (5.3.7)

First, in the stage (a), modes with k ≲ mϕ experience tachyonic instability within ϕtac < ϕ <
ϕm, where

ϕtac

vϕ
≃
ϕ j

vϕ
×max

1, ( k
k∗

) 2
n−2

 , (5.3.8)

with k∗ ∼ mϕ( jvϕ/MPl)(n−2)/2n being the tahcyonic mass scale at ϕ = ϕ j. Then δϕk is enhanced
by a factor of eXk with

Xk =

∫ ϕm

ϕtac

√
|V′′| − k2

ϕ̇
dϕ ∼

√
n(n − 1)

2
log

(
ϕm

ϕtac

)
. (5.3.9)

Here it should be noticed that the same mode experiences exponential decay in the stage (c)
in the limit k→ 0.♭8 Thus a phase shift in the stage (b) is crucial to obtain a net growth of the
fluctuations. Schematically, the phase of δϕk is rotated during the stage (b) as

exp
(
i
√

m2
ϕ + k2 (t+m − t−m)

)
∼ eimϕt

1 +
ik2

m2
ϕ

 , (5.3.10)

♭8 The linearized equation of motion of δϕk in the limit k → 0 is the same as ϕ̇ as we said before, and the
latter indeed decreases during the stage (c).
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where we have used k ≪ mϕ and t+m − t−m ∼ m−1
ϕ . Thus the fraction k2/m2

ϕ is connected to the
growing mode in the stage (c), and hence the net enhancement factor within one oscillation
Fk is estimated as

Fk ≡
∣∣∣∣∣∣δϕk(t j+1)
δϕk(t j)

∣∣∣∣∣∣ ∼
∣∣∣∣∣∣∣1 + ik2

m2
ϕ

e2Xk

∣∣∣∣∣∣∣ . (5.3.11)

It is peaked at k ≃ k∗ as

Fk∗ ∼
m2

ϕ

k2
∗


xn−1

, xn ≡
√

2n(n − 1)
n − 2

. (5.3.12)

It is much larger than unity, and hence δϕk∗ is enhanced by orders of magnitude within
one oscillation for vϕ ≪ MPl. The variance of the inflaton after the j-th oscillation is now
estimated as ⟨

δϕ2
⟩
∼ k2

∗F
2 j
k∗
∼ m2

ϕ

(
MPl

vϕ

)(n−2)(2 j(xn−1)−1)/n

. (5.3.13)

It is valid for xn > 3/2 or n < 27. It indicates that the fluctuation becomes nonlinear, i.e.,
⟨δϕ2⟩ ∼ v2

ϕ, within several times of oscillation.
In summary, the inflaton sector becomes nonlinear within several times of oscillation

due to the tachyonic preheating. To avoid complications arising from the nonlinearity and
thermalization, in this dissertation we just require that the EW vacuum remains stable at least
until the inflaton fluctuation becomes nonlinear. Otherwise we cannot avoid the catastrophe
anyway. Thus, the tachyonic production of the inflaton particles sets the upper limit of the
time until which we follow the dynamics in this chapter.

5.3.2 Higgs dynamics during preheating

Now we study the Higgs particle production during the preheating stage. In this subsection,
we crudely approximate the inflaton potential as quadratic, although the actual inflaton
potential is typically far from quadratic for low-scale inflation models. Nevertheless, it helps
us to understand the numerical results at least qualitatively.

The potential of the inflaton and the Higgs at the inflaton oscillation phase is

U(ϕ, h) =
m2
ϕ

2
φ2 +

λhϕ

4
h4 +

σhϕ

2
φh2 +

λϕh

2
φ2h2. (5.3.14)

The inflaton potential is (crudely) approximated as quadratic around the potential minimum.
We study resonant Higgs particle production due to the inflaton oscillation in this system.
The linearized equation of motion of the Higgs is

ḧk +
(
k2 + σhϕφ + λhϕφ

2
)

hk = 0. (5.3.15)
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We have moved to the momentum space with k being the momentum, and ignored the
Hubble expansion because of Eq. (5.1.5). The inflaton oscillation is described as

φ = φini cos
(
mϕt

)
, (5.3.16)

under the quadratic approximation. Here φini is the initial inflaton oscillation amplitude,
which is roughly φini ∼ vϕ (remember that φ ≡ vϕ − ϕ). By substituting it to Eq. (5.3.15), we
obtain the Whittaker-Hill equation:

h′′k +
[
Ak + 2p cos 2z + 2q cos 4z

]
hk = 0, (5.3.17)

where

Ak ≡
4k2

m2
ϕ

+ 2q, p ≡
2σhϕφini

m2
ϕ

, q ≡
λhϕφ2

ini

m2
ϕ

, z ≡
mϕt

2
, (5.3.18)

and the prime denotes the derivative with respect to z. In Fig. 4.9 in Sec. 4.5, we showed
the stability/instability charts of the Whittaker-Hill equation. If the parameters are in the
instability region (the unshaded region), Eq. (5.3.17) has exponentially growing solutions,
resulting in the resonant Higgs production. The resonance parameters p and q are useful for
estimating the strength of the resonance even for a potential that is far from quadratic, as in
the case of the hilltop potential. In terms of the resonance parameters, the condition

p + 2q ≥ 0, (5.3.19)

is necessary for the Higgs not to be tachyonic during inflation. Although it does not neces-
sarily cause a problem as long as Eq. (5.2.2) is fulfilled, we will assume that Eq. (5.3.19) holds
in the following for simplicity.

Once the resonant Higgs production occurs, it forces the EW vacuum to decay into the
deeper minimum in the same way as we studied in Chap. 4: the produced Higgs particles
induce the following tachyonic mass from the Higgs self-quartic coupling:

m2
tac ≃ 3λh⟨h2⟩, (5.3.20)

where we have used the mean-field approximation. Note that the dispersion is ⟨h2⟩ ≳ m2
ϕ for

the resonant particle production, and thus we expect λh < 0 as can be seen from Eqs. (5.1.16)
and (5.1.19). Thus we can constrain the resonance parameters, or the couplings, by requiring
that the EW vacuum is stable during the preheating. The tachyonic resonance is effective if
|p| exceeds of order unity (see Fig. 4.9), so we may require∣∣∣p∣∣∣ ≲ O(1), (5.3.21)

for the EW vacuum stability during the preheating. We will confirm this expectation by
means of the classical lattice simulation with a full hilltop inflaton potential in the next
section. Note that Eq. (5.3.21) implies |q| ≲ O(1) without any accidental cancellation between
σϕh and λϕh. However, we will also discuss the case |p| ≲ O(1) and |q| ≫ O(1) at the end of
the next section for completeness.♭9

♭9 Note that q ≳ −O(1) from Eqs. (5.3.19) and (5.3.21).
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d Ng L dt dk
2+1 2048 1500m−1

ϕ 5 × 10−3m−1
ϕ 4.2 × 10−3mϕ

Table 5.1: The parameters of the classical lattice simulation, where d is the spacetime dimension, Ng
is the number of grid in each spatial dimension, L is the size of the lattice, dt is the size of the each
time step, dk ≡ 2π/L is the resolution of the momentum.

5.4 Numerical simulation and constraints on couplings

In this section we perform classical lattice simulations to study the EW vacuum stability
during the preheating epoch. Note that the results in this section include effects of the anhar-
monicity of the inflaton potential as well as the Hubble expansion, although we ignored them
in the previous subsection. For concreteness, we take n = 6 in the inflaton potential (5.1.3).
The CMB normalization implies(

Λ

MPl

)4

≃ 7 × 10−14
( vϕ
MPl

)3 ( N
60

)−5/2

. (5.4.1)

See App. C.2.3 for more details. For instance, Λ/MPl ≃ 2 × 10−5, Hinf ≃ 4 × 108 GeV and mϕ ≃
5 × 1011 GeV for vϕ/MPl = 10−2, and Λ/MPl ≃ 3 × 10−6, Hinf ≃ 107 GeV and mϕ ≃ 2 × 1011 GeV
for vϕ/MPl = 10−3. Thus the parameters satisfy Hinf ≪ Minst < mϕ, and hence this model
is indeed a good example of our general argument in the previous sections. The condition
(5.1.11) is given in terms of p and q as∣∣∣p∣∣∣ ≲ vϕ

mϕ

( vϕ
MPl

)5/4

,
∣∣∣q∣∣∣ ≲ vϕ

mϕ

( vϕ
MPl

)5/4

. (5.4.2)

For n = 6, the right-hand sides are larger than unity for vϕ/MPl ≳ 10−4.
We numerically solved the discretized version of the classical equations of motion derived

from Eq. (5.1.1) as well as the Friedmann equations. We start to solve the equations when
ϵ = 1. It corresponds to φini ≃ 0.74vϕ for vϕ = 10−2MPl, and φini ≃ 0.84vϕ for vϕ = 10−3MPl.
We took the initial velocity of the inflaton as zero. We also introduced initial Gaussian
fluctuations that mimic the quantum fluctuations for the inflaton and the Higgs. We have
assumed that they are in the vacuum state initially. This is justified for vϕ/MPl ≳ 10−6-10−5

since we can safely neglect inflaton particle production at the first stage in this case as
discussed in Sec. 5.3.1. We have also added h6 term in the Higgs potential just for numerical
convergence. We have checked that it does not modify the dynamics before the EW vacuum
decay. The parameters of our lattice simulations are summarized in Tab. 5.1. Since we have
two different momentum scales (k∗ and mϕ), we must take the number of grids Ng to be large.
This is why we took the spatial dimension to be two instead of three (see Tab. 5.1). As far as
the linear regime is concerned, the results are not expected to change drastically for different
numbers of spatial dimensions. For more details, see App. E.3.

We show our numerical results for vϕ = 10−2MPl and vϕ = 10−3MPl in Figs. 5.1 and 5.2,
respectively. We have followed the dynamics until mϕt = 150 and 250 for vϕ = 10−2MPl and
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10−3MPl, respectively, since the inflaton condensation is broken slightly before these times.
The black line is ⟨φ⟩2, the red line is ⟨φ2⟩ − ⟨φ⟩2, and the blue line is ⟨h2⟩, where the angle
brackets denote the spatial average. They are normalized by φini. The values of p and q are
written at the tops of these figures.

In the upper panels in Figs. 5.1 and 5.2, p ≳ O(1) and both q > 0 and q < 0 cases are
considered. As we can see, the EW vacuum is actually destabilized during the preheating
for these cases. On the other hand, we have taken p = q ≲ O(1) in the lower left panels in
Figs. 5.1 and 5.2. In these cases, the EW vacuum survives the preheating. Thus the numerical
results are consistent with our expectation in Sec. 5.3.2:∣∣∣p∣∣∣ = 2σhϕφini

m2
ϕ

≲ O(1), (5.4.3)

is required for the stability of the EW vacuum during the preheating. We have checked that
this criterion is indeed satisfied for several other values of p and q. In particular, we have
also calculated the case p < 0. In this case, the Higgs becomes tachyonic in the region φ > 0,
where it takes more time for the inflaton to oscillate. Hence the Higgs is more likely to be
enhanced and the EW vacuum decays faster compared to the case p > 0.♭10 In any case, the
EW vacuum is stable during the preheating as long as Eq. (5.4.3) holds and |q| ∼ |p|. The
bound (5.4.3) does not strongly depend on vϕ since it is expressed solely by the resonance
parameters. It is consistent with the numerical results with two different values of vϕ.

Eq. (5.4.3) is our main result in this chapter, and it also implies |q| ≲ O(1) if there is no
tuning of the parameters. Still, we have also considered the case |p| ≪ q for completeness.
Note again that an accidental cancellation between σhϕ and λhϕ is necessary to achieve
q ≫ O(1) while satisfying Eq. (5.4.3) (see the footnote ♭9). In this case, the situation is more
complicated. When the broad resonance is dominant, the condition for the EW vacuum
destabilization is estimated as

|λh|
⟨
h2

⟩
≳ p2

∗ , (5.4.4)

where p∗ ≡ mϕq1/4 as we discussed in Sec. 4.2. The growth factor µqtc depends little on q for
the parametric resonance, and hence the value of q is not so important in this condition. As
a result, it is likely that the EW vacuum does not decay during the linear regime even if we
take q to be larger, since we have restricted the number of times of the inflaton oscillations
in our analysis (only several times) to avoid complications associated with the nonlinear
behavior of the inflaton. However, as the inflaton fluctuations grow and become nonlinear,
they can also produce the Higgs particles through the scatterings. It corresponds to the
beginning of the thermalization, which is studied in detail in, e.g., Ref. [64]. In this regime,
the variances of the inflaton and the Higgs tend to converge to a similar value though the
scattering. Therefore, as q (or λhϕ) becomes larger, ⟨h2⟩ approaches to ⟨φ2⟩ faster. In the
present case, it might destabilize the EW vacuum since |λh| ≫ λhϕ. Actually, in the lower
right panels in Figs. 5.1 and 5.2, the EW vacuum is destabilized at almost the same time as

♭10 Note that p necessarily dominates over q as the inflaton approaches to the minimum of its potential.
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the system becomes nonlinear for q ≳ O(10). Thus, it might be expected that

q =
λhϕφ2

ini

m2
ϕ

≲ O(10) if
∣∣∣p∣∣∣ ≲ O(1), (5.4.5)

is at least necessary for the stability of the EW vacuum during and also after the preheating.
Eqs. (5.4.3) and (5.4.5) are translated to upper bounds on λhϕ and σhϕ as

∣∣∣σhϕ

∣∣∣ ≲ 108 GeV
( mϕ

1012 GeV

)2
(

1016 GeV
φini

)
, (5.4.6)

∣∣∣λhϕ

∣∣∣ ≲ 10−7
( mϕ

1012 GeV

)2
(

1016 GeV
φini

)2

. (5.4.7)

Note that the initial inflaton amplitude φini is of order the inflaton VEV vϕ.
If we follow the thermalization process for a longer time, the constraints probably become

tighter than Eqs. (5.4.3) and (5.4.5). In this sense, Eqs. (5.4.3) and (5.4.5) are just necessary
conditions, and we must also follow the dynamics after the preheating to determine an
ultimate fate of the EW vacuum. In order to address this issue, however, we should take
into account the couplings between Higgs and the SM particles, which might stabilize the
EW vacuum. It seems interesting to study further on this direction although it is more
complicated.
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Figure 5.1: The time evolution of the inflaton and the Higgs for vϕ = 10−2MPl up to mϕt = 150. The
black line is the inflaton condensation ⟨φ⟩2, the red line is the inflaton two point function ⟨φ2⟩ − ⟨φ⟩2
and the blue line is the Higgs two point function ⟨h2⟩, where the angle brackets denote the spatial
average. They are normalized by the initial inflaton amplitude φini. The EW vacuum is stable for
(p, q) = (0.5, 0.5), while it is destabilized during the preheating for the other cases. The lower right
panel corresponds to the case with an accidental cancellation between σhϕ and λhϕ.
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Figure 5.2: The time evolution of the inflaton and Higgs for vϕ = 10−3MPl up to mϕt = 250. The
black line is the inflaton condensation ⟨φ⟩2, the red line is the inflaton two point function ⟨φ2⟩ − ⟨φ⟩2
and the blue line is the Higgs two point function ⟨h2⟩, where the angle brackets denote the spatial
average. They are normalized by the initial inflaton amplitude φini. The EW vacuum is stable for
(p, q) = (0.5, 0.5), while it is destabilized during the preheating for the other cases. The lower right
panel corresponds to the case with an accidental cancellation between σhϕ and λhϕ.

67



Chapter 6

Summary and future directions

In this dissertation, we have investigated the cosmological implications of the EW vacuum
metastability in the context of the inflationary cosmology. According to the current measure-
ment of the SM parameters, the Higgs potential may develop a true minimum deeper than
the EW vacuum, called the EW vacuum metastability. It has interesting consequences on
the cosmology, especially in its early stage. In this dissertation, we pay special attention to
the Higgs-inflaton dynamics during the inflaton oscillation epoch after inflation. If there are
sizable couplings between the inflaton/gravity sector and the Higgs sector, resonant Higgs
particle production occurs during the inflaton oscillation epoch, which we call the preheat-
ing. The typical energy scale of this process is the inflaton mass scale. Hence, as long as the
inflaton mass scale is higher than the instability scale of the Higgs potential, the produced
Higgs particles may push the Higgs itself to roll down to the true minimum due to the finite
density effect. We have specified the parameter region where the EW vacuum destabiliza-
tion indeed happens during the preheating epoch for both high-scale and low-scale inflation
models. See Eqs. (4.2.17), (4.3.14), (4.5.3), (5.3.21), and Figs. 4.1, 4.3, 4.8, 4.10, 5.1, 5.2.

As concluding remarks, we list some possible future directions here. First of all, it is
definitely interesting to implement the SM gauge bosons to the classical lattice simulation
as well. The SM Higgs inevitably couples to the gauge bosons, and hence they are expected
to be produced during the preheating epoch at least to some amount. We have imitated
their effects by introducing a light scalar field χ in Sec. 4.6, and found that its effect is rather
minor. However, it is of course just an approximation, and it is mandatory to include the
gauge bosons without any approximation in order to judge whether it is truly ineffective or
not. Such a study is partly done by Ref. [51] that supports our argument that the effect is
minor, but the authors considered the case with only the non-minimal coupling ξh. As we
saw in Sec. 4.2, it takes more time for the EW vacuum to be destabilized for the case with
the quartic coupling λhϕ. Hence the gauge bosons may have larger impacts on the case with
λhϕ. It is still worth investigating further on this direction.

Another direction may be to investigate the inflationary model dependence of our results.
In Chaps. 4 and 5, we take the quadratic and the hill-top type potentials as examples, but it is
interesting to see how results change quantitatively or even qualitatively once we consider
different types of the inflaton potential. One example may be to consider the inflation model
with the non-minimal coupling to the gravity [65,66], or the R2-type inflation models [67–70].
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For these models, once we move to the Einstein frame, the inflaton has interaction with the
Higgs that is not described by Eq. (1.1.1) we have considered in this thesis. Another example
may be to consider the quartic inflaton potential instead of the quadratic one. In this case the
system has classical scale invariance. Hence the Hubble expansion does not kill the resonance
since the scale factor decouples from the equation of motion by redefining the inflaton and
the Higgs fields properly [71]. The resonance is terminated only by the backreaction, and
such a situation is quite dangerous for the EW vacuum. This is because the absolute value
of the Higgs quartic coupling is typically larger than the Higgs-inflaton coupling and the
inflaton quartic self coupling.

Finally, we comment on the EW vacuum stability after the preheating epoch. We have
discussed the EW vacuum stability during the inflationary and the preheating epoch, but
the Higgs dynamics after the preheating could be quite non-trivial as well. The EW vacuum
is likely to be stable once the system is in thermal equilibrium [23, 72]. However, it is still
non-trivial under what condition the EW vacuum is stable from the end of the preheating to
the end of thermalization. The Higgs momentum distribution at the end of the preheating
is far from thermal equilibrium, and it evolves due to the scatterings towards thermal
equilibrium. It is possible that the EW vacuum decay is activated during this thermalization
process depending on the detailed shape of the momentum distribution. For instance, if the
Higgs fluctuations are larger than the other SM particles at some time, the EW vacuum decay
can be enhanced. The resonant Higgs production may be viewed as an extreme example of
this case. This issue is worth investigating in detail since it determines an ultimate fate of
the EW vacuum. Thus, we still have a lot to do to completely understand the cosmological
implications of the EW vacuum metastability.
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Appendix A

Notations and conventions

In this appendix we summarize the notations and conventions used in this dissertation.

A.1 Unit

In this dissertation we take the natural unit where the speed of light c, the reduced Planck
constant ℏ and the Boltzmann constant kB are all taken to be unity: c = ℏ = kB = 1. We retain
the Planck mass explicitly. We denote the reduced Planck mass as MPl.

A.2 Metric

We take the almost-plus convention for the metric in this dissertation. Thus the metric in the
Minkowski space is given by

ηµν = diag (−1, 1, 1, 1) , (A.2.1)

while that in the Friedmann-Lemaı̂tre-Robertson-Walker (FLRW) space is given by

gµν = diag
(
−1, a2, a2, a2

)
, (A.2.2)

where a is the scale factor of the universe. We denote the Hubble parameter as H ≡ ȧ/a,
where the dot denotes the derivative with respect to time.

A.3 Clifford algebra

We define the gamma matrices as {
γµ, γν

}
= −2ηµν, (A.3.1)

where {...} denotes the anti-commutator. Thus, with our almost-plus convention of ηµν, γ0 is
hermitian while γi is anti-hermitian. In this convention, in particular, we obtain

/a/b = −a · b, (A.3.2)
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where the slashed variables are contracted with γµ. This convention is the same as Refs. [73,
74], and opposite to Ref. [75]. Indeed, we can easily go back and forth between our convention
and that in Refs. [73, 74] just by changing the sign in front of quantities contracted by ηµν,
such as p2 with pµ being the four-momentum. Note that a factor of i difference often appears
in literature due to these differences. We define γ5 as

γ5 ≡ iγ0γ1γ2γ3. (A.3.3)

It anti-commutes with γµ, and is hermitian. The projection operators to the left-handed and
right-handed components are respectively defined as

PL ≡
1 − γ5

2
, PR ≡

1 + γ5

2
. (A.3.4)

We define the Dirac conjugate as

ψ̄ ≡ ψ†γ0. (A.3.5)

It is again the same as Refs. [73, 74], and different by a factor of i from Ref. [75]. The latter
difference is because our γ0 is hermitian while their γ0 is anti-hermitian due to the different
conventions of the Clifford algebra.

A.4 Couplings and fields

Here we summarize the notations for the couplings and fields used in this dissertation. The
U(1), SU(2) and SU(3) SM gauge couplings are g′, g and gs, respectively. The top Yukawa
coupling is yt, and the Higgs quartic self coupling is λh. The Higgs-inflaton quartic and
trilinear couplings are λhϕ and σhϕ, respectively. The Higgs-curvature non-minimal coupling
is ξh. The Higgs SU(2) doublet is decomposed as

H =
1√
2

 φ+

h + iφZ

 . (A.4.1)

We also use h to denote the radial component of the Higgs field. We useϕ as the inflaton. The
inflaton mass is denoted as mϕ. We often denote a light scalar field other than the inflaton
and the Higgs as χ.
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Appendix B

More on EW vacuum metastability

In this appendix we derive the one-loop beta functions and anomalous dimensions within
the SM. We also derive the 1-loop Higgs effective potential.

B.1 One-loop contributions

Here we give formulae of the scalar, fermion and gauge/Goldstone bosons’ one-loop contri-
butions to the effective potential.

B.1.1 Scalar

We start with a scalar field contribution. Suppose that the Lagrangian for the scalar fluctua-
tion is given by

Ls =
1
2
χ
(
□ −m2

s (h)
)
χ, (B.1.1)

where the mass term ms depends on the background Higgs field value h. Then the Gaussian
integration is performed as∫

Dχ exp
[
i
∫

d4xLx

]
∝

[
Det

(
□ −m2

s

)]−1/2

∝ exp
[
−1

2

∫
d4xd4k
(2π)4 ln

(
1 +

m2
s

k2

)]
, (B.1.2)

where we have not cared the overall constant, and used the relation Tr ln = ln Det. Thus, the
scalar one-loop contribution is

Vs = −
i
2

∫
d4k

(2π)4 ln
(
1 +

m2
s

k2

)
=

1
2

∫
d4kE

(2π)4 ln
(
1 +

m2
s

k2
E

)
, (B.1.3)
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where we have performed the Wick rotation with k0
E ≡ −ik0 in the second line. It is divergent,

and hence we need to regularize it. Here we just use the hard cut-off regularization, and
then the effective potential is given by

Vs =
1

16π2

∫ Λ

0
dkEk3

E ln
(
1 +

m2
s

k2
E

)
. (B.1.4)

The integration is performed as∫ Λ

0
dkEk3

E ln
(
1 +

m2
s

k2
E

)
=
Λ4

2

∫ 1

0
dx x

[
ln

(
x +

m2
s

Λ2

)
− ln x

]
=
Λ4

2

[
m2

s

Λ2 +
1
2

(
ln

(
m2

s

Λ2 −
1
2

)
− 1

2

)
m4

s

Λ4 + O
(

m6
s

Λ6

)]
, (B.1.5)

and hence the scalar contribution before renormalization is given by

Vs =
Λ2

32π2 m2
s +

m4
s

64π2

[
ln

(
m2

s

Λ2

)
− 1

2

]
. (B.1.6)

After the renormalization, the quadratic divergent term is subtracted, while Λ in the loga-
rithmic is replaced by the renormalization scale M.

B.1.2 Fermion

Next we consider a fermion contribution. Suppose that the Lagrangian is given by

L f = ψ̄
[
i/∂ −m f (h)

]
ψ, (B.1.7)

where ψ is the Dirac field. The mass m f (h) is assumed to be dependent on the Higgs field
value h. Then the integration for the Grassmannian variables is performed as∫

Dψ̄Dψ exp
[
i
∫

d4xL f

]
∝ Det

[
i/∂ −m f

]
∝ exp

[
Tr

∫
d4xd4k
(2π)4 ln

(
/k −m f

)]
, (B.1.8)

where the trace in the last line is taken over the spinor indices. Here it is useful to note that∫
d4k ln

(
/k −m f

)
=

∫
d4k ln

(
−/k −m f

)
, (B.1.9)

since they are connected by the change of the integration variable, and hence we obtain∫
d4k ln

(
/k −m f

)
=

1
2

∫
d4k

[
ln

(
/k −m f

)
+ ln

(
−/k −m f

)]
=

1
2

∫
d4k ln

1 +
m2

f

k2

 + (const.). (B.1.10)
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Then, the fermion contribution to the effective potential before renormalization is obtained
in the same as the scalar one, and the result is

V f = −
Λ2

8π2 m2
f −

m4
f

16π2

ln
m2

f

Λ2

 − 1
2

 , (B.1.11)

where the factor 4 difference comes from the fact that the Dirac field has 4 components. We
should multiply instead 2 in the case of a Weyl/Majorana fermion. Note that the overall sign
is opposite to the scalar case due to the Grassmannian (or fermionic) nature of the field.

B.1.3 Gauge/Goldstone bosons

Finally we discuss the gauge/Goldstone boson contributions. We shall work with the Landau
gauge in this subsection and also the next section. Here we consider the abelian Higgs model
for simplicity, but it is straightforward to extend the discussion to the electroweak SU(2)×U(1)
case. Thus we assume that the Lagrangian is given by

LA+H = −DµH∗DµH − 1
4

FµνFµν −m2
h |H|

2 − λh |H|4 , (B.1.12)

where the covariant derivative and the field strength are respectively given as

DµH =
(
∂µ − ieAµ

)
H and Fµν = ∂µAν − ∂νAµ. (B.1.13)

We expand the Higgs field as

H =
h + χ + iφ
√

2
, (B.1.14)

where h is the background Higgs field value, χ is the Higgs fluctuation and φ is the (would-
be) Goldstone boson. Then the Higgs kinetic term is given as

−DµH∗DµH ≃ −1
2

[
∂µχ∂

µχ + ∂µφ∂
µφ + e2h2AµAµ

]
+ ehAµ∂

µφ, (B.1.15)

up to quadratic in the fields. We choose the Rξ-gauge, where the gauge fixing term is given
by

LGF = −
1

2ξ

(
∂µAµ + evφ

)2
, (B.1.16)

with ξ and v being a gauge fixing parameter. Note that the Lagrangian should be defined
before introducing the external classical field h, and hence it may be inconsistent to take
v = ξh. In this gauge, there is generally a kinetic mixing between the divergence part of
the gauge boson and φ except the Landau gauge where v = 0 and ξ → 0. For this reason,
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we work with the Landau gauge in the following. Then the quadratic Lagrangian for the
gauge/Goldstone bosons is given by

LA+H +LGF =
1
2
χ
(
□ −m2

χ(h)
)
χ +

1
2
φ

(
□ −m2

φ(h)
)
φ

+
1
2

Aµ

(
ηµν □ −

(
1 − 1

ξ

)
∂µ∂ν − ηµνm2

A(h)
)

Aν, (B.1.17)

where the mass terms are respectively given by

m2
χ = 3λhh2 +m2

h, m2
φ = λhh2 +m2

h, m2
A = e2h2. (B.1.18)

Note that we have ignored the term linear in χ since it is cancelled with the source term.
The contributions from χ and φ can be computed by using the result in App. B.1.1. The
coefficient of the kinetic term of the gauge boson in the momentum space is given by

−ηµν
(
k2 +m2

A

)
+

(
1 − 1

ξ

)
kµkν = −

(
ηµν − kµkν

k2

) (
k2 +m2

A

)
− 1
ξ

kµkν

k2

(
k2 + ξm2

A

)
, (B.1.19)

where the latter part corresponds to the mode Aµ ∝ ∂µθ. It decouples in the Landau gauge
with ξ→ 0, and thus we need to consider only the contribution from the former part. Hence
we obtain the effective potential as

VA+H =
1
2

∫
d4k

(2π)4

Tr ln
((
ηµν − kµkν

k2

) (
1 +

m2
A

k2

))
+ ln

(
1 +

m2
χ

k2

)
+ ln

1 +
m2
φ

k2

 . (B.1.20)

Note that

Tr ln
((
ηµν − kµkν

k2

) (
1 +

m2
A

k2

))
= ηµν

(
ηµν − kµkν

k2

)
ln

(
1 +

m2
A

k2

)
= 3 ln

(
1 +

m2
A

k2

)
, (B.1.21)

where we have used the fact that ηµν − kµkν/k2 is a projection operator. Hence we obtain

VA+H =
Λ2

32π2

(
3m2

A +m2
φ +m2

χ

)
+

1
64π2

3m4
A

(
ln

(
m2

A

Λ2

)
− 1

2

)
+m4

χ

(
ln

(
m2
χ

Λ2

)
− 1

2

)
+m4

φ

ln

m2
φ

Λ2

 − 1
2

 (B.1.22)

before renormalization, where the mass terms are given in Eq. (B.1.18). In general we should
also consider the ghost sector, but in the Landau gauge it decouples from the scalar sector at
least at the one-loop level, and hence we do not discuss it here.

B.2 RG evolutions of SM parameters

In this section we derive one-loop renormalization group equations of the SM parameters.
We work in the Landau gauge with the dimensional regularization and the MS scheme in
this section, but the results do not change in other gauge/scheme at least up to the 1-loop
level, as we discuss at the end of this section. The resultant one-loop RG running of the SM
parameters are shown in Fig. B.1.
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Figure B.1: The RG evolution of the SM parameters within the one-loop beta functions. We have
used Eqs. (B.2.39), (B.2.48) and (B.2.49) with mh = 125 GeV, mt = 173.1 GeV, g′(M = mt) = 0.35,
g(M = mt) = 0.64 and g3(M = mt) = 1.16. Note that g1 and g2 often used in literature are related to g′

and g as g1 =
√

5/3g′ and g2 = g.

B.2.1 Anomalous dimensions

First we compute the anomalous dimensions of the Higgs and the top quark. In order to
obtain the anomalous dimensions, we fix divergent parts of the wave function renormaliza-
tion, and hence we concentrate on the divergent parts of the two point functions that depend
on external momenta. For this reason, we only need to consider diagrams whose superficial
degrees of divergence are two, since the degree of divergence of the momentum dependent
parts should be lower than the leading part by two.

■ Higgs

Here we compute the anomalous dimension of the Higgs field. The relevant diagrams are
shown in Fig. B.2. We first consider the scalar contribution, whose diagrams are given in (a)
and (b) in Fig. B.2. They actually do not contribute to the anomalous dimension, since the
superficial degree of divergence of (a) is zero, while the loop integral of (b) does not depend
on the external momentum.

Next we consider the top quark contribution whose diagram is given in (c) in Fig. B.2. It
is given as

(c) = −Nc

(
iyt√

2

)2 ∫ d4q

(2π)4 Tr

 i/q
−q2 + iδ

i
(
/q − /p

)
− (

q − p
)2
+ iδ


= 2Ncy2

t

∫
d4q

(2π)4

q · (q − p
)(−q2 + iϵ

) (− (
q − p

)2
+ iδ

) (B.2.1)

78



(a) (b) (c)

(d) (e) (f)

Figure B.2: The diagrams that may contribute to the Higgs anomalous dimension at the one-loop
level. The dashed line is the Higgs and the would-be Goldstone bosons, the solid line is the top
quark and the wavy line is the gauge boson, respectively. The Feynman diagrams here and below
are produced by TikZ-Feynman [76].

where the minus sign comes from the fermion loop and Nc = 3 is the color degree of freedom.
Here we ignored the top quark mass since it is irrelevant for the anomalous dimension. By
using the relation

1
AB
=

∫ 1

0
dx

1

[A + (B − A) x]2 , (B.2.2)

we obtain

(c) = 2Ncy2
t

∫ 1

0
dx

∫
d4q

(2π)4

q · (q − p
)(

− (
q − xp

)2 − ∆ + iδ
)2

= 2Ncy2
t M4−d

∫ 1

0
dx

∫
ddq

(2π)d

q2 − ∆(−q2 − ∆ + iδ
)2 with ∆ ≡ x(1 − x)p2, (B.2.3)

where we have dropped odd parts in q since they vanish after integration, and used the
dimensional regularization with the dimensionful parameter M being introduced to make
the total mass dimension intact. The d-dimensional integrations are given by∫

ddq

(2π)d

1(−q2 − ∆ + iδ
)2 =

i

(4π)d/2

1
∆2−d/2

Γ

(
2 − d

2

)
, (B.2.4)∫

ddq

(2π)d

q2(−q2 − ∆ + iδ
)2 =

d
2

i

(4π)d/2

1
∆1−d/2

Γ

(
1 − d

2

)
, (B.2.5)

and hence the integration is easily performed to give

(c) = − 4i

(4π)d/2

(
d − 1
d − 2

)
Ncy2

t M4−dΓ

(
2 − d

2

) ∫ 1

0
dx∆d/2−1. (B.2.6)
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We now take d = 4 − ϵ and treat ϵ as small. Then the divergence appears as a pole in ϵ:

(c)div. = −
iNcy2

t

8π2

p2

ϵ
. (B.2.7)

Finally we consider the gauge/Goldstone boson contributions, whose diagrams are given
by (d), (e) and (f) in Fig. B.2. Actually we need to care only (f), since the superficial degree of
divergence of (d) is just zero while the loop integrand of (e) does not depend on the external
momentum. Note that the interaction in (f) includes derivatives that make the superficial
degree of divergence higher. We first compute the kinetic part of (f), and then sum up the
result over the possible couplings. It is given by

(f)kin. =

∫
d4q

(2π)4

(
q − 2p

)
µ

(−q + 2p
)
ν

i
−q2 + iδ

(
ηµν − qµqν

q2

)
i

− (
q − p

)2
+ iδ

(B.2.8)

= −
∫

d4q

(2π)4

q2 (q − 2p
)2 − (

q · (q − 2p
))2(−q2 + iδ

)2
(
− (

q − p
)2
+ iδ

) . (B.2.9)

By using the relation

1
A2B

=

∫ 1

0
dx

2(1 − x)

[A + x (B − A)]3 , (B.2.10)

it is rewritten as

(f)kin. = −
∫ 1

0
dx

∫
d4q

(2π)4

8(1 − x)
(
p2q2 − (

p · q)2
)

[−q2 − ∆ + iδ
]3 . (B.2.11)

We can replace (p · q)2 → p2q2/4 inside the integration due to the Lorentz symmetry, and
hence we obtain

(f)kin. = −6
∫ 1

0
dx (1 − x) p2M4−d

∫
ddq

(2π)d

q2[−q2 − ∆ + iδ
]3 , (B.2.12)

where we have used the dimensional regularization. The relevant integration is given by∫
ddq

(2π)d

q2[−q2 − ∆ + iδ
]3 = −

d
4

i

(4π)d/2

1
∆2−d/2

Γ

(
2 − d

2

)
, (B.2.13)

and hence it is now trivial to obtain the pole of ϵ after replacing d = 4 − ϵ. The result is

(f)kin.,div. =
3i

8π2

p2

ϵ
. (B.2.14)

After taking into account the couplings, we obtain

(f)div. = −
3i

32π2

p2

ϵ

[
3g2 + g′2

]
. (B.2.15)
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(a) (b)

Figure B.3: The diagrams that contribute to the top quark anomalous dimension.

We define the wave function renormalization of the Higgs as hb = Z1/2
h h, where hb is the

bare Higgs field, and expand it as Zh = 1 + δh. Then the divergent part of δh at the one-loop
level is given by

δh =
1

32π2ϵ

[
−12y2

t + 9g2 + 3g′2
]
. (B.2.16)

The bare Higgs field does not depend on M, and hence we obtain

γh ≡ −
d ln h
d ln M

=
1
2

dδh

d ln M
. (B.2.17)

By counting the mass dimension and using the fact that the bare couplings do not depend
on M, we obtain

d ln y2
t

d ln M
≃ d ln g2

d ln M
≃ d ln g′2

d ln M
≃ −ϵ, (B.2.18)

to the leading order in the couplings, and hence we finally obtain the Higgs anomalous
dimension as

γh =
1

64π2

[
12y2

t − 9g2 − 3g′2
]
. (B.2.19)

■ Top quark

Next we compute the anomalous dimension of the top quark. The relevant diagrams are
shown in Fig. B.3. We first consider the diagram (a) with h and φZ running in the loop. It is
given as

(a)h,φZ
=

(
−i

yt√
2

)2 ∫ d4q

(2π)4

i/q
−q2 + iδ

i

− (
q − p

)2
+ iδ

+

(
− yt√

2

)2 ∫ d4q

(2π)4γ5
i/q

−q2 + iδ
γ5

i

− (
q − p

)2
+ iδ

=y2
t

∫
d4q

(2π)4

/q(−q2 + iδ
) (−(q − p)2 + iδ

) . (B.2.20)
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The computation is quite similar to the case of the Higgs, and the divergent part is given by

(a)h,φZ,div. =
iy2

t

16π2

/p
ϵ
. (B.2.21)

In the same way we can compute the contribution from φ±, and we obtain as a total

(a)div. =
iy2

t

16π2

/p
ϵ

[2PR + PL] . (B.2.22)

Next we consider the contributions from the gauge boson, whose diagram is given by
(b) in Fig. B.3. We first pay attention only to the kinetic part, getting rid of the contributions
from the couplings. It is given as

(b)kin. =M4−d
∫

ddq

(2π)d
γµ

i
(
/q − /p

)
− (

q − p
)2
+ iδ

γν
i

−q2 + iδ

[
ηµν − qµqν

q2

]
. (B.2.23)

After using the Feynman parameter, we obtain the divergent part as

(b)kin.,div. = 3/p
∫ 1

0
dxM4−d

∫
ddq

(2π)d

(x − 1) (3x − 1) q2[−q2 − ∆ + iδ
]3

= − 3i
8π2

/p
ϵ

∫ 1

0
dx (x − 1)(3x − 1). (B.2.24)

It vanishes after integrating over x, and hence we conclude that

(b)div. = 0. (B.2.25)

We define the wave function renormalization of the top quark as tL/R,b = Z1/2
tL/R

tL/R, where tL/R,b

is the bare top quark, and expand it as ZtL/R = 1 + δtL/R . Then the divergent part of δtL/R at the
one-loop level is given by

δtL = −
y2

t

16π2

1
ϵ
, (B.2.26)

δtR = −
y2

t

8π2

1
ϵ
. (B.2.27)

In the same way as the Higgs, we obtain the anomalous dimension of the top quark as

γtL =
y2

t

32π2 , (B.2.28)

γtR =
y2

t

16π2 . (B.2.29)

These results are used to compute the beta function of the Higgs quartic coupling and the
top Yukawa coupling below.
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B.2.2 Higgs quartic coupling

We use the effective potential to compute the beta function of the Higgs quartic coupling.
The necessary ingredients are already given in App. B.1, and hence we summarize the mass
terms of the relevant particles as functions of the Higgs field value h below. Here we care
only the top quark among the SM fermions since the other Yukawa couplings are small.

■ Top quark

The mass term is given by

mt =
yth√

2
. (B.2.30)

Note that we should count the color degree of freedom Nc = 3.

■ Gauge boson

In the case of our interest, W± and Z are relevant. Their mass terms are given as

m2
W± =

g2

4
h2, m2

Z =
g2 + g′2

4
h2. (B.2.31)

■ Higgs + Goldstone bosons

We may expand the Higgs field as

H =
1√
2

 φ1 + iφ2

h + χ + iφZ

 . (B.2.32)

Then the mass terms are given respectively by

m2
χ = 3λhh2 +m2

h, m2
φ1
= m2

φ2
= m2

φZ
= λhh2 +m2

h. (B.2.33)

Thus the one-loop SM Higgs effective potential is

Veff(h) ≃
m2

h

2
h2 +

λh

4
h4 +

1
64π2

[ 3
16

(
3g4 + 2g2g′2 + g′2

)
− 3y4

t

]
h4 ln

(
h2

M2

)

+

(
m2

h + 3λhh2
)2

64π2 ln
(

m2
h + 3λhh2

M2

)
+

3
(
m2

h + λhh2
)2

64π2 ln
(

m2
h + λhh2

M2

)
, (B.2.34)

after the renormalization, where we have concentrated only on the terms that depend loga-
rithmically on h. By substituting it to

M
dVeff

dM
= 0, (B.2.35)
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(a) (b) (c)

Figure B.4: The diagrams that contribute to the divergent part of the top Yukawa vertex correction.
There is also a digram with the wavy and dashed lines being inverted within the loop compared to
the diagram (c).

and comparing the first order terms in g2, g′2, y2
t , λh, we obtain

γmh ≡
d ln m2

h

d ln M
=

3λh

4π2 + 2γh, (B.2.36)

βλh =
1

16π2

[
24λ2

h − 6y4
t +

3
8

(
3g4 + 2g2g′2 + g′2

)]
+ 4λhγh, (B.2.37)

where γh is the anomalous dimension of the Higgs. We know from App. B.2.1 that

γh =
1

64π2

[
12y2

t − 9g2 − 3g′2
]
, (B.2.38)

and thus we finally obtain the one-loop beta function of the Higgs quartic self coupling as

βλh =
1

16π2

[
24λ2

h − 6y4
t +

3
8

(
3g4 + 2g2g′2 + g′2

)
+

(
12y2

t − 9g2 − 3g′2
)
λh

]
. (B.2.39)

Note that the coefficient of the y4
t term is negative due to the fermionic nature of the top

quark. It is this y4
t term that forces λh to be negative in the high energy region.

B.2.3 Top Yukawa coupling

We now compute the beta function of the top Yukawa coupling. The anomalous dimensions
of the Higgs and the top quark are already computed in the previous subsection, and hence
we compute the vertex correction here. The relevant diagrams are shown in Fig. B.4.

We first consider (a) in Fig. B.4. We consider only the top Yukawa coupling among the
Yukawa couplings, and hence only h and φZ propagate the loop. It is given as

(a)div. =

(
−i

yt√
2

)3 ∫ d4q

(2π)4

(
i/q

−q2 + iδ

)2 i
−q2 + iδ

+

(
− yt√

2

)2 (
−i

yt√
2

) ∫
d4q

(2π)4γ5

(
i/q

−q2 + iδ

)2

γ5
i

−q2 + iδ
= 0. (B.2.40)
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Thus the divergent part cancels between h andφZ. Note that we can safely ignore the external
momentum as well as the mass term as long as we focus on the divergent part. Next we
consider (b) in Fig. B.4. We first compute the kinetic part, and then include the couplings to
obtain the result. The kinetic part is given as

(b)kin. =

∫
d4q

(2π)4γµ

(
i/q

−q2 + iδ

)2

γν
i

−q2 + iδ

[
ηµν − qµqν

q2

]
. (B.2.41)

After the dimensional regularization with d = 4 − ϵ, we obtain the divergent part as

(b)kin.,div. = −
3

8π2

1
ϵ
. (B.2.42)

The gauge boson that propagates the loop can be the gluon, photon or Z,♭1 and hence we
obtain after including the couplings as

(b)div. =

(
−i

yt√
2

)
1

24π2

1
ϵ

[
12g2

s + g′2
]
δi j, (B.2.43)

where i and j are the color indices of the top quark. Finally we consider (c) in Fig. B.4.
Actually the divergent part vanishes since the loop integrand is proportional to(

ηµν − qµqν

q2

)
qµ = 0. (B.2.44)

Thus we conclude that

(c)div. = 0. (B.2.45)

Collecting them together, we obtain the vertex correction at the one-loop level as

δyt = −
12g2

s + g′2

24π2ϵ
, (B.2.46)

where we have defined yt;bhbt̄btb = Mϵ/2Zyt ytht̄t, and Zyt = 1 + δyt . Then the beta func-
tion is obtained from the requirement that the bare coupling yt;b does not depend on the
renormalization scale:

0 =
d

d ln M

[
Mϵ/2ZytZ

−1/2
h Z−1/2

tL
Z−1/2

tR
yt

]
. (B.2.47)

Thus we finally obtain

βyt =
yt

16π2

[9
2

y2
t − 8g2

s −
9
4

g2 − 17
12

g′2
]
, (B.2.48)

in the limit ϵ→ 0, where we have used the results in App. B.2.1
♭1 The contribution from W± is suppressed by the bottom Yukawa coupling.
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B.2.4 Gauge couplings

The derivation of the beta functions for the gauge couplings are explained in detail in
literature. Hence we just write down the results here:

βgs = −
7

16π2 g3
s , βg = −

19
96π2 g3, βg′ =

41
96π2 g′3. (B.2.49)

B.2.5 Gauge/scheme (in)dependence

In this subsection, we study the gauge/scheme (in)dependence of the beta functions. Suppose
that we have two set of the couplings {g} and {g̃}defined in different gauges and/or schemes.♭2

In a perturbative theory, they should be related as

g̃i = gi + ai
jkg jgk + O(g3), (B.2.50)

where the latin indices run over the couplings. It is inverted as

gi = g̃i − ai
jk g̃ j g̃k + O(g̃3). (B.2.51)

We assume that the beta function for {g} is given as

βi ≡
dgi

d ln M
= bi

jkg jgk + b′i
jklg jgkgl + O(g4), (B.2.52)

where M is the renormalization scale. Then the beta function for {g′} is given as

β̃i ≡
dg̃i

d ln M
≃

(
δk

i + 2ai
jkg j

)
βk

= bi
jk g̃ j g̃k + b′i

jkl g̃ j g̃k g̃l + 2
(
ai

jkb j
lm − bi

jka j
lm
)

g̃k g̃l g̃m + O(g4). (B.2.53)

Thus, the 1-loop part is the same for {g} and {g′} [77]. It depends on ai
jk and bi

jk whether
or not the 2-loop part is dependent on the gauge and/or scheme choices. For instance, the
2-loop part is also independent if there is only one coupling [78], as

ai
jkb j

lm − bi
jka j

lm = 0, (B.2.54)

is trivially satisfied in such a case. In general, however, we may need to examine detailed
structures of ai

jk and bi
jk for each theory concerning two or higher loop parts.

It may be worth noting that the beta functions are gauge-invariant to all orders once we
use the MS or MS renormalization scheme [79]. In these schemes, we subtract only divergent
parts after the dimensional regularization. Hence the relations between bare couplings g(B)

i

and renormalized couplings g(R)
i are given by

g(B)
i =Mciϵg(R)

i

[
1 +

a1(g(R), ξ)
ϵ

+
a2(g(R), ξ)

ϵ2 + · · ·
]
, (B.2.55)

♭2 In the SM of our interest, the couplings y2
t , λh, g2

s , g2 and g′2 correspond to these sets.
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where ξ is a gauge parameter, M is some renormalization scale, ci is some numerical constant
and d = 4 − ϵ as usual for the MS scheme. For the MS scheme, ϵ should be replaced by
ϵ̄ ≡ (1/ϵ − γE + log(4π))−1 with γE being the Euler constant. Note that the ϵ0-th order term in
the bracket is unity just because we have used the MS or MS scheme.♭3 We take the derivative
with respect to ξ with ϵ,M and g(B)

i being fixed, and obtain

0 =
dg(R)

i

dξ
+

1
ϵ

d
dξ

(
g(R)

i a1

)
+

1
ϵ2

d
dξ

(
g(R)

i a2

)
· · · . (B.2.56)

We may regard it to be valid for general d, and thus we conclude from the first term that

dg(R)
i

dξ
= 0. (B.2.57)

In other words, the renormalized couplings are gauge invariant in the MS or MS scheme. It
trivially follows that the beta functions in these schemes are also gauge invariant, since the
derivative with respect to M commutes with that with respect to ξ as M is independent of ξ.
We can easily extend the above discussion for anomalous dimensions of any gauge invariant
operators, since bare operators do not depend on ξ as long as they are gauge invariant.
Hence an anomalous dimension of a gauge invariant operator (such as the Higgs mass term)
is also independent of ξ to all orders in the MS or MS scheme. On the other hand, the
anomalous dimension of the radial direction of the Higgs h does depend on the gauge choice
since it is not gauge invariant, so is the effective potential. For some particular choices of the
gauge fixing term, we can show that a change of the effective potential due to the change
of the gauge parameter is compensated by a corresponding rescaling of the external Higgs
field, which is called the Nielsen identity [80]. For more details, see e.g. Refs. [80–84] and
references therein.

♭3 In other schemes, the ϵ0-th order term generally has contributions of the form (g(R))nξm, and hence the
following discussion does not apply.
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Appendix C

Review on inflation

In this appendix we review inflation. We first describe the slow-roll inflation models, and
then compute the power spectra of the scalar and the tensor modes. We also discuss the
dynamics of a light/heavy spectator scalar field during inflation.

C.1 Inflation

Here we describe the main idea of inflation. We pay particular attention to the so-called
slow-roll inflation models.

C.1.1 Main idea

Our universe is known to be homogeneous and isotropic at least in the large scale, and hence
we approximate the metric as the the FLRW one:

ds2 = −dt2 + a2(t)dxidxi, (C.1.1)

where a is the scale factor, with spatial curvature being neglected. The idea of inflation is
closely connected to the causal structure of this metric. In order to understand the causal
structure, it is most instructive to work with the comoving time η defined as

dη ≡ dt
a
. (C.1.2)

Its integrated form is given by

η =

∫ t dt
a
=

∫ a d log a
aH

. (C.1.3)

Hence the comoving distance over which massless particles can travel within one e-folding
is ∼ 1/aH. It is called the comoving Hubble radius, and offers a rough estimation of the
comoving size of causally connected regions (or the Hubble patches).♭1 In order to determine

♭1 As we will see below, the integration is dominated by the late time if the universe is dominated by
matter/radiation.
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the time evolution of the comoving Hubble radius, we must specify the matter contents of
the universe. We assume that it is given by a perfect isotropic fluid, where the energy stress
tensor is given by

Tµν = diag
(−ρ(t), p(t), p(t), p(t)

)
, (C.1.4)

with ρ and p being the energy density the pressure, respectively, that depend only on time.
We further assume that it satisfies the following equation of state:

p = wρ, (C.1.5)

where w is some numerical constant. For instance, it is given by w = 1/3 in the radiation-
dominated era (RD), while w = 0 in the matter-dominated era (MD). The time evolution of
the system is governed by the Friedmann equations (the Einstein equation with the FLRW
metric) and the conservation law (∇µTµν = 0):

H2 =
ρ

3M2
Pl

, (C.1.6)

0 = ρ̇ + 3H
(
ρ + p

)
. (C.1.7)

where H ≡ ȧ/a is the Hubble parameter and MPl is the reduced Planck mass. We obtain
ρ ∝ a−3(1+w) from the last equation, and hence the comoving Hubble radius scales as

1
aH
∝ a(1+3w)/2. (C.1.8)

Thus it increases with time and the integration in Eq. (C.1.3) is dominated by the late time
as long as w > −1/3. Here comes an essential point. In the standard big-bang cosmology,
the universe is dominated by the radiation (w = 1/3) or the matter (w = 0),♭2 and hence the
comoving Hubble radius is always increasing with time. In other words, the Hubble patch
we see today consists of many causally disconnected patches in the past. Then a question
is why the universe we see today is so homogeneous and isotropic. For instance, the CMB
stops interacting with each other well before today, and hence it is weird that the CMB we see
today is isotropic to high precision. It is the so-called horizon problem, one of the problems
of the standard big-bang cosmology.

The solution to this problem is also simple once we understand the causal structure. If
there exists an epoch in which the universe is dominated by a matter with w < −1/3, the
comoving Hubble radius decreases with time. In other words, the region we can see shrinks
with time in that epoch. Then causally disconnected regions in a later epoch can be connected
in the earlier stage, and hence it is natural that they look quite similar. This epoch is called the
inflation. It is enough to have w < −1/3 for inflation (if we define the inflation as above). In
the following, however, we concentrate on the case with w ≃ −1 since it is at least supported
by the CMB observation.

♭2 The recent dark energy dominated era is irrelevant in our discussion below.

89



C.1.2 Slow-roll inflation

In this subsection we review the slow-roll inflation. As a simplest case, we consider the
Einstein-Hilbert action with a real scalar field:

S =
∫

d4x
√−g

[
M2

Pl

2
R − 1

2

(
∂ϕ

)2
− V

(
ϕ
)]
, (C.1.9)

where ϕ is the real scalar field, or the inflaton, V(ϕ) is the inflaton potential, and R is
the Ricci scalar. We consider only the homogeneous and isotropic part in this subsection.
Perturbations around this background are the subject of the next section. We take the metric
as the FLRW one. The equations of motion are given by

H2 =
1

3M2
Pl

(1
2
ϕ̇2 + V

)
, (C.1.10)

Ḣ = −
ϕ̇2

2M2
Pl

, (C.1.11)

0 = ϕ̈ + 3Hϕ̇ + V′, (C.1.12)

where the prime denotes the derivative with respect to ϕ. They are equivalent to identify

ρ =
1
2
ϕ̇2 + V, (C.1.13)

p =
1
2
ϕ̇2 − V, (C.1.14)

in the language of the previous subsection. It is clear from these expressions that we have
w ≃ −1 as long as V ≫ |ϕ̇|2. In other words, inflation occurs when the potential energy is
much larger than the kinetic energy, or the inflaton slowly rolls down its potential. It is the
so-called slow-roll inflation paradigm. It is characterized by the following conditions:

ϵ≪ 1,
∣∣∣η∣∣∣≪ 1, where ϵ ≡

M2
Pl

2

(V′

V

)2

, η ≡
M2

PlV
′′

V
. (C.1.15)

They are called the slow-roll conditions with ϵ and η being called slow-roll parameters. We
can also consider conditions on higher derivatives of the potential, but it is usually enough to
require the above two conditions to have sufficient number of e-folds. In this case the Hubble
friction term dominates the scalar equation of motion, and hence we can approximate it as

ϕ̇ ≃ − V′

3H
. (C.1.16)

We can show that it is indeed an attractor solution. Then the number of e-folds N of inflation
is related to the inflaton field value by

N(ϕ) ≡
∫ te

t
Hdt ≃ −

∫ ϕe

ϕ

V
MPlV′

dϕ
MPl

, (C.1.17)
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where the subscript “e” indicates the end of inflation, which is usually taken as the field
value at which ϵ = 1. Here we have assumed that ϕ̇ does not change its sign during inflation,
and hence we can use ϕ as a clock. It must be at least larger than 50-60 depending on
the reheating temperature of the universe. We will use this relation extensively when we
constrain the inflation models by the CMB observation in the next section.

C.2 Perturbations

The most important feature of inflation is that it can produce perturbations that seed the
large scale structure of the present universe. It also supplies the initial conditions for the
CMB anisotropy, and hence is useful to distinguish different inflation models from the
observations. Thus, in this section, we compute the curvature and tensor power spectra
generated during inflation, and compare it with the observation. We work with the following
action for simplicity:

S =
∫

d4x
√−g

[
M2

Pl

2
R − 1

2

(
∂ϕ

)2
− V

(
ϕ
)]
, (C.2.1)

and mainly follow the procedure in Ref. [85]. The results of this section are used to determine
the parameters of the inflaton potential in Chaps. 4 and 5.

C.2.1 Curvature perturbation

First we compute the quadratic action for the curvature perturbation. Since the scalar part
of the perturbation decouples from the vector and tensor ones up to the quadratic order,
we concentrate only on the scalar part of the perturbations in this subsection. Note that the
terminologies “scalar,” “vector” and “tensor” in this section are defined with respect to the
spatial rotation, not the Lorentz transformation.

We work with the following ADM decomposition of the metric [86]:

ds2 = −N2dt2 + hi j

(
dxi + βidt

) (
dx j + β jdt

)
, (C.2.2)

where N is the lapse function (do not confuse with the number of e-folds), βi is the shift
vector and hi j is the three-dimensional space metric. In terms of them, the action is given by

S =
1
2

∫
d4x
√

h
[
M2

PlNR(3) − 2NV +
M2

Pl

N

(
Ei jEi j − E2

)
+

1
N

(
ϕ̇ − βi∂iϕ

)2
−Nhi j∂iϕ∂ jϕ

]
, (C.2.3)

where

Ei j =
1
2

(
ḣi j − ∇(3)

i β j − ∇(3)
j βi

)
= NKi j, (C.2.4)

with Ki j being the extrinsic curvature, and R(3) and ∇(3)
i are the Ricci scalar and the covariant

derivative with respect to hi j, respectively. The latin indices i, j, ... run the spatial coordinates,
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and are contracted by hi j. It is clear that N and βi do not have any time derivatives, and
hence their equations of motion are constraint equations. It is the main virtue of the ADM
decomposition. Here it may be instructive to count the number of scalar degrees of freedom
(d.o.f). We have initially 5 d.o.f: one from the inflaton, and four from the metric (g00, the
divergence parts of g0i and gi j, and the trace part of gi j). We can eliminate two of them by using
the general coordinate transformation (t → t′(t, x) and the divergence part of x → x′(t, x)).
We can further eliminate two of them by the constraint equations. As a result, we have
one gauge-invariant dynamical scalar d.o.f for a single field inflation model. It is the power
spectrum of this d.o.f that we calculate from now.

Now we compute the quadratic action of the scalar d.o.f. We work in the unitary gauge♭3

ϕ(t, x) = ϕ(t), hi j = a2(t)e2ζ(t,x)δi j. (C.2.5)

In other words, we eliminate the inflaton fluctuation and the divergence part of hi j. In this
gauge the action is given by

S =
1
2

∫
d4x a3e3ζ

[
M2

PlNR(3) − 2NV(ϕ(t)) +
M2

Pl

N

(
Ei jEi j − E2

)
+

1
N
ϕ̇2

]
, (C.2.6)

and hence the constraint equations are given by

0 =M2
PlR

(3) − 2V −
M2

Pl

N2

(
Ei jEi j − E2

)
− 1

N2 ϕ̇
2, (C.2.7)

0 = ∇(3)
j

( 1
N

(
E j

i − δ
j
i E

))
. (C.2.8)

So far no perturbative expansion is made. Now we expand the metric as

N = 1 + α, βi = a2∂iψ, (C.2.9)

and solve the constraint equations to the first order in ζ. Note that the first order solution
in ζ is enough to obtain the quadratic (or actually even cubic) action, since the second order
contribution couples to the zero-th order part of the constraint equations (i.e. the Friedmann
equations). Up to the first order, the relevant geometric quantities are given by

R(3) = − 4
a2∂i∂ jζ, (C.2.10)

Ei j = a2
[(

H (1 + 2ζ) + ζ̇
)
δi j − ∂i∂ jψ

]
. (C.2.11)

Then the zero-th order solution is just the Friedmann equation:

3M2
PlH

2 =
1
2
ϕ̇2 + V. (C.2.12)

♭3 This gauge choice is possible as long as ϕ̇(t) , 0, which is the case during the slow-roll inflation.
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At the first order in ζ, the solutions are given by

α =
ζ̇
H
, ψ = − ζ

a2H
+ χ, where ∂i∂iχ =

ϕ̇2

2M2
PlH

2
ζ̇. (C.2.13)

By substituting them into the action and expand it up to the second order in ζ, we finally
obtain the quadratic action as

S(ζ)
2 =

1
2

∫
d4x

a3ϕ̇2

H2

[
ζ̇2 − 1

a2
(∂iζ)2

]
. (C.2.14)

The prefactor ϕ̇ just indicates that the unitary gauge is ill-defined in the limit ϕ̇ → 0. Note
that so far no slow-roll approximation is used. Now we rely on the slow-roll approximation.
To the leading order in the slow-roll approximation, the prefactor ϕ̇2/H2 can be regarded just
as a constant. Then, by using the results below in App. C.3, the power spectrum of ζ at the
horizon crossing is given by

Pζ(k) =
H2
∗

4π2

H2
∗

ϕ̇2
∗
=

1
8π2

H2
∗

M2
Plϵ∗

, (C.2.15)

where the subscript “∗” indicates that the quantities are evaluated at the horizon crossing
k = aH. The amplitude of ζ is frozen after the horizon crossing, as we can see from the
quadratic action (take the limit k≪ aH). Thus the above expression for the power spectrum
is valid even well after the horizon crossing. The power spectrum slightly depends on k
through different values of H∗ and ϵ∗. It is parametrized by the spectral index ns as

ns − 1 ≡ d
d log k

log Pζ(k) = −6ϵ + 2η. (C.2.16)

In principle there can be contributions from higher derivatives of the potential, but they are
usually small and hence we ignore them here. The power spectrum and the spectral index
are the primary observables of the inflation. The CMB anisotropy observation by the Planck
satellite [87] fixes these quantities as

log
(
1010Pζ(k0)

)
= 3.064 ± 0.023, (C.2.17)

ns = 0.968 ± 0.006, (C.2.18)

where the quantities are evaluated at k0 = 0.05 Mpc−1, corresponding to 50–60 e-folds before
the end of the inflation. Note that ns supports a slightly scale-dependent spectrum.

C.2.2 Tensor perturbation

Next we consider the quadratic action for the tensor mode, i.e. the transverse traceless part
of the spatial metric hi j. Since it decouples from the scalar perturbation at the quadratic level,
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we need to consider only the background part for the scalar sector. Thus we expand the
metric as

ds2 = −dt2 + a2 (eγ)i j dxidx j, (C.2.19)

where γii = ∂iγi j = 0, and find the quadratic action for γi j. Up to total derivatives, the relevant
geometric quantities are given by

R(3) = − 1
4a2∂lγi j∂lγi j, (C.2.20)

Ei jEi j − E2 = −6H2 +
1
4
γ̇i jγ̇i j, (C.2.21)

to the second order in γi j, and hence the quadratic action is

S(γ)
2 =

M2
Pl

8

∫
d4x a3

[
γ̇i jγ̇i j −

1
a2∂lγi j∂lγi j

]
. (C.2.22)

We find the power spectrum for the tensor mode from this action as

Pγ(k) =
2
π2

H2
∗

M2
Pl

, (C.2.23)

where we have summed over the two polarization modes. Thus the tensor-to-scalar ratio r
is given by

r ≡
Pγ
Pζ
= 16ϵ∗. (C.2.24)

Since the normalization of the curvature perturbation is fixed by the CMB observation, it is
related to the inflation scale as

V1/4 ≃ 1.4 × 1016 GeV
( r
0.1

)1/4

, (C.2.25)

or H∗ ≃ 7.6 × 1013 GeV
( r
0.1

)1/2

, (C.2.26)

as long as the inflaton is the dominant source of the curvature perturbation. It implies that
high-scale inflation models generically predict a sizable tensor-to-scalar ratio. So far only an
upper bound on r is obtained [88]:

r < 0.07, (C.2.27)

where it is again evaluated at k = k0. Future experiments aim to detect r of O(10−3) [89].

C.2.3 Comparison with observation

The normalization and the spectral index of the curvature power spectrum are used to
determine inflation model parameters once we fix an inflation model. They are further
constrained by the upper bound on the scalar-to-tensor ratio. We see how it works with
some specific inflation models in this subsection. The results are used in Chaps. 4 and 5.
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Chaotic inflation model

First we consider the chaotic inflation model, where the scalar potential is given by

V =
λ
n
ϕn, (C.2.28)

with n being some numerical constant. In this case the slow-roll parameters are given by

ϵ =
n2

2
M2

Pl

ϕ2 , η = n(n − 1)
M2

Pl

ϕ2 . (C.2.29)

The number of e-foldings is given by

N ≃ − 1
2n

[
ϕ2

e

M2
Pl

−
ϕ2

M2
Pl

]
≃ 1

2n
ϕ2

M2
Pl

, (C.2.30)

whereϕ2 ≫ ϕ2
e holds for sufficiently large N. Then the spectral index and the tensor-to-scalar

ratio are given in terms of N as

ns − 1 = −n + 2
2N

, (C.2.31)

r =
4n
N
. (C.2.32)

The model parameter λ is fixed by the CMB normalization as

λ

M4−n
Pl

≃ 1.2 × 10−7 n2

N
(2nN)−n/2 . (C.2.33)

To be more specific, we take n = 2 (where λ = m2
ϕ is the inflaton mass), and N = 60. In this

case the inflaton mass is fixed from the CMB normalization as

mϕ ≃ 1.4 × 1013 GeV, (C.2.34)

while ns and r are given by

ns ≃ 0.967, (C.2.35)
r ≃ 0.13. (C.2.36)

Thus the spectral index is consistent with the CMB observation, while the tensor-to-scalar
ratio is somewhat larger than the upper bound. If we consider a non-minimal coupling
between the inflaton and Ricci scalar, we can avoid it for n = 4 [44]. In that case the mass
scale at around the minimum is mϕ ≃ 1012 GeV. For this reason we take mϕ = 1012-1013 GeV
when we consider the preheating dynamics after high-scale inflation in Chap. 4.
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Hill-top inflation model

Next we consider the hill-top inflation model, where the potential is given by

V = Λ4

[
1 −

(
ϕ

vϕ

)n]2

, (C.2.37)

where n is again some constant. In this model, the scalar spectral index and tensor-to-scalar
ratio are given in terms of N as

ns − 1 ≃ − 2
N

n − 1
n − 2

, (C.2.38)

r ≃ 16n
N(n − 2)

 1
2Nn(n − 2)

v2
ϕ

M2
Pl


n

n−2

. (C.2.39)

Thus r is negligibly small in small-field models for vϕ ≪ MPl as long as n > 2. It originates
form a larger hierarchy between |η| and ϵ, which is typically present for low-scale inflation
models. The CMB normalization implies

2.2 × 10−9 ≃

[
2n((n − 2)N)n−1

] 2
n−2

12π2

Λ4

(vn
ϕMn−4

Pl ) 2
n−2

. (C.2.40)

It relates Λ and vϕ and hence there remains essentially one parameter, which we take vϕ in
Chap. 5. For a reasonable value of n, the spectral index is slightly outside the observationally
favored range. This discrepancy is resolved if there exists the following Planck suppressed
operator [56, 57]:

δV = −Λ4 k
2
ϕ2

M2
Pl

, (C.2.41)

with k ≲ O(1/nN). While it is too small to change the inflaton dynamics significantly, it can
shift the slow-roll parameter η for a certain range of k. If n ⩾ 6, it is possible to shift the
spectral index within 68% confidence level for N = 50-60. See Fig. C.1 and Ref. [90]. Since
the suitable value of k is small, it is safely ignored during the preheating epoch.

C.3 Spectator field dynamics

In this section we consider the dynamics of a light scalar field, which we call a spectator field,
during inflation. We do not consider fermions or vector fields since they are Weyl-invariant
in the massless limit, and hence are not much amplified during inflation in general. The
Higgs is an example of such a spectator field if it is light enough during inflation. We have
used the results of this section in Chap. 3.
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Figure C.1: The ns-r plane for n = 4, 6, 8 with varying k from 10−4 to 10−2. The solid (dashed) lines
correspond to N = 50 (60). The circle, triangle, and square represent points at k = 10−4, 10−3, 10−2

respectively. The yellow shaded region stands for one and two sigma regions of ns [91].

C.3.1 Power spectrum

First we compute the power spectrum of a spectator field for super-horizon modes. We
consider the following action:

Sχ =
∫

d4x
√−g

[
−1

2
(∂χ)2 − 1

2

(
m2
χ + ξχR

)
χ2

]
, (C.3.1)

where χ is a real scalar field, or the spectator field, mχ is the mass of χ and ξχ is the non-
minimal coupling. At present we do not assume χ as light during inflation to make the
discussion generic. We assume that the background is the de-Sitter spacetime, where the
energy density is sourced by the inflaton.

The equation of motion of χ is given by

χ̈ + 3Hχ̇ −
∂2

i

a2 χ +
(
m2
χ + ξχR

)
χ = 0, (C.3.2)

where the dot denotes the derivative with respect to the time. In the FLRW metric, the Ricci
scalar is given by

R = 6
[( ȧ

a

)2

+
ä
a

]
. (C.3.3)

Thus, after redefining

χ̃ ≡ aχ, (C.3.4)
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and using the conformal time η ≡
∫

dt/a, the equation of motion is rewritten as[
d2

dη2 − ∂
2
i +m2

χa2 +
(
6ξχ − 1

) a′′

a

]
χ̃ = 0. (C.3.5)

We now define the mode function of χ̃ as

χ̃(η, x⃗) =
∫

d3k
(2π)3/2

[
âk⃗v
∗
k(η)ei⃗k·x⃗ + â†

k⃗
vk(η)e−i⃗k·x⃗

]
, (C.3.6)

where â†
k⃗
/âk⃗ is the creation/annihilation operator and vk(η) is the mode function of χ̃. The

mode function obeys the wave equation[
d2

dη2 + k2 +m2
χa2 +

(
6ξχ − 1

) a′′

a

]
vk = 0, (C.3.7)

and the Wronskian condition

v′kv
∗
k − vkv∗k

′ = i, (C.3.8)

while the creation/annihilation operator satisfies the commutation relation[
âk⃗, â

†
k⃗′

]
= δ

(⃗
k − k⃗′

)
,

[
âk⃗, âk⃗′

]
=

[
â†

k⃗
, â†

k⃗′

]
= 0. (C.3.9)

If we define a vacuum as a state that is annihilated by âk⃗, the two-point function of χ is
calculated as ⟨

χ(x⃗, η)χ(x⃗′, η)
⟩
=

1
a2

∫
d3k

(2π)3 |vk|2 ei⃗k·(x⃗−x⃗′). (C.3.10)

In particular, if we define the power spectrum Pχ (k) as⟨
χ2(x⃗, η)

⟩
≡

∫
d log k Pχ (k) , (C.3.11)

it is given in terms of the mode function as♭4

Pχ (k) =
k3

2π2a2 |vk|2 . (C.3.12)

Now we compute the mode function in the de-Sitter background. In the pure de-Sitter
background, the scale factor is given in terms of the conformal time as

a = − 1
Hη

, −∞ < η < 0, (C.3.13)

♭4 Here we ignore subtraction of quantum fluctuations just for simplicity.
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where H is now constant. Note that η → −∞ (0) corresponds to the infinite past (future).
Thus the wave equation for the mode function is[

d2

dη2 + k2 −
(
2 − 12ξχ −

m2
χ

H2

)
1
η2

]
vk = 0. (C.3.14)

After redefining the mode function as ṽk ≡ vk/
√
−kη, we finally obtain the Bessel equation:

z2 d2ṽk

dz2 + z
dṽk

dz
+

[
z2 − ν2

]
ṽk = 0, (C.3.15)

where

ν ≡
√

9
4
− 12ξχ −

m2
χ

H2 and z ≡ −kη. (C.3.16)

We analyze the cases with ν2 > 0 and ν2 < 0 separately in the following.

Light field case

First we consider the case that χ is a light field, or ν2 > 0. In the present case, we take the
boundary condition of the mode function as

vk →
1√
2k

e−ikη for − kη→∞, (C.3.17)

up to some constant phase factor. It corresponds to the Bunch-Davies vacuum. Note that
different choices of the boundary condition correspond to different choices of the vacuum.
Then the solution is given as

vk(η) =
√−πη

2
H(1)
ν (−kη), (C.3.18)

where H(1)
ν is the Hankel function of the first kind. By substituting it to Eq. (C.3.12) and

using the asymptotic form of the Hankel function, we obtain the power spectrum for the
super-horizon modes as

Pχ (k)
∣∣∣
k/a≪H

=
H2

4π2

(
k

2aH

)3−2ν (
Γ (ν)
Γ (3/2)

)2

, (C.3.19)

thus it is slightly scale-dependent.
There are two interesting limits in this formula. First let us consider the case where χ is

massless and minimally coupled to the gravity. In this case ν = 3/2, and hence we obtain

Pχ (k)
∣∣∣
k/a≪H

=
H2

4π2 . (C.3.20)
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Thus the power spectrum becomes scale independent. We have used this formula to obtain
the power spectra of the curvature and the tensor perturbations in the previous section.
Next let us consider the case where χ is massless but ξχ = 1/6. Actually in this case χ is
Weyl-invariant, and hence it decouples from the metric sector as we can see from the wave
equation of the mode function. In this case ν = 1/2, and hence the mode function is always
given as

vk =
1√
2k

e−ikη (C.3.21)

Thus there is no amplification even for the super-horizon mode. More generally, if ξχ and
m2
χ satisfy

12ξχ +
m2
χ

H2 = 2, (C.3.22)

there is no amplification for the super-horizon mode in the pure de-Sitter spacetime.

Heavy field case

Next we consider the case that χ is a heavy field, or ν2 < 0. Even in this case, the solution is
given in terms of the Hankel function of the first kind as

vk =

√−πη
2

e−πα/2H(1)
iα (−kη), (C.3.23)

where the ordering of the Hankel function is now imaginary, and we define α ≡ |ν|. The
Hankel function of the first kind with the imaginary ordering has an asymptotic form of

H(1)
iα (z→ 0)→ 1 + coth(πα)

Γ(1 + iα)

(z
2

)iα
− iΓ(iα)

π

(z
2

)−iα
, (C.3.24)

and the fluctuation on the super-horizon scale is

|vk|2 =
π

4aH
e−πα

∣∣∣H(1)
iα (−kη)

∣∣∣2
=

1
2α

1
aH

[
1 − e−πα (1 + coth(πα)) sin

(
2α log

(−kη
2

)
+ γ

)]
, (C.3.25)

where the constant γ is defined as

γ ≡ arg
[
Γ(−iα)
Γ(1 + iα)

]
. (C.3.26)

We may disregard the second term since it is oscillating and exponentially suppressed,
resulting in

|vk|2 ≃
1

2α
1

aH
. (C.3.27)
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Note that so far we have used only the approximation k/aH ≪ 1.
The above expression contains contributions from the quantum fluctuation, and hence

we need to renormalize it. Here we may rely on the adiabatic subtraction method that is
commonly used in the context of the quantum field theory in curved spacetime. The equation
of motion of χ is formally solved as

vk =
1√

2aWk
exp

[
−i

∫ t

Wkdt
]
, (C.3.28)

where Wk satisfies

W2
k = Ω

2
k +W1/2

k

d2

dt2

(
W−1/2

k

)
, (C.3.29)

with Ω2
k being defined as

Ω2
k = ω

2
k +

(
12ξχ −

9
4

)
H2 +

(
6ξχ −

3
2

)
Ḣ, ω2

k =
k2

a2 +m2
χ. (C.3.30)

We may recursively solve Eq. (C.3.29) by expanding with respect to the number of the time
derivatives, and such an expansion is called the adiabatic expansion. Up to the second order
in the adiabatic expansion with the limit k/aH ≪ 1, it is given by

Wk ≃ meff;χ + ω
(2), (C.3.31)

where

meff;χ =
√

m2
χ + 12ξχH2, ω(2) = −9

8
H2

meff;χ
. (C.3.32)

Here we have assumed ξχ ∼ O(m2
χ/H2), and hence treated ξχH2 as the leading order in

the adiabatic expansion. In the adiabatic subtraction, we subtract the n-th order adiabatic
solution from the bare solution to obtain a physical quantity, where n is taken as the minimal
number with which all the divergences in the bare solution are subtracted. The integration
diverges quadratically in the case of the power spectrum, and hence we subtract the second
order adiabatic solution from it. Thus we may define the physical power spectrum as

Pχ(k) ≡ k3

4π2a3

2a |vk|2 −
1

W(0)
k +W(2)

k

 , (C.3.33)

where W(n)
k is the n-th order term of Wk in the adiabatic expansion. For the super-horizon

mode, it is given by

Pχ (k)
∣∣∣
k/a≪H

≃ 243H2

512π2

(
k

aH

)3 ( H
meff;χ

)5

, (C.3.34)
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to the leading order in H/meff;χ expansion.♭5 It is highly suppressed, and also highly blue-
tilted. Hence we can indeed say that χ is stabilized at the origin of its potential when it
is massive enough. See, e.g. Refs. [93, 94] for more details on the adiabatic subtraction. In
principle we should perform the adiabatic subtraction in the case of a light scalar field as
well, but the counter term decays rapidly after the horizon exit and we practically ignore it.

C.3.2 Langevin and Fokker-Planck equations

In this subsection we derive the Langevin and Fokker-Planck equations that describe dy-
namics of a homogeneous mode of a light spectator field χ during inflation. For more details,
see e.g. Refs. [21, 22].

■ Derivation of Langevin equation

Suppose that a real canonical scalar field χ has a potential V = V(χ) with |V′′| ≪ H2 during
inflation. Then the equation of motion is given by

χ̈ + 3Hχ̇ −
∂2

i χ

a2 + V′ = 0. (C.3.35)

We now divide χ into the small scale modes and the coarse-grained large scale mode:

χ
(
x⃗, t

)
= χ̄

(
x⃗, t

)
+

∫
d3k

(2π)3/2θ(k − aϵH)
[
âk⃗χk⃗(t)e

−i⃗k·x⃗ + âk⃗χ
∗
k⃗
(t)ei⃗k·x⃗

]
, (C.3.36)

where θ is the Heaviside theta function with the numerical factor ϵ satisfying ϵ < 1. We take
the time dependence of ϵ such that ϵH is constant even if H is (slightly) time-dependent.
Thus χ̄ is the coarse-grained mode averaged over the constant physical size (ϵH)−1, or the
time-decreasing comoving size (aϵH)−1, that are slightly larger than the event horizon.

For the short-wavelength modes, we may linearize the equation of motion since they are
small. Thus the equation of motion is approximated by

χ̈k⃗ + 3Hχ̇k⃗ +
k2

a2χk⃗ = 0, (C.3.37)

where we have also ignored the potential term since it is negligible compared to the gradient
term due to H2 ≫ |V′′|. The solution is already discussed in App. C.3.1, and is given by

χk⃗ =
H√
2k

(
η − i

k

)
e−ikη, (C.3.38)

as long as we use the Bunch-Davies vacuum as the initial condition. Note that χk⃗ in this
subsection is different from vk⃗ in App. C.3.1 by a factor of a.

♭5 This expression is different from Ref. [92], which might be originated from differences in subtraction
schemes. Anyway, the conclusion that the fluctuation is suppressed when it is massive does not change, and
hence we do not pursue the origin of the difference further here.
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We now schematically denote the division as χ = χ̄+θ ·χs, where the subscript “s” stands
for the small scale. Then the equation of motion is given by

d2

dt2
(χ̄ + θ · χs) + 3H

d
dt

(χ̄ + θ · χs) + V′ (χ̄ + θ · χs) = 0. (C.3.39)

By using the linearized equation of motion of χs, we obtain

¨̄χ − d
dt

(
aϵH2δ

)
· χs − 2aϵH2δ · χ̇s + 3H

(
˙̄χ − aϵH2δ · χs

)
+ V′(χ̄) = 0. (C.3.40)

where we have used θ̇(k − aϵH) = −aϵH2δ(k − aϵH), and δ is an abbreviation of δ(k − aϵ).
We ignore the first term due to the slow-roll approximation. The second and third terms
can also be safely ignored in the slow-roll approximation, since only the over-horizon mode
with k = aϵH contribute to the above equation due to the delta function. Note that the above
equation should always be multiplied by slowly-rolling variables, and hence we can safely
ignore the time derivative of the delta function as well. Thus we obtain

˙̄χ = −V′(χ̄)
3H

+ f (t, x⃗), (C.3.41)

where f is defined as

f (t, x⃗) ≡
∫

d3k
(2π)3/2

−iaϵH2

√
2k3/2

[
âk⃗e
−i⃗k·x⃗ − â†

k⃗
ei⃗k·x⃗

]
δ (k − aϵH) , (C.3.42)

where we have used Eq. (C.3.38) with |η| ≪ 1/k. Note that now the operators for each k⃗
appear only in a specific form, and hence are commuting with each other. We may regard
the system as classical in this sense. The correlation function of f (t, x⃗) is computed as

⟨
f (t, x⃗) f (t′, x⃗ ′)

⟩
=

H3

4π2δ(t − t′) j0(z), z = aϵH|x⃗ − x⃗ ′|, (C.3.43)

where j0(z) = (sin z)/z is the first spherical Bessel function of the first kind. In particular,
when x⃗ = x⃗ ′, or within the same Hubble patch, we may drop x⃗ from Eq. (C.3.41), and write
it as

˙̄χ = −V′(χ̄)
3H

+ f (t), (C.3.44)

where the correlation function is now given by

⟨
f (t) f (t′)

⟩
=

H3

4π2δ(t − t′). (C.3.45)

Eq. (C.3.44) is called the Langevin equation, and f is called the noise term. The physical
interpretation is as follows. The comoving horizon is decreasing with time during inflation.
Hence a mode that was inside the horizon in an early epoch exits the horizon at some later
time, contributing to the coarse-grained mode χ̄. Such a contribution originates from the
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quantum fluctuation, and hence acts as a random noise to χ̄. Its size is controlled by H since
the size of the quantum fluctuation in the (quasi) de-Sitter space is determined by H.

■ Derivation of Fokker-Planck equation

We derived the Langevin equation just above:

χ̇ = −V′(χ)
3H

+ f (t), (C.3.46)

where the noise term f (t) satisfies

⟨
f (t) f (t′)

⟩
=

H3

4π2δ (t − t′) , (C.3.47)

and χ(t) should be understood as the coarse-grained mode denoted as χ̄ above. Now we
rewrite it as the time evolution equation of a differential probability density function P(χ̃, t)
defined as

P(χ̃, t) ≡ ⟨δ (χ(t) − χ̃)⟩ , (C.3.48)

where ⟨...⟩ denotes the average over possible noise configurations. It satisfies

⟨F(χ(t))⟩ =
∫

dχ̃F(χ̃)P(χ̃, t), (C.3.49)

and hence P(χ, t)dχ is indeed understood as the probability where the spectator field sits
within the field value of [χ, χ + dχ]. By using the Langevin equation, its time derivative is
given as

∂P(χ̃, t)
∂t

=
∂
∂χ̃

[
V′(χ̃)

3H
P(χ̃, t)

]
− ∂
∂χ̃

⟨
f (t)δ (χ(t) − χ̃)

⟩
. (C.3.50)

We may evaluate the last term as follows. First of all, the formal solution of the Langevin
equation is given by

χ(t) − χ0 =

∫ t

0
dt′ f (t′) exp

[
−

∫ t

t′
dt′′

V′(χ(t′′))
3H (χ(t′′) − χ0)

]
, (C.3.51)

where χ0 ≡ χ(t = 0) is the initial value of χ. Hence the correlation between χ and f may be
evaluated as ⟨

f (t)χ(t)
⟩
=

H3

8π2 , (C.3.52)

where the factor 1/2 comes from that the integration is taken over only one side. Now we
evaluate the relevant correlation as⟨

f (t)δ (χ(t) − χ̃)
⟩
=

⟨
f (t)χ(t)

⟩ ⟨ ∂
∂χ(t)

δ (χ(t) − χ̃)
⟩
= − H3

8π2

∂P
∂χ̃

(C.3.53)
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where we decomposed the correlation function since the noise term is Gaussian. Thus we
finally obtain the so-called Fokker-Planck equation as

∂P(χ̃, t)
∂t

=
∂
∂χ̃

[
V′(χ̃)

3H
P(χ̃, t) +

H3

8π2

∂P(χ̃, t)
∂χ̃

]
. (C.3.54)

It may be useful to change the time variable from t to the e-folds N. Then the Fokker-Planck
equation is given as

∂P(χ,N)
∂N

=
∂
∂χ

[
V′(χ)
3H2 P(χ,N) +

H2

8π2

∂P(χ,N)
∂χ

]
, (C.3.55)

where we have dropped the tildes for notational ease. We use it extensively in Chap. 3.

■ Equilibrium state and relaxation time scale

Now we study the properties of the Fokker-Planck equation we derived just above. We
decompose the probability density function following Ref. [22] as

P = e−v
∞∑

n=0

anPne−Λn(t−tn), (C.3.56)

where we have defined v ≡ 4π2V/3H4. Then the equation for Pn is similar to the Schrödinger
equation:

1
2

(
− ∂
∂χ
+ v′

) (
− ∂
∂χ
+ v′

)†
Pn =

4π2Λn

H3 Pn, (C.3.57)

where we have used (∂/∂χ)† = −∂/∂χ, and ignored the time-dependence of H. From this
expression we can see that Λn ≥ 0. It means that the system always approaches to an
equilibrium state in the pure de-Sitter space, which is obtained by setting Λn = 0, or

Peq = N exp
[
−8π2V

3H4

]
, (C.3.58)

where N is a normalization constant, assuming that Peq is normalizable. If V < 0 at the
large field value region such as the Higgs potential, the scalar field lies in that region in
most Hubble patches in the equilibrium state, resulting in difficulty to realize the present
universe. Thus the time scale to achieve such a configuration is the most relevant quantity for
the discussion of the EW vacuum stability during inflation. In Chap. 3, we have addressed
this question by numerically solving the Fokker-Planck equation.

In the case where the potential is monomial, it is easy to estimate the parameter depen-
dence of the relaxation time scale. Suppose that the potential is given by V = λpχp/p. Then
v is given as

v =
4π2

3p
λpχp

H4 =
4π2

3p
χ̄p. (C.3.59)
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where we have define the dimensionless field χ̄ ≡ χ(λp/H4)1/p (it should not be confused with
the coarse-grained mode we have used above). In terms of χ̄ the Schrödinger-like equation
is given as

1
2

(
− ∂
∂χ̄
+

dv
dχ̄

) (
− ∂
∂χ̄
+

dv
dχ̄

)†
Pn = 4π2Λ̄nPn, Λ̄n ≡

Λn

H3

(
H4

λp

)2/p

. (C.3.60)

The equation now has no explicit dependence on λp, and hence we obtain the parameter
dependence of Λn as

Λn ∝ H3

(
λp

H4

)2/p

. (C.3.61)

Thus the number of e-folds the system takes to achieve equilibrium is estimated as

Nrelax ∼
H
Λn
∼ 1

H2

(
H4

λp

)2/p

. (C.3.62)

For instance, for the quadratic (λp = m2
χ) or quartic (λp = λχ) potentials, it is given by

Nrelax ∼
H2

m2
χ

or
∣∣∣λχ∣∣∣−1/2

. (C.3.63)

If it is larger than the time scale of the change of the Hubble parameter (∼ ϵ−1 with ϵ being
the slow-roll parameter), the system may deviate from the equilibrium state even in the
later epoch [95]. It may be of some use to estimate the relaxation time scale of the Higgs,
but nevertheless we need a numerical study to estimate it more precisely for a complicated
potential such as the SM Higgs effective potential.
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Appendix D

Review on preheating

In this appendix we review the inflaton dynamics after inflation. Especially, we discuss
in detail particle production process caused by the inflaton oscillation after inflation. Here
we mainly concentrate on the case where the inflaton potential at around its bottom is well
approximated by the quadratic one. For low-scale inflation models such as the hill-top model
we consider in Chap. 5, anharmonic terms are also important. Still, the discussion with the
quadratic potential is useful to understand qualitative features of such a system. We ignore
the Higgs self coupling throughout this appendix. It is discussed in detail in Chaps. 4 and 5.

D.1 Inflaton dynamics after inflation

Here we review the background dynamics of the inflaton after inflation. We concentrate on
the case where the inflaton potential at around its bottom is given by

V(ϕ) ≃ 1
2

m2
ϕϕ

2, (D.1.1)

where ϕ is again the inflaton, and mϕ is the inflaton mass at around the bottom.
Once the inflation ends, the mass scale mϕ satisfies mϕ > H, where H is the Hubble

parameter of the universe. In this case we can treat the Hubble expansion adiabatically, by
assuming the time-dependence of the inflaton as

ϕ(t) = Φ(t) cos
(
mϕt

)
, (D.1.2)

where Φ(t) is the inflaton oscillation amplitude, satisfying Φ̇ ∼ O (HΦ). By substituting it to
the scalar field equation of motion, we obtain(

Φ̇ +
3
2

HΦ
)

sin
(
mϕt

)
− 1

2mϕ

(
Φ̈ + 3HΦ̇

)
cos

(
mϕt

)
= 0. (D.1.3)

The second term is suppressed by H/mϕ compared to the first term, and hence the inflaton
amplitude scales as

Φ(t) ∝ a−3/2. (D.1.4)
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It indeed satisfies Φ̇ ∼ O (HΦ), implying our adiabatic approximation is self-consistent. Thus,
the background dynamics of the inflaton is well described by

ϕ(t) ≃ Φini

a3/2 cos
(
mϕt

)
, (D.1.5)

where Φini is the initial inflaton oscillation amplitude, and we take a = 1 at that time. It is
also useful to derive the later time behavior of ϕ in terms of the physical time t. The Hubble
parameter decreases as

H2 ∝ Φ2 ∝ a−3, (D.1.6)

and hence a ∝ t2/3 and H = 2/3t. Then from the Friedmann equation we obtain

m2
ϕΦ

2

6M2
Pl

≃ 4
9

1
t2 , (D.1.7)

or

ϕ(t) ≃ 2
3

√
6MPl

mϕt
cos

(
mϕt

)
. (D.1.8)

As long as the decay/annihilation rate of the inflaton is small enough, the inflaton oscillates
at around the potential minimum following Eq. (D.1.8) for a sizable time scale. We call this
epoch as an inflaton oscillation epoch. As we will see in the following, the inflaton oscillation
causes a resonant particle production if it has sizable couplings with itself/other particles.
Once there exists the resonant particle production, we call that epoch as a “preheating”
epoch. Eq. (D.1.8) is used to estimate the end of the preheating analytically in Chap. 4.

D.2 Formalism

In the previous section we saw that the inflaton condensation typically oscillates after in-
flation. It induces an oscillating effective mass term for the Higgs once there are couplings
between the inflaton/gravity sector and the Higgs sector. For instance, the Higgs-inflaton
quartic coupling induces

m2
h(t) = λhϕΦ

2 cos2
(
mϕt

)
, (D.2.1)

while the trilinear coupling induces

m2
h(t) = σhϕΦ cos

(
mϕt

)
. (D.2.2)

The Higgs-curvature coupling also induces an oscillating effective mass term as

m2
h(t) = ξhm2

ϕ

Φ2

M2
Pl

[
3 cos2

(
mϕt

)
− 1

]
, (D.2.3)
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since the Ricci scalar is expressed by the inflaton condensation through the Friedmann
equation. In general, if the background is time-dependent, or even oscillating, then it causes
a particle production. We review the formalism that deals with such a particle production in
this section. In this section we just assume that the Higgs mass term m2

h is time-dependent,
without specifying an explicit form. In the subsequent sections we discuss effects of the
couplings λhϕ, ξh and σhϕ more explicitly.

Let us start with an equation of motion of the Higgs:

ḧ − 1
a2∂

2
i h + 3Hḣ +m2

h(t)h = 0, (D.2.4)

where m2
h is the time-dependent effective mass, and we have neglected the self-interaction

of the Higgs here since it is small at the beginning of the particle production. We perform a
mode expansion of the Higgs as

h(x) =
∫

d3k
[2πa(t)]3/2

[
âk⃗hk⃗(t)e

i⃗k·x⃗ +H.c.
]
, (D.2.5)

where k⃗ is a comoving momentum and a(t) is the scale factor. Then the equation of motion
in the Fourier space is given by

0 = ḧk⃗(t) +
[
ω2

k;h(t) + ∆(t)
]

hk⃗(t), (D.2.6)

where ∆ ≡ −9H2/4− 3Ḣ/2 and ω2
k;h(t) = k2/a2 +m2

h(t). We impose the Wronskian condition of
the Higgs

hk⃗ ḣ∗
k⃗
− h∗

k⃗
ḣk⃗ = i, (D.2.7)

that fixes the overall normalization of hk⃗. It is invariant under the time evolution since the
equation of motion is linear in hk⃗. Then the creation/annihilation operator satisfies[

âk⃗, â
†
k⃗′

]
= δ

(⃗
k − k⃗′

)
,

[
âk⃗, âk⃗′

]
=

[
â†

k⃗
, â†

k⃗′

]
= 0, (D.2.8)

due to the commutation relation of the Higgs. Here note that there is a redundancy in
Eq. (D.2.6): we can always rewrite it by another set of ( ˆ̃ak⃗, h̃k⃗) that satisfies

ˆ̃ak⃗ = αkâk⃗ + β
∗
kâ
†
−k⃗
, h̃k⃗ = α

∗
khk⃗ − βkh∗k⃗ . (D.2.9)

It leaves Eq. (D.2.6), the Wronskian and the commutation relation invariant as long as the
coefficients satisfy

|αk|2 −
∣∣∣βk

∣∣∣2 = 1. (D.2.10)

It is the well-known Bogoliubov transformation. With this redundancy, we can always take
the initial condition as

hk⃗ (t→ 0)→ 1√
2ωk;h(0)

, ḣk⃗ (t→ 0)→ −i

√
ωk;h(0)

2
. (D.2.11)
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We assume that there is no excitation at the initial time, and hence the initial vacuum state
is annihilated by the corresponding operator âk⃗. Here we have omitted contributions from
the cosmic expansion since it is suppressed by O(H2/ω2

k;h). In other words, we work with the
leading order in the WKB approximation.

We now define a comoving number density of the Higgs in the momentum space as

nk;h(t) ≡ 1
2ωk;h(t)

[∣∣∣ḣk⃗(t)
∣∣∣2 + ω2

k;h(t)
∣∣∣hk⃗(t)

∣∣∣2] − 1
2
, (D.2.12)

at the leading order in H2/ω2
k;h expansion. It becomes the comoving energy density with the

vacuum fluctuation being subtracted once we multiply the frequency ωk;h. It also satisfies
ṅk;h = 0 when m2

h does not depend on time. Finally the initial condition of hk⃗ implies nk;h(0) = 0.
These facts support the above definition of the comoving number density. There are two
situations where the comoving number density grows rapidly with time: the breakdown of
adiabaticity and the tachyonic mass term.

First let us discuss the breakdown of the adiabaticity. Here we assume that ω2
k;h ≥ 0, as

is the case for the Higgs-inflaton quartic coupling (see Eq. (D.2.1)). In this case the time
derivative of the comoving number density nk;h is

ṅk;h ∼ O
ω̇k;h

ω2
k;h

ωk;hnk;h, (D.2.13)

where we again keep only the leading order terms in the WKB expansion. Thus, the number
density increases drastically with time only if∣∣∣∣∣∣∣ω̇k;h

ω2
k;h

∣∣∣∣∣∣∣ ≳ 1. (D.2.14)

We call this situation as a breakdown of the adiabaticity. Indeed, the WKB solution hk(t) =
e−i

∫ t
dτωk;h(τ)/

√
2ωk;h(t), which is valid for the adiabatic region |ω̇k;h/ω2

k;h| ≪ 1, leaves the number
density invariant up to corrections of O(ω̇k;h/ω2

k;h). If λhϕ is large enough, the adiabaticity
condition is indeed violated at around when the inflaton crosses the origin of its potential,
resulting in resonant Higgs particle production as we see in the next section.

In the above discussion we assume that ω2
k;h is positive definite. If we have the Higgs-

inflaton trilinear coupling and/or the Higgs-curvature non-minimal coupling, the effective
mass squared can be negative (see Eqs. (D.2.2) and (D.2.3)), so is ω2

k;h. In this regime the
wave function grows exponentially with time, resulting in efficient particle production after
the inflaton passes the tachyonic regime.♭1 In the following sections we first discuss the
resonant particle production due to the breakdown of the adiabaticity (corresponding to the
Higgs-inflaton quartic coupling λhϕ), and then move on to that due to the tachyonic effective
mass (corresponding to the Higgs-curvature non-minimal coupling ξh and the Higgs-inflaton
trilinear coupling σhϕ).

♭1 The comoving number density is ill-defined when the inflaton passes the regime where ω2
k;h < 0.
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D.3 Broad resonance

First we discuss the particle production due to the breakdown of the adiabaticity. In partic-
ular, we assume that there is the Higgs-inflaton quartic coupling

Lint = −
λhϕ

2
ϕ2h2, (D.3.1)

in this section. In this case the time-dependent effective Higgs mass term is given by

m2
h = λhϕϕ

2(t). (D.3.2)

It is clear that the mass term is large enough at the end-points of the inflaton oscillation,
and thus the adiabaticity is likely to be broken only at around when the inflaton crosses the
origin of its potential. At around the origin of its potential, the inflaton is approximated as
ϕ ≃ Φmϕ(t − tc), where tc is the time when the inflaton crosses the origin. Hence we obtain∣∣∣∣∣∣∣ω̇k;h

ω2
k;h

∣∣∣∣∣∣∣ ∼
∣∣∣∣∣∣∣∣∣

λhϕm2
ϕΦ

2(t − tc)(
k2/a2 + λhϕm2

ϕΦ
2(t − tc)2

)3/2

∣∣∣∣∣∣∣∣∣ ≲
m2
ϕq1/2

k2/a2 , q ≡
λhϕΦ

2

4m2
ϕ

, (D.3.3)

where q is a resonance parameter, and the inequality is saturated when t − tc ≃ k/aλ1/2
hϕ mϕΦ.

Here we ignore effects of the cosmic expansion on the adiabaticity since mϕ ≫ H at least after
several oscillations of the inflaton. If q ≪ 1, the Higgs particles are produced only within
narrow bands k/a ∼ mϕ(1 ± q), and hence the adiabaticity is not broken down. Since the
Higgs is boson, bosonic enhancement of the previously produced Higgs particles could still
cause a narrow resonance [96–98], but the cosmic expansion soon kills it in a usual case.♭2

Thus we concentrate on the opposite case: q ≳ 1. In this case, the adiabaticity is broken at
around when the inflaton crosses the origin of its potential for the modes with

k
a
≲ p∗(t), p∗(t) ≡ mϕq1/4, (D.3.4)

and hence these modes are produced efficiently. The production of these modes are enhanced
by the previously produced particles for bosonic particles, and the number density of these
modes grows exponentially with time. It is called a broad resonance, since the width of the
resonance band is broad compared to the narrow resonance. Due to the phase space factor,
the typical energy scale of the produced particles are estimated as k/a ∼ p∗. Note that q ≳ 1
implies that p∗ ≳ mϕ, and hence the typical energy scale (∼ p∗) is comparable or larger than
the inflaton mass scale.

In order to study the broad resonance quantitatively, it is useful to first ignore the cosmic
expansion, and rewrite the equation of motion for the wave functions as[

d2

dz2 + Ak + 2q cos (2z)
]

hk⃗ = 0, (D.3.5)

♭2 The modes within the resonant band are efficiently red-shifted away if q2mϕ < H.
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Figure D.1: The stability/instability chart of the Mathieu equation. It is the same as Fig. 4.5.

where we define the parameters as

z ≡ mϕt, Ak ≡
k2

m2
ϕ

+ 2q, q ≡
λhϕΦ

2

4m2
ϕ

. (D.3.6)

It is the Mathieu equation, and is treated by the Floquet theory (see App. D.6). We again show
the stability/instability chart of the Mathieu equation in Fig. D.1 for readers’ convenience,
which is the same as Fig. 4.5. There exists an exponentially growing mode in the white
region, which means that a resonant particle production occurs in that parameter region.
For the broad resonance case we should concentrate only on the region with Ak ≥ 2q. As we
can see from the figures, the instability bands get broader and broader as we increase q, and
this is the reason why the case with q ≫ 1 is called the broad resonance. The coefficient of
the exponent of the growing factor µqtc can also be calculated analytically (see Ref. [99] and
App. D.6), and it is roughly given by µqtc ∼ O(0.1).

Once we switch on the Hubble expansion, the resonance parameters Ak and q decrease
with time. They pass several instability bands within the course of the Hubble expansion.
This process is called a stochastic resonance in Ref. [99], and is discussed to some extent in
App. D.7. Anyway, the resonance persists with the exponent of order µqtc ∼ O(0.1) until the
parameters enter the stability region at around the origin in Fig. D.1. Thus, the condition

p∗ ≲ mϕ, or q ≲ 1, (D.3.7)

indicates the end of the preheating epoch. The number density of the Higgs increases as
nk;h ∝ e2µqtcmϕt until the above condition is satisfied.
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D.4 Tachyonic resonance

Here we consider the case where the resonant particle production is caused by a tachyonic
mass term. First we consider the Higgs-curvature non-minimal coupling:

Lint = −
ξh

2
Rh2, (D.4.1)

where R is the Ricci scalar. It is given in terms of the inflaton condensation as

R = 6
[
Ḣ + 2H2

]
=

1
M2

Pl

[
3m2

ϕϕ
2 − ϕ̇2

]
, (D.4.2)

where H is the Hubble parameter, and we have used the Friedmann equation in the second
equality. Thus the time-dependent effective Higgs mass term is

m2
h(t) = ξhm2

ϕ

Φ2

2M2
Pl

[
1 + 3 cos

(
2mϕt

)]
, (D.4.3)

where we have ignored terms suppressed by H/mϕ. It is clear from this expression that
the Higgs effective mass term can be negative during one oscillation of the inflaton. The
particle production due to this tachyonic mass is called the tachyonic resonance. In order
to study it quantitatively, it is again useful to first ignore the Hubble expansion, and rewrite
the equation of motion of the wave function as[

d2

dz2 + Ak + 2q cos (2z)
]

hk⃗ = 0, (D.4.4)

where we define the parameters as

z ≡ mϕt, Ak ≡
k2

m2
ϕ

+
2q
3
, q ≡ 3ξh

4
Φ2

M2
Pl

. (D.4.5)

It is again the Mathieu equation. In the present case we should see the region with Ak ≥ 2q/3
in the stability/instability chart D.1.♭3 As we can see, the instability band is broader for
the tachyonic resonance compared to the broad resonance. In other words, the tachyonic
resonance is more efficient than the broad resonance. Indeed, an analytical computation
shows that the growth rate of the number density Xk for q ≫ 1 is given by [37] (see also
App. D.6)

Xk = −
x√
q

Ak + 2x
√

q, (D.4.6)

in the case of the tachyonic resonance, where x ≃ 0.85. Note that Xk is larger for lager q, as
opposed to the case of the broad resonance. It is qualitatively understood as follows. The

♭3 Here we assume ξh > 0 for the EW vacuum stability during inflation.
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time interval ∆tp during which a Higgs mode with (physical) momentum p is tachyonic is
estimated as

mϕ∆tp ∼ 1 − p2

m2
ϕq
, for p2 ≲ m2

ϕq. (D.4.7)

Within one inflaton oscillation, these modes are enhanced as

exp
(
mϕ
√

q∆tp

)
∼ exp

(
√

q −
Ap√

q

)
, (D.4.8)

and hence it is proportional to
√

q. The typical momentum p(tac)
∗ enhanced by the tachyonic

resonance is estimated from Ap(tac)
∗
=
√

q/x, or

p(tac)
∗ ≡ 1√

x
mϕq1/4. (D.4.9)

Note that the q dependence of the typical momentum scale is the same as that in the case of
the broad resonance.

Next we consider the Higgs-inflaton trilinear coupling:

Lint = −
σhϕ

2
ϕh2. (D.4.10)

In this case the time-dependent Higgs effective mass term is given by

m2
h = σhϕϕ(t), (D.4.11)

and hence it is trivial to see that it becomes tachyonic within one oscillation of the inflaton
condensation. Once we neglect the Hubble expansion, the equation of motion of the wave
function is again written in the form of the Mathieu equation as[

d2

dz2 + Ak + 2q cos (2z)
]

hk⃗ = 0, (D.4.12)

where the parameters are now given by

z ≡
mϕt

2
, Ak ≡

4k2

m2
ϕ

, q ≡
2σhϕΦ

m2
ϕ

. (D.4.13)

Thus now we should see the region with Ak ≥ 0 in Fig. D.1, and hence the resonance is even
stronger compared to the case with the Higgs-curvature non-minimal coupling. The growth
rate of the number density is again given by Eq. (D.4.6).
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Figure D.2: The stability/instability chart of the Whittaker-Hill equation. It is the same as Fig. 4.9.

D.5 Resonance with all couplings

Now we consider the case with the Higgs-inflaton quartic/trilinear coupling as well as the
Higgs-curvature non-minimal coupling:

Lint = −
1
2

[
λhϕϕ

2 + ξhR + σhϕϕ
]

h2. (D.5.1)

In this case the time-dependent Higgs effective mass term is given by

m2
h =

λhϕ +
3ξhm2

ϕ

M2
Pl

ϕ2 −
ξhϕ̇2

M2
Pl

+ σhϕϕ. (D.5.2)

It is again instructive to first consider the equation of motion of the wave function with the
Hubble expansion being ignored. It is now given by[

d2

dz2 + Ak + 2p cos (2z) + 2q cos (4z)
]

hk⃗ = 0, (D.5.3)
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with the parameters defined as

Ak =
4k2

m2
ϕ

+ 2

λhϕ +
ξhm2

ϕ

M2
Pl

 Φ2

m2
ϕ

, z =
mϕt

2
,

p =
2σhϕΦ

m2
ϕ

, q =

λhϕ +
3ξhm2

ϕ

M2
Pl

 Φ2

m2
ϕ

. (D.5.4)

Note that we have now two different frequencies. This equation is called the Whittaker-Hill
equation. Its stability/instability chart can be again obtained following the Floquet theory.
We again show it for combinations of (p, q,Ak) in Fig. D.2 for readers’ convenience, which is
the same as Fig. 4.9. An interesting feature is that Ak, p and q are now independent variables
even for fixed k, since we have now three parameters λhϕ, ξh and σhϕ. In particular, the
resonance due to λhϕ and ξh is strongly suppressed at around the line with

λhϕ +
3ξhm2

ϕ

M2
Pl

= 0. (D.5.5)

It corresponds to the line q = 0 in Fig. D.1 if we ignore σhϕ. This case is considered carefully
in Sec. 4.4. Even in that case the trilinear coupling causes the resonant particle production.
Indeed, once we switch on the Hubble expansion, it dominates over the other terms in the
later epoch, since it decreases slower than the other terms (it is proportional to ϕ, not ϕ2). As
the end of the resonance, p and q offer a good criteria:∣∣∣p∣∣∣ ≲ O(1),

∣∣∣q∣∣∣ ≲ O(1). (D.5.6)

Indeed, the modes enter the stability region at around the origin once this criteria is satisfied,
as we can see from Fig. D.2.

D.6 Floquet theory

Here we summarize some basic facts of the Floquet theory without any proof. For more
details, see e.g. Refs. [38, 100] and references therein.

D.6.1 Floquet exponent

Suppose we have the following differential equation:[
d2

dz2 + A + 2q f (z)
]

h(z) = 0, (D.6.1)

where f (z) = f (z + π) is a periodic function. As long as the back-reaction and the Hubble
expansion are negligible, the equation of motion of the Higgs is indeed this form. The
Floquet theorem states that it has a solution of the form

h(z) = aeµzg(z) + be−µzg(−z), (D.6.2)
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where µ is a complex number called the Floquet exponent, g(z) = g(z + π) is a periodic
function, and a, b are some numerical constants fixed by initial conditions. The Floquet
exponent µ determines the stability/instability behavior of this system: the solution grows
exponentially with time as long as Re[µ] , 0.

Now we give a formula for µ. We concentrate on the Whittaker-Hill equation[
d2

dz2 + A + 2p cos (2z) + 2q cos (4z)
]

h(z) = 0, (D.6.3)

in the following for simplicity. Note that the Mathieu equation is just a special case (q = 0)
of the Whittaker-Hill equation, and hence is included in our discussion below. We consider
the solution

h(z) = eµzg(z). (D.6.4)

Since g(z) is periodic, it is expanded as

g(z) =
∑

n

ane2inz. (D.6.5)

By inserting it to the Whittaker-Hill equation, we obtain the linear equations for the coeffi-
cients as

M̂(µ) · a⃗ = 0, (D.6.6)

where

a⃗ ≡
(
... a−2 a−1 a0 a1 a2 ...

)t
, (D.6.7)

and

M̂(µ) ≡



. . . . . . . . . . . . . . .
q̃n−1 p̃n−1 1 p̃n−1 q̃n−1 0 0

0 q̃n p̃n 1 p̃n q̃n 0
0 0 q̃n+1 p̃n+1 1 p̃n+1 q̃n+1

. . . . . . . . . . . . . . .


, (D.6.8)

with p̃n and q̃n being defined as

p̃n ≡
p

A − (
iµ − 2n

)2 , q̃n ≡
q

A − (
iµ − 2n

)2 . (D.6.9)

Thus the Floquet exponent µ is obtained as a solution of the equation

det
[
M̂(µ)

]
= 0. (D.6.10)
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Actually we can show that

det
[
M̂(µ)

]
= 1 +

(
det

[
M̂(0)

]
− 1

) (
1 − cos

(
π
√

A
))

cos
(
iπµ

) − cos
(
π
√

A
) , (D.6.11)

from the analyticity of the both sides [100], and hence µ is given by

µ = − i
π

arccos
[
1 + det

[
M̂(0)

] (
cos

(
π
√

A
)
− 1

)]
. (D.6.12)

The matrix M̂ is infinite-dimensional, but we need to retain only several tens components at
around M00 to compute the determinant numerically, since the off-diagonal parts get smaller
as the (absolute value of the) indices get larger. Thus this formula is useful to evaluate µ
numerically for given A, p and q.

D.6.2 Boundary of stability/instability regions

Now we discuss how to determine the boundaries of the stability/instability regions of the
Whittaker-Hill equation. It is known that

Re
[
µ
]
= 0, Im

[
µ
] ∈ Z, (D.6.13)

on the boundaries [38]. Thus we can expand the solution by the harmonic functions as

h1(z) =
∞∑

n=0

c2n cos (2nz) , (D.6.14)

h2(z) =
∞∑

n=0

s2n+1 sin ((2n + 1)z) , (D.6.15)

h3(z) =
∞∑

n=0

c2n+1 cos ((2n + 1)z) , (D.6.16)

h4(z) =
∞∑

n=1

s2n sin (2nz) , (D.6.17)

where we have classified the solutions according to the properties under z → −z and z →
z + π. By substituting them into the Whittaker-Hill equation, we obtain linear equations
for the coefficients as in the previous subsection. Thus, by requiring the determinant of the
associated matrices to vanish, we obtain the values of (A, p, q) where the solution takes one
of the above forms. It is nothing but a point on the boundaries of the stability/instability
regions. We have drawn Figs. 4.5 and 4.9 (and of course Figs. D.1 and D.2) following this
method.
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Figure D.3: The time evolution of the number density with and without the cosmic expansion. The
parameters are taken as Φini =

√
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D.7 Effects of cosmic expansion

In this section we briefly discuss effects of cosmic expansion on the resonant particle produc-
tions. We concentrate on the cases with only λhϕ or ξh in this section, but a similar argument
holds for more general cases.

■ Broad resonance

First we consider the case with only λhϕ. In this case, the resonance parameters are given
by (see Eq. (D.3.6))

Ak =
k2

a2 +
λhϕΦ

2

2m2
ϕ

, q =
λhϕΦ

2

4m2
ϕ

. (D.7.1)

Once we include the cosmic expansion, the inflaton oscillation amplitude Φ decreases with
time, so do Ak and q. Thus each mode scans the stability/instability chart of the Mathieu
equation in the course of the cosmic expansion. An interesting feature is that the number
density can even decrease for some time, and hence the resonance may be suppressed
compared to the case without the cosmic expansion. In order to see this point, we plot the
time evolution of the number density nk;h with/without cosmic expansion in Fig. D.3. We have
taken the parameters as Φini =

√
2MPl, the resonance parameter qini ≡ λhϕΦ

2
ini/4m2

ϕ = 105,

and k = k∗/2 where k∗ ≡ mϕq1/4
ini . The number density without the cosmic expansion (the red

line) always increases with time, while it with the cosmic expansion (the blue line) indeed
decreases for some time, resulting in less efficient growth. Nevertheless, the number density
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Figure D.4: The effective Floquet exponent µeff as a function of q and k. The initial inflaton amplitude
is Φini =

√
2MPl and

√
0.2MPl in the left and right panels, respectively. The average is taken from the

beginning of the inflaton oscillation till te with which q(te)/qini = 10−2.

grows with time on average. In order to estimate the growth rate with the cosmic expansion,
we may define an effective Floquet exponent µeff as

µeff(k, ti, te) ≡
log

(
nk;h(te)/nk;h(ti)

)
2 (te − ti)

. (D.7.2)

In Fig. D.4 we plot µeff for different values of qini and k. The initial inflaton amplitude is taken
as Φini =

√
2MPl and

√
0.2MPl in the left and right panels, respectively. The time ti is taken as

the beginning of the inflaton oscillation, and te is a solution of the equation q(te) = 10−2qini.
As we can see from Fig. D.4, µeff is a complicated function of q. In particular, it does not
always increase with q. Still, the order of magnitude does not depend much on the value of
q, and hence we may roughly estimate it as µeff ∼ O(0.1) almost independently of Φini and
q. This result is used in Sec. 4.2. Another interesting feature of Fig. D.4 is that, almost all
modes with k ≲ k∗ experience the growth since they scan the stability/instability chart. Thus
the resonance band itself is broader than the case without the cosmic expansion.

■ Tachyonic resonance

Next we consider the case with only ξh. In this case, the resonance parameters are given
by (see Eq. (D.4.5))

Ak =
k2

m2
ϕ

+
2q
3
, q =

3ξh

4
Φ2

M2
Pl

, (D.7.3)

and hence again they decrease with time one we turn on the cosmic expansion. In Fig. D.5,
we show the numerical results of the time evolution of the number density with the cosmic
expansion. The number density is defined only around the end points of the inflaton
oscillation ϕ̇ = 0, and hence we evaluated it only at the points ϕ̇ = 0. As we can see from the
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Figure D.5: The time evolution of the number density with ξh for several values of qini. The
parameters are taken as Φini =

√
2MPl and k = k∗/2. The number density is evaluated only at the

points ϕ̇ = 0. The backreaction to ϕ is ignored.

figure, the number density grows rather in a power-law like way with time until q ≲ 1 once
we include the cosmic expansion. It may be understood as follows. As we saw in App. D.4,
the growth rate Xk is proportional to q1/2 for the modes with k ≲ k∗. Thus, the number density
grows as

nk ∝ exp
[∫ t

mϕdt Xk

]
≃ exp

[
2x

√
2ξh

∫ t dt
t

]
≃

( t
tini

)2.4ξh

, (D.7.4)

where we have used Eq. (D.1.8). In Sec. 4.3, we introduced the effective number of oscillation
neff to include the effect of the time integration in the above expression. Anyway, the
resonance parameter q is rather small in the case of our interest since otherwise the EW
vacuum is soon destabilized after inflation, and hence only first a few inflaton oscillation is
important. Thus, neff is of order unity in the case of our interest.
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Appendix E

Classical lattice simulation

In this appendix we review the basics of the classical lattice simulation. We first show that
the classical approximation is valid in the large occupation number limit, and then discuss
what initial condition is suitable for the simulation. We explain some details on the practical
implementation of the classical lattice simulation in the end.

E.1 Wigner function

Here we review the Winger function, which is a necessary ingredient of the next section.
We mainly follow Refs. [35, 101], and consider the quantum mechanics for simplicity in this
section. We retain ℏ explicitly in this section to see the meaning of a classical limit.

E.1.1 Definition and characteristics

Let us first define a Weyl transformation Ã of an operator Â:

Ã(x, p) ≡
∫

dy e−ipy/ℏ
⟨
x +

y
2

∣∣∣∣ Â ∣∣∣∣x − y
2

⟩
, (E.1.1)

where x and p are the position and the momentum, respectively. It is rewritten in terms of
the integration over the momentum eigenstates as

Ã(x, p) =
∫

du eixu/ℏ
⟨
p +

u
2

∣∣∣∣ Â ∣∣∣∣p − u
2

⟩
, (E.1.2)

where we have used

⟨x|p⟩ = 1√
2πℏ

exp
(

ixp
ℏ

)
,

∫
dy exp

(
iyp
ℏ

)
= 2πℏδ(p). (E.1.3)

Then we obtain

Tr
[
ÂB̂

]
=

1
2πℏ

∫
dxdp Ã(x, p)B̃(x, p). (E.1.4)
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In particular, by identifying the operator B̂ as the density matrix ρ̂ =|ψ⟩⟨ψ| with |ψ⟩ being a
given state, we obtain

⟨A⟩ ≡ Tr
[
ρ̂Â

]
=

1
2πℏ

∫
dxdp ρ̃Ã. (E.1.5)

We thus define the Wigner function W(x, p) as

W(x, p) ≡
ρ̃(x, p)
2πℏ

=
1

2πℏ

∫
dy e−ipy/ℏψ

(
x + y/2

)
ψ∗

(
x − y/2

)
, (E.1.6)

where the wave function ψ(x) is defined as ψ(x) ≡ ⟨x|ψ⟩. The expectation value of an
operator Â is now given by the convolution of the Weyl transformed function Ã and the
Wigner function:

⟨A⟩ =
∫

dxdp Ã(x, p)W(x, p). (E.1.7)

In this sense, the Wigner function is analogous to the classical phase-space probability
distribution function.

Before studying the Wigner function in detail, here we also define an inverse Weyl-
transformation for later convenience. Let us define the following operator:

∆(x, p) ≡
∫

dudv
2πℏ

exp
(

i (x − x̂) u
ℏ

+
i
(
p − p̂

)
v

ℏ

)
. (E.1.8)

It is equivalent to the following expressions:

∆(x, p) =
∫

du eixu/ℏ
∣∣∣∣p − u

2

⟩ ⟨
p +

u
2

∣∣∣∣ = ∫
dy eipy/ℏ

∣∣∣∣x + y
2

⟩ ⟨
x − y

2

∣∣∣∣ . (E.1.9)

We now show this statement. By using the Campbell-Baker-Hausdorff (CBH) identity

eÂ+B̂ = eÂeB̂e−[Â,B̂]/2, (E.1.10)

we obtain

exp
(

i (x − x̂) u
ℏ

+
i
(
p − p̂

)
v

ℏ

)
= exp

(
i
(
ux + vp

)
ℏ

+
iuv
2ℏ

)
e−iux̂/ℏe−ivp̂/ℏ. (E.1.11)

Then we show that

∆(x, p) =
∫

dudvdu′dv′du′′

2πℏ
ei(ux+vp)/ℏ+iuv/2ℏe−iuv′/ℏe−u′v/ℏ |u′′⟩ ⟨u′′| v′⟩ ⟨v′| u′⟩ ⟨u′|

= 2
∫

du′e−2i(p−u′)x/ℏ
∣∣∣2p − u′

⟩ ⟨u′| = ∫
dueiux/ℏ

∣∣∣∣p − u
2

⟩ ⟨
p +

u
2

∣∣∣∣ . (E.1.12)
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In the same way, we can show the second equality in Eq. (E.1.9). Now it is trivial that

Â(x̂, p̂) =
∫

dxdp
2πℏ

Ã(x, p)∆(x, p), (E.1.13)

and hence ∆(x, p) is the inverse Weyl-transformation operator. It is used in Sec. E.1.3. Now
we summarize some characteristics of the Wigner function.

■ Reality

The Wigner function is real. We can show this as follows:

W(x, p)∗ =
1

2πℏ

∫
dy eipy/ℏψ∗(x + y/2)ψ(x − y/2)

=
1

2πℏ

∫
dy e−ipy/ℏψ∗(x − y/2)ψ(x + y/2) =W(x, p), (E.1.14)

where we have changed y→ −y at the second line.

■ Projection onto x-axis (p-axis)

Once we project the Wigner function onto x-axis (p-axis), it is the probability distribution
function for x (p). Indeed, we find that∫

dpW(x, p) =
∫

dy δ(y)ψ(x + y/2)ψ∗(x − y/2) =
∣∣∣ψ(x)

∣∣∣2 , (E.1.15)

and in a similar way for the projection onto the p-axis.

■ Normalization

The normalization of the Wigner function is given by∫
dxdp W(x, p) =

∫
dx

∣∣∣ψ(x)
∣∣∣2 = 1. (E.1.16)

■ Upper bound

The Wigner function cannot be arbitrary large. Indeed, we obtain from the Cauchy-Schwarz
inequality that ∣∣∣W(x, p)

∣∣∣ = 1
πℏ

∣∣∣∣∣∫ dyψ1(y)ψ∗2(y)
∣∣∣∣∣

≤ 1
πℏ

(∫
dy

∣∣∣ψ1(y)
∣∣∣2)1/2 (∫

dy
∣∣∣ψ2(y)

∣∣∣2)1/2

=
1
πℏ
, (E.1.17)

where we have defined

ψ1(y) ≡ e−ipy/ℏψ(x + y/2)
√

2
, ψ2(y) ≡

ψ(x − y/2)
√

2
. (E.1.18)
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■ Necessity of the Weyl transformation

As we saw above, in order to obtain the expectation value using the Wigner function, the
operator must be Weyl-transformed. It sometimes leads O(ℏ) differences from the classical
quantity due to the non-commutativity of (x̂, p̂). We shall see this in an example shown in
the next subsection.

■ Non-positivity

The Wigner function is not semi-positive definite in general. In order to see it, let us consider
two different statesψa andψb that are orthogonal to each other. Then, by denoting the Wigner
functions corresponding to ψa/b as Wa/b respectively, we obtain∫

dxdpWa(x, p)Wb(x, p) ∝ Tr
[
ρ̂aρ̂b

]
= 0. (E.1.19)

It means that the Wigner function generally takes negative values for some regions in the
phase-space, otherwise the right-hand side must be larger than zero.♭1

The last three properties are the main differences between the Wigner function and the
classical phase-space distribution function. Although the former two can be disregarded
in the quasi-classical limit (ℏ → 0), we should carefully examine the last property for state
by state. If we are lucky enough so that the Wigner function is semi-positive definite for a
given state, then we can regard it as the classical phase-space distribution function in the
quasi-classical limit. Fortunately, it is the case for the Wigner function corresponding to the
initial state for the preheating epoch as we see in the next section.

E.1.2 Example: harmonic oscillator

In this subsection, we consider the harmonic oscillator in the Wigner-Weyl formalism as an
example. The Hamiltonian is given by

Ĥ =
p̂2

2m
+

mω2

2
x̂2. (E.1.20)

The lowest and second lowest energy states are respectively given by

ψ0(x) =
1

4
√
π
√

a
e−x2/2a2

, (E.1.21)

ψ1(x) =
1

4
√
π

√
2
a

x
a

e−x2/2a2
, (E.1.22)

♭1 At this point, there is a logical possibility that the Wigner functions corresponding to orthogonal states do
not have overlaps. However, as we see in the next subsection, it is not the case.
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where a is defined as a ≡
√
ℏ/mω. The corresponding Wigner functions are given by

W0(x, p) =
1
πℏ

exp
[
−x2

a2 −
a2p2

ℏ2

]
, (E.1.23)

W1(x, p) =
1
πℏ

(
−1 +

2x2

a2 +
2a2p2

ℏ2

)
exp

[
−x2

a2 −
a2p2

ℏ2

]
. (E.1.24)

Note that W1(x, p) can be negative, while W0(x, p) is positive definite.
Now we calculate ⟨H⟩ and

⟨
H2⟩ for the lowest energy state in the Wigner-Weyl formu-

lation. We shall learn the importance of the Weyl transformation from this example. It is
trivial to calculate ⟨H⟩:

⟨H⟩ =
∫

dxdpW0(x, p)
(

p2

2m
+

mω2

2
x2

)
=

1
2
ℏω. (E.1.25)

If one views W0(x, p) as the probability distribution function, one may naively expect that
the dispersion

⟨
H2⟩ − ⟨H⟩2 ≡ ∆E , 0 because the distribution of (x, p) is not restricted to the

circle with a constant energy. However, sinceψ0 is the energy eigenstate, the dispersion must
vanish. The key to solve this apparent contradiction is the Weyl transformation. In fact, the
Weyl-transformed Hamiltonian squared is

H̃2(x, p) = H2(x, p) −
(
ℏω
2

)2

, (E.1.26)

that is different from the classical Hamiltonian squared byO(ℏ2). Then, the expectation value
of the Hamiltonian squared is given by⟨

H2
⟩
=

∫
dxdpW0(x, p)

(
H2(x, p) − ℏ

2ω2

4

)
=
ℏ2ω2

4
, (E.1.27)

and hence the dispersion is zero as expected. Therefore, the Wigner function is different
from the classical probability distribution function even if it is positive-definite in the sense
that the operators must be Weyl-transformed to obtain the correct expectation value, which
may make differences of order O(ℏ). Of course we can disregard this difference in the
quasi-classical limit.

E.1.3 Time evolution

In this subsection, we derive the time evolution equation for the Wigner function. We shall
show that, when operators satisfy the following commutation relation

iℏĈ =
[
Â, B̂

]
, (E.1.28)

the Weyl-transformed operators satisfy

iℏC̃(x, p) =
{
Ã(x, p), B̃(x, p)

}
MB

= 2i sin
[
ℏ

2

(
∂
∂xA

∂
∂pB
− ∂
∂xB

∂
∂pA

)]
Ã(x, p)B̃(x, p), (E.1.29)
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where ∂/∂xO and ∂/∂pO act only on the arguments of a Weyl-transformed operator Õ(x, p),
and the subscript MB is the abbreviation for a “Moyal bracket.” Note that{

Ã, B̃
}

MB
= iℏ

[{
Ã, B̃

}
PB
+ O(ℏ2)

]
, (E.1.30)

where {O1,O2}PB is the Poisson bracket. Now we show the above statement. We use
Eq. (E.1.13):[

Â, B̂
]
=

∫
duadvadxadpa

(2πℏ)2

dubdvbdxbdpb

(2πℏ)2

× Ã(xa, pa)B̃(xb, pb)
[
ei(xa−x̂)ua/ℏ+i(pa−p̂)va/ℏ, ei(xb−x̂)ub/ℏ+i(pb−p̂)vb/ℏ

]
. (E.1.31)

From the CBH identity, we obtain[
e−iuax̂/ℏ−ivap̂/ℏ, e−iubx̂/ℏ−ivbp̂/ℏ

]
= 2i sin

[
ℏ

2
(vaub − vbua)

]
e−i(ua+ub)x̂/ℏ−i(va+vb)p̂/ℏ. (E.1.32)

By doing integration by parts, we get[
Â, B̂

]
=2i

∏
o=a,b

∫
duodvodxodpo

(2πℏ)2

 (sin
[
ℏ

2

(
∂
∂xa

∂
∂pb
− ∂
∂xb

∂
∂pa

)]
Ã(xa, pa)B̃(xb, pb)

)
× exp

[ i
ℏ

(
xaua + pava + xbub + pbvb − (ua + ub)x̂ − (va + vb)p̂

)]
. (E.1.33)

After changing the variables as

u1 ≡ ua + ub, v1 ≡ va + vb, u2 ≡ ua − ub, v2 ≡ va − vb, (E.1.34)

and integrating over these variables, we obtain[
Â, B̂

]
=

∫
dxdp
2πℏ

(
2i sin

[
ℏ

2

(
∂
∂xA

∂
∂pB
− ∂
∂xB

∂
∂pA

)]
Ã(x, p)B̃(x, p)

)
∆(x, p). (E.1.35)

We have thus proven Eq. (E.1.29). The density matrix satisfies

iℏ
∂ρ̂

∂t
=

[
Ĥ, ρ̂

]
, (E.1.36)

and hence, the time evolution of the Winger function is given by

iℏ
∂W(x, p)
∂t

=2i sin
[
ℏ

2

(
∂
∂xH

∂
∂pW

− ∂
∂xW

∂
∂pH

)]
H̃(x, p)W(x, p)

=iℏ
[{

H̃,W
}

PB
+ O(ℏ2)

]
. (E.1.37)

Thus the time evolution equation of the Wigner function results in the classical Liouville
equation in the quasi-classical limit (ℏ → 0). In other words, we correctly describe the time
evolution of the Winger function in the quasi-classical limit if we follow the classical equation
of motion of the variables x and p with the initial distribution function given by the initial
Wigner function, as long as the Wigner function is semi-positive definite at the initial time.
It is the key background of the quasi-classical treatment of the preheating dynamics.
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E.2 Initial condition for classical lattice simulation

Now we study the initial condition for the classical lattice simulation of the preheating
dynamics. We follow the discussion in Ref. [35], and take ℏ = 1 in this section.

E.2.1 Wave function of a vacuum

We consider the quadratic action of a real scalar field in the FLRW background. We consider
the following action for a real scalar

S =
∫

d4x
√−g

[
−1

2
gµν∂µϕ∂νϕ −

1
2

m2ϕ2
]
, (E.2.1)

where the metric is taken as

ds2 = dt2 − a2(t)dxidxi. (E.2.2)

We define the rescaled field φ and the conformal time η as

φ =aϕ, (E.2.3)
dt =adη. (E.2.4)

The Hamiltonian is given by

H =
1
2

∫
d3k

[
πk⃗π

∗
k⃗
+ ω2

kφk⃗φ
∗
k⃗
+

a′

a

(
φk⃗π

∗
k⃗
+ πk⃗y∗

k⃗

)]
, (E.2.5)

where

πk⃗ ≡
δL(φ,φ′)
δφ′

k⃗

= φ′
k⃗
− a′

a
φk⃗, (E.2.6)

ω2
k = k2 +m2, (E.2.7)

and the primes denote derivations with respect to the conformal time. Here the Fourier
transformation is defined as

Φ(x) =
1

(2π)3/2

∫
d3kΦk⃗e

i⃗k·x⃗. (E.2.8)

Due to the reality of ϕ, the Fourier components satisfy φ−k⃗ = φ
∗
k⃗
. The equation of motion for

the Fourier component is

φ′′
k⃗
+

(
ω2

k −
a′′

a

)
φk⃗ = 0. (E.2.9)

We first treat the time evolution in the Heisenberg picture. We expand φ and π as

φk⃗ = fk(η)a(⃗k, η0) + f ∗k (η)a†(−k⃗, η0), (E.2.10)

πk⃗ = −i
[
gk(η)a(⃗k, η0) − g∗ka

†(−k⃗, η0)
]

(E.2.11)
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where the initial conditions are taken as fk(η0) = 1/
√

2ωk and gk(η0) =
√
ωk/2. From the

relation between φ and π, the mode function gk is related to fk as

gk = i
(

f ′k −
a′

a
fk

)
. (E.2.12)

From the commutation relation [
φk⃗(η), π†

k⃗′
(η)

]
= iδ

(⃗
k − k⃗′

)
, (E.2.13)

we obtain the following Wronskian condition:

gk f ∗k + g∗k fk = i
(

f ′k f ∗k − f ′∗k fk

)
= 1. (E.2.14)

We are interested in the following state defined at a time η = η0 as

a
(⃗
k, η0

) ∣∣∣0, η0
⟩
= 0. (E.2.15)

In the Heisenberg picture, the operators satisfy{
φk⃗(η) + iγ−1

k (η)πk⃗(η)
} ∣∣∣0, η0

⟩
H
= 0, (E.2.16)

where γk is defined as

γk ≡
g∗k
f ∗k
=

1

2
∣∣∣ fk

∣∣∣2 (1 − 2iFk) , Fk = Im
[

f ∗k gk

]
. (E.2.17)

On the other hand, in order to connect with the Wigner function, we should move from the
Heisenberg picture to the Schrödinger picture. In the Schrödinger picture, the time evolution
of the state is determined by

Sa
(⃗
k, η0

)
S−1

∣∣∣0, η⟩
S
= 0, (E.2.18)

or equivalently {
φk⃗(η0) + iγ−1

k (η)πk⃗(η0)
} ∣∣∣0, η⟩

S
= 0, (E.2.19)

where S is the S-matrix. Note that

S−1O(η0)S = O(η), or SO(η)S−1 = O(η0), (E.2.20)

for operators in the Heisenberg picture. Then, since πk⃗ = −i∂/∂φ−k⃗ in the coordinate repre-
sentation, the wave function is given by

Ψ
(
φ
)
=N̄ exp

[
−

∫
d3kγk(η)φk⃗(η0)φ−k⃗(η0)

]
=N̄ exp

−
∫

d3k

∣∣∣φk⃗(η0)
∣∣∣2

2
∣∣∣ fk(η)

∣∣∣2 (
1 − 2iFk(η)

) . (E.2.21)
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Thus we obtain the Wigner function as

W(φ,π) =
1

(2π)2

∫
dψdψ∗ exp

[
−i

∫
d3k

(
πk⃗ψ

∗
k⃗
+ π∗

k⃗
ψk⃗

)]
Ψ∗

(
φ −

ψ

2

)
Ψ

(
φ +

ψ

2

)

=N exp

−
∫

d3k

∣∣∣φk⃗

∣∣∣2∣∣∣ fk(η)
∣∣∣2
 exp

−
∫

d3k
∣∣∣ fk(η)

∣∣∣2
∣∣∣∣∣∣∣∣πk⃗ −

Fkφk⃗∣∣∣ fk(η)
∣∣∣2
∣∣∣∣∣∣∣∣
2 , (E.2.22)

up to the overall constant. In particular, the Wigner function is positive definite for the
vacuum state, and hence we can safely view it as the classical phase-space distribution
function in the quasi-classical limit.

E.2.2 Semiclassical behavior

We call the limit

fk ≫
1√
2ωk

, gk ≫
√
ωk

2
, (E.2.23)

as the quasi-classical limit. In this limit Eq. (E.2.14) reduces to

gk f ∗k + g∗k fk = i
(

f ′k f ∗k − f ′∗k fk

)
≃ 0. (E.2.24)

It means that the non-commutative behavior of φ and π is suppressed by the factor 1/|gk fk|.
The factor ℏ always comes with the commutation relation, and hence it is equivalent to the
limit ℏ→ 0. As we saw in App. D, the occupation number indeed grows exponentially with
time during the preheating epoch, and hence the quasi-classical limit is a good approximation
in this epoch. In this limit the Wigner function reduces to♭2

W(φ,π) = N exp

−
∫

d3k

∣∣∣φk⃗

∣∣∣2∣∣∣ fk(η)
∣∣∣2
 δ

πk⃗ −
Fkφk⃗∣∣∣ fk(η)

∣∣∣2
 , (E.2.25)

where we have used

lim
σ→∞

1√
πσ

exp
[
−x2

σ2

]
= δ(x). (E.2.26)

Here note that fk can be taken to be real in the quasi-classical limit. This is because

f ′k f ∗k ≃
(

f ′k f ∗k
)∗
, (E.2.27)

that means that the complex phase of fk does not depend on the conformal time. Then, by
rotation the phase time-independently, we can take fk as real. In the same way, gk can be
taken to be pure imaginary. In this case, Fk is given by

Fk = fk f ′k −
a′

a
f 2
k . (E.2.28)

♭2 Note that a factor | fk| is included in the constant factorN .
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By remembering that

πk⃗ = φ
′
k⃗
− a′

a
φk⃗, (E.2.29)

we obtain

πk⃗ −
Fkφk⃗∣∣∣ fk(η)

∣∣∣2 = 1
fk(η)

(
fkφ
′
k⃗
− f ′kφk⃗

)
. (E.2.30)

Therefore we finally obtain

W(φ,π) = N exp

−
∫

d3k

∣∣∣φk⃗

∣∣∣2∣∣∣ fk(η)
∣∣∣2
 δ ( fkφ

′
k⃗
− f ′kφk⃗

)
, (E.2.31)

which is equivalent to the expression given in Ref. [36]. Strictly speaking, the quasi-classical
limit is not valid at the very beginning of the preheating epoch, and hence it is not verified
that Eq. (E.2.31) is the appropriate initial condition. Thus, in our numerical computation,
we have instead used the initial condition where φ̇k⃗ follows a Gaussian distribution with its
variance determined by Eq. (E.2.22), independently of φk⃗. Fortunately, different choices of
the initial condition do not change the late time behavior of the system, and hence we may
simply disregard this subtlety.

E.3 Practical implementation

In this section we explain how we implemented the classical lattice simulation numerically
in some details. In the classical lattice simulation, we divide the space into a lattice, and put
scalar fields at each point of the lattice. Then we solve a discretized version of the classical
equations of motion in the configuration space on the lattice numerically. In the following, we
first explain the spatial discretization method. Of course we should also discretize the time
direction, and hence we explain it as well. Finally we discuss how to set the initial condition,
in particular in the two dimensional case. For more details on the practical implementation,
we refer the readers to Refs. [102, 103].

E.3.1 Spatial discretization

In this subsection, we briefly explain the spatial discretization procedure in our classical
lattice simulation. We discretize the Laplacian following DEFROST [103]. Suppose that we
would like to compute the Laplacian of a scalar field ϕ at the point n⃗ = (nx,ny,nz). Then the
Laplacian at that point is given by

∂2
iϕn⃗ ≡

1
∆x2

∑
m⃗

cm⃗ϕm⃗, (E.3.1)
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∣∣∣m⃗ − n⃗
∣∣∣ 0 1

√
2

√
3 ≥ 2

cm⃗ (d = 3 + 1) -64/15 7/15 1/10 1/30 0
cm⃗ (d = 2 + 1) -10/3 2/3 1/6 0 0

Table E.1: The coefficients for the discretized version of the Laplacian.

where cm⃗ is given in Tab. E.1. Here ∆x is the size of the lattice spacing, which is given by
∆x = L/Ng, with L and Ng being the size of the simulation box and the number of grids,
respectively. The corresponding spatial gradient square operator is given by(

∂iϕn⃗

)2
≡ 1

2∆x2

∑
m⃗

(
ϕm⃗ − ϕn⃗

)2
. (E.3.2)

Note that the discretized version of the energy density should be fixed to be consistent with
the discretization method of the equations of motion.

E.3.2 Time discretization

In order to numerically solve the equations of motion, we also discretize the time direction,
and hence we briefly explain the procedure here.

In the case with ξh = 0, we have used the Leap-frog method. Suppose that we would like
to evaluate the time derivatives at the time tn = n∆t, where n is the number of step in the
time direction, and ∆t is the size of each step, respectively. In the Leap-frog method, they
are evaluated as [103]♭3

ϕ̇tn ≡
ϕtn+1 − ϕtn−1

2∆t
, (E.3.3)

ϕ̈tn ≡
ϕtn+1 + ϕtn−1 − 2ϕtn

∆t2 . (E.3.4)

The Leap-frog method has good properties: symplectic and time-symmetric, and hence we
have relied on it as long as it is numerically stable.

In the case with ξh , 0, the Leap-frog method is not stable since the equations of motion
depend on time derivatives of the scalar fields in a complicated manner. We still have
symplectic methods in this case, but they are inevitably implicit and hence time-consuming.
Thus we just used the Adams-Bashforth (liner multistep) method. Suppose we have an
differential equation ẏ = f (t, y). Then, in the Adams-Bashforth method, the time evolution
is evaluated as

ytn+2 = ytn+1 + ∆t
[3
2

f (tn+1, ytn+1) −
1
2

f (tn, ytn)
]
. (E.3.5)

♭3 Strictly speaking, it is slightly different from the usual Leap-frog method, since we have the Hubble
friction terms that depend on the time derivatives of the scalar fields. Still, we know that it works well at least
empirically as long as ξh = 0.
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Note that we can make the scalar field equations of motion in this form by defining vϕ ≡ ϕ̇ for
the inflaton and similarly for the Higgs. It is in general faster than the Runge-Kutta method
since we need to evaluate f only once at each step, although it is more memory-consuming
since we need to retain f at tn+1 and tn to evaluate quantities at tn+2.

E.3.3 Initial condition and 3d-2d conversion

Here we explain the practical implementation of the initial condition. In particular, we
discuss how we implemented the initial condition for the fluctuations in the case with two-
dimensional space.

If we start a classical lattice simulation only with a homogenous inflaton condensation,
fluctuations are never enhanced, since the classical solution must be homogenous in the later
time as long as the initial condition is homogenous. Thus, we must introduce fluctuations that
mimic the quantum fluctuations as an initial condition to simulate the preheating dynamics.
In the case with d = 3+1, we introduced fluctuations in the momentum space whose variances
are determined by Eq. (E.2.31), and then Fourier-transformed to obtain the fluctuations in
the configuration space.

In the case with d = 2 + 1, we assume that the modes are homogenous in the z-direction
to reduce the computational cost, and solve the d = 3 + 1-dimensional classical equations of
motion under that assumption. In this case, we should properly take the normalization of
the initial fluctuations to compensate the differences of the phase-space density, since what
we would like to study is the dynamics with d = 3 + 1 [102]. We take the normalization
such that the variance for the fluctuations in the configuration space is the same as d = 3 + 1
initially. In the case with d = 3 + 1, it is given by⟨

χ(x)2
⟩
≃ (∆k)6

(2π)2

( L
2π

)2 ∑
n

k2
n

∣∣∣∣χ(3d)

k⃗n

∣∣∣∣2 , (E.3.6)

where χ is a scalar field, ∆k = 2π/L is the momentum resolution, and kn is the norm of the
momentum k⃗n. Note that we have used the spherical symmetry here, and n parametrizes
the radial direction of k⃗. In the case with d = 2 + 1, it is instead given by⟨

χ(x)2
⟩
≃ (∆k)4

(2π)2

(L
2

)∑
n

kn

∣∣∣∣χ(2d)

k⃗n

∣∣∣∣2 , (E.3.7)

and hence we should take the normalization of χ(2d)

k⃗n
such that∣∣∣∣χ(2d)

k⃗n

∣∣∣∣2 = 2kn

L

∣∣∣∣χ(3d)

k⃗n

∣∣∣∣2 . (E.3.8)

We have used this relation to run the classical lattice simulation in Chap. 5.

E.3.4 Mass renormalization

As we discussed in the previous subsection, we introduce Gaussian fluctuations initially to
imitate the quantum fluctuations. They induce effective mass terms to the scalar fields that
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are sensitive to the UV cut-off of the lattice. Thus, we need to subtract such mass terms to
obtain physical results [104, 105]. It is analogous to the usual renormalization procedure of
the quantum field theory.

To be more specific, let us consider the Lagrangian (4.6.14) used to study the effects of the
gauge bosons with only λhϕ being present. In this case, the inflaton, the Higgs and χ initially
obtains effective mass terms as

m2
eff;ϕ(0) = m2

ϕ + λhϕ

⟨
h2(0)

⟩
+ δm2

R;ϕ(0), (E.3.9)

m2
eff;h(0) = λhϕ

⟨
ϕ2(0)

⟩
+ 3λh

⟨
h2(0)

⟩
+ g2

hχ

⟨
χ2(0)

⟩
+ δm2

R;h(0) (E.3.10)

m2
eff;χ(0) = g2

hχ

⟨
h2(0)

⟩
+ 3g2

χχ

⟨
χ2(0)

⟩
+ δm2

R;χ(0), (E.3.11)

where δmR;i is the counter term for the scalar field i and we have used the mean field
approximation. Among these contributions, only m2

ϕ and the contribution from the initial
inflaton condensation is physical, and hence we take the counter terms as

δm2
R;ϕ(0) = −λhϕ

⟨
h2(0)

⟩
, (E.3.12)

δm2
R;h(0) = −λhϕ

(⟨
ϕ2(0)

⟩
−Φ2

ini

)
− 3λh

⟨
h2(0)

⟩
− g2

hχ

⟨
χ2(0)

⟩
, (E.3.13)

δm2
R;χ(0) = −g2

hχ

⟨
h2(0)

⟩
− 3g2

χχ

⟨
χ2(0)

⟩
. (E.3.14)

The time evolution of the counter terms is given as

δm2
R;i(t) =

m2
R;i(0)

a2(t)
, (E.3.15)

where i is ϕ, h or χ, since the UV cut-off scales as Λ/a(t) as we fix the comoving volume in
our lattice simulation. We can define mass counter terms in a similar way for other systems.

This renormalization procedure is not important if there are only the inflaton and the
Higgs, since the sizes of the couplings are relatively small in such a case. However, it is
crucial if we introduce an additional field that couples to other fields with sizable couplings,
as it is the case of the scalar field χ in Sec. 4.6. See e.g. Ref. [105] for more details on the
importance of this mass renormalization procedure.
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