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Abstract

Unsupervised domain adaptation is the problem setting where data generating distributions
in the source and target domains are different and labels in the target domain are unavail-
able. An important question in unsupervised domain adaptation is how to measure the
difference or discrepancy, between the source and target domains. Existing discrepancy
measures for unsupervised domain adaptation either require high computation costs or have
no theoretical guarantee. To mitigate these problems, this thesis proposes a novel discrep-
ancy measure called source-guided discrepancy (S-disc), which exploits labels in the source
domain unlike the existing ones. As a consequence, S-disc can be computed efficiently with
a finite-sample convergence guarantee. In addition, it is shown that S-disc can provide a
tighter generalization error bound than the one based on an existing discrepancy measure.
Finally, experimental results demonstrate the advantages of S-disc over the existing discrep-
ancy measures.



