47

Liouville type theorems for the Navier-Stokes

equations and applications

(FT4L - Ab=0ZA[BERIHTHI VT 1
RIEH & Z D)

At AN



Liouville type theorems for the
Navier-Stokes equations and
applications

Pen-Yuan Hsu

Graduate School of Mathematical Sciences, University of Tokyo
3-8-1 Komaba, Meguro-ku, Tokyo, 153-8914 Japan,
pyhsu@ms.u-tokyo.ac. jp



Contents

Abstract iii
References . . . . . . . . . . ... iii
Acknowledgments iv
1 Introduction 1
1 The subject of the thesis . . . . . . .. ... ... ... ... 2
2 Introduction to Chapter 2 . . . . . . . . ... ... ... .. 2
3 Introduction to Chapter 3 . . . . . ... ... ... ... .. 3
References . . . . . . . . .. 4

2 On nonexistence for stationary solutions to the Navier-

Stokes equations with a linear strain 6
1 Introduction . . . . . ... ..o 7
2 Preliminaries . . . . . . . . . ... ... ... 11
2.1 Fundamental equality . . . . . ... .. ... .. ... 11
2.2 Estimates for vorticity . . . . .. .. ... ... ... 12
2.3 Estimates for velocity . . . . . .. . ... ... .. 13
3 Estimates for IT . . . . . . ... ... ... ... .. ..... 14
3.1 Upper bound of =11y . . . . . .. .. ... ... ... 14
3.2 Lower bound of —1IIy . . . . . . . ... .. ... ... 17
3.3 Lower bound of —Ilj in (23, z3) direction . . . . . . . 23
4 Proof of Theorem 1.1 . . . . . . . . . . ... ... ...... 24
5 Appendix . . . . ... 24
References . . . . . . . . . ... 27

3 A Liouville theorem for the planer Navier-Stokes equations
with the no-slip boundary condition and its application to

a geometric regularity criterion 29
1 Introduction . . . . . . ... 30
2 Vorticity boundary condition for the Stokes flows . . . . . . 35
3 Liouville typeresult . . . . . . . . ... .. ... ... ... 42

3.1 Temporal decay of vorticity . . . . . ... ... ... 42

3.2 Spatial decay of vorticity - proof of Lemma 3.1 . . . . 47



3.3 Representation of solutions by the Biot-Savart law . . 49
4 Application to geometric regularity criterion . . . . . . . .. o1
) A remark on L* estimates for the higher order derivatives . 58
References . . . . . . . . ... 60

1



Abstract

In this thesis we study the Liouville type results for solutions to the Navier-
Stokes equations, that is, the nonexistence of nontrivial bounded global (or
entire) solutions to the Navier-Stokes equations.

We mainly consider the stationary Navier-Stokes equations in three-
dimensional whole space and the non-stationary Navier-Stokes equations
in half plane.

In Chapter 1, we give a brief introduction to this thesis.

In Chapter 2, we consider stationary solutions to the three-dimensional
Navier-Stokes equations for viscous incompressible flows in the presence
of a linear strain. For certain class of strains we prove a Liouville type
theorem under suitable decay conditions on vorticity fields.

In Chapter 3, we establish a Liouville type result for a backward global
solution to the Navier-Stokes equations in the half plane with the no-slip
boundary condition. No assumptions on spatial decay for the vorticity nor
the velocity field are imposed. We study the vorticity equations instead
of the original Navier-Stokes equations. As an application, we extend the
geometric regularity criterion for the Navier-Stokes equations in the three-
dimensional half space under the no-slip boundary condition.

Chapter 2 is essentially based on [1]. And Chapter 3 is essentially based
on [2].

All sections, formulas and theorems, etc., are cited only in the chapter
where they appear.
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Chapter 1

Introduction



1 The subject of the thesis

The subject of this thesis is to study the Liouville type results for solu-

tions to the Navier-Stokes equations, that is, the nonexistence of nontrivial

bounded global (or entire) solutions to the Navier-Stokes equations. We

proved Liouville type theorems for solutions to the Navier-Stokes equations

in the following scenes.

(1) Entire solutions to the stationary Navier-Stokes equations with a liner
strain in three-dimensional space.

(2) Backward global solutions to the Navier-Stokes equations in the half
plane subject to the Dirichlet boundary condition.

We state the results in Chapter 2 and Chapter 3 respectively. We also
extend the geometric regularity criterion for the Navier-Stokes equations
in the three-dimensional half space under the no-slip boundary condition
as an application of our Liouville type theorem in Chapter 3.

2 Introduction to Chapter 2

In Chapter 2 we consider stationary solutions to the three-dimensional
Navier-Stokes equations for viscous incompressible flows with a linear strain:

—AU+Mz-VU+MU+U-VU+VP =0 r € R3,
V-U =0 x € R3,
(NSw1)
A 000
0 0 As

Here U(x) = (Uy(x),Us(x), Us(x)) represents the velocity field, P(x) is the
pressure field, z = (z, 79, z3) € R? is the space variable, and each ), is a
given real number.

The system (NSy) is closely related with the original Navier-Stokes
equations. For example, the first equation of the system (NSy) is formally
obtained by considering the stationary solution to the Navier-Stokes equa-
tions of the form U(x) + Mx. If the trace of M, denoted by Tr(M) in the
sequel, is equal to zero then the second equation of the system (NSy) is
also recovered. This represents stationary solutions to the Navier-Stokes
equations with a background flow Mz (which we called it linear strain).
Even in the case Tr(M) # 0, the system (NSy) is derived from the Navier-
Stokes equations through self-similar solutions. For precise transform for-
mula please see the Section 1 of Chapter 2. This observation shows that
the system (NSy;) describes three important classes of solutions to Navier-
Stokes equations depending on the eigenvalues \; of M. And the sign of
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eigenvalues is closely related to the existence (or nonexistence) for nontriv-
ial entire solutions. Our goal is to clarify this relation.

One important problem in three-dimensional Navier-Stokes equations
is that: does blow-up phenomenon occur in finite time? When \; = Ay =
Az > 0, the system (NSy) is called “Leray’s equation”, for it was suggested
in [6] to prove the existence of blow-up solutions to Navier-Stokes equa-
tions by constructing backward self-similar solutions. For this particular
case it was proved in [8] that any weak solution to Leray’s equation in
L3(R3) must be trivial. This result declared that Leray’s idea does not
give the construction of blow-up solutions to the Navier-Stokes equations.
Although the eigenvalues ); in literature, such as [7, 8, 10] are assumed
to be positive and identical, one can apply the method especially in [10]
for proving the nonexistence of nontrivial solutions to the system (NSy)
even when the eigenvalues are all positive but does not coincide with each
other. On the other hand, when A\; = Ay = A3 < 0, the system (NSy)
describes the forward self-similar solutions to Navier-Stokes equations, and
their existence is already well known. For example, see [2, 4, 5, 9]. Further-
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more, when A\; < 0, < 0, Z)‘i = 0, the system (NSy) has an explicit
i=1

two-dimensional solution, called the Burgers vortex in [1].

In Chapter 2 we study the case when one of \; is negative and the
other two are positive, for this case is essentially open in the literature.
If \; is positive then the transport term Mz - V possesses an expanding
effect in x; direction, which tends to trivialize solutions. Conversely, if \; is
negative then the term Mx-V induces a localization in x; direction, bringing
an effect to keep solutions nontrivial. Because of the expanding effect in
two directions, one naturally expects that nontrivial (stationary) solutions
tend to be absent in our case. However, the precise relation between the
nonexistence and the size of the eigenvalues was not clarified. We contribute
to this question by finding sufficient conditions for the nonexistence of
nontrivial solutions in terms of the eigenvalues.

3 Introduction to Chapter 3

In Chapter 3 we establish a Liouville type result for a backward global so-
lution to the Navier-Stokes equations in the half plane with the no-slip
boundary condition. When we study evolution equations the Liouville
problem for bounded backward solutions plays an important role in ob-
taining an a priori bound of forward solutions through a suitable scaling
argument called a blow-up argument. Indeed, if one imposes a uniform
continuity on the alignment of the vorticity direction, the blow-up limit of
the three-dimensional (Navier-Stokes) flow must be a nontrivial bounded
two-dimensional flow, and the problem is essentially reduced to the anal-



ysis of two-dimensional Liouville problem. If we assume that the possible
blow-up is type I, then the limit flow is not allowed to be a constant. Thus
the resolution of the Liouville problem is a crucial step to reach a contra-
diction. From this systematic argument we can exclude the possibility of
type I blow-up for the original three-dimensional flows under a regularity
condition on the vorticity direction.

Recently the paper [3] successfully completes the above argument when
the velocity field satisfies the perfect slip boundary condition, but the prob-
lem was remained open for the case of the no-slip boundary condition. In
Chapter 3 we prove a Liouville type theorem under no-slip boundary con-
dition.

When we consider two-dimensional Liouville problem, one effective ap-
proach is to investigate vorticity equation. Different from the case of the
whole space (or whole plane) or of the perfect slip boundary condition,
maximum principle is no longer a useful tool to obtain an a priori bound
of the vorticity field. We overcome this difficulty by using the boundary
condition on the vorticity field. We also apply our Liouville type theorem
to settle the problem left open in [3].
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Chapter 2

On nonexistence for stationary
solutions to the Navier-Stokes
equations with a linear strain



1 Introduction

In this chapter we consider stationary solutions to the three-dimensional
Navier-Stokes equations for viscous incompressible flows with a linear strain:

AU+ Mz -VU+MU+U-VU+VP =0 x € R3,
V-U =0 x € R3,
(NSw)
A 00
M=1[0 x» 0], xeR (1.1)
0 0 Xs

Here U(z) = (Uy(x),Us(x), Us(x)) represents the velocity field, P(x) is the
pressure field, z = (z, 79, z3) € R? is the space variable, and each ); is a
given real number.

The system (NSyp) is closely related with the original Navier-Stokes
equations. For example, the first equation of (NSy;) is formally obtained
by considering the stationary solution to the Navier-Stokes equations of
the form U(z) + Maz. If the trace of M, denoted by Tr(M) in the sequel,
is equal to zero then the second equation of (NSy) is also recovered. Even
in the case Tr(M) # 0, (NSy) is derived from the Navier-Stokes equations
through self-similar solutions. To formulate this relation in a more precise
way, let us recall the three-dimensional Navier-Stokes equations for viscous
incompressible flows:

{vt—Av—l—v-Vv—l—Vp — 0 t>0, zeR?
(NS)
Vv =0 t>0, z€R3

where v = v(x,t) = (vi(z,t),v9(z,t),v3(x,t)) and p = p(x,t). As stated
above, when Tr(M) = 0 the system (NSy) describes the stationary solu-
tions to (NS) of the form v(z) = U(z) + Mz and p(x) = P(x) — %|M:c|2,
where | - | denotes the Euclidean norm in R3. The reader is referred to
8] for the analysis of the nonstationary problem (NS) with a linear strain,
where more general matrices M are treated. If Tr(M) < 0 then (NSy) is
related with the forward self-similar solutions to (NS) with a linear strain,
i.e., the solutions to (NS) of the form

1
V2ot
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) plat) = ——(P + 55)(

v(z,t) = (U + 51)( S

\/th )7
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g
~

1.2

—~
~—

where a = |Tr(M)|/3, Si(z) = (M =0 1)z Sy(x) = (a®|z2— | Mz|?) /2.

3
Finally, if Tr(M) > 0 then (NSy;) describes the backward self-similar solu-



tions to (NS) with a linear strain,

1 T
v(z,t) = m(U+ S1)(m)v
(1.3)
P ) = gy P+ S ),

where T' > 0, and 57, S5, and « are the same as above.

Despite of the simple structure of the matrix M in (1.1), the above
observation shows that (NSy;) describes three important classes of solutions
to (NS) depending on the eigenvalues \; of M. However, it is still not clear
whether (NSy;) admits nontrivial solutions or not, except for the following
cases:

3
DA >0, i=1,23 (i) \ <0, A <0, Y N =0, (iii) Ay = Ay = A3 < 0.

i=1

We note that the sign of the eigenvalues \; plays a critical role for the
existence of nontrivial solutions to (NSy). Indeed, if \; is positive then
the transport term Mx - V possesses an expanding effect in x; direction,
which tends to trivialize solutions. Conversely, if \; is negative then the
term Mz - V induces a localization in x; direction, bringing an effect to
keep solutions nontrivial.

In this chapter we study the case when one of ); is negative and the other
two are positive, for this case is essentially open in the literature and is also
important as an intermediate case between (i) and (ii). By suitable scaling
and coordinate transformation we may assume without loss of generality
that

/\1:—>\<0, )\2:1, /\3:/12 1. (14)

Our interest particularly lies in the situation 77, A; = 0 with (1.4), for it
is contrasting with the case (ii), where the nontrivial solutions are known
to exist; see the statement below. Because of the expanding effect in two
directions, one naturally expects that nontrivial (stationary) solutions tend
to be absent in our case. However, the precise relation between the nonex-
istence and the size of the eigenvalues is still not clarified. This chapter will
contribute to this question by finding sufficient conditions for the nonexis-
tence of nontrivial solutions in terms of the eigenvalues in (1.4), which will
lead to a further understanding of the roles of the straining flows in fluid
dynamics. Before stating our results, we briefly recall the known results on
the cases (i)-(iii).

(i) A; > 0, @ = 1,2,3: The most important example is A} = Ay = A3 > 0.
In this case (NSy) is called “Leray’s equation”, for it was suggested by
[10] to prove the existence of blow-up solutions to (NS) by constructing
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backward self-similar solutions. For this particular case it was proved by
[15] that any weak solution to Leray’s equation in L*(R?) must be trivial.
This result declared that Leray’s idea does not give the construction of
blow-up solutions to (NS). A simpler proof of the same conclusion was
obtained by [14] under a slightly stronger assumption. The result of [14, 15]
was extended by [17], where the condition of the spatial decay on U was
completely removed. The expanding effect of Mz - V in all directions was
essentially used in [17]. Although the eigenvalues \; in [14, 15, 17] are
assumed to be positive and identical, one can apply the method especially
in [17] for proving the nonexistence of nontrivial solutions to (NSy) even
when the eigenvalues are all positive but does not coincide with each other.
We also refer to [3] for a related problem on the Euler equations.

3

(i) Ay < 0,A2 < 0, > A = 0: When Ay = Ay (NSy) has an explicit
i=1

two-dimensional solution, called the Burgers vortex [1]. Even in the case

A1 # Ay the analog of the Burgers vortex is known to exist; see [4, 5, 12, 13].

For stability of the Burgers vortex the reader is referred to a recent book

(6, Chapter 2] and references cited there.

(iii) Ay = Ay = A3 < 0: In this case (NSyp) describes the forward self-similar

solutions to (NS), and their existence is already well known. For example,

see [2, 7,9, 16].

For more references about forward and backward self-similar solutions to

(NS) the reader is referred to [6].

Now let us go back to the case (1.4) treated in the present chapter. In
this case the solutions are more likely to be trivial due to the expanding
effect of Mz -V in two directions. However, the presence of the negative
eigenvalue \; gives rise to the interaction of the localization and the expan-
sion through the diffusion and the nonlinearity, which makes the problem
rather complicated. The aim of this chapter is to give sufficient conditions
for (U, P) so that U must be a constant vector, by overcoming this dif-
ficulty. The key idea is to focus on the vorticity field 2 = V x U. The
assumptions and the main result of this chapter are stated as follows.

(€0) |U(a)| + PO ¢ poe )

1+ |z
(C1) either (i) there is {z™} C R® such that
lim |2"| = 0o, sup(|z”]+[2{"]) < 00, lim (f) ) =0
n—o00 n n—o00 xln
or
(i) there is {z™} C R® such that lim [2™| =00, lim Uy(z™) =0;

n—oo n—o0

(C2) (1+|z))|Q(z)| € LP(R?)  for some py € (1,3);



(C3) there is 6y > A such that
either (i) (1 + |zo))*™Q(x)| € L=(R?)
6
or (i) (1 + |zs])* TQ(z)| € L®(R?) holds.

Theorem 1.1. Let (U, P) € (C*(R?))* x C'(R?) be a solution to (NSy).
Assume that (C0)-(C3) hold. Then U = const.

Remark 1.2. Under the conditions (CO0) and (C2) it is not difficult to
deduce VU € L>®°(R3) for each k € N. We will freely use this fact in the
rest of the chapter.

This theorem implies that when the vorticity field decays sufficiently
fast there are only trivial solutions to (NSy;). We note that the absolute
value of each eigenvalue represents the intensity of its straining effect, and it
crucially acts on the structure of (NSy;). In particular, the ratios of |A;| = A
(localizing effect) and Ay = 1, A\3 = p (expanding effect) are important and
they appear in the condition (C3).

As in the previous papers [14, 15, 17], the key of our proof is to estimate
the generalized pressure

M(z) = %|U(x)|2 + Mz - Ulz) + Pla). (1.5)

However, the arguments in [14, 15, 17] rely on the positivity of each \; in
the core part of the proof. So another new idea is needed to deal with the
negative eigenvalue in our case. Under the conditions (C0) and (C2) the
generalized pressure II is written as II = a + Ily, where a is a constant
and IIy decays uniformly at |z| — oo. The basic strategy is to investigate
the spatial decay of Il in details. In particular, we establish the pointwise
estimates of |IIy(x)| from above and below that cannot be compatible to
hold at the same time when Il is not trivial. Theorem 1.1 is an immediate
consequence of this result. As for the lower bound, we observe that Il
satisfies the inequality Allg — Mz - VIIg — U - VIIy > 0 and then apply the
argument in [11] to get

IMo(z)] > Cyy (14 22+ (1 +22)#) "2 i Tlo(x) 20, (1.6)

where Cy, is a positive constant independent of x5 and z3; see Proposition
3.5. In fact, when Iy decays at spatial infinity the estimate (1.6) is proved
only under the conditions (C0) and (C1’): limye |Ur(x)| = 0. Espe-
cially, it is possible to derive the conclusion in Theorem 1.1 by alternatively
assuming (CO0), (C1’), and suitable decay conditions on IT (or on Ilj) so as
to contradict with (1.6). Although we do not need to pay much attention
on vorticity fields in this alternative result, instead, there we are forced
to assume strong spatial decay conditions on IT if |A| is large. But these
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are not so “realistic” assumptions because II includes the pressure term P
for which we cannot expect fast spatial decay in general even if U decays
rapidly. On the other hand, the flows with localized vorticity fields are
considered to be natural objects, and Theorem 1.1 excludes the possibility
of the realization of such flows.

From mathematical point of view it is essential that I1j solves the Pois-
son equation with the inhomogeneous terms which are written in terms of
the vorticity field €2. Then under the assumptions in Theorem 1.1 the lower
bound (1.6) is improved by

T16(0, 29, 0)| > Cy(1+22)™" or |II(0,0,23)| > Cy(1+22)~"  if My(x) #0,

(1.7)
for all [ > 0; see Proposition 3.8. Since [ > 0 in (1.7) is arbitrary it is
not difficult to obtain the upper bound of |IIj(z)| such that a contradic-
tion arises. Indeed, after establishing several estimates of {2 by using the
vorticity equations, we can deduce some polynomial decay of Il from the
analysis of the Poisson equation.

The plan of this chapter is as follows. In Section 2.1 we recall some
equations which II or €2 satisfies. In Section 2.2 we prove some estimates
of Q by using the vorticity equations. In this step we use the weighted
estimates of the Ornstein-Uhlenbeck semigroup which are given in the ap-
pendix. In Section 2.3 we give the estimates of the velocity field from the
Biot-Savart law. Section 3 is devoted to establish the pointwise estimates
of IIy. Then Theorem 1.1 is proved in Section 4.

2 Preliminaries

2.1 Fundamental equality

In this section we state several equalities which are fundamental in this
chapter. Set

1
H(x):§|U(x)|2+P(x)+Mx-U(m). (2.1)
Let £ be the differential operator defined by
Lf=Af—Mx-Vf. (2.2)

Proposition 2.1. Let (U, P) be a smooth solution to (NSyi). Then the
following equalities hold.

LI -U - VIIL= |Qf, (2.3)
—AU}-(UX Q)]—f—@]H: —Mz - (VUj—ajU), (24)
LO+ (M —Te(M))Q=U-VQ— Q- VU. (2.5)

Proof. Each equality is derived from a direct computation. we can easily
check it without difficulty.
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2.2 Estimates for vorticity

In this section we prove some estimates of {2 from the vorticity equations
(2.5).

Proposition 2.2. Assume that (CO) and (C2) hold. Letk =0,1,2. Then
(1+ |2))|V*Q(z)| € LP(R?) for all p € [py, 00]. (2.6)

Moreover, we have

(1 + |2o) P VFQ(2)| € L°(R?) if (i) of (C3) holds, (2.7)
(14 |z3]) * TV*Q(z)] € L2(R?) if (i) of (C3) holds. (2.8)

To prove Proposition 2.2 we introduce the semigroup e'* f associated
with the operator £ defined by

(¢ f)() = (2m) 2 (det Q) 2e” T

S2At
. /3 6_%{ eAQ/\t—ly%—Fe?tlﬁyg"—c2ulz_1y§}f(e_tM(ZE - y)) dy (29)
R

Here
det Q, = A1 (e — 1)(1 — e 2)(1 — 72, (2.10)

The operator like £ is well known as the Ornstein-Uhlenbeck operator. The
representation (2.9) is easily obtained through the Fourier transform, so we
proceed by admitting (2.9).

Lemma 2.3. Let 01,05,05 >0 and 1 < g <p < oo. Set
b(z) = (142D + (1 + 23)% + (1 + 23)%. (2.11)
Then for each k € NU {0} there are positive constants C' and ¢ such that
1BV e £l o < Ct 26872 ||bf | o (2.12)

The proof of Lemma 2.3 will be stated in the appendix. The LP-L9 esti-
mates for e“ without weight functions are obtained by [8] for a general
class of M.

Proof of Proposition 2.2. We give the proof only for (2.6), since (2.7) and

(2.8) are obtained in the similar manner. By taking (2.5) and the Laplace
transform into account we set

O(F) = / e (M=) (1 U VE L F.vU) A (2.13)
0

Here F satisfies bF € (LP°(R*)NLPY(R?))? and b0, F € (L (R?) N LP2(R?))?
for some py, pa € (po, 00| satisfying 1/py > 1/py—2/3 and 1/p; > 1/py—1/3,
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and ¢ > 0 is taken sufficiently large. Then by Lemma 2.3 and by using the
L bound of U and VU, it is not difficult to see

HbCI)(F>||LpoﬂLP1 S OHbQHLpo + 5(6/) (”bFHLPO + ||bVF||Lpo),
16V (F)| ronrr: < C|082|Lro + 6(0’)(HbFHLp0 + ||bVFHLpo),

[6@(Fy) — b®(F) || zrorres < 6(c) (I0F7 — bF||1eo + [[BVFy — bV Fy[100),
HbV(I)<F1) — bv@(F2)HLPOﬂLP2 S 5(C/)(HbF1 — bF2||Lpo + ||bVF1 — vaQHLPO).
Here the constant 0(c’) satisfies (¢’) — 0 as ¢ — oco. Hence by taking ¢
large enough we find a fixed point F, of ® from the contraction mapping

theorem in the natural weighted Sobolev space. Since V*U is bounded we
can also show that F), is smooth and bounded, and satisfies the equation

LF, + (M — (Te(M) + ))F, = —¢Q+ U -VF, — F,-VU.  (2.14)

Moreover, solving the adjoint equation of (2.14), we can show the unique-
ness of solutions to (2.14) in (LP°(R3))? by standard argument. Thus we
have Q = F,, ie., bQ € (LP*(R?))? and 0b0;Q € (L (R?) N LP2(R?))3.
Repeating this argument at most finite times, we conclude that b2 €
(L>(R?))* and b0;Q2 € (L*°(R?))®. The property bd;Q € (LP(R?))* for
P € [po, 00| is then proved by the same argument as above, if one uses the
equality Ve* f = e*e "MV f. This completes the proof of Proposition 2.2.

2.3 Estimates for velocity

Let V be the velocity field recovered from 2 via the Biot-Savart law, i.e.,
1 [ (z—y)

V(z)=(-A)"'V xQ = R x Q(y) dy. (2.15)
Then by (CO0) we have
U=u.+V u. 1 a constant vector. (2.16)
Proposition 2.4. Assume that (CO) and (C2) hold. Then
V(z)| <O+ |z)~n (2.17)
Proof. We first note the inequality
(1 + [yDI2(y)|

v < of [ P 0ay s [ B g) o, n,

Then for 1/pj + 1/py = 1, the term I is estimated as

1Q(y)] 1Q2(y)]
I < d d
</ y+/| Yy

z—y|<1 |l’ - yl z—y|>1 |‘T - y|

< O~ + ( / & — [P (L+ [yl) 0 dy) |1+ | - )Lz < oo,

lz—y[>1

13



since py € (1,3). By Proposition 2.2 we have (1 + |z|)|Q(z)] € LP°(R?) N
L>(R3). Then by applying the Hardy-Littlewood-Sobolev inequality and
the Calderén-Zygmund inequality, we get I, € L®(R3). This completes
the proof.

3 Estimates for II

In this section we establish the estimates for II, which is the core of the
proof of Theorem 1.1. From (2.4) we have

Al = -V - (Ux Q)+ Y 9;(Mz-(VU; - 9,U)). (3.1)

J

Taking (3.1) into account, we set

Mo(x) = —(=A)'V - (U x Q) + Y (=A)7'9;(M() - (VU; = 9,0))

3.1 Upper bound of —II

Proposition 3.1. Assume that (CO) and (C2) hold. Set (x) = (1 +
|z|?)'/2. Then

Mol zas < C(L 4 [[U][zoe) [ {-)S2[ oo, (3.3)
[VIo[lze < C(L + U zo) [ ()2 o, :
V2o || e < C((1+ [[VU o)1) Qe + (1 + U]l z) 1)V ), (3.5)
for 1/qo = 1/po — 1/3 and for all p € [py,00). In particular, Ty, VI, €
L>(R?) and
lim sup (|II(x)| + |VI(x)|) = 0. (3.6)

R—o00 |:E‘ZR

Moreover, if (C3) holds in addition, then there is § > 0 such that

T16(0, 29, 0)| < C(1 + |z2])™° if (i) of (C3) holds, (3.7)
IT15(0,0, x3)| < C(1 + |z5])~° if (ii) of (C3) holds.

Proof. 1t is easy to see that

Mo@)| < CO+ =) [ =siomld.  (9)

R3 |3j - y|2

14



Hence by the Hardy-Littlewood-Sobolev inequality we have

1 1 1
[To[lra0 < C(L+[[U|lLeo)|[()Ql L0 for —=—— . (3.10)
% po 3

Moreover, the Calderon-Zygmund inequality implies
[VIo|[r < C(A + |U]|zoo)[[{)Qf|zr <00 forall p € [po,00). (3.11)

by Proposition 2.2. The estimate for |V?IIy||z» is obtained in the similar
manner. To prove (3.7) we use the inequality (3.9) and observe that

(1 + |@2])°| Mo (z)]|
< C %(1+|y|)m(y)|+ﬁ(ur|y\)(1+|y2|)5|9(y)|dy

R3 \x—

Since (1 + |z|)|Q(x)| € LP(R3) N L*®(R?) and py € (1,3), if § € (0,6) is
small enough, then it is not difficult to see I} € L*(R3) by dividing the

integral into f‘x_m and f‘ As for I, we observe that

<1 z—y|>1"

1
1,(0,22,0) = 1 1 °1Q(y)| d
20.22.0) = [ (1 )1+ ) 120

<C / 1
B ly1|+|ys| <1 ($2 - y2)2 + yf + 3/32,
1
L /
il >1 (T2 — ¥2)2 + 9T + 3
1
+C (1+ [y2))°|(y)| dy
w1l+lys|>1 1T2 = Ya| 4 [y1] =+ |ys]
= Iy (z2) + Lro(w2) + Ip3(x2).

(1 + |ye)"1(y)| dy

(1+ [y2)'*12(y)| dy

Then Iy € L*(R) if § € (0,6y). As for Iy5, we note that for any e >
0 if 0 < efly then (1 + [u)"*°|Qy)| < C{(1 + ly2))IQy)[}'~ by (i) of
(C3). Since {(1+ |y |2y)[}' ¢ € LP(R?) for some p € (1,3) if ¢ > 0
is sufficiently small due to (C2), we have I, € L>(R?) by the Holder
inequality. Similarly, from (1 + |y2|)°|2(y)] < C|Q(y)|'~¢ for any € € (0,1)
with 0 < (1 + 6), we have

[ I2,3(2)]
1

<c / ,
( w1 l+lysi>1 (T2 = w2l + |yi] + lys))7 (1 + [y])

7 —€
(1—e)q’ dy)q ||<'>Q||}/(1—e)q7

where 1/¢' + 1/q = 1. We choose ¢ > 0 sufficiently small so that both
po < (1 —€)g and ¢ < 3/(1 + 2¢) are satisfied. Then the right-hand side
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of the above inequality is uniformly bounded with respect to x5, since
(1 —€)q’ > 3/2 in such case. The estimate (3.8) is proved in the same way.
This completes the proof.

The condition (CO) implies |II(z)] < C(1 + |z|), and hence, we have
from (3.1) and the definition of Iy,

I(z) = Z a;x; + ag + o (), (3.13)

for some a; € R, i =0,1,2,3. Then (2.3) yields
(U"‘Ml’) a4 = —’9’2 +AHO — (U—FMJI) : VH(), a = (al,ag,ag). (314)

By Proposition 3.1 the right-hand side of (3.14) has the order o(|z|) at
|z| — 00, so a must be the zero vector. Hence we have II = ay + I1y and

LIy — U - VI, = |Q?. (3.15)
Since |Ily(z)| — 0 as |z| — oo by Proposition 3.1, the strong maximum
principle implies
Corollary 3.2. Assume that (CO) and (C2) hold. Then either Iy = 0 or
o(z) < 0 for all x € R3.

By using (2.4) we can derive the estimates for the derivatives of I,
which are different from the ones in Proposition 3.1.

Proposition 3.3. Assume that (C0), (C2), (C3) hold. Let k = 1,2.
Then it follows that

|V (2)] < C(1 4 |ay] + |os]) (1 + |ao|) 7% if (i) of (C3) holds,
(3.16)

IVFIIo(2)| < C(1+ 1| + |2a)(1 + Jzs))~ % if (ii) of (C3) holds.
(3.17)

Proof. 1t suffices to consider the case when (i) of (C3) holds. By (2.4) and
IT = ap + IIp we have
8jH0 = (9]1_[ = AU] + (U X Q)J —Mux - (VUJ — aJU)
= —(V X Q)J+(U X Q)j — Mz - (VU] —8jU)

=L+ L+ (3.18)
Here we have used AU = —V x . From Propositions 2.2, 2.4 we have
1Li(@)| + [ La(@)] < O+ |aa) ™7 (3.19)
As for I3, we have from (C3),
|I3(2)] < Clzl|x)] < O+ [a] + |2s)(1 + |z2]) ™. (3.20)

The estimate for V21, is proved in the same way, due to Proposition 2.2.
This completes the proof.
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3.2 Lower bound of —II

For the moment we consider a smooth nontrivial function f which satisfies

Lf—B-Vf>0, im sup |f(z)| = 0. (3.21)

l

In this section B is always assumed to be a smooth vector function satisfy-
ing V- B = 0. The strong maximum principle implies that f(z) < 0 for all
x € R3. The aim of this section is to derive a lower bound on the spatial
decay of —f. We start from the “rough” lower bound.

Proposition 3.4. Let f € BC?*(R?) be a nontrivial solution to (3.21).
Assume that
|B(2)|

lim sup ——= = 0. 3.22
R—o0 |z|>R |fL’| ( )

Then for all € > 0 there exists C. > 0 such that

—f(x) > O~ 5ot =5 ahnad) r € R3 (3.23)
Proof. We set
F(2) = — f(x)e 3@ nas®) = _ f(g)em3o" Moz (3.24)
where
v 0 0
M,=( 010 for v e R. (3.25)
0 0 u

Then the direct calculations yield

Af=e 7Moo Af 4 2Myx - Vf — fIMox|? + fTr(M)),
(Myz — B) -V f = e 3 M%(B.Vf - My - Vf+ fMyx - (Myx — B)).

Thus we see

#Moz(_prf4+ B.Vf)<0. (3.26)

Now we set N = 2||f|| .~ > 0, and let § € (0,1/4) and K > 1. Then we
define the function Fjs by

w(lx) log(@ +9) <0,

Fg(ZE) = N
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where ] ]
w(zr) = K + 5()\3:12 + 29 + pas?) = K + E:zctMAx.

Since .
VE, — ~Vf _ VwF(;,
w(f+ N6y w
and
~ ~2 2
AF; — ~Af _2Vw-VF5_AwF6_ |~Vf| 2_|Vw| Ry
w(f+ NJ) w w w(f + N§) w
__Af Vw VE Aw

= — Fs — w|VFy|* — 2F;Vw - VFy,
w(f + NJ) w w

we get from (3.26) the equation for Fs such as

(Tr(My) — Moz - B)f
w(f + NJ)

v
—AF; > (= B+ Mya+2-= + 2F;Vuw) - VE; +

+ (=B + Myx) - F5) Fs + w|VFs]*.

Vw Aw  |Vuw]?
+—+
w w w

Since Fy < 0, we have for large p € N,

(2p— 1) / VPR de = / —AFs s dx
R3 R3

%
< / (= B+ Myx +2-— + 2F,Vw) - VEF> " do
R3 w

Vw Aw |[Vw]?
+

+ [ {(=B+ Myx) - + F5}F5* dx
R3 w

Tr(My) — Moz - B
+/ w|VF5]2F52p1dx+/ (Tr(Mo) = Moz )ngzp’ldx. (3.27)

By the integration by parts and V - B = 0 the first term of right hand side
of (3.27) equals

w

1
L[ v (- =2V oRvu) R da,
2p R3 w

Since the third term of the right hand sider of (3.27) is nonpositive and
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Tr(My) > 0, we get

(2p — 1)/ IV E5 > F52P~Y da
R3

1 1
< —/ (——Tr(MA)—V-@—V-(F(;Vw))F(;dex
P Jrs w

2

Fs?
+ / (=B + Myz) - Vw + Aw + ]Vw|2F5)67 dx
R3

Moz - B
+/ WMor Bl oy g,
R3 'LU‘F(;’

By the integration by parts we have

2p
V - (FsVw)Fs?dx =
R3 ( J w) J v 2p+1 R3

and observe that Vw = Mz and Aw = Tr(M,) > 0. Thus we obtain

AwFs? 1 de,

(2p—1) / |V E5|>F52e=D dg
R3

Tr(My)w 1 2wF;
< —B+Mz) - Vw— ——— 4 (1— - — A
_/]R?’ (( \) - Vo 2p ( p 2p+1) v
1 Moz - B|\ F5*
+(F5+—)\Vw|2+| o7 |> " dx
pw | Fs| w
2wF5
= —B+M -M 1— Tr(M
/R3 (( + Myz) - Myx + ( 2er1) (M)
1 Moz - B|\ Fs*
+(F5+—)|MA33\2+| ot |> *_dx
pw | Fs| w

Here

211)F5
I = / (—B—FM)\I‘ M/\ZL‘—F 1-— TFM)\
' Fs>—1—¢ ( ) ( 2p + 1) .

dx

|Mox - B|\ F5*
| 5| )
2wF5
2p+1
|Mox - B|\ F5*
| F5| )

1
+ (F5 + —)|Myz|* +
pw w

I = /Fés_l_e ((—B + Myz) - Myz + (1 — )Tr(My)

dz.  (3.29)

1
+ (F5 + —)|Myz|* +
pw w

We claim that if p > (|| F5|| ;o +1)(K +1) then there are positive constants
C" and R’ which are independent of p and § such that

I < C'|Fsxrss—1-a 55, I, < C'||Fsxqai<ry | 1o,
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Indeed, we have

B M| Mz My  Tr(M F
L s/ (' arl | MM | T oy B
Fs>—1—¢

w w w 2p+1

Myz|*>  |Myx- B
Maal | Moz BI\ ooy
pw? w| F|

B Myx B - Myx
=

2p—1
<C(1+ o) 1 EsX (s> —1—t | om1 -

and

w

QwF5 )> F52p

I S/ (B-Mx—l—Mx-Mx—l—TrM 1-— ——dz
2 S | AT| A A (M) ( o1 1
| Mya|?

dx

FysP
f/ (= (1 +0lMal + + [Myz - BJ) =
Fs<-1-¢ rw w

B - Mz B - Myx Tr(M 2F.
C [ (e B TOD) gy, 20
Fs<—1—¢

- w w w 2p+1

n |Mya|* 6|MA33‘|2
w

B) )F52p dz.
pw

We observe that if R and p are sufficiently large and |z| > R’ then

' _ T 2 2
’B M)\l’l—'—‘B Mo.%‘—i— r(M)\)—TI'(M/\) 2F5 +|M)\.13‘ _E‘M)\I’

< 0.
w 2p+1 pw? wo

Therefore
B- M()ZE

B'MAZ'
w

L<C(1+] I+

2
I I EsXtmi<ry I

So the claim holds by taking

I )

B - Mol’
w L

2T 4
We have from the Sobolev inequality
15150 = 1E5"|I7e < CIV(E)IIze = C/ pPFs? YV E [ da.
R3

Then by the claim and (3.28) we get

2
2 p 2p—1 2
1 F5]er < CQP — (1Fsxm>—1-a 75 + I Esx(ei<rry | 20) -

Hence by letting p — oo we have
1Esll oo < 1FsX R —1-c | oo + 1 FsX i<y | oo < 1+ €+ 15X (ai<ry || oo
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Since R’ does not depend on ¢ and K, we have for |z| < R/,

—1 inf |, <p f(x) —1 infjg<p f(m)
< — < — — = )<
Fo)| € o TosC S 0) < T log (R <«

if K is sufficiently large but independent of 6. So we have || Fj 1 < 1+ 2¢,
f(z)
N

1
that is, log(—— + ) > —(1 4 2¢) (K + §(xt]\/[,\x)), which implies

f(z) 4§ > e (120K o~ (1+42e) o' Myz
N 2

Hence the proof is complete by letting § — 0 and from the definition of
f().

Next we show a more precise lower bound of —f under the additional
condition on B.

Proposition 3.5. Let f € BC%*(R?) be a nontrivial solution to (3.21).
Assume that B € (L*(R?))? and

lim sup |By(x)| =0 for all Ry > 0. (3.30)

R—00 |41 |<Ro, 2| +|2s| >R

Then for all 8 > X\ and € > 0 there is Cg > 0 such that

—f(x) > Coe(l+ 22+ (14 a2)w) 2e— 2N zeR? (3.31)
Proof. For €,¢ > 0 we set
Woee(a) = (1423 + (1 +af)n) fe @othmsd)—iom?,
I/VE E/(x)
HE e\ L) = : 2 0.

Note that by Proposition 3.4 the function H . (z) rapidly decays at spatial
infinity for each €,¢ > 0. The direct calculation shows

Vf VWe el vf VWe €
VHe,e’ = _He,e’_ - — = _He,e’_ + 7 He,e’y
f f f WE,E’
Af Vf AWE ¢
AH& ¢ = — Hee’ - 2— VHE €« :
’ f f f
Af VHe € VW& € AW& €
He € 2 — — : He € He €
f * ( He,e/ We,e/ ) v W Wee ’
Thus by (3.21) we have
—AH, o
Vf VHe € VWe e AWE €
< (B+Mz)-—H. o —2 — — —)-VH. o — ————H_ o
< (B Ma) = Hee =2 = = ) Ve = = He
2VWE’E/ VWe,e’ AWe,e’
< (== B = Ma) Voo = (=B = Ma) - 5% + S S) He
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Then the integration by parts yields

2p—1 VH, . 2270 qg
( ) €,€
3 ’

1 VWGE/ 2
<—— | V-(=B-Mz+2-_=)g%d
=79 s ( T+ We,e’> ce dw

VWe,e’ AWE,E’
—/R3 (=B —Muz) - W + W JHZ, da

T(M) 1_ VW.. AW.. VW, .
:—1/{— M) Lo, YWee | AW, :
R3

- — (B4 Mz) - —=}YH?d
2p p We,e’ We,e/ ( * x) We,e/ } o v
(3.32)

We observe that
AWe € VWe €
b _ Mx . b
We,e’ We,e’
$22 + (1 + $32)i711‘32

1+ 292 + (1 4 252)5

1
1+ 23 + 23

= (¢') 22" Myx — e\ — ' Tr(M,) + O( )

+(0 + 2€'0) — A+ 2Ne(1+ e)xy® + ' Myz,

(3.33)

Wee 0 uB B 1 2\%—1
ViV :)‘(1+5)31I1+6'B~M0x+_p“ 9Ty + Baxs(1 + 237)

Wee B 1+ 392 + (1 + 232)

_B.

(3.34)
and

VW, 1

v. — Ot et )+ O(—
Wee At+e+e+ep)+ <1+:L‘§—I—x§

). (3.35)

From the assumption on B and the condition 6 > ), if € and € are small
enough and p is sufficiently large then there exists R > 0 independent of ¢’
(but depending on €) such that the integrand of the right hand side of (3.32)
is nonnegative when |z| > R. Indeed, it suffices to consider each case of (i)
lz1| > R/2 and (i) |21| < R/2 and (22 + 22)'/2 > R/2; when |2,| > R/2
the term A\%e(1 + €)x1? + €x'Myz is dominant, and when |z;| < R/2 and
(22 4 22)'/2 > R/2 the term

24 (1 2\+—1 . 2
(9—|—2€/9)x2 Lty xi + €'2' Myx
L+ 9% + (1 + 232) "

becomes dominant by the assumptions. Therefore we have
@ =1) [ [VHPEY do < Ol Hoxin 3
R3

and then |]H€7€/||i’ép < Cp*(2p — 1)_1|]H€7€/X{|I|SR}H2L];Z,. By taking p —
00, we have ||He|re < [[HeeX{zi<ryllr for all small ¢ > 0, and thus

22



HHE,OHL‘X’ S HHG,OX{|9E|SR}HL°°‘ Since inf\x|§R<_f<5U)> 75 0 fOI‘ each R > O,
we have

(1422 + (1 + 22)w) 3¢ T
—f(z)

So we conclude that |He ()| < ||HeoX{jz|<r}||z < Co.c, which gives

0< Heo(z) = <Cy. if |2| <R

—f(2) 2 Cp(L+a3 + (L+a3)n) 2e 5

This completes the proof of Proposition 3.5.

Remark 3.6. The function f(z) = —(1 4 (22 4 22)/2) e *1 satisfies (3.21)
with B = 0, A = 2, and p = 1. Hence (3.31) is considered to be rather
optimal under the conditions in Proposition 3.5.

Corollary 3.7. Assume that (C0)-(C2) hold and that 11y # 0. Then for
all @ > X and € > 0 there is Cye > 0 such that

“THo(x) > Coo(1+ 22 + (1 + a2)w) 2z, xeRE. (3.36)

Proof. From (2.16) and Proposition 2.4 it suffices to show U; = Vi; then
the assumptions in Proposition 3.5 are satisfied. Assume that (i) of (C1)
holds. Then by the relation II(z) = |U(z)|?/2+4 P(z) + Mz - (u.+V (x)) we
must have u. = (0, u 2, u.3) since lI(x) = ag + Iy(z) is bounded function.
Thus U; = V; follows. When (ii) of (C1) holds u, = (0, u¢2, t.3) is trivial
due to Proposition 2.4. This completes the proof.

3.3 Lower bound of —Ilj in (23, x3) direction

Proposition 3.8. Assume that (C0)-(C3) hold and that 11y # 0. Then
for any 1 > 0 there is C' > 0 such that

—T15(0, 22,0) > C(1 + |zo]) ™ if (i) of (C3) holds, (3.37)
—T16(0,0,23) > C(1 + |z3]) ™ if (ii) of (C3) holds. (3.38)

Proof. We give the proof only for the case when (i) of (C3) holds, since
the other case is proved in the same way. Set g(z2) = —IIg(0, z2,0) > 0.
From (2.3), g satisfies

039 — w2029 = (87110)(0, 22, 0) + (93110)(0, 22, 0)
—U(0,25,0) - (VIIy)(0, 22,0) — |20, 22,0) %,

and hence, by Proposition 3.3 and (CO0),

029 — 19059 < C(1 + |zo]) 7%, (3.39)
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Now we use the same argument as in Proposition 3.5 to establish the lower
bound of g. Set

wye(22)
g9(x2)

Then h € W?P(R3) for all p > 1, and we have the inequality

hie(x2) = , wie(xy) = (L+22) e [e>0. (3.40)

(2 —1) / ol (02) Pl () PO dy

<1 / (120, 82w“>)|h,,e<x2>|2pdx2

€ 5 € 1 _90
_/ (_ :mazwz, i agwl, _ C( + |x2|) )\hl,e(@)’% das.
R

Wi e Wi, e g
(3.41)

Since [ > 0, 6y > A, and g(x) > C(1 + |z2])~? for all § > X\ by Corollary
3.7, there is R > 1 independent of ¢ > 0 such that

(2p—1) /|62hl6 () Pl (22) 22D dzy < Cllha e,

Then the Gagliardo-Nirenberg inequality yields

1 1 1 1 p
1PNl o < CllAg 72102 (PP) |72 < CprlAPN 22l 220 5,
1 1
that s, [ucllie < (Cp)OP |yl Iy, Tending p— oo, we get
| hiellLee < [Jhuellpo(Br) < 00. Since R is independent of € > 0, we have
g(z9) > C(1 + |xg])~! for all I > 0. This completes the proof.

4 Proof of Theorem 1.1

Proof of Theorem 1.1. 1f 1y # 0 then the lower bound for Il in Proposition
3.8 contradicts with the decay estimate of Il in (3.7) or (3.8). Hence
[y = 0, i.e., II = const. Thus we have Q@ = 0 from (2.3), which implies
U = u,. = const.

5 Appendix

Proof of Lemma 2.3. We first give the proof for k = 0. For simplicity of
notations we set
/\52>\t

h( ,J}) — 6_%(52>\i 1‘”1‘*‘ 2t 1552"‘ 2#‘; 1$§) F(t,x) _ f(eitMl’),

G(t) = (2m) "2 (det Q) 2e M),
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Then we have

o) (e f)) = GltbGo) [ hit)Flto ) dy
R3
- U/<@@x—>uw@,
and by the definition of b(x) we obtain
[b(x) (e f)(2)] < CG(t)/ (bl —y)h(t,x—y)+h(t, z—y)b(y)) [ F(t,y)| dy.
R3
(5.1)
For 1 <g¢g<p<ooand1l<r < oosatisfying 1/p=1/r+1/q— 1 we get
by the Young inequality
1be" fllze < CGE) (ORI F () ][La + RO - [DF (@) [ 2a).  (5.2)
We observe that

IO, =™ [ 1@
< mM/Wb|Uﬂwz 0D o4,
and
BFO) = [ ey ay
gchM/w|www<w%mm

where C and ¢ depend on #; and ;. So we have

Ibe*“ | 1o < C(det Qo) 2 [bf | (I0A() [ 2r + (1)) (5:3)

The direct calculation implies

1

2t £

||h(t)||LT = (/ 67;{ >2\it 1y%+ 2t _ 1y2+ 2;:; 93} dy)r
R3

— / e dz) G.(t) < CG,(b),

where

25



Next we compute

1
r [ 2t 2 T

oh(t)]]1 = ( /R 3 by e A mtrid) g )

262/\15_1 o 017
<o [ a2t

1
2 r 2 2Mt - 1 r "
+ (1+ ;(GQt — 1)222)92 + (14 ;e . 232)93 dy) G, (t).

. . .2
Since / 2|2 e7" dz; < O for 1 < r < oo we have
R

2eM — 1 2 9 p2ut _
bht 7‘<C ]_ — 01 — 2t_1 02 _
[oh(Olr < O+ (g + Gl =) + (C—

Then by combining the estimates of ||h(t)|| .- and [|bh(t)||z- with (5.3) we
obtain

)") G ().

1be" £ o
e2At _ N , J2ut_ ,
TG0 (1+ GEh)" + (e = 1)) + (25
B (det Q)2 :
Observing that
1 1 l(l—%)
(det Q) 2G,(t) < Ce* M1 1 .

{<1 _ 6_2”‘)(1 _ 6—21;)(1 _ G_Qt“)} ’

we finally obtain

where the constants C' and ¢ depend only on 6;, \;, p, and ¢. As for the
case r = 00, the only possibility is p = oo and ¢ = 1. Then the similar
argument shows

e/ s < Cldet Q) Fe b oa (AW e + (1) 1).

Since h and bh are bounded functions in time and space we complete the
proof for k = 0. For k = 1 it will be sufficient to show that

61 fl o < Ot 2@ 8726 b f]| 1.
But as in the case of £ = 0 it is not difficult to derive the inequality
1681 e" f1|

N

1 b, 1
(1 _ 6_2”‘)(1 _ 6—2t>(1 _ 6_2t“)} (1 _ 6—21&)\)
_é(l_l)_l ot
< Ct 2t 2e|bf || e

The estimates (2.12) for higher order derivatives are proved in the same
manner. This completes the proof.

< Ce|Ibfllre{
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Chapter 3

A Liouville theorem for the
planer Navier-Stokes equations
with the no-slip boundary
condition and its application
to a geometric regularity
criterion
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1 Introduction

In this chapter we study a backward solution to the Navier-Stokes equations
in the half plane

Ou+diviu®@u) —Au+Vp=0, divu=0 in (—o00,0) x RZ
(1.1)

subject to the no-slip boundary condition
u=0 on (—o00,0) x IRZ. (1.2)

Here R% = {(21,22) € R? | 29 > 0}, and u = u(t,z) = (ui(t, x), us(t, ),
p = p(t,x) denote the velocity field, the pressure field, respectively. We
use the standard notation for derivatives; 0, = 0/0t, 0; = 0/0x;, A =
> 03, diva =307, Ojuy, and (u® w)i<ijeo = (Utty)i<ij<o.

We are interested in the Liouville problem for (1.1) - (1.2), that is, the
nonexistence of nontrivial bounded global solutions to (1.1) - (1.2). As is
well known, in the study of evolution equations the Liouville problem for
bounded backward solutions plays an important role in obtaining an a pri-
ori bound of forward solutions through a suitable scaling argument called a
blow-up argument. For example, the reader is referred to [11] for semilinear
parabolic equations, to [21, 29] for the axisymmetric Navier-Stokes equa-
tions (see also [7, 8] for a different approach), to [16, 12] for a geometric
regularity criterion to the three-dimensional Navier-Stokes equations, and
to a recent result [1] for the Stokes semigroup in L* spaces.

This work is particularly motivated by [16, 12], where (1.1) - (1.2)
is naturally derived from a blow-up argument for the three-dimensional
Navier-Stokes equations in the half space. Indeed, if one imposes a uni-
form continuity on the alignment of the vorticity direction, the blow-up
limit of the three-dimensional (Navier-Stokes) flow must be a nontrivial
bounded two-dimensional flow, and the problem is essentially reduced to
the analysis of (1.1) - (1.2). If, in addition, one assumes that the possi-
ble blow-up is type I, then the limit flow is not allowed to be a constant
in time. Thus the resolution of the Liouville problem is a crucial step to
reach a contradiction. From this systematic argument we can exclude the
possibility of type I blow-up for the original three-dimensional flows under
a regularity condition on the vorticity direction.

Recently the paper [16] successfully completes the above argument when
the velocity field satisfies the perfect slip boundary condition, but the prob-
lem was remained open for the case of the mo-slip boundary condition,
which is physically more relevant. In this chapter we prove a Liouville type
theorem for (1.1) - (1.2) under some conditions on the velocity field u, the
pressure field p, and the vorticity field w = 0yus — douq. Our result is useful
enough to settle the problem left open in [16]; see Theorem 1.2 below. The
details on this geometric regularity criterion will be discussed in Section 4.
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When one discusses the Liouville problem the choice of function spaces
is of course a crucial issue. Indeed, if u solves (1.1) - (1.2) and decays fast
enough in time and space then it is easy to conclude that u is identically
zero by a standard energy inequality. However, in view of application to
the geometric regularity criterion, it is important to establish a Liouville
type result within the framework of spatially nondecaying solutions. We
should recall here that there are nontrivial shear flows whose velocity fields
are bounded and decaying in time as ¢ — —oo, while the pressure fields
grow linearly at spatial infinity; see [30, 12], and see also (4.3) below. The
appearance of the time-decaying shear flows is due to both the presence
of the nontrivial boundary and the no-slip boundary condition in (1.1) -
(1.2). Indeed, if we consider the whole space case or if we replace (1.2)
by the perfect slip boundary condition, dyu; = us = 0 on OR?, then such
kind of flows does not exist. We note that these shear flows also solve
the Stokes equations (i.e. nonlinear term is absent). Thus, even for the
linearized problem, we need to impose some assumptions on the spatial
growth of the pressure field to obtain a Liouville theorem. In fact, for the
Stokes equations it is recently shown in [19] that any nontrivial bounded
backward solution has to be a shear flow. Especially, the result of [19] gives
a complete characterization of bounded backward solutions for the linear
problem.

On the other hand, for the full Navier-Stokes equations there seems to
be still few results on the Liouville type problem even in the case of the
half plane. The crucial difficulty is that, though the vorticity field satis-
fies the heat-transport equations, maximum principle is no longer a useful
tool to obtain an a priori bound of the vorticity field. Indeed, the no-slip
boundary condition on the velocity field is in general a source of vorticity
on the boundary, and maximum principle does not provide useful informa-
tion about this vorticity production on the boundary. This is contrasting
with the case of the whole plane or of the perfect slip boundary condition,
where there is no vorticity production near the boundary and maximum
principle is directly applied to derive an a priori bound of the vorticity field.
Although the analysis of the vorticity equations is a core part also in the
proof of our Liouville theorem, the key idea to overcome the difficulty is
to use the boundary condition on the vorticity field, rather than maximum
principle.

Roughly speaking, our Liouville theorem requires four kinds of assump-
tions. The first one is a uniform bound on the velocity field including their
derivatives. The second one is on a structure of the pressure field, which
is essential to exclude the shear flows in [30, 12] but is a natural require-
ment in order to restrict our solutions to mild solutions, i.e., solutions to
the integral equations associated with (1.1) - (1.2). The third one is the
type I temporal decay of the velocity field as t — —oo. The last one is
the nonnegativity of the vorticity field. Precisely, the main result of this
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chapter is stated as follows.

Theorem 1.1. Let (u,p) be a solution to (1.1)-(1.2) satisfying the following
conditions.

(C1) sup_ (Jlu(@®)]lc2e + |0u(®)||cn) < oo for some p € (0,1).
<t<

(C2) p = pr+ pu, where pr(t) is the solution to (2.3) in Proposition 2.1
with F = —u(t) @ u(t) and py(t) is the solution to (2.6) in Proposition 2.2
with g = w(t)|s,=0, respectively.
(C3) sup (—t)Y2||lu(t)]|os < 0.

—oo<t<0

(C4) w>0 in(—00,0) x R%, where w = dyus — douy is the vorticity field.
Then u s identically zero.

Here || - ||c2+» and || - |[cx denote the norms of the Holder spaces (the
definitions are stated in the end of this section), and || - ||, stands for the
usual sup norm in the x variables.

The condition (C3) in Theorem 1.1 is compatible with the type I blow-
up assumption for forward solutions. The sign condition (C4) on the vortic-
ity field is a rather strong requirement at least in the class of spatially decay-
ing solutions. Indeed, if there is a time ¢ such that sup, |ui(t, 21, 22)] = 0
as T2 — oo then it is not difficult to see u = 0 even when (C3) is absent;
see [12, Theorem 3.3]. However, in the framework of nondecaying solutions
the situation is different and becomes complicated. We note that, as is
observed in [12], there is a shear flow satisfying all of (C1), (C3), and (C4).

The key idea of the proof of Theorem 1.1 is to focus on the velocity
field formally defined by the Biot-Savart law:

’U(t,{[’) — 1 /R2 (([L’ _y) _(-T - y*) )W(t,y) dy, IL‘L _ (—I’Q,xl), y* _ (yl; _y2)

2 z—yl*  |o—y]?
(1.3)
We note that v coincides with © when u and w decay fast enough at spatial

infinity. By formally taking the boundary trace of v; we observe that

1 Y2
t 0) =— t,y)dy. 1.4
nitan0)= [ (1.4

Hence, if v; satisfies the no-slip boundary condition then the assumption
(C4) implies w = 0, which leads to u = 0 by the Liouville theorem for
bounded harmonic functions.

In order to justify the above formal argument we need to prove the
following two claims:
Claim 1: The integral representation of the right-hand side of (1.3) is well-
defined. In other words, the vorticity field has an enough spatial decay so
that the integral in (1.3) converges.

32



Claim 2: The tangential component v; satisfies the no-slip boundary con-
dition.

Both of two claims are far from trivial, for we have to start from the
spatially nondecaying data, and the right-hand side of (1.4) is highly non-
local. To show Claim 1 we make use of the type I temporal decay of u
assumed in (C3). In fact, since (C3) is a scaling invariant bound, by apply-
ing the result of [6] or [27] we can establish the Gaussian pointwise bound
of the Green function for the heat-transport operator 0; — A + u - V with
the Neumann boundary condition. This pointwise estimate of the Green
function leads to a polynomial decay of the vorticity field as zo — o0,
which makes the integral of (1.3) well-defined. The key ingredient of the
proof of Claim 2 is the boundary condition on the vorticity field. Indeed,
combined with a calculation based on the integration by parts, the vorticity
boundary condition yields 0,v;(t,z1,0) = 0 for —oo < t < 0 and z; € R,
as is already observed in [24] in the setting of spatially decaying solutions.
Then the no-slip boundary condition for vy is a consequence of the conver-
gence lim;_, o, vy(t,z1,0) = 0, which can be verified from the time decay
condition (C3) and the polynomial decay of the vorticity field established
in Claim 1.

As an application of Theorem 1.1, we can extend the geometric regu-
larity criterion in [16] for the three-dimensional Navier-Stokes equations in
the half space to the case of the no-slip boundary condition.

Theorem 1.2. Let (u,p) be a spatially bounded mild solution to the Navier-
Stokes equations (4.1)-(4.2) in (0,T) x R3. Assume that the possible blow-
up of w s type I, i.e.

sup (T — zf)%||u(t)||oO < 00.

0<t<T
Let d be a positive number and let n be a nondecreasing continuous function
on [0, 00) satisfying n(0) = 0. Assume that n is a modulus of continuity in
the x variables for the vorticity direction { = w/|w|, in the sense that

€t x) =& y)| <nfe—yl) for (t,2),(t,y) €,  (CA)

where Qy = {(t,z) € (0,T) x R | |w(x,t)| > d}. Then u is bounded up to
t="1T.

The condition (CA) is called a “continuous alignment” condition. This
kind of geometric condition on the vorticity direction was firstly given in [9]
for a finite energy solution in R with H! initial data. In [9] the modulus
n is taken as n(oc) = Ao with some constant A > 0, while the type I
condition is not needed there. The condition in [9] was relaxed in [5],
where 7 is allowed to be 1(0) = Ac'/?; see [16] for further references on the
related results. A corresponding result to [5] for slip boundary conditions is
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established in [3], where n(c) = Ac'/? in (CA). However, under the no-slip
boundary condition the regularity criterion, so far obtained in [4], needs
an extra assumption that the boundary integral of the normal derivative
of the square of the vorticity is sufficiently small. As far as we know,
the present chapter gives the first contribution to the case of the no-slip
boundary condition under the same assumption to the whole space. This is
rather surprising since the geometric regularity criterion is still valid even if
the vorticity is created from the boundary because of the no-slip boundary
condition. As in [16], the proof of Theorem 1.2 is based on a blow-up
argument.

Before concluding this section, we introduce Banach spaces with nonde-
caying functions. Let Q be a domain in R", n € N. Then, for £ € NU {0}
and p € (0,1) the spaces BC(Q), C*(Q), and C**#(Q) are respectively
defined by

BO@)={feC@||fllw= ilelﬁplf(x)l < oo},

CHQ) = {f € BC(Q) | V*f € BCQ), la| <k, |[fllcx =D IV*fllw <00},

CHr@) = {f e CF@)| -
I fllgren = I fllex + > sup

‘al:k x:y€Q7 I;ﬁy

[V f(z) = V[ (y)l

|x—y|“ <oo}.

Let us also introduce the BMO spaces as follows.

1
BMO®") = {1 € Li(®") | fllowio = sup oz [ 11 = Aveyflde < o0},
B
BMO(Q) = {f € L,.(Q) | there is g € BMO(R") such that f =g a.e.in Q,
| fllemo = inf{||gllsro | g € BMO(R™), f =g ae. in Q}}.

In the definition of || - || paro the supremum is taken over all ball B in R",
|B| is the volume of B, and Avggf = |B|™! [ fdz.

This chapter is organized as follows. In Section 2 we consider the Stokes
equations with a inhomogeneous term and derive the boundary condition
on the vorticity field. We also obtain the integral equations for the vorticity
field, which is useful to estimate the vorticity field directly. Section 3 is the
core part of this chapter, and we study (1.1) - (1.2) under the conditions of
Theorem 1.1. To this end we establish a temporal decay estimate in Section
3.1 and a spatial decay estimate in Section 3.2. Claim 1 and Claim 2 in this
section are respectively stated as Lemma 3.1 and Lemma 3.2. These are
proved in Section 3.3, which completes the proof of Theorem 1.1. Finally,
as an application of Theorem 1.1, we prove Theorem 1.2 in Section 4.

After this work was completed, Professor Gregory Seregin kindly pointed
out that a Liouville type result can be proved without using the vorticity
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equation [28]. However, his results need an assumption that the (kinetic)
energy is bounded in time. This assumption imposes a decay at the spatial
infinity and it is not enough to apply for proving a geometric regularity
criterion such as Theorem 1.2.

2 Vorticity boundary condition for the Stokes
flows

In this section we consider the Stokes equations
Ou—Au+Vp=divF, divu=0 in (—L,0) xRZ (2.1
subject to the no-slip boundary condition
u=0 on (—L,0) x IRZ. (2.2)

The aim of this section is to derive the boundary condition on the
vorticity field
W = —Vl - u, Vl = ((92, —(91)T.

If the flow possesses enough spatial decay then the vorticity boundary con-
dition can be derived from the Biot-Savart law (e.g. [24]). Here we give an
alternative derivation of the vorticity boundary condition in order to deal
with nondecaying flows. The derivation is closely related with the structure
of the pressure field. As is well-known, by acting the div operator in (2.1)
the pressure field is recovered as a solution to the Poisson equations with
the inhomogeneous Neumann boundary condition. With this in mind we
start from

Proposition 2.1. Assume that F = (Fj;)i<ij<2 € (C*(R%))>?, F,; =
0o F;; =0 on OR?. for each i,j. Then there is a unique (up to a constant)
solution pr € BMO(RZ) to

App = divdiv F in R%, (2.3)
Oopr =0 on ORZ, '
such that
IprllBro < C||F|lo, IVprllow < CIF|crn, 0<p<1. (24)

Proof. As usual, let us introduce the even extension: pp(z) = pp(z) for
29 > 0 and pp(x) = pr(x*) for x5 < 0. The same extension is introduced
also for Fi; and Fi9, while the odd extension is applied for Fjs and Fb;.
We denote by F' the tensor extended in this manner. Then (2.3) is reduced
to the Poisson equation Appr = divdiv F in R? by the assumption Fi; =
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02F;; = 0 on 8]1%1. Its solution is written as pp = —divdiv (—AR2)_1F,
where the operator (—Agz)~! is defined as the convolution with the New-
ton potential in R%. It is well known that divdiv(—Ag2)"! defines a
singular integral operator, and hence it is bounded in BMO(R?), and
Vdivdiv (—Ag2)~! is bounded from C'#(R?) to C*(R?), 0 < u < 1. Thus
(2.4) holds. The uniqueness is a consequence of the classical Liouville the-
orem for harmonic functions in R?. The proof is complete.

In order to recover the no-slip boundary condition on the velocity field
we need to introduce the harmonic pressure field. As a preliminary, let us
recall some results on the fractional power of the Laplace operator —97. As
is well known, —07 is realized as a sectorial operator in BC'(R) (cf. [23]),
and hence its fractional power (—9?)'/? is also sectorial in BC(R). The
characterization of the interpolation spaces as in [23, Section 3.1.3] implies
that

CYH(R) — D((—02)7) for all 1 € (0,1), (2.5)
where D((—0?)Y/2) is the domain of (—0?)"/2 in BC(R). Note that the
semigroup generated by (—07)'/? is nothing but the Poisson semigroup
whose kernel is explicitly described.

Proposition 2.2. Assume that g € C***(R) for some u € (0,1). Then

there is a unique (up to a constant) solution py € L},.(R3) to

_ : 2
Lo og o o
such that
sup 2| Vpu ()] < Cllglloo, IVpallow < Cligllere, 0 <p' < p.
' (2.7)
Moreover, it follows that
lim dpyr(a) = (~0%)2g(m)  in BO(R). (2.8)

Remark 2.3. In Proposition 2.2 the weight estimate in (2.7) is essential in
view of the uniqueness of solutions. In particular, if one tries to avoid the
Poiseuille type flows as in [12] it is important to impose suitable conditions
on the behavior of the harmonic pressure at spatial infinity.

Proof of Proposition 2.2. The solution py is constructed so as to satisfy
the representation

Vpr(x) = —/ (Ve @2t g (7)) dys. (2.9)
0
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Indeed, if g is compactly supported then pg is given by
PH = _/ e @) (0D g gy
0

, where the integral converges absolutely. Then we modify py by adding a
constant so that the condition py(0) = 0 holds and both (2.6) and (2.9) are
satisfied. We denote this modified solution by py(g). The straightforward
calculation of the Poisson semigroup yields that

1
IVEe ™2 g e < Cay¥llglloe,  k=0,1,2,  (2.10)
and
IVPu(9)llow < Cligllovn,  0<p' <p <l (2.11)

Then for general g € C'™(R) we approximate g by gxr with a smooth
cut-off Y and take the limit of py(gr) at R — oo. Since gr — g in C1(K)
for each compact set K C R and supp- ||gr|lci++ < 00, it is not difficult to
show that there is a subsequence of {py(gr)}r>0 Wwhich converges to some
py in CY(K') for each compact set K’ C RZ. Tt is easy to see that py
solves (2.6) and also satisfies (2.9) by the Lebesgue convergence theorem.
The estimate (2.7) is a consequence of (2.10) and (2.11). To show (2.8) we

observe from (2.9) that
o0 1
alpH(x) :/ (_a%)ef(x2+y2)(78%)§gdy2
0
o0 1
_ / (—2)30,, (-t 2D} g ay,
0
PO
= (—812)%6_“(_6%)297 for x9 > 0.

Hence (2.8) follows from (2.5). The uniqueness of solutions to (2.6) is again
reduced to the classical Liouville theorem for harmonic functions in R? by
a suitable reflection argument. The details are omitted here. The proof is
now complete.

We are now in position to derive the vorticity boundary condition for
nondecaying flows.

Lemma 2.4. Assume that F = (Fj;)1<ij<s € C((—L,0) x (C*(R%))?*?),
Fi;(t) = 0:F;(t) = 0 on (—=L,0) x OR2 for each i,j. Let (u,p) be the
solution to (2.1)-(2.2) such that

(C1) sup (Jlu@®)]lc2e + |0u®)]|cn) < oo for some € (0,1),
<t<
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(C2) p = pr + pu, where pp(t) is the solution to (2.3) in Proposition 2.1
with F' = F(t) and pg(t) is the solution to (2.6) in Proposition 2.2 with
g = w(t)|z,=0, respectively.

Then w satisfies

Ow — Aw = —V+ . div F in (—L,0) x RZ (2.12)
with

Do + (—02) 2w = —Dipr on (—L,0) x ORZ.  (2.13)

Proof. 1t is straightforward to see (2.12). To show (2.13) we first recall the
equality —Au = V+w and then (2.1) yields dww = —0yuy — O1p + 7 - div F
for 25 > 0, where 7 = (1,0)". Thus we have

lim Oyw = — lim Qyu; — lim &1pr — lim O1py + lim 7 - div F’
x2)0 x2]0 20 20 220

= _alpF‘m:O - (_8%)%“]'@:0 by (28>

The proof is now complete.

Lemma 2.4 leads to the integral equation for the vorticity field, which
is useful to estimate the vorticity directly including near the boundary.

Let G(t,z) = (4mt) " exp ( — |z|*/(4t)) be the two-dimensional Gaus-
sian. Then for each ¢ > 0 we introduce the operator e'? defined by

Pf=Gt)* f+G{t)x f+T(t)*f, (2.14)

where

I'(t) = 2/0o (02 + (—02)205) G(t + 7) dr (2.15)

with the notations

f x h(x) = . f(z —y)h(y) dy,

fooh@y= [ fle=y)h@)dy. v =, —v).
For g € C§°(R) we set )
“Pladaes) = [ K(t2.)lamngn) o
where K(t,z,y) is the kernel of ¢/®. Due to the pointwise estimate of
K(t,z,y) in (3.10), the term etB(géaRi) makes sense also for g € L*(R).

The operator e naturally arises in the vorticity equations. Indeed, if
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[ € C5°(R%) then e'Pf satisfies the (homogeneous) vorticity equations
(2.12)-(2.13), i.e., w(t) = e DB f solves

dw—Aw =0 in (—L,0)xR2, 82w+(—8f)%w =0 on (—L,0)x9R2,

(2.16)
but with the initial data w(—L) = tth w(t) = f+T(0)xf in LP(R?) for all

%_

1 < p < o0; see [24, Sections 3,5] for details. Note that I'(0)x is a singular
integral operator. In particular, we have ||[T'(0) x f|l» < C| f]|z» for all
feP(RY). If f = =V u with u € C5%(R2) then T'(0) « f = 0 (see
[24, Proposition 3.2]), hence in this case we recover the initial condition

w(—L) = f, as desired. For each t > 0 let us introduce the operator
T(t): (L*(R3))* — L>(R?) as follows:

(T(t)v, frz = (v1, 0P f) 12 — (v2,01€P f) 2 forall fe L'(R2).
(2.17)

Here (, )2 denote the inner product of L?(R?%). The operator T'(t) is well-
defined due to the estimate ||Ve!® f||;1 < Ct~/2||f||1 by [24, Lemma 3.4]
and the duality L'(R%)* = L>°(R?%). In particular, we have

1Tl < Ct2[0]le, £ > 0. (2.18)

Lemma 2.5. Assume that the conditions in Lemma 2.4 hold and div F' €
(L*(R3))?. Then w satisfies the integral equation

t t
w(t) = T(t — s)u(s) + / T(t — 7)div F(7) dr + / P (D1pp(ry Bz ) AT
(2.19)
for =L <s<t<O.

Remark 2.6. There are several solution formulas for the velocity field of
the Stokes flows in the half space with the Dirichlet condition for example
in [31, 35]. Ours differs from those in the literature since it is a convenient
form to represent the vorticity field.

Proof of Lemma 2.5. Take any ¢(1,z) € C§°([s,t] x ]RT?F) Multiplying
(2.12) by ¢ and using the integration by parts, we observe that w satisfies

(w(t), 6(t)) 12 = /

R

u(s) - V+=o(s) dx+/t/ div F - V4o (1) do dr
3 s JRY

— /t/ (pOsw — wOe) (1) dxry dT
s BRf_

+ / t /R (06 + A)(r) dudr.
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Fix R > 1 and set ¢p(7,z) := (xre 7By) (), where ¢ € C5°(R2) and
Xr = Xgr(z) is a nonnegative smooth cut-off function in R? such that
xr(z) = 1if |z] < R and xg(z) = 0 if |z| > 2R. We may assume that
IVEXE|loe < CR7F for k= 0,1,2. Then we set

(), $rlt)) 12 = /

R

u(s) - V*>opr(s)dr + /t/ div F - V*¢r(7)dzdr
s JRZ

2
+

— / / (prOsw — wOapg)(T) day dT
s BRi

+ /S /}R2+ w(0-¢r + Adg)(T)dx dr

=0+ 1 — I3+ 1.

As for I, we have

I — / u(s) - V- (ene=B ) da
RQ

2
= /R 2 (u1(8)(O2xr)e" By — us(s) (D1 xr)e"Py) dw
4
+ /2 X i (u1(8)02" 9B — uy(5)0, e Be) da. (2.20)
R+
Thanks to [24, Lemma 3.4] and (C1) we have e8¢y € LP(R%) for any
1 < p < o0, and the first term of right-hand side of (2.20) converges to
zero in the limit R — oo. As for the second term of (2.20), we observe
from [24, Lemma 3.4] that | Ve8| 1 < C(t — 5)7/2|[1)|| 1. Hence the
Holder inequality implies that wu (s)0ye=981) — uy(5)01e =B belongs to
LY(R?%) for t > s. Thus we have limg_,oo I1 = (T'(t — s)u(s),4) 2 by the
definition of T'(t — s). Similarly, by the assumption div F' € (L*(R3))* and
by the Fubini theorem, we have limp o0 Io = ([ T(t — 7)div F(7) d7, ) 2.
As for I3, we recall the vorticity boundary condition (2.13). Then it
follows that

]3 = /; /aRi (gbR@gw - wﬁggbR)(T) dlL‘l dr

t
= / / { - XR(alpF(’T) + (—812)%)6(”)%
s B]Ri
- W(XR82€(FT)BT/J + (82XR)€(FT)B¢)} dzydr

t
= - / / XR (01pp(7)e(t_T)Bw + w(—@f)%e(t_T)B@/) + wage(t_T)B@/)) dzydr
s 8Ri

t
—/ / ) (Doxr)we "By dzy dr.
s JORY
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Since (—82)7el"DBy 4 "By = 0 on IRZ, we obtain

t
lim I3 = — lim / / XRalpF(T)e(t_T)Bw dz,dr
s 8IR{2+

R—o0 R—o00

t
= —</ e(t_T)BalpF(T)5aR37¢>L2-
Finally, we consider I. It is easy to check that
Ordr + Adp = (AXR)e(t’T)Bw +2Vyp - ve(th)Bw.

Since w is bounded in space and time, by using ||[V*xr|le < CR7* for
k = 1,2 and the estimate of e*=7)B4) the term I, is shown to converge to
zero as R — oco. Combining the above calculations, we have

lim <w(t), ¢R(t)>L2 = I%grolo[jl + _[2 — 13 + ]4]

R—o0
t t
—(T(t = s)uls) + / T(t = r)div F(r)dr + / e (O (e o ) ) 1

Note that ¢r(t) = lim,_; xre® "5y = xr(v +T(0)x1). By the definition
of T'(0) we have (9, + (—93)Y2)T'(0) ¢ = 0 in R%. Then, together with
the divergence free property of u and u = 0 on JR?, we observe from the
integration by parts and ||I'(0) x ¢||» < Cl|¢)||L» that

}%EEO<U17XR02(F(O> * )2 = I%LH;OW?’XR&(F(O) *U)) 12,

that is, limpg_,o0 (W (%), XR'(0) 1)) 12 = 0 again from the integration by parts
for w = dyus — Oouy. Thus it follows that

lim (w(t), dr(t))rz = lim (w(t), xrY) 2 + lim (w(t), xgr[(0) * ¥) 2

—00 R—o00 R—o0
= }%ggo<w<t)7XR¢>L2 = <W<t),¢>L2-

Since 1 is arbitrary the proof is now complete.

As an immediate consequence of Lemmas 2.4 and 2.5, we obtain the
vorticity equation for the full nonlinear problem (1.1)-(1.2).

Proposition 2.7. Let (u,p) be the solution to (1.1)-(1.2) such that

(C1) sup (Jlu®)|lc2r + |0cu(®)]|cn) < oo for some p € (0,1),
<t<

(C2) p = pr+ pu, where pr(t) is the solution to (2.3) in Proposition 2.1
with F'= —u(t) @ u(t) and py(t) is the solution to (2.6) in Proposition 2.2
with g = w(t)|s,=0, respectively.

Then w satisfies

Ow — Aw = V* - div (u ® u) in (—o00,0) x R (2.21)
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with
Do + (~02)Pw = —dipr o (—o00,0) x ARZ.  (2.22)

Moreover, w satisfies the integral equation (2.19) for —oo < s <t < 0.

3 Liouville type result

In this section we prove Theorem 1.1. As stated in the introduction, the
key idea of the proof is to derive the spatial decay of vorticity fields in the
vertical direction and to verify the relation of the Biot-Savart law between
the velocity and the vorticity. More precisely, the core parts of the proof
are the following two lemmas.

Lemma 3.1. Under the conditions (C1), (C2), and (C3) of Theorem 1.1
the vorticity w satisfies

sup 3 w(t, )| < oo for all 6 € (0,1). (3.1)
(t,2)€(—00,0) xRZ.

Lemma 3.2. Under the conditions (C1), (C2), and (C3) of Theorem 1.1
the velocity u is represented as

u(t,z) = ! /]P\)2 ((x —y)° i y*)L)w(t,y) dy. (3.2)

2 lz =yl -y
Here vt = (—xg,71)" and y* = (y1, —y2) .

Proof of Theorem 1.1. We give a proof of Theorem 1.1 by admitting Lem-
mas 3.1 and 3.2. The proofs of these lemmas will be postponed to the latter
sections. From (3.1) and (3.2) we observe that

. 1 Y2
0 = lim t, — w(t,y)dy, 3.3
zlzw (b z) m /Rh- (21— y1)* + 93 (t,5) dy 33

by the Lebesgue convergence theorem. Then (C4) implies that the inte-
grand of the right-hand side of (3.3) has to be zero, that is, w(t,z) = 0 in
(—00,0) x R2. Then for all ¢ the velocity u(t) is harmonic and bounded in
R? and vanishes on 0R%. Hence u must be zero by the classical Liouville
theorem for harmonic functions. The proof is now complete.

3.1 Temporal decay of vorticity

The main result of this section is the following lemma.
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Lemma 3.3. Under the conditions (C1), (C2), and (C3) of Theorem 1.1
the vorticity w satisfies
lw(®)llee < C (=)~ [log(—~1)[, —oco<t< =2, (34)
1(=02)7w(t) |00 < C(—t)"2|log(—1)[*, —oo<t< -2  (3.5)
Lemma 3.3 is proved by estimating the integral equations for the vor-

ticity field in Proposition 2.7. To this end we first establish the L> — L*°
estimates for the operators in (2.19).

Lemma 3.4. Assume that v € (C(R2))? with v = 0 on OR% and g €
BC(R). Then

1(=07)2T(t)v]| oo < CtH|0]|o, (3.6)
1(=02) 2T (£)0:0]| o < Ct 72 ||0]| o, k=0,1,i=1,2 (3.7)
(=025 (3 g0pm2 o < Ct " glloe, KL =0,1. (3.8)

Moreover, if F = u®u with u € (C2(R2))? satisfying divu = 0 in R? and
u=0 on OR% then

1(=00)2 T(£)divF e < Cllufloo min{t ™ |w]loo, ¢2(|Veofloc}.  (3.9)

Proof. As in [24, Proposition 5.1], using the Fourier transform, we can
derive the pointwise estimate for the kernel K (¢, z,y) of e!® such as

(—02)2 L5 K (t, 2, y)|

— b (1 — 1)/ V[P oy 2tk
S G e ey AL

(3.10)

Since e'® commutes with 9;, the estimates (3.6) and (3.8) are immediate
from (3.10). As for (3.7), we give a proof only for the case k =1 and i = 2.
The other cases are proved in the same manner. By the definition of 7'(t)
in (2.17) we have

(—02)2T(t)0uv, f)r2 = (Bavr, Da(—07)
= —<U1,322(—812)

'’ )12 — (Oav2, O1(—07)
Gth>L2 -+ <’U2, 8182(—8%)

(ML T

Here we have used the integration by parts and the boundary condition
1 1

v =0o0n dR2. Since (3.10) implies ||05(—07)2e'P f||1+]|03(—0F)ze'P f| 1 <

Ct=32||f||11, we obtain (3.8) by the duality argument. Finally we show
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(3.9). Set v = div F. Note that v vanishes on the boundary by the
assumption. Then again by the definition of 7'(¢) we have

(=022 T()Aiv F, f)r2 = (v1, Oa(—02)2e B ) 12 — (v, 01 (—0%) 2B f) 12
= (-V+ ., (—8%)%et3f>Lz
= (u-Vw, (—02)2eB )12 = —(uw, V(—02)2e'B f) 2.

Here we have used the equality —V+ - div (4 @ u) = u- Vw = V - (uw). By
using the estimates ||V*(—02)2e!B f||p1 < Ct=HR/2|| £ 11 for k = 0,1, we
obtain (3.9) by the duality argument. The proof is now complete.

Proof of Lemma 3.5. By Proposition 2.7 the vorticity w satisfies the integral

equation (2.19) for —oo < s < 2t < t < 0 with F(t) = —u(t) ® u(t). We
set

I(t,s) =T(t — s)u(s), II(t,s) = / T(t —71)div F(7)dr,

t
I11(t,s) :/ G(H)B(aﬁpF(r)%Ri)dT

For I(t,s) we have from (2.18), (3.6), and (C3) that

1+k 1+k

(=) 1(t,8)lloo < C(t =) [Ju(s)]loo < C(t =) (=5) 2 =0 as s — —o0,

(3.11)

Next we consider the term I1(t,s). When 7 < t — 1/t* we apply (3.7) and
get

IT(t = 7)div F(7)lloo < C(t = 7) 7 Ju(7)l5 < Ct =) (=7)
by (C3), and we also have from (3.9) and (C3) that
(=822 T (t = 7)div F(7) oo < C(t = 7) 7" (=7) 2 [|w(7) .
When t — 1/t < 7 < t we use (2.18), (3.6), and (3.9) to get

N

IT(t — 7)div F(7)[|loe < C(t =) 72 [Ju(r) - Vau(r)[|loo < C(t —7)72(=7)"

and

NI

[(=02)2 T (t—7)div F(7)]|oe < C(t—7)"2[|u(7) ]| ool [ Ve () [l oo < Ct—7)"3(—7) 7.

Collecting these, for t < —2 we have arrived at

N|=

Jim 1190 [ Te=nen e [ =i
< O(—t) log(—t), t (3.12)
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and

S&&ﬂ%%ﬁﬂﬁﬁwwéC/ﬁﬂ@—ﬂlG¢>WMﬂM&h+CFﬂg-
(3.13)

Finally we estimate I11(t, s). To this end we recall that pp is the restriction
of the function —div div (—Ag2) ' F on R?; see the proof of Proposition 2.1
for details and the definition of F. Then we decompose 01pr(-) as

—0o0

3 %( 4 ] ~
O1pr(r) = Z@lpF(T)J = —(/ +/1 —1—/ )Ordiv div G(6) * F(7) dé.
j=1 0 s G

Here G(0, x) is the two-dimensional Gaussian. Firstly we observe that

k(1

| e [
(=30) e @y bam o < Clo =) 4% [T 075 v v P
0

< C(t B 7_)7%7%(_7_)72+2k(175)

for k = 0,1 and k € (0,1), where we have applied (3.8) and the interpo-

lation argument using (—0%)'/2 = (—0?)%/2(—0?)1=%)/2 when k = 1. By

taking x close to 1 we thus obtain

t

||/ (=002 B (Orpp(ryadops ) A7l < C(—1)72, k=0,1, —oc0 <t < -2
(3.14)

The estimate of 01pp(r) 3 is easily calculated as

3+k

[R50l < € [ 07 W1 < O, k=0,1
Hence we have from (3.8),

t
||/ (_af)§e<t—T>B(alpF(T)7353Rz+) A7l < C(=1)72, k=0,1, —o0 <t < —2.
(3.15)

Now we consider the term related with dipp(;) 2. By the definition of F in
Proposition 2.1 we take the even extension for u; and the odd extension
for us. Each extension is denoted by u;. This extension leads to the odd
extension w of the vorticity w. Then it is straightforward to see div F =

_ Lo V[a[2/2 with @t = (—fig, @), and thus, div div F = —div (@+3)—
Ali)?/2. Hence we have
4 4
T 1 T
1 1
o1 =

4

/T Ordiv G(0) Ao * (@) () + %&G(r“) * |af* — %G(T‘*) 1 [al* (7).

1

T
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Since 9, |i[* = 0 on IR} we have [|G(77*)%01 ||| oo (omz ) < C(=7)2[|On|af|ler <
C(—7)72. Hence it follows that
101pr@) 2/l oe(orzy < Clla(T) oo [|@(7) [loo log(=7) + C(=7)72
< Ollw(T)]loo(—7) "2 log(~7) + C(~7)72  (3.16)
When 7 < t — 1/t* we have from (3.8) that

175 (1pp(r) 20082 ) [l oo

4

<Clt—r) [ O IF@) 0 < Ot - 7)) og(-7),

s

while (3.16) implies
(=) 2“2 (O1prr 20022 )l < Ot = )7 (7)o (=) "2 log(=7) + (=7)72).

As for the case t — 1/t* < 1 < t, we have for k =0, 1,

4

1(=87)2 =P (1prr) a0omz loo < CE—7)72 / 0| F(7)llc= 6

g
< Ot —7)72 log(—7).
Combining the above three yields

t
||/ e(t_T)B(alpF(r),zfsaRj)dTHoo < C(=t)log(=t)]?, —oo<t< -2
(3.17)

and

t
l(—o2)} / B (D, iy s ) A

1t—1/t4_C>O . 5
gc/ (t— )"l (—7) 4 log(—r) dr + C(—1)"%, — oo <t< —2.
(3.18)

The estimates (3.11), (3.12), (3.14), (3.15), (3.17) imply (3.4), and the
estimates (3.11), (3.13), (3.14), (3.15), (3.18) together with (3.4) give (3.5).
The proof is complete.

Remark 3.5. The proof of Lemma 3.3 implies that, from (3.4) and (3.16),

3
101pF () 2]l Lo or2) <= C(=1)72[log(—7)P, —o00 <7< -2
Since it is easy to see [|O1pp(r)ill Lo(arz) < (—7)7%2 for i = 1,3, we have
101pP(r) | oo om2 ) < C(—7)"2|log(—1)P, —oco<T< 2. (3.19)

This estimate will be used later.
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3.2 Spatial decay of vorticity - proof of Lemma 3.1

In this section we derive spatial decay of the vorticity field and complete
the proof of Lemma 3.1. The key idea is to regard (2.22) as the Neu-
mann boundary condition Osw = ¢ with the inhomogeneous term g =
—(—=0?)Y20| 4,0 — O1pr. Then we use a representation formula of the vor-
ticity in terms of the fundamental solution for the heat-transport operator
O, — A+ 4 -V in R?, whose precise pointwise estimate has already been
established by [6, 27]. Here @ = (@1, %) is the extension of u to R?
where 1y, U, are the even, odd extensions of uy, us, respectively. Note
that this extension preserves the divergence-free condition when uy = 0 on
OR?. The scaling invariant assumption (C3) is essential in establishing the
spatial decay of the vorticity, for it leads to the global Gaussian estimate
for the fundamental solution. We start from the following lemma.

Lemma 3.6. Under the conditions (C1), (C2), and (C3) of Theorem 1.1
the vorticity w 1s expressed as

w(t) = Ly(t, s)w(s) — / Lu(t, 7)(9(7)dar2 ) A, —oco<s<t<O,
’ (3.20)

with g(1) = —(=0)Y2w(7)|sy=0 — O1pr(r). Here Ty(t,s) is the evolution
operator defined by

Lu(t,s)f = | (Cat,z;s,y) +Ta(t, zys,9%)) f(y) dy,

2
RJr

where Uy (t, x; s,y) is the fundamental solution to the heat-transport equa-
tions

ow — Aw + @ - Vw =0 in (—o0,0) x R% (3.21)

Moreover, it follows that

ITu(t, ) fll, < C(t—s) 75| ], —o<s<t<0, 1<qg<p<oo,
(3.22)
0 r . -1 ’l’ B y’2
<Ta(t,z;5,y) < C1(t—s) " exp (- Cy — ). (3.23)

Here Cy and Cy depend only on M = sup (—t)"?||u(t)]|oo.

—oo<t<0

Remark 3.7. In (3.20) the term I'(¢,7)(g(7)dsrz2 ) is defined as

LWt ) o(r)oag () =2 [ Taltoaimon Og(rion) dn. - (320
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Proof of Lemma 3.6. The existence of fundamental solutions to (3.21) is
classical under the assumption of (C1); cf. [13]. The estimate (3.22) is a
consequence of [6, Theorem 1] and the definition of I', (¢, s). As for (3.23),
we have from [6, Theorem 3] that

Falt:0) < iy o0 (= g ol = [ )t )
(3.25)

Here (a); = max{0, a} for o € R. The condition (C3) yields

t t
/ Hu(T)HOOdTgM/ (=) Hdr <2Mli—sb, M= sup (—t)}[[u(t)]|w.

—oo<t<0

Hence if |z —y| > 4(t — s)'/? then (3.25) implies (3.23). On the other hand,
if |z —y| < 4M(t — s)'/? then again from (3.25) we have

2
1 1 le—yl?  lo—yl? elOM= 2

< = t—s t—s < — t—s
T An(t—s)  Ar(t — s)e ‘ ~ Ar(t — s)6 ’

Fﬁ(tv €, s, y)

which is the desired estimate. The positivity of I';(¢,x;s,y) is a conse-
quence of the strong maximal principle and the details are omitted here.
The representation (3.20) is derived from the fact that the equation dyw —
Aw+u-Vw=0in (—o0,0) x R2 with the Neumann boundary condition
dow = g on JRY is equivalent with the equation

Op — A + 1 - Vb = —2gdgpz  in (—00,0) x R?, (3.26)
where @ is the even extension of w to R?. The proof is complete.

Proof of Lemma 3.1. By (Cl), (3.5), and (3.19) the function g(t) =
— (=) Y2W0(t)|sy=0 — O1pr() is estimated as

3—¢

9()|| e omz)y < C(=1)" 2

The estimate (3.23) and the representation (3.24) lead to

—o00<t<0, e€(0,1). (3.27)

3—e¢

ITu(t, 7)(9(7)d0m2 )l oo < Ct —7) 72 (=7)7 2

for 7 < 0 and € € (0,1). On the other hand, we have from (3.4) and (3.22)
that [|Ty(¢, s)w(s)]|lee < C(—5)71|log(—s)* for s < —1. Thus by taking
the limit s — —oo in (3.20) we arrive at the expression

t
w<t7$) = _2/ /Fu(tax;7—7 9170)9(7'7 yl)dyl dTv t < 07 VS Ri
—oo JR
(3.28)
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Let 6 € (0,1 —€). Then from (3.23) and (3.27) we have

(fE )2
Jr9|wtm|<C’/ /t—T +158 pme lg(T,y1)| dyy

1—-6—¢

(—)5° (3.29)

sc/w@—f)?( )

It is easy to see that the same argument with (C1) also yields — sup  z3™|w(t,

—1<t<0,2€R3.
00. The proof is complete.

3.3 Representation of solutions by the Biot-Savart
law
In this section we give a proof of Lemma 3.2. To this end we denote by

v(t,x) the right-hand side of (3.2), which is well-defined by (3.1) and the
estimate

x)| <

_\L _
/ |(37 Y) (m y*) |1+y2 19dy<C’/ Y2 (1+y2)_1_9dy<oo.

=yl for -y g2 [ —yllz =y

In particular, v is uniformly bounded in (—oo,0) x R%. The goal is thus to
show u = v. Since both uw and v satisfy the divergence-free condition and
their vorticity fields are given by the same w, the difference w = u — v is
harmonic in R%. Moreover, u and v, vanishes on the boundary by the no-
slip boundary condition and the definition of v. Hence, due to the Liouville
theorem for harmonic functions we only need to prove the fact v; = 0 on
OR?. We first note that v; is written as

T2 1 o0 1
U1 (t’ . 1'2) — 82 / 67(1271/2)(78%)? / 67(227y2)(78%)§w(t’ ° ZZ) d22 dy2
0 Y2
o0 1
= / 67(92*332)(76%)20.)(]5’ . y2) dy2
T2
xr2 [ee] 1
— / / (—8%)%e’(“’zy?*”)(’afﬁw(t, -, 29) dzo dye. (3.30)
0 Y2

The last term of the right-hand side of (3.30) vanishes on OR?, so we focus
on the first term which we will denote by vy ;(¢,2). Fix any § > 0 and
let —t > 2§ and xo > 0. For sufficiently small € € (0,§/4) we denote by

we(t, ) f fW ne(t — s,z — y)w(s,y) dy ds the mollification of w. The

mollifier 7. is taken so that supp 7. C {(t,z) € R? | |t|* + |z|* < €*}. Then
w, satisfies

Owe(t, x) = Aw(t,x) — V - (uw)(t, ) + F.(t, x), (3.31)
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where

5
waldtia) = [ [ e = s = yusts, ) dy s,
F.(t,z) = —n(t — ) xw(d)(x)

)
- / / (0t — 5,2 — 9)Oseo(s,y) + Ba(t — 5,2 — y)wo(s, ) dun ds.
—00 BRﬁ_

By (3.1) and the definition of 7. each term in (3.31) has the same spatial

1
decay as w. Set vy 1(t, -, xa3) = f;; e_(yQ_”)(_af)jwe(t, -, y2) dyo. Then we
verify the calculation

© 1
atvl,l,e(t) ° x2> — / ef(yQ*IQ)(*a%)j (AUJE _ v . (UCL))E + FE) (t, Y y2) dyQ,

€2

and the integration by parts yields
1
atvl,l,e(ta ) x2) = _82w6(t7 ) $2) - (_a%>§we(t7 K *TQ)

o0 1
_/ vx.e_(y2_$2)(_8%)2(uw)6(t7.7y2)dy2

T2

+ (UZ(JJ)E(tv “y 372) + / 6_(y2_x2)(_8%)§F5<t7 y?) dy2
T2
(3.32)

From (C1) and (3.1) it is easy to see that the following convergence holds in
the limit € — 0 uniformly on each compact set of {(¢,z) | t < —20, 29 > J}:

—Dwe(t) = (022w () + (usw)c(t) — — Bpw(t) — (—02) 2w (t) + uaw(t),
/ Ve ) (1, o) dyy / Y, - e~ () (¢, -, 1) s,

o) 1
/ 67(y27x2)(76%)2 Fe(t7 ) 92) dy2 — 0.

2

Thus we have for s <t < —20 and xy > 0,
t
Ul,l(t) — U1,1<S) = / ( — 82w(7') — (—3%)%.}(7) + UQCU(T)) dr

t 00 1
- / / Vo e 0O (o) (1, -, ) dya dr.
(3.33)

Since § > 0 is arbitrary we may take x5 — 0 in (3.33). Then, recalling
the definition of vy ; and (3.30), we take the trace x5 — 0 and obtain from
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(2.22) that
t [ee] 1
U1 (t) = Ul(s) + / (alpF(T) o / 816_”(_8%)2 (ulw) (7—7 ) yQ) dy2
s 0

—/ (—0?)56_?’2(_8%)%(u2w)(77-,y2)dy2) dr (3.34)
0

on OR?%. Since pp(r) is the solution given by Proposition 2.1 with F(7) =
—u(7) ® u(7), by using divdivF = —div (utw) — Alul?/2 we have the
representation

Ju(r)?
2

Ipr) = =0 + 01T F(r), (3.35)

where
1 0 1 1
Omp(ry = ¢ D* / (916202 () (-, ) + (=) e D () (7, -, ) dy
0
T2 OO 1 2\ &
+/ / 81(—812)56_($2_2y2+22)(_81)2(U1W)(T,',22>d22dy2
0 Y2
2 e} 1
B / / e~ @2t =) (00 (7. - 20) iz dys
0 Y2
o 1
B / @)D (4 0V (7, o) dy. (3.36)
0

Thus (3.34)-(3.36) leads to vi(t) = v1(s) on IR? for all —oo < s <t < 0.
Then (3.1) and (3.4) imply that

o0

v1(t) = lim wvi(s) = lim e*yZ(*a%)l/Qw(s, “Y2)dys =0

on OR? by the Lebesgue convergence theorem. The proof is now complete.

4 Application to geometric regularity crite-
rion

We shall extend a geometric regularity criterion [16] of solutions to the
Navier-Stokes equations in R3 to the case when the domain is the half
space R with the Dirichlet condition as an application of the Liouville
type result (Theorem 1.1). As already discussed in [16] when one im-
poses the Neumann boundary problem (or the slip boundary condition),
the extension is rather straightforward. This is because the rescaled two-
dimensional vorticity equations still enjoy the maximum principle since
there is no vorticity production from the boundary. We shall state our
geometric regularity criterion for the Dirichlet problem in a rigorous way.
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We consider the Navier-Stokes equations in the half space RY = {(x1, 2, x3) €
RS | T3 > 0}

ou—Au+V-(u®u)+Vp=0, divu=0 in (0,7) x R
(L.1)

with the Dirichlet boundary condition:
u=0 on (0,7) x OR3. (4.2)

As mentioned in the introduction, we need to consider a spatially non-
decaying solution to carry out what is called a blow-up argument. However,
if one allows non-decaying solutions, the uniqueness of the initial-boundary
value problem for (4.1)-(4.2) fails. Indeed, the Poiseuille type flow of the
form

U= (ul(ta .1'3), Oa 0)7 p(ta xl) - _'Tlf(t)a (43)
solves (4.1)-(4.2) provided that u; solves the heat equation

8tu1 — agul = f(t) in (0,T) X {.Td > O},
up =0 on (0,7)x {z3=0}.

with some f depending only on time. Since f can be chosen arbitrary,
one is able to construct various solutions (u,p) to (4.1)-(4.2) of the form
(4.3) with the same initial data. If one assumes that f is bounded and
smooth, all such (u,p) is smooth and bounded. Hence this yields the non-
uniqueness of the initial-boundary value problem for (4.1)-(4.2) when one
allows non-decaying solutions.

A simple way to avoid non-uniqueness is to improve a relation between
the pressure and the velocity. Taking the divergence of (4.1), we see

3
—~Ap = 0:0;(uu;) in RY, (4.4)

1,j=1

since dive = 0. Next, taking the inner product of (4.1) with normal
n = (0,0,—1), we have

dp

—~ =_Au-n on OR3. 4.5

on + ( )
It is convenient to decompose p into the sum py + pr as we did in earlier
sections. Namely, for the harmonic pressure term py we require

—Apy =0 in R?, (4.6)
0
% =—Au-n on 8]1%1. (4.7)
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and the pressure pr coming from transport term we require

3
—App = Z 9;0;(uiuj), F = (umu;) in R3, (4.8)
ij=1
Opr
Evidently, (4.6)-(4.9) implies (4.4)-(4.5) for p = py + pr. Note that the
Au-n = —divggs (w x n) as noted in [1]. If one imposes smoothness and

boundedness for v up to second derivatives, one can get the uniqueness of
Vp (determined from u) provided that p is restricted to avoid the linear
growth at spatial infinity; see Proposition 2.1 and Proposition 2.2 and
also [1]. The unique solution is formally written by using the Helmholtz
projection P to the solenoidal space:

Vp=(I-P)(Au—V - (u®u)) (4.10)

and the solution having this form is called a mild solution. It is not difficult
to prove the uniqueness of the mild solution; see [14] for the whole space
and [2] for the half space.

There is a large literature giving a growth condition for pressure so
that the solution is a mild solution which is unique. Such type of result
goes back to [10] and has been developed in the case of the whole space
[15] and the half space [25]. A typical criterion for the whole space case is
p € LY(0,T); BMO(R?)) [20]. There are references on this issue [25], [26]
for further relaxation of growth assumptions for the pressure.

In this section we consider the mild solution. We know there is a unique
local-in-time mild solution for the initial-boundary value problem for (4.1)-
(4.2) for any bounded continuous initial velocity ug i.e., uy € BC(R?)
which is solenoidal in the sense that divug = 0 in ]R:jr and ug-n = 0 on
OR? [32]; see also [2].

We are now in position to prove Theorem 1.2, which is a natural exten-
sion of the geometric regularity criterion of [16]. We shall prove this result
by a blow-up argument. The basic strategy is the same as in [16]. How-
ever, to assert uniqueness of the limit we invoke our Liouville type result
(Theorem 1.1). Of course, in some steps it is more involved because of the
presence of the boundary.

Proof of Theorem 1.2. Step 1 (Construction of blow-up sequence). Assume
that u blows up at t = 7. Then there exists a sequence {(tg,x)}7e, C
0,T) x R with ¢441 > t; such that
(1) |u(t,z)| < My for t <y, z€R3

23



We rescale u, w with respect to (tx, zj) i.e.

ug(t, r) = Mpu(ty + M32t, o + \ot)
wk(t, :B) = )\kzw(tk + )\th, T+ )\k$), T —t, > )\kzt > —1

with A\, = 1/Mj. Since (4.1)-(4.2) is scaling invariant under the above
rescaling, we see that uy, is a mild solution of (4.1)-(4.2) in (—t,M,?, 0] x
Ri’fck with ¢, = x3My, where oy = (Tg1, Tr2, Tr3) and Riﬁc ={z =
(71,29, 73) € R3 | 23 > —c}.
Step 2 (Compactness). By assumption (i) we have |uy| < 1in (—t; M2, 0] x
Ri_%. Since wuy is a mild solution, we know that Vu, is also bounded in
(—txMy> + 1,0] x RE __ by a result of [2]. Thus (ug,wy) — (a,@) as
k — oo *-weakly in L*° with some (@, ) such that |u| < 1 and |w| < ¢ in
(—00,0] xR3 _, (¢ = limj_o &) by taking a subsequence. Moreover, @ is a
bounded global mild solution in (—oo, 0] x R} _ .. Note that there are two
cases depending upon whether lim ¢, = oo or lim ¢, < 0o. In the first case
R? _. = R? and the limit % solves the Navier-Stokes equations in the whole
space. In the second case u solves the Navier-Stokes equations in the half
space R3 __ with the Dirichlet condition (cf. [11]).

We need some compactness to guarantee that u; converges to u at least
locally uniformly in (—o0,0] x R3 _, to guarantee that u(0,0) — (0,0).

In the whole space this can be guaranteed by the estimates of higher-
order derivatives so that all space-time derivatives of u, are bounded in
(—txM,,? + 1,0] uniformly in k (e.g. [17]). In the case of the Dirichlet
problem it seems to be unknown since it is nontrivial to handle normal
derivatives. However, what we need here are local estimates, rather than
global estimates.

We first note that the pressure defined by (4.10) is estimated as

HPHL’“(BR(J:O)ﬂRi) < C(HWHLw(aRi) + HW%w(Ri)) (4.11)

with C' depending on R and r € (1, 00) and independent of u and w, where
Bg(x0) is a closed ball of radius R centered at xy € Ri’_. Here we normalize
p such that p(xg) = 0. Decompose p into py + pr. For pr we have a BMO
estimate ||p||papro < C|lul|2,. For the harmonic pressure term, as observed
in [1], we have

‘|$3VPH||Lw(Ri) < Cllwll oo (om3)-

From these two estimates (4.11) easily follows. The estimate (4.11) enables
us to localize the problem. We cut off u in Bg(zo) N R with Bogovski
type adjustment to apply the L™ maximal regularity of the Stokes equation
problem in a smoothly bounded domain with the zero boundary condition,
e.g. [18]. By (4.11) we observe that the external force has a local space-
time L" bound depending on u only through the space time sup norm of u
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and Vu. Thus we are able to control all W2 (I x (Bg(xo) NR%)) norm of u,
where [ is a bounded time interval C (—o0o, 0]. By the Sobolev embedding
theorem we have a Holder bound on Vu in @ = I x (Bg(z9) NR3). This
is of course enough to ensure that wu, converges to u locally uniformly in
(—o0, 0] x R:g’h_c. By a bootstrap argument we improve the regularity of the
pressure and observe that u; — w locally uniformly for its all derivatives.
Note that without a bound for the pressure one cannot localize the problem.
Since (tg,xy) is taken so that |ug(0,0)| > 1/2 by Step 1 (iii), we conclude
that |a(0,0)| > 1/2.

Step 3 (Characterization of the limit). We now apply the continuous align-
ment condition (CA) and our Liouville type result (Theorem 1.1) to con-
clude that @ must be zero, which contradict with |@(0,0)| > 1/2. Here is
a sketch of the proof. We set the vorticity direction & = wg/|wi|. Then
(CA) implies

|z —y|

0
T2 =0,

|6k (t, ) = &kt )| < m(
so that ¢ = @/|@| is independent of z. By the unique existence theory
2] of the mild solution & must be also constant in time. Thus (,) is
a two-dimensional flow in (—00,0) x R} _,. When ¢ = oo the problem
is reduced to the whole space case, and it is already proved in [16] that
u = 0, which leads to a desired contradiction. Hence it suffices to consider
the case ¢ < co. By a suitable change of coordinates we may assume that
U = (ﬂl(i'l,xg),’ag((lfl,xg),()) with @ = (070,@3), @3 Z 0 and U = Uy = 0
on (—00,0) x ORZ where RY = {(z1,z2) € R? | 25 > 0}.

Now we shall apply Theorem 1.1 for (u,w). The condition (C4) is
trivially fulfilled because w3 > 0. The condition (C3) is inherited from the
type I assumption. It remains to prove (C1) and (C2) for our mild solution
@, but thanks to Proposition 2.1 and 2.2, it is enough to prove (C1). By
the construction of the blow-up sequence we know

sup  ||a(t)|leo < 0.
—oo<t<0
Applying a result of [2], we also know ||Vu(t)|| is bounded for all ¢ < 0.
Then we have to estimate the higher-order derivatives to prove (C1), which
will be established in Lemma 4.1 below. This is sufficient to derive (C1) so
we apply Theorem 1.1 to conclude @ = 0, and reach a contradiction.

Lemma 4.1. Let u be a mild solution of (4.1)-(4.2) in (0,T) x R with
initial data ug = (ug1,uo2) in BO(RZ). Assume that ug is solenoidal, i.e.
divug = 0 in R% and ups = 0 on OR%. Assume that there exists T > 0
such that

K = sup [Ju(t)]|o < o0.
0<t<T
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Then there exists a constant C' depending only on K and T such that

sup (£ |V u(t) oo + 72 [ V'Ou(t) o) < C

o<t<T

with m = 1,2,3 and | = 0,1, where V° is interpreters as an identity
operator.

Remark 4.2. We need the Hélder norm estimates in (C1), but these are
obtained from a simple interpolation of L> bounds in Lemma 4.1; see e.g.
22, Theorem 3.2.1], [34, Section 3.2].

The idea of the proof of Lemma 4.1 is to estimate the tangential deriva-
tives with up to one normal derivative as in [13] or [17]. We also need to
estimate the time derivative. In the meanwhile we estimate py and pp,
which enable us to estimate the normal derivatives. Except for the esti-
mates of the pressure term the argument is rather conventional, so we give
a sketch of the proof instead of giving a full detail. In the argument below
we just use L norm so we simply write || f|| instead of || f||oc-

Sketch of the proof of Lemma 4.1. Step 1 (Tangential derivatives and time
derivatives). We first note that the mild solution solves the integral equa-
tion

u(t) = Sug +w, w=— /t St —s)PV - (u®u)(s)ds, (4.12)

where S(t) is the Stokes semigroup. According to [2], we know
IVS@PSI < Cut 2lfll, - ISOPY-f] < ot f]l. - (413)

Taking the derivatives V in (4.12), we obtain, for 0 < e < 1,

IVulle) < Cor-Hiuol + [ 1980~ BV - (@ u)(s)] ds

t(l1—e)

t(1—e) — s — S
= [ IvSES) SRV e ds

t

< Cot ™2 |Juo|| + 2K01/

t(l—e)

This yields the estimate || Vu(t)|| < Cxt='/2,t € (0,T) by using [13, Lemma
2.4]. Since the tangential derivative d; commutes with the Stokes semi-
group, a similar argument yields |0 *Vu(t)|| < Crmt™™/%,t € (0,T) for
allm =1,2,---. Note that the proof makes the sense if we know in advance
that |07 'Vu(t)| is finite and locally bounded in time in (0,7); however
we are able to justify this process by approximating uy by L vector field,
and the details are omitted here.

o6

L t(1—e)
(t—3)_2||Vu(s)||d3+K20102/ (t—s)'ds.
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As for the time derivative, we differentiate (4.12) in ¢, which gives

Oru(t) = diit)uo — /t(l_e) S(t — s)POV - (u®@u)(s)ds — S(et)PV - (u @ u)(t — et)

-9 g
_/0 S(t = 5PV - (u @ u)(s) ds.

By using the estimate (4.13) and H%ff)fﬂ < Ct7!||f]| that is obtained from

the explicit formula of the Stokes semigroup in [32, 35|, we have

Ck
(t—s)2

ds

t C L t(l—e)
lowu(t)]| < Crt™ + / K 0,u(s)]| ds + Cre(et)F + /
t—e) (t —s)2 0

¢
C

< Cgrpt? +/ £ i

t(l—e) (t — S)E

|0su(s)]| ds.

Then by using [13, Lemma 2.4] we have the estimate ||O,u(t)|| < Cxrt™'.
Similarly, we can also obtain the following estimate.

Vo] < v D+ /t( I9S( = $)POY - (@@ u)(s)] ds

1—¢)

-0 g
HIVSEPY - (et =)l + [ VLS - 9PV - (we u(s)]ds

By using (4.13) again, we have

t
3 C
IVO(b)]] < Crret 3 + / K| Vo,u(s)||ds.

t(l—e) (t — S)é
Hence, by [13, Lemma 2.4] we arrive at | Voyu(t)|| < Cgrt=3/2.

Step 2 (Pressure estimates). In order to estimate the normal derivatives
of the solution, we first consider pr and py. Recall that pp is expressed
as pp = [z VV - E(z — y)(@ ® @) dy; see the proof of Proposition 2.1.
Hence 01pp can be decomposed into [, VPE(x —y)(@ ® @)(1 — xz) dy +
Jeo VE(z —y)01V - (@ ® txr) dy, where E(z) is the newton potential and
Xr = Xr(x —y) is a smooth cut-off such that xyg(z —y) =1for [t—y| < R
and yg(z —y) =0 for |z — y| > 2R. Then we have

lowpr @)l < BHu®)* + R([0:Vu®) [ [u®)] + [ Vu(@)]?),

which yields ||0;pr| < Ct~'/2 by taking R = t'/2, where C' depends only
on K and T'. As for py, we see

L
101D || g (2, 72) < / 10102p1 || 152 (¢, y2) dyo + [|O1pm | Les (T, L).
2
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Since 910apy (w) = 9222 (|, o) = eI (52|, ), we have
1010ap (| £2s (8, y2) < ClOFVu(t)]]. (4.14)

Furthermore, it follows from (2.7) that [[Oipy|lrg (¢, L) < CL | w(®)|l-
Hence

1
101pa | ee (£, 22) < C(L)|O;Vu(t)| + EHW(t)H)» 0<ax <L

By taking L = t'/2, we have supy<,, <, 1018 || 150 (8, 22) < Ct~!. Then by
maximum principle we obtain ||0;pg (t)|| < Ct~!. The constant C' depends
only on K and T'. From the similar argument we can extend the estimates
to the higher-order tangential derivatives.

Step 3 (Normal derivatives). By combining the above estimates with the
following equation

Oyuy — Aug + (u, V)uy + 01p = 0, (4.15)

it is easy to check that ||05u(t)|| < Ct~'. Finally, by differentiating (4.15) in
the normal direction and by using (4.14), the estimate ||93u,(t)| < Ct=3/2
follows. With the aid of the estimate ||0?p(¢)|| < Ct~%/? and the divergence
free property of the solutions, we finally obtain ||O3us(t)|| < Ct=%/2 by
differentiating (4.15) in the tangential direction. The proof is now complete.

5 A remark on L™ estimates for the higher
order derivatives

In this section we consider L estimates for the higher order derivatives of
solutions to the Navier-Stokes equations in the half plane.

There are several related results on this issue. For all ¢ € [n,o0], L9
estimates for the higher order derivatives of solutions to the Navier-Stokes
equations is obtained by [17] in the whole space R™ for n > 2. For the
Keller-Segel equation of parabolic-parabolic type, the spatial analyticity
of solutions is proved by [33]. And [36] showed the spatial analyticity of
the solution to the drift-diffusion equation. However, they considered this
problem in the whole space for the most part.

In [17], they proved the L? estimates for the lower order derivatives of
solutions by using the Gronwall type inequality. And then they showed
the L9 estimates for the higher order derivatives of solutions by induction.
However, when we apply this method directly in the half plane case, it is
difficult to obtain the integral estimates unless we have suitable commu-
tativity between the semigroup and differential. In the previous section,
we overcame this difficult by combining Gronwall type inequality used in
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[13, 17] and the estimates in [2] to show the L estimates for the lower or-
der derivatives. In this section, we will give some remarks and conjectures
on the estimates for the higher order derivatives.

Conjecture 1. Assume that the conditions in Lemma 4.1 hold, |V*u|l <
—|a|—1

Ct= fork=0,1,2,...,m and |0°0p|| < Ct~ =2 for |a| =m —1 > 0.
Then ||V || < Cpt ==

A possible strategy to prove conjecture 1 is the following.

By Lemma 4.1, ||07Vu|| < Ct~5 for any 8 € NU {0}, so we only
need to prove the terms involve normal derivatives higher than second
order. Since the divergence free property of the solutions, 9" "Qiuy =
—O 295y, we only need to observe the derivatives of wu;; ie. we
only need to investigate 07" ' '05tu, for i = 0,1,2,...,m — 1. (Since the
estimates for 07w, and 9"0Oyu, are already known.)

If we can obtain the estimates for 9,u such as || V*9,u|| < Ct~%/>~1 then
we can get the conclusion by induction as follows.

For i = 0, we take 9]""' to (4.15) to obtain the estimate for 9;" '92u;.

Similarly for i = 1, we take 9;" 20, to (4.15) to obtain the estimate for
8{”_203111.

For i = 2, in order to obtain the estimate for 9" 204u;, we need the
estimate for 9" '02u; we just done in the case i = 0.

Hence, by similar argument, the proof is completed by induction.

Remark 5.1. As for the estimates for higher order derivatives of 0;,u, when
we apply the same argument as in the proof of Lemma 4.1, we have to deal
with the integral term L,t(ke) |VES(t — 5)POV - (u®@wu)(s)|| ds. Since we do
not have the commutativity between the semigroup and differential in the
normal direction, it is difficult to estimate this term. If we can extend the
estimates in [2] to higher order; i.e. if we can prove the following estimates

_k
IVES@PFI| < Ct 2 fl], (5.1)
it is hopeful to obtain the estimates for higher order space derivatives of

@u.
—|a|—1

Remark 5.2. If ||07'p|| < C1t7™/2, we may obtain ||0%0;p|| < Ct—=2 by
differentiating the Navier-Stokes equations in both direction alternatively
and by induction.

According to this remark, if Conjecture 1 is proved, by obtaining the
estimates of tangential derivatives of p, we can obtain the estimates for
higher order derivatives of solutions to the Navier-Stokes equations in half
plane.
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