Efficient use of an improved radiative transfer
code to simulate near-global distributions
of satellite-measured radiances
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Tomohiko Oishi, and Akihiko Tanaka

Two new extension modules that give the water-leaving radiance from the ocean and the snow bidirec-
tional reflectance distribution function were implemented in the latest radiative transfer code. In
addition, to simulate the near-global distributions of satellite-measured radiances by using the improved
radiative transfer code, we tested and applied the look-up table method together with the process-
separation technique of the radiative transfer calculation. The computing time was reduced from 1 year
to 20 s to simulate one channel, one scene of the Global Imager image by use of an Alpha 21164A-2
(600-MHz) machine. The error analyses showed that the radiances were simulated with less than 1%
error for the nonabsorbing visible channels and ~2% error for absorbing channels by use of this method.
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1. Introduction

There has been an increasing number of studies and
applications of satellite remote sensing to Earth
observation.l-3 These tendencies had been acceler-
ated in this decade because the recent studies per-
taining to global warming need both the general
circulation model (GCM), which predicts the Earth’s
climate in the future, and the observed geophysical
parameters for a global scale that validate the output
characteristics obtained from the GCM. From this
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point of view, the satellites’ observations meet the
global-scale acquisition of such geophysical parame-
ters because of their suitable time and spatial reso-
lution.

The satellite remote-sensing technique is based on
the radiative transfer calculation, which simulates
measured radiance of the sensors in orbit. It is re-
quired that the radiative scattering models of the
target’s geophysical parameters are included in the
radiative transfer code used for such simulations. If
the radiative transfer code has sensor-dependent en-
gineering information, such as the response function
of each channel and the orbital parameters of the
satellite, this system will be called a software simu-
lator for a sensor. In this paper, engineering infor-
mation on the Global Imager (GLI) aboard the
Advanced Earth Observing Satellite II (ADEOS-II)
was given to the radiative transfer code. We call
this software simulator the GLI Signal Simulator
(GSS). The GSS makes it possible for us to optimize
the channel design of satelliteborne radiometers in a
purely theoretical manner. For example, Nakajima
et al.t optimized the GLI channel specifications to
investigate the influence of water-vapor absorption
and sensitivity for the target matters by using the
previous version of the GSS. If the radiative trans-
fer code has more scattering models of the geophysi-
cal parameters, such an improved code will have
more technical merits for this purpose.



Table 1. Summary of Final Specifications of the GLI Channels

Condition
Wavelength  Bandwidth  Instantaneous Field
Number (nm) (nm) of View (m/rad) 0 G A Target
1 380 10 1000/1.25 O — O Absorption by DOM
2 400 10 1000/1.25 (6] —_ - = Baseline, DOM
3 412 10 1000/1.25 O — — —  Absorption by chlorophyll, DOM
4 443 10 1000/1.25 (o) O O O Absorption by chlorophyll a
5 460 10 1000/1.25 (6] (0] (0] O  Absorption by carotinoid
6 490 10 1000/1.25 O — — — Carotinoid, phycobiline
7 520 10 1000/1.25 0 O O Pigment
8 545 10 1000/1.25 O O O O Absorption by phycobiline
9 565 10 1000/1.25 O — — —  Fluorescence minimum absorption
10 625 10 1000/1.25 O — — —  Phycobiline, etc.
11 666 10 1000/1.25 O — — —  Baseline, atmospheric correction
12 680 10 1000/1.25 O — — — Natural fluorescence
13 678 10 1000/1.25 — O O O Absorption by chlorophyll
14 710 10 1000/1.25 O — — —  Baseline of fluorescence
15 710 10 1000/1.25 — 0 (0] 0 Sea ice monitoring
16 749 10 1000/1.25 O — — —  Atmospheric correction
17 763 8 1000/1.25 — O O —  Oxygen absorption
18 865 20 1000/1.25 O — — —  Atmospheric correction
19 865 10 1000/1.25 — 0 (0] O  Cloud and aerosol optical thickness
20 460 70 250/0.3125 — O O O \Vegetation classification
21 545 50 250/0.3125 — O O O Vegetation classification
22 660 60 250/0.3125 — O O O \Vegetation classification
23 825 110 250/0.3125 — 0 0 (0] Vegetation classification
24 1050 20 1000/1.25 — 0 0 (0] Moisture, snow—ice
25 1135 70 1000/1.25 — — O —  Absorption by water vapor
26 1240 20 1000/1.25 — O O O Moisture, snow—ice
27 1380 40 1000/1.25 — — O —  Water vapor, upper cloud
28 1640 200 250/0.3125 — 0 (0] (0] Snow, cloud phase
29 2210 220 250/0.3125 — 0 (0] O  Cloud microphysical properties
(nm) (pm) - = - -
30 3.715 0.33 1000/1.25 (o] (0] (o] Cloud, snow microphysical parameters
31 6.7 0.5 1000/1.25 (0] Water vapor
32 7.3 0.5 1000/1.25 (0] Water vapor
33 7.5 0.5 1000/1.25 (0] Water vapor
34 8.6 0.5 1000/1.25 (6] (0] (0] O  Water vapor, temperature
35 10.8 1.0 1000/1.25 (0] (0] 0 (0] Temperature
36 12.0 1.0 1000/1.25 o O O O Temperature

20, ocean; G, ground; A, atmosphere; C, cryosphere; DOM, dissolved organic matter.

In this paper we developed an improved radiative
transfer code (the improved GSS) based on the R
System for Transfer of Atmospheric Radiation—5b
(RSTARS5D) developed by Nakajima and Tanaka.5
The improved GSS has two new extension modules
that give water-leaving radiance from the ocean and
the snow bidirectional reflectance distribution func-
tion, as well as the older modules of the ocean surface
of the Nakajima and Tanaka method? with Cox—
Munk statistics and the Lambert surface for simu-
lating the accurate radiance observed from visible-to-
infrared spaceborne radiometers. In addition, we
simulated the near-global distribution of GLI mea-
sured radiances for one of the applications by using
the improved GSS. For this purpose, we tested the
look-up table (LUT) method together with a tech-
nique of the radiative transfer calculation that sepa-
rates the ground surface process from the total
process, for a reduction of the computing time. This
technique has been suggested by some previous pa-

pers8® but was applied to only a few Advanced Very
High Resolution Radiometer (AVHRR) channels.
We applied this technique to most of the GLI chan-
nels in this paper. Table 1 summarizes the specifi-
cations of the GLI's 36 channels. It shows the
channel position, bandwidth, special resolution, and
expected targets applicable to each GLI channel.

2. Extension Modules of the Radiative Transfer Code

A. Basic Radiative Transfer Code, RSTARSb

The RSTAR5D code uses the discrete ordinates method
(DOM), with an extension for thermal radiation source
terms as proposed by Stamnes et al.1° and for one or all
of the Air Force Geophysics Laboratory’s!! six atmo-
spheric models (tropical atmosphere, midlatitude sum-
mer, 1976 U.S. Standard, subarctic summer,
midlatitude winter, and subarctic winter) that can be
set in the simulations. The RSTAR5b had been
equipped with radiative processes of ocean surface re-
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Fig. 1. Illustration of the improved RSTARS5b structure. Two
extension modules (dashed boxes) have been installed since Naka-
jima et al.* RSTARSD is a complex of software tools for radiative
transfer and optical modeling of the atmosphere.

flection, the Lambert ground surface reflection, and
the light-scattering process of atmospheric clouds and
aerosols, with a highly systemized user interface of
their optical and microphysical properties’ settings.
RSTARS5D calculates the expected measured radiance
at the top of atmosphere (TOA) at any visible-to-
infrared spaceborne sensor’s channels accounting for
sensor response functions. The structure of the im-
proved RSTARS5D is shown in Fig. 1.

B. Extension Module of Water-Leaving Radiance by
Ocean Colors

We installed an extension module for an ocean color
process in RSTARS5bD in this research. The module
were developed by Tanaka et al.12 on the basis of the
simple radiative transfer model developed by Doerf-
fer,13 which was described by Joseph’s two-flow mod-
el.14 Joseph’s two-flow model is expressed by optical
parameters, i.e., the absorption coefficient and the
backscattering coefficient. This module converts con-
centration of chlorophyll a (milligrams per cubic
meter), dissolved organic matter (milligrams per liter),
and suspended matter (1/m) to the water-leaving ra-
diance (watts per square meter per steradians per mi-
crometers) at GLI visible channels. Water-leaving
radiance was added to the source matrix that presents
the radiance interaction at the boundary layer in
RSTAR5b. Two executions of RSTARS5b are needed
to calculate the ocean color contributions: the first
time for calculating the downward flux at the bound-
ary layer without ground surface interaction and the
second time for calculating the upward TOA radiance
with the total process of radiative transfer. Figure 2
illustrates a difference in the expected measured radi-
ance at the TOA with and without the ocean color
contribution calculated by the improved RSTARS5b, as
a function of 15 GLI ocean color channels in the visible
at several satellite zenith angles 6. The boundary
conditions were a solar zenith angle 8, = 45 deg, a
relative azimuth angle ¢ = 0 deg, wind speed at 10 m
above the ocean surface 210 = 0.1 m/s, and a
chlorophyll-a concentration of 1.0 mg/m3. At the sat-
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ellite zenith angle of 6 = 45 deg the difference in radi-
ance seemed almost zero because a large reflection by
Sun glint made the ocean color contributions small.
The contribution increased with increasing u10 be-
cause the Sun glint decreased.

C. Extension Module of Snow Bidirectional Reflectance
Distribution Function

This developed module converts snow grain size (mi-
crometers) and snow impurity (parts per million by
weight) into the bidirectional reflectance distribution
function of the snow surface at every GLI wavelength
from the visible to short-wave infrared. The reflec-
tances of snow for various combinations of angles
(solar and sensor zenith and azimuth angles) were
calculated with a radiative transfer model. The
model was based on the Mie (spherical) theory for
single scattering of ice and soot particles with an
assumption of an external mixture in a homogeneous
snow layer (Aoki et al.15) and a standard size distri-
bution of the gamma type (Hansen!6). For multiple
scattering in the snow layer the doubling and adding
method was employed in the model (the details of this
model was described by Aoki et al.17 and Aoki et al.15).
The calculated snow bidirectional reflectance distri-
bution function was operated with the reflection ma-
trix of the boundary-layer process in RSTARS5D.
Figure 3 shows the expected measured radiance with
the function of snow grain size (micrometers) and
snow impurity (ppmw) corresponding to GLI chan-
nels 13 (0.678 pm, top panels), 24 (1.05 pm, middle
panels), and 28 (1.64 wm, bottom panels). The
boundary conditions were solar zenith angle 6, = 70
deg, satellite zenith angle 6 = 30 deg, and relative
azimuth angle ¢ = 50 deg. The expected measured
radiance is more sensitive to snow grain size at a
longer wavelength than at a shorter wavelength be-
cause of a large absorption of the ice particle.

3. Look-Up Table Method and the Process-Separation
Technique for the Fast Radiative Transfer Calculation

To generate a globally synthesized remote-sensing
data set, it is unrealistic for one to calculate the ex-
pected measured radiance at every pixel in the image
with a set of realistic atmospheric and boundary con-
ditions because of the recent comparatively slow com-
puting in radiative transfer. For example, we will
spend nearly a year to simulate only one channel, one
scene (1276 X 1656 pixels) of a GLI image when we
calculate radiances at every pixel by using an Alpha
21164A-2 (600-MHz) machine. This is quite unrea-
sonable because the GLI acquires more than 200
scenes in a day. It will be a common technique to
use a LUT that archives simulated radiances with a
considerable preset of parameters to overcome this
difficulty. However, we may add another technique
to the LUT method for calculating radiative transfer
more efficiently than with the LUT method alone
because many kinds of geophysical parameter make
the LUT size undesirably large.

We tested therefore a technique that separates the
ground surface process to reduce the dimensions of
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Fig. 2. Difference in expected measured radiance at the TOA, with and without ocean color contribution calculated by the improved
RSTARS5D, at 15 GLI ocean color channels in the visible (see Table 1 for detailed channel positions).
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Fig.3. Expected measured radiance with a function of snow grain
size (micrometers) (left panels) and snow impurity (ppmw) (right
panels) corresponding GLI channels 13 (0.678 pm, top panels), 24
(1.05 pm, middle panels), and 28 (1.64 um, bottom panels). The
solar zenith angle, satellite zenith angle, and relative azimuth
angle were 70, 30, and 50 deg.

the LUT. Hereafter we call this procedure the
process-separation technique. For example, when
the atmospheric process in radiative transfer has four
dimensions of (0, 8,, ¢, 7) = satellite zenith angle,
solar zenith angle, relative azimuth angle, and opti-
cal thickness of the atmosphere and the ground sur-
face process has two dimensions of (A,, T,) = surface
albedo and ground surface temperature, the maxi-
mum LUT dimension size of 4 + 2 = 6 will be reduced
to 4 by the process-separation technique. Moreover,
when every dimension has ten discretized grid val-
ues, the total LUT size 10® will be reduced to only
10* + 10% ~ 10 for this case. It is obvious that this
technique is necessary for a global simulation of
satellite-measured radiance because of the large va-
riety of states of conditions in the Earth environ-
ment and numerous channels in current sensors.
The principle of the process-separation technique
was suggested and well examined by Kaufman and
Nakajima® and Nakajima and Nakajima® for
AVHRR’s channels. For example, Nakajima and
Nakajima?® applied this principle for the purpose of
removing the radiative components (ground surface
reflection and thermal emission) from the satellite-
measured radiances to retrieve cloud-reflected solar
radiance. In this paper, however, we apply this
principle to compose TOA radiance from some sep-
arated radiative components. To examine the
availability of this technique to cases other than the
AVHRR case and to suggest some new formulations
of the process separations are part of the principal
goals in this paper.

Equations (1)-(6) are the formulations of the
process-separation technique used to synthesize the
GLI radiance (to avoid a long sentence in the text,
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variables and parameters used in these formulations
are summarized and explained in Table 2):
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The left term in each formulation is the expected
observed radiance. The first right term in Egs. (1),
(2), and (4)—(6) is the radiance at the TOA without
land surface, and this term in Eq. (3) is the radiance
at the TOA with ocean surface. The second and
third terms are radiative components of the ground
surface process. Equations (4) and (5), which are
applied to the short-wave infrared channels, include
both solar and thermal contributions at ground,
whereas the solar or ocean color contributions to the
visible to near-infrared channels are included in Egs.
(1)-(3), and only thermal contributions to the thermal
infrared channels are included in Eq. (6). ¢ is trans-
mittance of atmosphere, and 7 is a reflectance of the
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Table 2. Explanations of Variables and Parameters in Egs. (1)-(6)

Parameters Explanation
Lops Satellite-measured radiance
Lyoa_wos Simulated radiance at the TOA without

surface
Simulated radiance at the TOA with the
ocean surface

3
.
:
5

T Transmissivity of atmosphere
r Spherical albedo

A, Ground albedo

T, Ground surface temperature
B Planck function

F, Solar irradiance

Lw Water-leaving radiance

T, Cloud optical thickness

r, Cloud effective particle radius
2 Cloud-top height

T, Aerosol optical thickness

1 Aerosol Angstrom exponent

" Cosine of satellite zenith angle
Mo Cosine of solar zenith angle

b Relative azimuth angle

atmosphere illuminated from the bottom. For the
case of cloud condition, they are expressed by

2m

1
t(Tc: Te, “’0) = ;j

0

1
f T(Tc, Tes W5 Moy d))p«dp«dd)
0

+ exp(—Tc/ wo), (7

1 2w
I(Te, Ty ) = - f
0

1
f R(te, re; p', wy d)p'dp’do,
0

®)

1
(T, 1) =2 f (T 7oy w)pdp, 9
0

Where T(T’ Tes Wy Ko d)) and R(T’ Tes P- M, 4)) are
bidirectional transmission and reﬂectlon functions,
respectively. ¢and 7 are averaged with the subchan-
nel response function of GLI as

N M
2 ¢nl2 (wn,ktn,lz):|

¢ n=1 k;—,l L (10)

> ¢n
n=1

where ¢, is the response function of the nth subchan-
nel wavelength for each GLI channel, w,, is the
weight of the kth & distribution, and ¢, ; is transmis-
sivity for the kth % distribution at nth wavelength.
This weighted averaging brings a nonnegligible error
in the case that spectral variation of ¢,, is large.
The LUT becomes independent of ground surface
temperature (T,), water-leaving radiance (L,,), and
ground albedo () (direct and diffused radiance are
assumed to have the same reflectance at the ground)
by the separation of the radiative process at the
ground surface by use of these formulations.




Table 3. Summary of the Process-Separation Methods for Each Condition and GLI Channels

Channel
Condition 1-16, 18-23 24, 26, 28 17, 25, 27 29 30 31-34 35, 36
Cloud (L, O) Eq. (1) Eq. (1) Lambert Eq. @) Eq. 4) Lambert Eq. (6)
Aerosol (L) Eq. (2) Eq. (2) Lambert Eq. (5) Lambert Lambert Lambert
Aerosol (O) Ocean surface + Eq. (83) Ocean surface Ocean surface Ocean surface Ocean surface Lambert Lambert

“L, land; O, ocean.

Table 3 summarizes the formulation number
[Egs. (1)—(6)] of the process separation applied to
several atmospheric and ground conditions at each
GLI channel. In some GLI channels, such as 17,
25, 27, and 31-34, no process separations were ap-
plied to all Earth environmental conditions because
of the comparatively large absorption by the atmo-
sphere that makes the radiative transfer more com-
plicated. Figure 4 illustrates the compression
ratio of the LUT size with and without this tech-
nique for each GLI channel. For most of the visible
and short-wave infrared channels, the LUT size
with the process-separation technique can be com-
pressed by 13.6% compared with that without the
process-separation technique. Ultimately, the
computing time was reduced from a year to 20 s to
simulate one channel, one scene of a GLI image by
using an Alpha 21164A-2 (600-MHz) machine.
This is reasonable for the global simulation even
counting one day of computing time to generate a
LUT for each channel.

4. Virtual Earth Environment

Use of satellite measurements, objective analysis,
GCM outputs, or model-calculated values of geo-
physical parameters or all of these establishes a
virtual Earth environment. Because the cloud pa-
rameters set in the virtual Earth environment were
obtained from daytime satellite remote sensing that
needed a sufficient solar reflectance from clouds,
simulations were restricted only in the area of
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Fig. 4. Compression ratio of LUT size with and without this
technique for each GLI channel. Specifications for each channel
are summarized in Table 1.

60 °N < latitude < 60 °S. Table 4 summarizes the
geophysical parameters and their sources. The
following subsections explain the parameter set-
tings.

A. Model Atmosphere and Surface Temperature

We used the 1976 U.S. Standard Atmosphere model
in the near-global region for the atmospheric mo-
lecular profile and temperature profile for other
than surface temperature. Objectively analyzed
surface temperature data, from the Japan Meteo-
rological Agency’s Global Analysis, on 15 January
1999 were applied to a global distribution. Mini-
mum and maximum values were 234.2 and 308.5 K.
If the surface was identified to be water, such as
oceans, great lakes, and rivers, we used the satellite
remote-sensed values of water surface temperature
obtained from the TRMM (Tropical Rainfall Mea-
surement Mission) Microwave Imager aboard the
TRMM satellite in January 1999. The minimum
and maximum values of water surface temperature
were 271.3 and 309.4 K.

B. Ocean Color Matters

Concentration of chlorophyll a, dissolved organic
matter, and suspended matter retrieved from the
Ocean Color and Temperature Scanner aboard the
Advanced Earth Observing Satellite II were used

Table 4. Summary of the Geophysical Parameters and Their Sources

Geophysical Parameters Data Source
Model atmosphere 1976 U.S. Standard
Ground surface temperature Japan Meteorological Agency,
(T,) Global Analysis
Sea surface temperature TRMM Microwave Imager,
TRMM
Ocean color matters Ocean Color and Temperature
Scanner, ADEOS
Land cover AARS and ASTER Spectral
Library
Aerosol optical thickness CCSR-NIES GCM
Aerosol Angstrom exponent ~ CCSR-NIES GCM
Snow cover Near-real-time SSM/I
Snow grain size (r,) Eq. (12)
Snow impurity (£) Eq. (13)
Cloud optical thickness AVHRR, NOAA-11

Cloud effective particle
radius
Cloud-top temperature

AVHRR, NOAA-11

AVHRR, NOAA-11
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for input data for deriving the upwelling radiance
L,, at the water surface.

C. Land-Cover Types and Their Reflectance

We used a simplified Asian Association on Remote
Sensing (AARS) global 4-min land-cover data set18:19
for land-cover classification in our virtual Earth en-
vironment. Because only four types of reflectance
data corresponding to grass, conifer, deciduous, and
solid can clearly be set for GLI channels by using the
Advanced Spaceborne Thermal Emission and Reflec-
tion Radiometer (ASTER) Spectral Library, we com-
bined 56 types of land use in AARS into the four types
above. The spectral reflectance for each land use
was integrated by the response functions of GLI
channels 1 (380 nm) to 30 (3.715 pwm) for preparing
the process separation. For the GLI channels longer
than 6.0 um (channels 31-36 of the GLI), the surface
reflectance was set to zero.

D. Aerosol Distributions and Properties

Global distribution of the aerosol optical thickness 7,
and the angstrom exponent « of an aerosol model of a
mixture of soil, dust, carbonaceous material, sulfate,
and sea salt were simulated by the spectral radiation-
transport model for aerosol species2® (SPRINTARS)
coupled with the GCM, 21 which has been developed at
the Center for Climate System Research (CCSR) of
the University of Tokyo and the National Institute of
Environmental Studies (NIES). These two aerosol
parameters were input into the radiative transfer.
A two-mode size distribution,

av 3 In(r/rm)
()~ 2 |5 P [‘5[ In(a) H) (1)

was applied to the aerosol size distribution, where C
is a constant, r and r,, are the radius and mode radius
(micrometers) of aerosol particles, and o is the stan-
dard deviation of size distribution. We set (C, r,,, )
= (1.0, 0.17, 1.30) and (C,, 3.44, 2.75) for the first and
second modes with a complex refractive index of
1.500 — i0.005, where C, is a function of «. Maxi-
mum and minimum values for optical thickness and
the Angstrom exponent were Max = 1.35, Min =
0.00153, and (0.8, 0.0007).

E. Snow-Cover Distributions and Properties

We used the near-real-time Special Sensor Micro-
wave Imager (SSM/I) Equal-Area Scalable Earth
Grid daily global ice concentration and snow-extent
product of the National Snow and Ice Data Center’s
Distributed Active Archive Center data2? on 11 Jan-
uary 2000 for the snow-cover-area setting. We cal-
culated the model snow grain size r, as a function of
ground surface temperature 7, and the model snow
impurity ¢ as a function of optlcal thickness of the
sulfate aerosol 7. Obtained by the CCSR-NIES
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GCM. The formulas below calculate r, (microme-
ters) and ¢ (ppmw):

In(2000) — In(25)
273.15 — 253.15

(Tg — 253.15) + 25.0 |,
(12)

if Tg < 253.15, then r, = 25.0 and if Tg = 273.15,
then r, = 2000.0, and

r, = exp

1-0.01 (
0.005 — 1.63 x 10+ eulfate ~

£= 0.005) + 1.0,

(13)

if Toyipate = 0.01477, & = 3.0.

Equation (12) is based on the assumption that snow
grains grow from 25 pm in radius for new snow to 2000
pm for old snow near the melting point, sensitively
depending on the ground surface temperature (7, )
For the relation between snow types and average gram
radii, we refer to Wiscombe and Warren.2? As to Eq.
(13), snow impurity is mainly considered to be aerosol
particles deposited from polluted air masses by a dry-
deposition process. Thus we assumed that impurity
concentration in the snow was linearly varied with
that of sulfate aerosol, which could be a good index for
the polluted atmosphere obtained by the SPRINTARS.
For the case of Barrow in Alaska, U.S,, the in situ
measurement value (Aoki et al.24), by use of ground
optical observations and theoretical calculations, and
the calculated value of the snow impurity were 0.1 and
0.17 ppmw, respectively. Validation of the adequacy
for these assumptions will be done by future GLI mea-
surements or other observations.

F. Warm Cloud Distribution and Properties

For optical and microphysical properties of warm
clouds, such as cloud optical thickness 7, cloud effec-
tive particle radius r,, and cloud-top temperature T,
we used the one-month mean data derived from the
AVHRR aboard the NOAA-11 (National Oceanic and
Atmospheric Administration) measurements in Jan-
uary 1990.926 The region of latitude was limited to
within 60 °N to 60 °S for cloud optical and microphys-
ical properties because these parameters were re-
trieved by solar reflectance that was measured only
in the daytime with a small solar zenith angle. To
make the total global cloud area realistic, we ne-
glected clouds that have an optical thickness less
than 6. This threshold value is somewhat larger
when we are reminded of studies of a global average
of warm cloud optical thickness of 7 or 8, examined in
past research.225 Therefore this simulation gives a
feature of measured radiance under relatively thick
warm clouds. This might be a better choice because,
if we apply the cloud distribution obtained from the
one-day data of the AVHRR in order to consider op-
tical thickness from thin to moderate values, the sim-
ulation becomes far from that of the GLI owing to
differences in orbit and swath between the AVHRR
and the GLI. Moreover, the broken appearance of
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Fig.5. Expected measured radiance (left panels) and the difference (%) (right panels) with and without the process-separation technique,
with fixed ground albedo of 0.6, as a function of aerosol optical thickness at 500 nm with Angstrﬁm exponents of 9.11 X 1071, 3.99 x 107},
1.14 X 1071, and —2.47 X 1073 for GLI channels 2 (0.400 pwm), 13 (0.678 wm), and 19 (0.865 pm). The scan geometries were 6, = 60 deg,
6 = 40 deg, and ¢ = 50 deg. O_ and A_ in the left panels’ legends denote without and with the process-separation technique.
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the simulated image unnatural.

We did not account for any ice clouds in this exam-
ination because of the ambiguity of ice cloud distri-
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butions and unsolved problems in light scattering by
nonspherical particles, especially in a wavelength do-
main comparable with the size of the particle.

Cloud Optical Thickness

will be solved in future research.
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GLI, corresponding to 15 Sun-synchronous orbits on 29 January 2001.

5. Results and Discussion

A. Accuracy of the Calculations

To examine the accuracy of the process-separation
technique, we compare the expected measured radi-
ance calculated with and without this technique.

1. Under Aerosol Conditions

Figure 5 illustrates the expected measured radiance
(left panels) and the difference (percentage) (right
panels) with and without the process-separation
technique, with fixed ground albedo of 0.6, as a func-
tion of aerosol optical thickness at 500 nm with Ang-
strom exponents of 9.11 X 1071, 3.99 x 107%, 1.14 X
107%, and —2.47 X 1073 for GLI channels 2 (0.400
pm), 13 (0.678 pm), and 19 (0.865 wm). The scan
geometries were 6, = 60 deg, 6 = 40 deg, and ¢ = 50
deg. O_ and A_ in the left panels’ legends denote
without and with the process-separation technique.
We found good agreement in radiance with and with-
out the process-separation technique; the differences
were less than 1% for GLI channels 1-13, 16—22, and
24-26 but were somewhat larger for channels 14
(1.4%), 15 (1.3%), 23 (2%), 28 (1.2%), and 29 (2%), in
which small but remarkable atmospheric absorptions
were included in their response domain. In the
shorter wavelengths, such as channel 2 (400 nm),
both the Rayleigh scattering (at the aerosol layer)
and the aerosol scattering affect ¢ and r calculations
by Eq. (10). Because the spectral variation of ¢, ;, by
the nth subchannel is larger in Rayleigh scattering
than in aerosol scattering, the error becomes small
with a large aerosol optical thickness in this case.
When the sensor response is narrower than the
present value, this difference can be smaller than this
result. This is a future engineering study for sensor
designing. The difference decreased with decreas-
ing solar and satellite zenith angles and decreasing
ground albedo.

2. Under Cloud Condition

Figure 6 is the same as Fig. 5 but for GLI channels 13,
19, and 30 (3.715 wm), with clouds as a function of
cloud optical thickness with effective particle radii
r,=2,9,and 25 pm. The process-separation tech-
nique works well for all channels because the cloud-
reflected component of radiance is somewhat larger
than that of aerosol so that possible errors become
small enough to neglect. The differences were less
than 1% for most GLI channels but larger for chan-
nels 1-15 and 30 (2%) especially in thin optical thick-
ness. Channel 30’s radiance seemed independent of
cloud optical thickness but dependent on effective
particle radius. This is the principle of effective ra-
dius retrieval by use of channel 30. The process-
separation technique is suitable for simulation of
expected measured radiance over cloud areas.

B. Global-Synthesized Observed Radiance for Three
Major Global Imager Channels

Figure 7 illustrates a red (0.678 pm), green (0.545 pm),
and blue (0.400 pwm) composite image obtained by the
virtual remote sensing of the GLI, corresponding to 15
Sun-synchronous orbits on 29 January 2001. The
equator-crossing local time of each path is 10:30 a.m.
We found a natural glance of an image over the Earth.
Sun glints are represented in the midlatitude of the
southern hemisphere over a cloud-free ocean area.
Contrast in clouds, grassland, and desert is also rep-
resented. Small data gaps shown in every orbit are
made by changing the sensor-tilting mode of the GLI
operation. Figure 8 illustrates the spectral simulated
radiance of a typical wavelength in the (a) near-
infrared (0.865 pm), (b) short-wave infrared (3.715
pm), and (c) thermal infrared (10.8 wm) channels of
the GLI. In Fig. 8(a) the simulated radiance is
brighter over cloud and land areas than over the ocean
area. It decreases with an increase in latitude be-
cause of the change in the solar zenith angle. Figure
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8(b) is more ambiguous than Fig. 8(a) because this
wavelength includes both thermal emission and solar-
reflected components; observations of high-level thick
clouds and low-level thin clouds can have almost the
same radiance. Over middle-level moderately thick
clouds, the thermal emission is approximately 30% of
the total measured radiance. In Fig. 8(c) the mea-
sured radiance is smaller over clouds and a high-

3470 APPLIED OPTICS / Vol. 42, No. 18 / 20 June 2003

latitude area than over midlatitude and low-latitude
land owing to the difference in temperature.

6. Summary

Two newer modules developed by the GLI science
project were implicitly installed in the latest radia-
tive transfer code RSTAR5D, so that it became possi-
ble to calculate radiances in a land-to-atmosphere



system more complicated than before. We tested
and applied the LUT method together with the
process-separation technique, which separates the
ground surface process in radiative transfer with
high accuracy. This technique drastically reduced
the LUT size so that virtually constructed Earth en-
vironments that have various states of condition can
be remotely sensed by computer simulation.

The error analyses showed that the process-
separation technique in radiative transfer worked very
well for most GLI channels, especially for nonabsorb-
ing visible channels (less than 1%). In contrast, for
absorbing channels such as 17, 25, 27, and 31-34, the
errors became large (~2%). Therefore we did not ap-
ply the process-separation technique to those cases.
When the sensor response width is narrower than 10
nm, the error can also be small. This will be a future
engineering study for sensor designing.
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