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[1] A bin-based microphysics scheme for cloud is implemented into a three-dimensional
nonhydrostatic model and off-line coupled with a global aerosol transport model to
reproduce realistic and inhomogeneous condensation nuclei (CN) fields. This coupling
makes it possible to calculate cloud microphysical properties over a larger area under more
realistic environmental conditions. Using the model, nested grid simulations are performed
for two precipitation events associated with transitional synoptic-scale forcing during the
spring over an area of the East China Sea. The nested grid simulations reproduce the
general features of the horizontal distributions of variables such as effective droplet radius
derived from satellite data retrieval. Comparison of the relationships among simulated
cloud variables with those among satellite-derived variables reveals that the
implementation of an inhomogeneous CN field results in a more accurate simulation of the
distribution of cloud microphysical properties. Sensitivity tests with respect to CN
concentration show that the simulated area and amount of precipitation are slightly
affected by the CN concentration. Comparative simulations using bin-based and bulk
microphysical schemes indicate that the difference in cloud microphysics has little effect
on precipitation except over the areas of elevated pollution (i.e., elevated CN).
Comparison with previous reports indicates that the precipitation response to aerosols is
dependent on the environmental conditions and the type of the cloud system.

Citation: Iguchi, T., T. Nakajima, A. P. Khain, K. Saito, T. Takemura, and K. Suzuki (2008), Modeling the influence of aerosols on

cloud microphysical properties in the east Asia region using a mesoscale model coupled with a bin-based cloud microphysics scheme,

J. Geophys. Res., 113, D14215, doi:10.1029/2007JD009774.

1. Introduction

[2] Cloud droplets are formed through the condensation
of water vapor around hydrophilic aerosols at low super-
saturation in the troposphere. Such aerosols are referred to
as cloud condensation nuclei (CCN) [Pruppacher and Klett,
1997]; a change in the concentration and characteristics of
CCN can affect the properties of cloud as a colloidal
suspension mass of droplets. A well-known example illus-
trating this relationship is the systematic difference in cloud
properties between continental and ocean regions associated
with large differences in aerosol concentrations [e.g.,
Squires, 1956]. The concentration and characteristics of

CCN are therefore among the key factors controlling the
microphysical and dynamical structures of cloud. It is
consequently important to study the effect of aerosols on
large-scale cloud dynamics and precipitation [Ramanathan
et al., 2001].
[3] The influence of changes in tropospheric aerosol

concentration on the optical properties of cloud and precip-
itation efficiency is an important aspect of studies on cloud
microphysics. Twomey [1974] pointed out that an increase
in aerosol concentration produces an increase in cloud
droplet number concentration (CDNC) assuming no change
in the liquid water path (LWP). The possibility that an
increase in anthropogenic aerosols may cause global cool-
ing was also suggested. Albrecht [1989] found that a
decrease in mean droplet radius caused by an increase in
CDNC inhibits the growth of droplets through coagulation,
thereby suppressing the generation of large droplets such as
drizzle and rain particles. This process has the effect of
extending cloud lifetime, resulting in an increase in the total
global LWP and the fraction of cloud to drive significant
global cooling.
[4] Characteristic cloud microphysics has been elucidated

from satellite-derived variables such as cloud optical thick-
ness (COT) and effective particle radius, and from the
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relationships among these variables [e.g., Han et al., 1994;
Nakajima and Nakajima, 1995; Rosenfeld and Lensky,
1998; Kawamoto et al., 2001]. Many studies have captured
distinct signatures for aerosol-perturbed cloud. For example,
an analysis of Advanced Very High Resolution Radiometer
(AVHRR) data by Nakajima and Nakajima [1995] in a study
of the characteristic features of cloud microphysics over the
west coast of California revealed large-scale modification of
cloud microphysics due to interaction with polluted air from
the continent. Rosenfeld [2000] reported satellite-retrieved
images of unperturbed cloud (composed of large droplets)
and modified cloud (small droplets). Some general circula-
tion models (GCMs) also now have the capacity to reproduce
the observed effects of aerosols on cloud characteristics [e.g.,
Lohmann, 2002; Penner et al., 2002; Takemura et al., 2005].
However, the residence times of aerosols and cloud are too
short and the distributions too temporally and spatially
variable to be accurately simulated by the simplified param-
eterizations used in GCMs, and the indirect effects of
aerosols are highly dependent on the parameterization. It
was concluded in the Intergovernmental Panel on Climate
Change [2007] report that the radiative forcing of the cloud
albedo effect (Twomey effect or first indirect effect) by
anthropogenic aerosols is –0.7Wm�2, varying widely from
–0.3 to –1.8 W m�2 at the top of the atmosphere. It was also
stressed in the report that the low level of scientific under-
standing of this process remains an issue. Direct modeling of
the interaction between aerosols and cloud through high-
resolution simulations using regional-scale models therefore
remains of considerable importance.
[5] Two microphysical approaches are generally adopted

to describe cloud microphysical processes; a bulk approach
and a bin approach. Models based on the bulk microphys-
ical approach predict integrated values such as mass content
(one-moment schemes), or content and number concentra-
tion (two-moment schemes), and the size distributions of
hydrometeors are assumed to be given. In the bin micro-
physical approach, the size distributions of cloud hydro-
meteors are approximated discretely by a number of size
bins, offering the key advantage of allowing the calculation
of size distributions in consideration of aerosol properties,
which is an important factor in the modeling of indirect
aerosol effects. Using the binned size distributions, it is
possible to calculate the number concentration, mean radius,
and total volume of hydrometeors, which are important
parameters in determining the radiation properties, the
residence times of cloud, and precipitation efficiency.
[6] Most spectral bin models have been executed as two-

dimensional simulations [e.g., Arnason and Greenfield,
1972; Takahashi, 1974; Khain and Sednev, 1996; Khain et
al., 2000, 2004], incurring large computation cost. The early
three-dimensional models were generally warm rain models
that exclude ice processes [e.g., Kogan, 1991]. More recent
models running on massive computational servers, however,
can now account for ice processes [e.g., Takahashi and
Shimura, 2004]. Bin models have been employed in a
number of studies to investigate the effects of aerosols on
cloud microphysics [e.g., Khain et al., 1999], the dynamics
of deep convection, and stratocumulus cloud [e.g., Feingold
and Kreidenweis, 2002], as well as in the investigation of
aqueous chemistry [e.g., Chen and Lamb, 1994]. In most
prior studies using bin models, however, simulations have

been performed assuming a simple scenario such as a
horizontally uniform initial condition with an idealized
convection or disturbance. Although high-resolution simu-
lations of this type have successfully reproduced the dy-
namical and microphysical structures of an individual cloud
or cloud clusters, the structures remain heavily dependent
on the assumption of the initial and boundary conditions, as
well as the initial disturbances applied for convection
triggering. The results may therefore be unsuitable for
comparison with observations under real and complex
conditions. Bin model simulations reproducing the cloud
field under realistically complex conditions are thus
expected provide invaluable information, even if some of
the benefit of high-resolution simulations is sacrificed
because of computational limitations.
[7] Numerical weather prediction (NWP) models executed

as nested grid simulations are a suitable class of model for
three-dimensional bin model simulations. Lynn et al.
[2005a, 2005b] developed a fast version of the microphys-
ical module package of the Hebrew University cloud model
(HUCM) [Khain and Sednev, 1996, Khain et al., 1999,
2000, 2004], and implemented it into a nonhydrostatic
mesoscale modeling system known as the fifth-generation
Pennsylvania State University–National Center for Atmo-
spheric Research (Penn State–NCAR) Mesoscale Model
(MM5) [e.g., Dudhia, 1993; Grell et al., 1994]. A compar-
ison of simulated cloud and precipitation over Florida on
27 July 1991 with the output of a bulk model simulation
revealed important advantages of the bin approach. Similar
to prior studies [e.g., Khain et al., 2000], an initially
horizontally uniform concentration was employed for con-
densation nuclei (CN; all soluble and activatable aerosol
particles, following the definitions of Pruppacher and Klett
[1997, chapter 9]), although the dynamical field was
initialized using reanalysis or outer model data. The results
reported by Lynn et al. [2005a, 2005b, 2007] indicated that
the bin approach provides a superior prediction of precip-
itation and reproduces a more realistic cloud structure
compared to the bulk model. However, the simulation
domain was relatively small (e.g., 300 km � 270 km [Lynn
et al., 2005b]), and the simulations were performed for a
relatively short period.
[8] In the present study, the scheme with bin microphys-

ics for cloud in the HUCM [Khain et al., 2000] is integrated
into a three-dimensional nonhydrostatic model (NHM)
developed by the Numerical Prediction Division (NPD) of
the Japan Meteorological Agency (JMA) in partnership with
the Meteorological Research Institute (MRI) known as the
JMA-NHM [e.g., Saito et al., 2006]. The implemented
model can be used to perform nested grid simulations of
realistically complex conditions, including initial fields and
lateral boundary conditions prepared by interpolation of a
precalculated field of the outer model or reanalysis data.
Note that this nesting procedure is also applicable to the
field of aerosol concentrations given from a global run of an
aerosol transport model, providing a means of introducing a
realistic and inhomogeneous CN distribution. The micro-
physical variables of cloud, such as the effective droplet
radius, are calculated directly by integrating the binned size
distribution. These variables can be directly compared with
satellite data, taking into account that the remotely sensed
variables pertain to heights corresponding to one unit
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optical depth below the cloud top [Nakajima and King,
1990].
[9] Using the proposed model, cloud fields with detailed

cloud microphysics are simulated in the present study for 2
days during spring over a region of the East China Sea, and
the simulated cloud properties are compared with satellite
observations. The sensitivity of cloud dynamics and pre-
cipitation to changes in the CN concentration are also
investigated using this model.
[10] The description of the model is reported in section 2,

and the setup and results of numerical experiments and
comparisons with observations are presented in section 3.
Summary and conclusions are finally given in section 4.

2. Model Description

2.1. Dynamics

[11] The main dynamics framework is that provided by
the operational version of the JMA-NHM, which employs
fully compressible nonhydrostatic equations as basic gov-
erning equations [Saito et al., 2001, 2006]. In the JMA-
NHM, two schemes are available for the inhibition of sound
wave inflation, which restricts the maximum time step: a
scheme that treats waves implicitly in both the horizontal
and vertical directions (HI-VI scheme), and a scheme that
treats waves explicitly in the horizontal direction and
implicitly in the vertical direction (HE-VI scheme). As there
are difficulties in solving the Helmholtz-type pressure
tendency equation of the HI-VI scheme in a multiprocessor
environment, the HE-VI scheme is employed in the present
simulations. The Arakawa-C and Lorentz grid structures are
adopted for the horizontal and vertical grid configurations,
respectively. The surface boundary layer dynamics are
calculated using the Monin and Obukhov similarity theory,
and a four-layer soil model is employed to calculate ground
temperature. A 1.5-order turbulent closure model is applied
to calculate turbulent diffusion coefficients, and a fourth-
order linear damping scheme is applied to prevent the
development of computation-derived noise.

2.2. Cloud Microphysics

[12] The original version of the JMA-NHM applies a
scheme with explicit two-water and three-ice, bulk micro-
physics [Ikawa and Saito, 1991; Yamada, 2003]. This
scheme has been replaced in the present study by a new
bin microphysics scheme based on the cloud microphysical
module package of the HUCM [Khain and Sednev, 1995,
1996; Khain et al., 2000]. The scheme treats one water and
6 ice hydrometeor types: water droplets, ice crystals (plate,
column, dendrite), snowflakes, graupel, and hail. The char-
acteristics of hydrometeor particles, such as particle shape
and bulk density, are set according to the values given by
Khain and Sednev [1995]. The size distribution functions of
hydrometeors are represented on a grid containing 33
doubling mass bins covering particles sizes (melted radii)
in the range 2.0 mm < r < 3251 mm. Formulae describing
nucleation for droplets and ice crystals, condensation and
deposition growth, evaporation, sublimation, droplet freez-
ing,melting, andcoalescencegrowtharegiven inAppendixA.
The terminal velocities for each size bin of hydrometeors
are determined on the basis of the mass, hydrometeor type,
and air density [Khain and Sednev, 1995, 1996]. The

thickness of the lowest vertical layer is set to 40 m, which
is considered sufficiently small to represent the atmospheric
boundary layer in mesoscale simulations. Whereas the
Eulerian scheme is adopted in the original HUCM to
compute the gravitational sedimentation of hydrometeors,
the use of a narrow layer imposes strong demands on the
time step to adhere to the Courant-Friedrichs-Lewy (CFL)
condition. In the present model, a box-Lagrangian raindrop
scheme [Kato, 1995], developed in JMA-NHM for the
framework of the bulk microphysical scheme, is employed
to avoid the restriction by the CFL condition. The coupling
of the bin microphysical scheme to the box-Lagrangian
scheme is described in Appendix A. The subgrid convective
parameterization scheme in the original version of the JMA-
NHM is not applied in the present simulations because no
parameterization has been implemented for bin microphys-
ics for cloud.

2.3. Treatment of Condensation Nuclei

[13] In the original version of the HUCM, the size
distribution function for CN is discretized into a number
of size bins, with the number concentration in each bin
acting as a prognostic variable; the advection, diffusion, and
activation (nucleation to water droplets) of CN at supersat-
uration are calculated at every time step. The same treat-
ment is employed in the bin scheme implemented in the
JMA-NHM. The present model applies a CN mass grid
containing 13 bins with a radius range from 10�3 mm to 1mm,
in contrast to the 33 bins defined in the HUCM. The use of
a smaller number of bins improves the efficiency of
computation. Aerosols with radius smaller than 10�3 mm
are not usually activated to droplets and can be safely
omitted.
[14] In prior studies using the HUCM, the initial CN

concentration field is defined by an exponential decrease
with height and horizontal uniformity. At the lateral bound-
aries, zero horizontal gradients are assumed. Other prior
studies involving bin schemes have adopted similar initial-
izations and lateral boundary conditions in terms of CN
concentration [e.g., Kogan, 1991; Lynn et al., 2005a,
2005b]. In the present model, an inhomogeneous initial
field and a temporally variable lateral boundary condition
are defined for CN concentration by introducing the nesting
procedure described above. This implementation is an
important advancement over previous studies. Interpolation
in the nesting procedure is applied to the field of aerosol
concentration given by a global numerical simulation using
the spectral radiation transport model for aerosol species
(SPRINTARS) [Takemura et al., 2000, 2002, 2005]. The
SPRINTARS is coupled with the Center for Climate System
Research/National Institute for Environmental Studies
Atmospheric General Circulation Model (CCSR/
NIES-AGCM) [Numaguti et al., 1995]. Five tropospheric
aerosols (organic carbonaceous, black carbonaceous, soil
dust, sulfate, and sea salt aerosols) are introduced into the
SPRINTARS simulation. Among these aerosols, organic
carbonaceous, sulfate, and sea salt aerosols are assumed to
be hygroscopic particles and hence CN, which acts as
potential CCN. The concentration of each hygroscopic
aerosol is provided by the SPRINTARS simulation in the
form of a bulk number concentration of dry particles, which
is converted to a size distribution of CN in an initial field
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and a temporally variable boundary condition in the imple-
mented model. A size distribution is assumed for each
aerosol type. This off-line coupling with the SPRINTARS
simulation is summarized in Appendix B.

2.4. Atmospheric Radiation

[15] The broadband radiative transfer code ‘‘mstrn-x’’
developed by theCCSR [Nakajima et al., 2000;M. Sekiguchi
and T. Nakajima, The study of the absorption process and
its computational optimization in an atmospheric general
circulation model, submitted to Journal of Quantitative
Spectroscopy and Radiative Transfer, 2008] for the
CCSR/NIES-AGCM was implemented in the JMA-NHM
by H. Miura (manuscript in preparation, 2008). This scheme
differs from that originally provided in the JMA-NHM. The
mstrn-x applies a k distribution approximation and two-
stream delta-Gaussian scheme to calculate radiative fluxes
accounting for line and continuum absorption/emission, as
well as multiple scattering by atmospheric molecules (H2O,
CO2, O3, N2O, CH4, and O2) and aerosol and cloud particles.
The radiative transfer calculation is performed in k distribu-
tion channels of 18 wavelength bands over the spectral region
from 0.2 mm to 200 mm. Optical parameters for particulate
matter (i.e., extinction and absorption coefficients, moments
of the volume scattering phase function), which are depen-
dent on radii and optical characteristics, are formulated so as
to allow computation of the optical thickness and single
scattering albedo of aerosols and cloud.
[16] The present version of mstrn-x has been extended to

work with both the previous bulk model and the newly
implemented bin cloud microphysics model. When using
the scheme with bin microphysics for cloud, the mode
radius of hydrometeors is variable and calculated explicitly,
allowing the calculation of optical parameters to include the
species and mode radius of each hydrometeor. The mstrn-x

code originally implemented in CCSR/NIES-AGCM can
treat radiation processes by chlorofluorocarbons (CFCs),
halocarbons, and aerosol particles. These computations are
omitted in the mstrn-x module of the present model so as to
reduce computational cost. The radiation process for aerosol
particles is excluded because the optical properties of
aerosols become undefined in the nesting procedure for
the CN field.

3. Results

3.1. Setup of Numerical Experiments

[17] Numerical simulations were performed for a region
of the East China Sea. The simulation domain has a
horizontal scale of 1400 km and is centered on the sea west
of Kyushu, Japan (Figure 1). This area was selected because
of the availability of good observational data sets for this
region, as acquired by the Asian Atmospheric Particulate
Environment Change Studies (APEX) conducted as a Core
Research Project for the Evolutional Science and Technol-
ogy of the Japan Science and Technology Agency (CREST/
JST) [Nakajima et al., 2003].
[18] The JMA mesoanalysis data set (JMA-MANAL),

with horizontal grid interval of 10 km, 20 vertical layers,
and 4 samples per day, was employed for initialization and
to set the lateral boundary conditions of dynamical varia-
bles, such as horizontal velocities, potential temperature,
and the mixing ratio of water vapor. Sea surface temperature
(SST) data were taken from the National Centers for
Environmental Prediction (NCEP) Reanalysis data with a
horizontal resolution of T62 Gaussian grid and 4 samples
per day. The concentrations of hygroscopic aerosols were
obtained from a global SPRINTARS simulation coupled
with the CCSR/NIES-AGCM with a horizontal resolution
of T106 Gaussian grid, 20 vertical layers, and 4 samples per
day. These concentrations are introduced into the CN nesting
procedure as described in section 2.3 and Appendix B.
[19] The horizontal grid size of the model was set at 7 km

(202 � 202 grid points), and the vertical component to a
height of 22600 m was divided into 40 layers with intervals
increasing from 40 m to 1120 m with altitude. Terrain-
following coordinates were applied [Gal-Chen and
Somerville, 1975]. A time step of 20 s was set for simulation
of dynamics, and a variable interval was applied for
calculation of condensation, evaporation, deposition, and
sublimation [Khain and Sednev, 1996]. The time steps for
microphysical calculations are typically shorter for dynam-
ics calculations. The use of coarse resolution without
convective parameterizations is justified considering the
targeted region and season, in that cloudiness is mainly
associated with stratiform and frontal structures with large
characteristic horizontal scales and comparatively low
vertical velocities.
[20] The numerical experiments were conducted for

2 days with dissimilar weather conditions, 2 and 8 April
2003. Calculations were performed from 1800 universal
time (UTC) of the previous day to 0300 UTC.

3.2. General Weather Conditions for Target Days

[21] Satellite weather imagery acquired by the Moderate
Resolution Imaging Spectroradiometer on Terra (Terra/
MODIS) is available for the target region at close to noon

Figure 1. Simulation domain, projected on a map of
Lambert coordinates. Horizontal domain is 1400 km �
1400 km in size. Contours denote orography.
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(0300 UTC, 1200 JST) on the target days. Figure 2 shows
the red, green, blue (RGB) satellite images. At 0000 UTC
on 2 April, a low-pressure system was present with an
associated stationary front extending east and west at a
latitude of close to 30�N and into the sea south of Japan.
The satellite image indicates that almost all parts of the area
were covered by cloud: cirrus over the Korean Peninsula
and the Japan Sea, large thick cloud on the east coast of
China, and low cloud over the East China Sea around
Kyushu Island. A synoptic westerly wind was dominant
throughout the analysis domain, causing the pattern of cloud
and precipitation to progress toward the east.
[22] On 8 April, a migrating extratropical low was located

over the Japan Sea near the Korean Peninsula. A row of
thick convective cloud had developed from the center of the
Japan Sea to the Okinawa region and Taiwan attributable to
a cold front associated with the low. Very thin cloud
covering a wide region of the analysis domain can also be
observed in the satellite image.

3.3. Spatial Distribution of CN Concentration on
Target Days

[23] The simulation was performed using an inhomoge-
neous initial field and temporally variable lateral boundary
condition in terms of CN concentration by introducing
the CN nesting procedure described in section 2.3 and
Appendix B; interpolation in the CN nesting procedure is
applied to the field of hygroscopic aerosol concentrations
given by the SPRINTARS coupledwithCCSR/NIES-AGCM
simulation. Figures 3 and 4 show the horizontal distribu-
tions of CCN column number concentrations at supersatu-
ration of 0.3% (SS = 0.3%) in the initial fields of the nested
grid simulation at 1800 UTC on 1 and 7 April, and in the
prognosticated field under noncloud conditions (without
cloud microphysics) at the same supersaturation at
0300 UTC on 2 and 8 April. The CCN number concentra-
tion at supersaturation was determined for each model grid

point by taking the total number concentration of CN larger
than the critical radius of CCN at supersaturation.
[24] On 2 April, the SPRINTARS simulation predicts an

eastward propagation of a carbonaceous aerosol plume
from southern China, resulting in a high CCN concentra-
tion at SS = 0.3% in the southern part of the analysis
domain (Figure 3a). The high CCN concentration is trans-
ported without appreciable change by a westward inflow
(Figure 3b). On 8April, the CCN concentrations at SS = 0.3%
varies markedly between the western and eastern parts of the
analysis domain across the cold front (Figure 4a). The
SPRINTARS simulation predicts high concentrations of both
sulfate and carbonaceous aerosols bordering the cold front on
the western side. The area of high CCN concentration
progresses and extends eastward along with the cold front
under the influence of the synoptic westerly wind (Figure 4b).
[25] The prognosticated CCN concentration is compared

with in situ measurement concentrations recorded by a
Cessna 404 aircraft during the APEX-E3 campaign
(Figure 5). Given the relatively coarse resolution of the
present simulations, a reasonably simple qualitative method
is adopted for comparison. The observed CCN number
concentrations are those at supersaturation in the chamber
of the CCN counter onboard the aircraft, as measured using
a CCN counter (ACN-1000, Sigmatec). The measurements
during the APEX-E3 campaign have been reported by
Ishizaka [2004], and the measurement methodology is the
same as that reported by Adhikari et al. [2005], who
reported aircraft observations targeting the same region in
April 2001 during the APEX-E2/ACE-Asia campaign. The
flight legs on 2 and 8 April 2003 fall predominantly within a
domain within a radius of ±0.5� latitude and longitude
centered at 129.5�E, 30.5�N. The flights on the 2 days were
conducted from 0340 to 0615 UTC (2 April) and 0120 to
0420 UTC (April 8). Measured CCN concentrations were
obtained at supersaturations in the ranges of 0.07–0.22% on

Figure 2. Terra/MODIS RGB images for (a) 2 April and (b) 8 April 2003.
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2 April and 0.09–0.32% on 8 April (supersaturation in the
chamber varying irregularly). CCN concentrations were
recorded at approximately 1 min intervals throughout the
flight, which was conducted mainly outside cloud but also
partially inside cloud. The simulated CCN concentrations
are those calculated using the CN size distributions prog-
nosticated by a noncloud run (without cloud microphysics)
and by a standard run (bin microphysics for cloud) of the
JMA-NHM, and are provided as horizontally averages over
a domain within a radius of ±0.5� latitude and longitude
centered at 129.5�E, 30.5�N at 0300 UTC on each day. The

simulated CCN concentrations were determined at SS =
0.1% on 2 April, and SS = 0.2% on 8 April, close to the
mean values obtained in the measurements. The noncloud
run was executed to show the CCN concentration without
consumption followed by the formation of cloud. Note that
the droplet number concentration generated by activation
(nucleation) at SS < 0.1% on 2 April and SS < 0.2% on
8 April in the standard run is equal to the difference between
the plotted CCN concentrations of the standard and non-
cloud runs. The large error bars at altitudes at which the
standard and noncloud runs diverge reflects the activation of

Figure 3. Simulated horizontal distributions of CCN column number concentration (cm�2) at
supersaturation of 0.3% in a noncloud run at (a) 1800 UTC 1 April and (b) 0300 UTC 3 April 2003.

Figure 4. Simulated horizontal distributions of CCN column number concentration (cm�2) at
supersaturation of 0.3% in a noncloud run at (a) 1800 UTC 7 April and (b) 0300 UTC 8 April 2003.
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CN in cloud, which results in a large horizontally variation
in CCN concentration. A certain degree of uncertainty in the
comparison of aircraft data recorded in cloud and noncloud
space is unavoidable because of the simple sampling

method and the coarse resolution of the present JMA-
NHM simulation.
[26] As shown in Figure 5, the simulations reasonably

reproduce the observed vertical profiles of CCN concentra-
tion and the difference in these profiles between the two
target days. On 2 April (Figure 5a), higher concentrations
occur at high altitude compared to the concentrations at the
lower boundary layer because of the uplift of layered
aerosol plumes by convection. On 8 April (Figure 5b), the
predicted CCN concentrations follow a log linear decrease
with altitude, as similarly observed in the measured profile.
The CN concentration generated in the simulations thus
appears to reproduce the main factors of aerosol effects on
the optical and microphysical properties of cloud in these
two periods.
[27] The horizontal resolution of the SPRINTARS simu-

lation is defined by a T106 Gaussian grid, corresponding to
approximately 1.125�. This relatively coarse resolution
limits the accuracy of prediction using the CN nesting
procedure on a regional scale, and the associated error in
the CN horizontal distribution can result in remarkable error
in simulated CCN concentrations compared with observa-
tions. In Figure 5a, the simulation can be seen to overesti-
mate the CCN concentration in a region of ±0.5� in radius
centered at 129.5�E, 30.5�N on 2 April. The average CCN
concentrations in domains of the same radius centered at
31.5�N and 32.5�N (129.5�E) are in better agreement with
the flight measurements. In the region centered at 129.5�E,
30.5�N, a distinct north–south gradient is apparent in the
simulated spatial distribution of CN concentration (Figure
3b), and the simulated CCN concentrations vary consider-
ably around this point.
[28] Although it may appear more valid and realistic to

apply the observed CN and CCN concentrations directly for
initialization of the model, direct measurements of CN and
CCN through surface and aircraft observations are spatially
and temporally sparse. The observational data set is also
unsuitable for application of the CN nesting procedure
because of the spatial and/or temporal nonuniformity of
the data set. Using the uniform and complete simulated
hygroscopic aerosol and hence CN concentrations allows
the bin model to be executed for all regions and times using
the CN nesting procedure.
[29] The prognostication of CN concentration by the

present model includes uncertainty associated with the
assumption of size distribution functions, the relatively
coarse horizontal resolution of the global aerosol transport
model, and the omission of scavenging due to Brownian
diffusion or inertial collision between CN and hydrometeors
in the bin model. The size distribution functions assumed
for conversion of bulk aerosol number concentrations given
by the SPRINATARS simulation into the size distribution of
CN (see Appendix B) will have a strong influence on the
CCN concentration at supersaturation. Although fixed size
distribution functions are assumed to be given, there is a
spatial variation in an actual size distribution of aerosols.
For example, existence of very small particles in the free
atmosphere was reported by several studies [e.g., Clarke
and Kapustin, 2002; Menzies et al., 2002]. The coarse
horizontal resolution will limit the accuracy of prediction
on the present scale; and simplification of omitting scav-

Figure 5. Vertical distribution of CCN number concentra-
tion (cm�3) at various levels of supersaturation on (a) 2 April
and (b) 8 April 2003. Dots denote aircraft observations at
supersaturation of 0.07–0.22% (Figure 5a) and 0.09–0.32%
(Figure 5b). Dashed and solid lines denote horizontally
averaged concentrations given by the noncloud and standard
runs in a domain of radius ±0.5� centered at 129.5�E, 30.5�N
(supersaturation, 0.1% (Figure 5a) and 0.2% (Figure 5b)).
Dashed-dotted and dash-double-dotted lines denote corre-
sponding simulations for domains centered at 31.5�N and
32.5�N on the same 129.5�E line.
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enging may introduce additional error into the simulated CN
concentrations.

3.4. Comparison With Terra/MODIS Observations

[30] Figures 6 and 7 compare the horizontal distributions
of simulated and Terra/MODIS-derived cloud variables
(effective droplet radii around cloud top, COT, and cloud
top temperature) at 0300 UTC on 2 and 8 April. The
satellite-based water cloud information was obtained by
applying the algorithm of Nakajima and Nakajima [1995]
and Nakajima et al. [2005] to Terra/MODIS data. As the
remotely sensed effective droplet radius and cloud top
temperature are representative of altitudes near the cloud
top [Nakajima and King, 1990], the corresponding model
values are evaluated at the grid points at which the COT for
the top of the atmosphere is 30% of the total COT in the
column [Suzuki et al., 2006].
[31] The effective droplet radius (re) is calculated by

re ¼
R rmax

rmin
rn rð Þpr2drR rmax

rmin
n rð Þpr2dr

; ð1Þ

where r is the cloud droplet radius, n(r) is the number size
distribution of cloud droplets, and rmin and rmax are the
threshold radii in the droplet bins. In the present model, rmin =

2 mm and rmax = 32 mm, corresponding to the radii of the 1st
and 13th droplet bins. The value of rmax was decided on the
basis of the sensitivity of the Terra/MODIS sensor. The COT
is calculated by [Stephens, 1978]

t ¼ Qext

Z H

0

Z rmax

rmin

pr2n rð Þdrdz; ð2Þ

where H is the height of the top of the atmosphere in the
simulation and Qext is the mean scattering efficiency. In the
present study, Qext = 2 is assumed as a large-particle
approximation.
[32] Comparison between Figures 2a and 6 reveals that

some regions of cloud are excluded from the Terra/MODIS
analysis, because of the assignment of cloud in the regions,
e.g., centered around 133�E and 122�E on the 33�N line, as
ice cloud in the cloud retrieval algorithm. In all other
regions, the simulation satisfactorily reproduces the magni-
tude and distribution of each variable determined from the
Terra/MODIS data. In Figure 6, the simulated cloud top
temperatures can be seen to be generally higher than the
corresponding satellite-based temperatures, particularly
around the Japan Islands. The extent of cloud in the East
China Sea in the simulations is smaller than that indicated
by observations. On 8 April (Figure 7), the simulation
reproduced the cloud row due to the cold front as observed

Figure 8. Latitude-height cross section of zonally averaged logarithmic CCN concentration (cm�3) at
supersaturation of 0.3% for the noncloud run at 0300 UTC on 2 April 2003.
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by satellite, apart from the very thin cloud covering a wide
area of the analysis domain. The agreement with satellite-
based data for 8 April is better than for 2 April, with more
accurate reproduction of cloudiness on the 8 April. The
distributions of simulated variables for thick cloud are in
better agreement with the satellite-based observations,
reflecting the effect of the coarse model resolution, which
is less suitable for resolving small clouds.
[33] Figure 8 shows the latitude-altitude cross section of

zonally averaged CCN concentration at SS = 0.3% for the
noncloud (without cloud microphysics) run at 0300 UTC on
2 April. The CCN is concentrated in the southern part of the
domain, as also found in Figure 3. Figure 9 shows the
corresponding cross section of zonally averaged effective
droplet radius obtained in the standard run. The effective
radius is smaller in the lower layer of the southern part of
the domain because of the elevated CCN concentration in
that region, while the relatively large effective radius in the
region from 34�N to 36�N is associated with the lower CCN
concentration in this latter region. A close relationship
between cloud microphysics (effective droplet radius) and
CCN concentration is thus resolved by the present model
even at the large scales considered in this study.
[34] The temperature/effective radius (T–re) relationship

between the cloud top temperature and the effective droplet
radius around the cloud top is an important aspect of cloud
microphysics. The variation among vertical T–re profiles

can be explained as being due to local variations in CN
concentration [e.g., Rosenfeld and Lensky, 1998; Rosenfeld,
2000]. Figure 10a shows T–re profiles for the case shown in
Figure 6 (2 April). These T–re relations are plotted sepa-
rately for the northern and southern regions, partitioned at
31.5�N for both the simulated and Terra/MODIS-derived
variables. The T–re relation for warm cloud in the lower
layer represented relatively well despite some overestima-
tion of the effective droplet radii, whereas the relation for
supercooled droplets in mixed phase cloud is poorly simu-
lated in this case. As the boundary between the lower and
upper layers is roughly located at 273 K, cloud in the lower
should consist of liquid phase cloud air mass, while cloud in
the upper layer should consist of a mixed phase cloud air
mass. In the upper layers, there is little difference between
the simulated northern and southern T–re relations, whereas
a distinct difference is apparent between the observed
northern and southern relations (except in the top layers at
<260 K). The satellite-derived effective droplet radius
increases through the layer with decreasing cloud top
temperature, whereas the simulated effective radius
decreases in the upper layer.
[35] A characteristic common to both the simulated and

observed T–re relations is the smaller effective droplet radii
in the southern part of the lower layer compared to the
northern part. This north–south change is considered to be
due to the change in CN concentration. For confirmation of

Figure 9. Latitude-height cross section of zonally averaged effective droplet radius (mm) in bin cloud
microphysics run at 0300 UTC on 2 April 2003.
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this relationship, an additional simulation run was per-
formed with uniform horizontal average CN concentration
at each level and at each time (Figure 10b). In this case, the
simulated T–re relations for the northern and southern parts
are largely identical. The spatial change in CN concentra-
tions is therefore primarily responsible for the spatial
change in the simulated T–re relations. Prediction of the
spatial distribution of CN concentration using the CN
nesting procedure is therefore necessary in order to intro-
duce the spatial distribution of cloud microphysics indicated
by satellite imagery.
[36] A supplemental run was performed with doubled CN

concentrations in all bins over the entire domain (Figure 10c).
The observed T–re relations for the lower layers are in better
agreement with the doubled run than the standard run, and it
is clear that an increase in CN concentration leads to a
decrease in simulated effective droplet radius. This result
also suggests that the CN concentration in the standard run
was underestimated.
[37] In previous studies [Han et al., 1994; Nakajima and

Nakajima, 1995], both positive and negative correlations in
scatterplots have been reported between satellite-observed
COT and effective droplet radius. Difference among these
COT–re patterns can be attributed to difference in local
aerosol concentrations. Suzuki et al. [2006] succeeded in
reproducing similar COT–re patterns in separate cloud
simulations based on a two-dimensional nonhydrostatic
bin cloud model for the conditions of the First ISCCP
Regional Experiment (FIRE) and Atlantic Stratocumulus
Transition Experiment (ASTEX) regions. The simulated
COT–re pattern for pristine conditions included a large
proportion of negative correlation and a small fraction of
positive correlation, while the pattern for polluted condi-
tions exhibited an almost entirely positive correlation
[Suzuki et al., 2006, Figure 4].
[38] Figure 11 shows COT–re scatter diagrams for cloud

with top temperature higher than 265.15 K for the case
shown in Figure 6 (2 April). Separate scatter diagrams are
shown for the northern and southern parts for both the
simulated and Terra/MODIS-derived variables, similar to
Figure 10. In reference to the COT–re patterns reported by
Suzuki et al. [2006], the patterns in Figures 11c and 11d
appear to be a combination of the pristine and polluted
patterns. The present cloud microphysics therefore appears
to differ from those in effect in the FIRE and ASTEX
regions. It is worth noting that the COT–re pattern in Figure
11c has a larger proportion of the pristine pattern than that
in Figure 11d, indicating that the northern region may be
more pristine than the southern region. This feature is
consistent with the differences in simulated CN conditions
between the northern and southern areas of the analysis
domain (e.g., Figure 8).

Figure 10. Simulated and satellite-derived T–re relation-
ships between cloud top temperature (K) and effective
droplet radius near the cloud top (mm) at 0300 UTC on 2
April 2003. Solid and dotted lines denote simulated and
satellite-derived profiles, and black and gray lines denote
profiles for the northern and southern parts of the analysis
domain. (a) Standard run. (b) Uniform CN run. (c) Doubled
CN run.
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[39] Quantitative estimation of these differences in the
microphysical structures of cloud can be derived through a
simple formulation of the relationship among observables
assuming nonadiabatic cloud formation as proposed by
Szczodrak et al. [2001, Appendix A]:

Nsat ¼
5Cw

4p2Qextrw

� �1=2

t1=2r�5=2
e � kNc=

ffiffiffi
b

p
; ð3Þ

where Nsat is the CDNC considering the departure of the
liquid water content from the adiabatic value, Cw is the
moist adiabatic condensation coefficient [Brenguier et al.,
2000], rw is water density, t is the cloud optical thickness, k
is the ratio between the mean volume radius and the
effective radius, Nc is the (total) CDNC, and b is a
parameter representing the departure of the liquid water
content profile from adiabatic. In the present model, Cw is
set at 2.0 � 10�3 g m�3 m�1.
[40] The simulated Nsat in the northern (pristine) and

southern (polluted) areas are 27.2–336.4 cm�3 (average,
95.6 cm�3) and 88.0–662.7 cm�3 (average, 241.5 cm�3),
corresponding to an average north/south ratio of 0.40. By
comparison, the horizontally averaged CCN number con-
centrations at SS = 0.3% are 1.65 � 108 cm�2 in the north
and 4.16 � 108 cm�2 in the south in the noncloud

simulation run (Figure 3), also corresponding to a north/
south ratio of 0.40. The variation in Nsat is thus consistent
with the variation in CCN concentration. Both Terra/
MODIS-derived COT–re patterns (Figures 11a and 11b)
have a small proportion of the polluted pattern and a larger
proportion of the pristine pattern, also indicating some
dissimilarity in cloud microphysics from those in effect in
the FIRE and ASTEX regions [Suzuki et al., 2006, Figure 1].
In contrast, the satellite-derived COT–re pattern over the
southern region (Figure 11b) has a larger proportion of the
polluted pattern, with a concentration of small effective
radius compared to that in Figure 11a. The Nsat values
calculated from Terra/MODIS data are 16.4–175.7 cm�3

(average, 53.7 cm�3) for the north and 71.7–373.5 cm�3

(average, 163.7 cm�3) for the south. The spatial variation in
the satellite-based values is thus in agreement with the
simulations, although the simulation results in an overesti-
mation of Nsat.
[41] The discrepancy between the present results and the

COT–re patterns of Suzuki et al. [2006] is considered to be
attributable to the less pronounced spatial variation of CN
concentration in the present case compared to that between
the FIRE and ASTEX regions in Nakajima and Nakajima
[1995] and Suzuki et al. [2006]. Hence, the conditions in the
present case appear to be a combination of the two extreme
cases of these previous studies. The overestimation of

Figure 11. Simulated and satellite-derived COT-re scatter diagrams between cloud optical thickness and
effective droplet radius near the cloud top (mm) at 0300 UTC on 2 April 2003. (a and b) Satellite-derived
plots and (c and d) simulated plots for the north (Figures 11a and 11c) and south (Figures 11b and 11d).
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simulated Nsat causes a larger spatial variation in cloud
microphysical properties compared to the observations,
resulting in a larger proportion of the polluted pattern in
the present simulations and a weaker pristine pattern in the
southern area (Figure 11d). The simulated field thus appears
more polluted than the reality indicated by satellite obser-
vations.
[42] Figures 12 and 13 show the corresponding T–re

relations and COT–re scatter diagrams for 8 April. The
results are only shown for the eastern part (longitudes larger
than 128�E) because the simulation could not accurately
reproduce the thin cloud in the west. The plotted variables

belong mostly to cloud associated with the cold front and
the low-pressure system. The maximum radii of the simu-
lated and observed T–re relations in Figure 12 are in
agreement. The simulated effective droplet radius remains
relatively constant at close to 15 mm, while the satellite-
derived effective radius increases in all layers with decreas-
ing cloud top temperature to a maximum of �15 mm. The
small effective radius observed in the lower layers is due to
the optically very thin cloud (see Figure 7e), which has an
effective radius of less than 9 mm (see Figure 7d) and covers
a wide area of the analysis domain. As the simulation is
unable to resolve this thin cloud (Figure 7a), the effective
radius is overestimated. In Figure 13, the both the satellite-
derived and simulated COT–re scatter diagrams can be seen
to be very similar to those for 2 April (Figure 11). The
polluted pattern is dominant in the simulated diagram,
where the effective radii are generally larger, while the
satellite-derived diagram has a small proportion of the
polluted pattern and a larger proportion of the pristine
pattern. These patterns, both satellite-derived and simulated,
appear characteristic of frontal-type cloud in this area and
season.

3.5. Sensitivity Tests for CN Concentration

[43] Sensitivity test simulations were performed to exam-
ine the dependence of precipitation and the microphysics
and dynamics of cloud on CN concentration. CN concen-
trations in all bins were set at 4.0 times and 0.1 times the
values for the standard run (see section 2.3). The CCN
number concentrations at supersaturation are proportional to
the CN number concentrations if the predicted supersatura-
tion in these runs is the same. Simulations using the bulk
microphysics scheme for cloud originally implemented in
the JMA-NHM were also performed. The bulk microphys-
ical scheme is one-moment scheme accounting for two
water and three ice types [Ikawa and Saito, 1991; Yamada,
2003].
[44] Figure 14 shows the distributions of simulated quan-

tities for the fourfold 8 April run (similar to Figure 7).
Figure 14 shows that elevated CN concentration causes a
decrease in effective droplet radius due to an increase in the
CDNC, and an increase in COT. The cloud top temperatures

Figure 12. Simulated and satellite-derived T-re relation-
ships between cloud top temperature (K) and effective
droplet radius near the cloud top (mm) for the standard run at
0300 UTC on 8 April 2003. Solid and dotted lines denote
simulated and satellite-derived profiles for the eastern part of
the analysis domain.

Figure 13. Simulated and satellite-derived COT-re scatter diagrams between cloud optical thickness and
effective droplet radius near the cloud top (mm) for the eastern part of the analysis domain at 0300 UTC
on 8 April 2003.
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(heights), however, are largely invariant with respect to CN
concentration, regardless of temperature.
[45] Figures 15 and 16 show the horizontal distributions

of simulated LWP at 0300 UTC and the 1 h precipitation
amounts from 0200 UTC to 0300 UTC on 2 and 8 April.
Figures 15 and 16 also show the horizontal distributions of
Terra/MODIS-derived LWP and 1 h precipitation reported
by the JMA Radar-Automated Meteorological Data Acqui-
sition System (AMeDAS) for the same times. Figure 17
shows the normalized frequency analysis of LWP and 1 h
precipitation at the model grid points in the Radar-AMeDAS
analysis region for the fourfold runs on 2 and 8 April.
Despite the elevation of CN concentration, the areas of
cloud and precipitation, including heavy precipitation
(>5 mm/h) are essentially the same on 2 April as in the
standard run (see Figures 15a–15d). On 8 April, the areas of
cloud and precipitation are also similar to the standard run,
although the area of heavy precipitation is reduced under the
higher CN concentration scenario (Figures 16b and 16d).
These results are interpreted below through comparison
with the results of prior studies.
[46] Simulations of individual deep convective clouds

within a sheared flow have revealed that the cloud top
height is unaffected by the choice of high or low CN
concentration [Khain et al., 2005, Figure 5]. The low
sensitivity of cloud top height to aerosols can be explained
by three main mechanisms: the inhibition of cloud penetra-
tion by the existence of a stable layer in the upper atmo-
sphere, counterbalance in buoyancy due to increases in both
latent heat release and mass loading at elevated CN con-
centrations, and destruction of the upright structure of upper
cloud by wind shear, which causes spreading of cloud and
an increase in latent heat under the high CN condition to
prevent an increase in cloud top height. In the presence of
the wind shear, cloud under the high CN condition produce
similar or smaller accumulated rain amounts depending on
the air humidity. Khain et al. [2005, Figures 7, 8 and 10]
analyzed the vertical profiles of latent heat balance. Cloud
under the high CN condition generates larger latent heating
by condensation, freezing, and deposition than cloud under
the low CN condition, and larger cooling occurs at high CN
concentration because of evaporation and sublimation in the

upper layer of cloud. The effects of aerosols on precipitation
at the surface are determined by the sign of the difference
between the increase in condensate generation and conden-
sate loss. Figure 18 shows vertical profiles of horizontally
averaged latent heat budget (heating/cooling) due to con-
densation, deposition, evaporation, sublimation, freezing,
and melting calculated for the present CN sensitivity tests.
The conditions during the spring season over the East China
Sea region are characterized by significant wind shear
associated with the prevailing westerlies. In agreement with
the findings of Khain et al. [2005, 2008], latent heating
increases with CN concentration because of the enhanced
production of condensate mass by diffusion growth. Cool-
ing also increases with CN concentration.
[47] Net heating is maximal in the one-tenth run and

minimal in the fourfold run, indicating that the average
precipitation in the standard run is larger than that in the
fourfold run. The altitudes at which heating/cooling become
zero are invariant with respect to the CN condition, pro-
ducing similar top heights. The environmental conditions in
the target area thus lead to a decrease in precipitation under
elevated CN concentration scenarios. Note that a decrease in
precipitation occurs only in the high-precipitation area. The
increase in evaporation and sublimation appears to be
relatively small and to be offset by an increase in conden-
sation and deposition when the cloud top is at an interme-
diate level. Such compensation may be the reason for the
low sensitivity of surface precipitation to variations in CN
concentration, and the balance between condensation and
evaporation may be related to the environment conditions
and cloud types [Khain et al., 2008].
[48] CN has a pronounced influence on cloud microphys-

ics and optical properties, yet has only a relatively small
effect on precipitation. Figure 19 shows a time series of the
ratios of horizontally averaged variables (instantaneous
LWP, vertical integral of net water vapor convergence per
hour, and 1 h precipitation) over the entire computational
area with respect to CN concentration. Figure 19 clearly
shows that the CN concentration has a marked effect on the
LWP, with the difference in LWP increasing soon after the
initial time and thereafter becoming relatively constant. No
appreciable difference is apparent in water vapor converted

Figure 14. Simulated horizontal distributions of (a) effective droplet radius (mm) near the cloud top,
(b) COT, and (c) cloud top temperature (K) for the fourfold CN run at 0300 UTC on 8 April 2003.
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to cloud water, which is apparently dependent on dynamics
such as updraft velocity and moisture supply rather than
cloud microphysics. A difference in precipitation can be
seen a few hours into the simulation. Under conditions of
elevated CN concentration, precipitation is delayed, causing
a decrease in precipitation in the spin-up stage. The differ-
ence in precipitation after the initial stage, however, remains
small (see Figure 16). The gain in LWP by water vapor
convergence maintains balance with the loss due to precip-

itation if the precipitating cloud neither develops nor
declines.
[49] It is worth stressing that the precipitation response to

aerosols is dependent on the environmental conditions.
Lynn et al. [2005b] conducted a nested grid simulation with
a horizontal grid interval of 3 km in an attempt to resolve a
squall line composed of organized convective cloud over
Florida on 27 July 1991. The results were compared to
similar simulations based on bulk cloud schemes. Results

Figure 17. Normalized frequency plots of (a and b) LWP (g/m2) at 0300 UTC on 2 April (Figure 17a)
and 8 April (Figure 17b) and (c and d) 1 h precipitation (mm/h) from 0200 UTC to 0300 UTC on 2 April
(Figure 17c) and 8 April (Figure 17d) for the model grid in the Radar-AMeDAS analysis region. Green
denotes Terra/MODIS retrieval (Figure 17a) or Radar-AMeDAS analysis (Figure 17b), and blue, red, and
violet denote simulation results for the bulk, standard, and fourfold CN runs, respectively.
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for both continental and maritime CN conditions were also
presented using the same scheme with bin microphysics for
cloud. The bin cloud model was found in the study of Lynn
et al. [2005b] to reproduce the surface precipitation rate and
radar reflectivity much more accurately than the bulk cloud
model. An elevation of the CN concentration was also
found to lead to an increase in precipitation rate in the zone
of the squall line, although the accumulated precipitation
over the entire computational area was largely similar for
cases of both high and low CN concentration. The present
CN sensitivity tests indicate that the 1 h precipitation
amount is almost entirely insensitive to the CN concentra-
tion, and in fact decreases with increasing CN concentration
in the intense precipitation area.
[50] The above two comparisons with prior studies sug-

gest that precipitation changes with variation in the CN
concentration in a manner dependent on several key factors
of cloud formation: relative humidity (RH), wind shear,
atmospheric instability, background forcing, and the time-
scale of formation. Relative humidity can influence the
balance between condensation and evaporation and hence
surface precipitation [Khain et al., 2005, 2008]. In the
present case, the environmental RH is not particularly high
(�80% below 2 km on 2 April, �70% below 2 km on
8 April), and is lower than that in the case considered by
Lynn et al. [2005b] (90% in the boundary layer). Note that
the thermodynamic conditions in the present case are also
quite different from those of Florida in that the strong
organized convection observed in Florida is absent in the
present scenario.
[51] Figure 17 shows that the bin model simulates the

LWP more accurately than the bulk model, and that
the simulation of precipitation is improved by introducing
the bin scheme. In Figure 15, the bin model can be seen to

predict a small amount of precipitation over the sea in the
southeast on 2 April, in agreement with that indicated by the
Radar-AMeDAS analysis. Precipitation is strongly sup-
pressed over this area at elevated CN concentration in the
bin model, as shown in Figures 3, 8, and 9. In contrast, the
bulk model simulation overestimates precipitation over this
area. However, the areas of cloud and precipitation in both
simulations are not substantially different. Both simulations
produce common differences from the Radar-AMeDAS-
analyzed precipitations. For example, the location of strong
precipitation probably associated with local deep convec-
tion around 127.5�E, 27.5�N on 2 April (Figure 15h), and
around 128.5�E, 25.5�N on 8 April (Figure 16h), is not
reproduced accurately by the simulations. This disagree-
ment can be attributed to general error in the model
prediction of the dynamics fields. Models using explicit
cloud microphysics are unable to generate cloud in zones of
negative supersaturation. Note that the zones in which
precipitation takes place is determined predominantly by
large-scale forcing in these cases. It is thus reasonable to
compare precipitation resolved by the bin and bulk simu-
lations in zones in which the model predicts conditions
suitable for cloud formation.
[52] The normalized frequency analysis in Figure 17

indicates that the total areas of 1 h precipitation in both
simulations are larger than suggested by the Radar-AMe-
DAS analysis (see also Figure 16). Lynn et al. [2005b] also
reported that the simulations overestimated the accumulated
precipitation, attributing the error to the coarse resolution of
the model (3 km). The effect of spatial resolution on the
simulated variables was therefore examined here by
performing additional simulations with horizontal grid
intervals of 2 km (instead of 7 km in the control runs).

Figure 18. Vertical distributions of horizontally averaged latent heat budget (K) caused by cloud
microphysical process for simulated cloud in each run. (a) 1800 UTC 1 April to 0300 UTC 2 April 2003.
(b) 1800 UTC 7 April to 0300 UTC 8 April 2003. Green, red, and blue lines correspond to simulation
results for the standard, fourfold CN, and one-tenth CN runs, respectively. Solid, dashed, and dash-dotted
lines denote the net budget, heating, and cooling, respectively.
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The simulations treat only liquid phase microphysics and
were computed for only 6 h in order to limit the computa-
tion requirements. Figure 20 shows the spatial distributions
of variables in the simulations at resolutions of 2 km and
7 km. The results are generally in agreement, and the
clouded areas and precipitation are similar. However, the
2 km simulation resolved small-scale clouds that are not
represented or are smoothed out in the 7 km simulation.
Figure 21 shows a normalized frequency analysis of the
variables. The distributions of normalized frequencies are
generally in agreement except for an increase in the fre-
quency of heavy precipitation in the 2 km simulation.
Heavy precipitation is likely to occur as a result of cloud
development on small horizontal scales with large updraft
velocity, which can only be reproduced by modeling at

higher resolution. The frequency distributions of effective
droplet radius is shifted slightly to larger sizes in the 2 km
simulation, attributable to the ability of cloud in high-reso-
lution simulation to hold larger particles under the influence
of higher updraft velocity.
[53] The discussion above shows that while the standard

simulation with 7 km resolution is unable to resolve small-
scale cloud structures, such simulations remain very effec-
tive for reproducing large-area averages of cloud variables
in the present cases. At horizontal resolutions of the order of
kilometers, the concluding remarks in the former sections
remain unchanged, because these analyses pertain to the
characteristics of cloud variables averaged over large areas
of the simulation domain rather than for specific clouds. The
satellite data to which the results were compared are
provided at a maximum resolution of 1 km. Prior studies
using nonhydrostatic models with bulk microphysics for
cloud [e.g., Pauluis and Garner, 2006] also showed that
simulations with coarse horizontal resolution (e.g., 7 km)
have the ability to reproduce cloud statistics with good
accuracy. Nevertheless, the overestimation of the precipita-
tion area remains to be solved, and will be addressed in
future work in consideration of other causes such as
uncertainties in the initial/boundary conditions, errors in
satellite-derived fields, and surface precipitation measure-
ments, in addition to problems with modeling. The progres-
sion to finer spatial resolution given advancements in
computational resources will also be pursued in future work.

4. Summary and Conclusions

[54] In this study, a nonhydrostatic model including
detailed cloud microphysics in a bin scheme was developed
and applied to the analysis of aerosol effects on cloud
microphysical properties. The bin model was coupled with
a global-scale aerosol transport model for the first time by
performing a nested grid simulation with inhomogeneous
initial fields and temporally varying lateral boundary con-
ditions also with respect to CN concentration. The initial
and lateral boundary conditions were calculated using an
interpolated field of aerosol concentrations generated by a
SPRINTARS simulation. This off-line coupling makes it
possible to calculate detailed microphysical variables such
as the droplet size distribution, effective radius, LWP, COT,
and precipitation over larger areas, considering the influence
of aerosols.
[55] The simulated results were compared with data

obtained by Terra/MODIS observations and Radar-AMe-
DAS precipitation analysis. The comparison showed that
the combination of the bin microphysics scheme with the
CN nesting procedure reproduces the main features of the
spatial distribution of cloudiness and the microphysical
properties of cloud indicated by satellite data. T–re relations
calculated using this model were compared to those calcu-
lated from satellite-derived variables, and it was shown that
the satellite-derived spatial variations in the T–re relations
can be attributed to variations in CN concentration. The
simulated and satellite-derived T–re relations exhibit similar
tendencies in response to changes in CN concentration, in
agreement with the changes indicated in previous studies
based on other satellite-derived data [e.g., Rosenfeld and
Lensky, 1998; Rosenfeld, 2000]. Sensitivity simulations

Figure 19. Time series of ratios of horizontally averaged
LWP (dash-dotted), water vapor flux converted to cloud
water (dashed), and surface precipitation flux (solid) for
standard and fourfold CN runs. (a) 1800 UTC 1 April 2003.
(b) 1800 UTC 7 April 2003.
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Figure 21. Normalized frequency plots of (a) effective droplet radius (mm) near the cloud top, (b) COT,
(c) cloud top temperature (K) at 0000 UTC on 2 April, and (d) 1 h precipitation (mm/h) from 2300 UTC
on 1 April to 0000 UTC on 2 April 2003. (e–h) Corresponding plots for 8 April. Solid lines and triangles
denote simulations at a horizontal grid interval of 7 km, and dotted lines and solid circles denote 2 km
resolution.
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confirmed that the differences between simulated T–re
relations for the northern and southern parts of the analysis
domain are caused mainly by differences in the average CN
concentrations produced by the CN nesting procedure.
Thus, it was found that the CN nesting procedure is
effective for applying an inhomogeneous condition of CN
concentration to the nested grid simulations, resulting in the
reproduction of realistic cloud microphysical properties.
[56] COT–re scatter diagrams were also presented for

both simulated and satellite-derived variables. The present
patterns were found to be a combination of the pristine and
polluted patterns identified in previous studies for the FIRE
and ASTEX regions [Han et al., 1994; Nakajima and
Nakajima, 1995; Suzuki et al., 2006], without distinct
positive or negative correlations. Such a combined pattern
is probably obtained because of the relatively small differ-
ence in CN concentrations compared with that between the
FIRE and ASTEX regions. The difference in environment,
such as the higher sea surface temperatures of the spring
East China Sea in the present cases, would also have given
rise to different atmospheric instabilities. The role of CN
concentration in cloud microphysics was therefore not as
significant for the FIRE and ASTEX regions as found for
the cases examined in the present study.
[57] The two main problems encountered in the present

simulations were some inaccuracy in reproducing effective
droplet radii, and overestimation of the cloud droplet
number concentration. These inaccuracies are considered
to be due not only to the coarse horizontal resolution but
also to the error in forecasting dynamical fields.
[58] Sensitivity simulations revealed that the simulated

variables were sensitive to the CN concentration. Precipita-
tion decreased with increasing CN concentration, yet by no
more than 10–15% under a fourfold increase in CN
concentration. An analysis of the latent heat budget indi-
cated that the increase in condensate production at elevated
CN concentration is largely compensated for by an increase
in precipitation loss due to increased sublimation and
evaporation. Note that the meteorological conditions of
the present nested grid simulations are typical of the spring
season over the East China Sea region. The results of the
present simulations are consistent with the results of Khain
et al. [2005, 2008] and Lynn et al. [2005b], who showed
that the precipitation response to aerosols is dependent on
environmental conditions such as relative humidity, wind
shear, synoptic-scale background forcing, and timescale of
cloud formation. Further nested grid simulations and anal-
yses using the bin microphysical scheme are required in
order to understand how cloud dynamics and precipitation
are controlled by environmental conditions.
[59] Using the proposed model with spectral bin micro-

physics, it is possible to calculate the size distribution and
cloud microphysical parameters such as effective radius and
radar reflectivity, which can be measured by satellite and
radar. The precipitation predicted using the bin microphys-
ical scheme does not differ substantially from that obtained
using the bulk schemes, and for the present precipitation
events caused by transitional synoptic-scale forcing, the
difference in cloud microphysics did not appreciably affect
the cloud dynamics or precipitation. Ensemble forecasting
suggests that small differences in the initial condition and/or

physical schemes can produce large variations in specific
mesoscale disturbances [e.g., Kalnay, 2003, chapter 6].
Simulations using the present scheme should therefore be
conducted also for such conditions.
[60] Knowledge of the characteristic dependencies of

aerosol and cloud fields on the dynamics and cloud physics
can be used to evaluate what type of model is suitable and
most advantageous for each simulation region and each
variable. The bin microphysical scheme can calculate the
dynamics and microphysics of cloud, and precipitation
including the aerosol effect, more directly and accurately
than other approaches, albeit at greater computational cost.
The bin model simulation conducted in the present study
using the CN nesting procedure resulted in a more accurate
prediction of suppressed precipitation under polluted con-
ditions, whereas bulk simulations tended to overestimate
precipitation. On the other hand, there are also variables that
do not depend strongly on the detailed size distributions of
CN and cloud particles, at least under the specific condi-
tions of the spring season over the east Asian region. In
these cases, the bulk model affords relatively accurate
precipitation with lower computational cost. Bulk models
are thus suited to short-period numerical weather prediction
for cloudiness and precipitation in cases that do not involve
significant interaction with aerosols. At the same time, the
bin model becomes particularly useful when cloud micro-
physics play an important role in determining cloud dy-
namics, such as in the study of feedback processes and
climate projection simulations. The bin model is also
advantageous for studies involving satellite data, since
satellite observables can be calculated directly from the size
distribution and other variables. The bin model may also
prove useful in the improvement of satellite retrieval. New
methods of mesoscale remote sensing, such as Doppler
cloud radar and microwave radiometer, are also expected
to provide useful data for coupling with the bin microphys-
ical scheme, potentially providing information such as the
size of hydrometeors.

Appendix A: Modeling of Cloud Microphysics

[61] The bin cloud microphysical scheme introduced in
the present study is based on the module package in the
Hebrew University Cloud Model (HUCM) [Khain and
Sednev, 1995, 1996; Khain et al., 2000]. This scheme treats
droplet and ice crystal nucleation, condensation and depo-
sition growth, evaporation, sublimation, droplet freezing
(immersion freezing), melting, and coalescence growth for
7 types of hydrometeors (water droplets, ice crystals (plate,
column, dendrite), snow, graupel, and hail). Graupel and
hail are both characterized as rimmed particles, although
with different bulk densities. The basic conservation equa-
tion for hydrometeors is given by

@fi;k
@t

þ Adv: fi;k
� �

� Drp: fi;k
� �

¼ � @fi;k
@t

	 

micro

; ðA1Þ

where fi,k is the size distribution function of hydrometeors in
a size bin category defined by the subscripts i(= 1, . . . 7)
denoting the type of hydrometeor and k(= 1, . . . 33)
denoting the bin size number. Adv. and Drp. represent
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advection and gravitational sedimentation, and the term
[]micro denotes the rate of change due to cloud microphysical
processes.
[62] The nucleation of water droplets is calculated using

the following theories. Supersaturation around a droplet
containing a soluble part in equilibrium with its environ-
ment is described by the Köhler equation [e.g., Rogers and
Yau, 1989], as given by

Sw ¼ A

rw
� Br3cn

r3w
; ðA2Þ

where

A � 3:3� 10�5

T
cmð Þ and B � 4:3v

Mcn

4prcn
3

� �
: ðA3Þ

Here, Sw is the supersaturation over water, rw is the radius of
the droplet, and rcn is the radius of the CN. In equation (A3),
T is temperature, v is the van’t Hoff factor [e.g., Low, 1969],
Mcn is the molecular weight of the component of CN, and
rcn is the density of CN. The chemical composition of CN is
assumed to be ammonium sulfate ((NH4)2SO4) and to be
uniform. In equation (A2), the maximum supersaturation for
any droplet radius is determined using the condition, dSw/
drw = 0, with maximum defined by

Scrit wð Þ ¼
2A

3rcrit wð Þ
; ðA4Þ

where

rcrit wð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
3Br3cn
A

r
:

The term rcrit(w) denotes the droplet radius calculated by
substituting Scrit(w) for Sw in equation (A2). The critical
radius of CCN, rcrit(ccn), is calculated from Scrit(w) by

rcrit CCNð Þ ¼
4

27

A3

B

1

Scrit wð Þ

� �1=3

: ðA5Þ

All CN larger than the critical radius rcrit(ccn) calculated by
equation (A5) is assumed to be converted to cloud droplets.
[63] The nucleation of ice crystals is calculated using the

parameterization suggested by Meyers et al. [1992]. This
parameterization assumes ice crystals formed by heteroge-
neous nucleation and condensation followed by freezing
[Rogers and Yau, 1989], as described by

Nd ¼ 10�3 exp �0:639þ 12:96Siceð Þ m�3
� 


; ðA6Þ

where Nd is the number concentration of newly generated
ice crystals, and Sice is the supersaturation over ice. The type
of generated ice crystal depends on the ambient temperature
[Takahashi et al., 1991].
[64] Condensation, deposition, evaporation, and sublima-

tion are calculated using the scheme proposed by Khain and

Sednev [1996]. The change in mass of hydrometeors due to
these processes is given analytically by [e.g., Rogers and
Yau, 1989]

dmw

dt
¼ 4prwSw

Fw

and
dmice

dt
¼ 4pCiceSice

Fice

; ðA7Þ

where

Fw ¼ RvT

es wð ÞDv

þ Lw

KaT

Lw

RvT
� 1

� �

and Fice ¼
RvT

es iceð ÞDv

þ Lice

KaT

Lice

RvT
� 1

� �
: ðA8Þ

where mw and mice are the masses of hydrometeors (water
droplets or ice particles), Cice is the shape factor of ice
hydrometeors [Khain and Sednev, 1996], Rv is the gas
constant of water vapor, es(w) and es(ice) are the saturation
vapor pressures over water and ice, Dv is the diffusivity of
water vapor, Lw and Lice are the specific latent heats of
vaporization over water and sublimation over ice, and Ka is
the thermal conductivity of air. In equation (A7), the effects
of the solution and curvature are assumed to be negligible.
Equation (A7) is replaced with a differential equation of
supersaturation, considering the changes in water vapor and
temperature due to these processes, as given by

dSw

dt
¼ �P1Sw � P2Sice and

dSice

dt
¼ �R1Sw � R2Sice; ðA9Þ

where

P1 ¼
e

es wð Þ

1

q 0:622þ qð Þ þ
L2w

CpT2Rv

� �Z 1

0

4prw
Fw

fi¼w;kdm;

P2 ¼
e

es wð Þ

1

q 0:622þ qð Þ þ
LiceLw

CpT2Rv

� �X
i¼ice

Z 1

0

4pCice

Fice

fi;kdm;

R1 ¼
e

es iceð Þ

1

q 0:622þ qð Þ þ
LiceLw

CpT2Rv

� �Z 1

0

4prw
Fw

fi¼w;kdm;

R2 ¼
e

es iceð Þ

1

q 0:622þ qð Þ þ
L2ice

CpT2Rv

� �X
i¼ice

Z 1

0

4pCice

Fice

fi;kdm;

where e is the vapor pressure, q is the mixing ratio of water
vapor, Cp is the specific heat of dry air at constant pressure,
fi = w,k is the size distribution function of water droplets, and
Si = ice denotes the sum for the 6 types of ice hydrometeors.
In the actual computation, the numerical integration of
equations (A7) and (A9) is performed with a time interval of
Dtm to calculate the evolution of the size distribution
function fi,k. Dtm = mminF/4prS is calculated from equation
(A7), where mmin is the minimum mass in the hydrometeors
bins. The numerical integration of equations (A7) and (A9)
is repeated while the total of Dtm is less than the time
interval used for the integration of dynamics.
[65] Droplet freezing (immersion freezing) is calculated

using two types of parameterizations, and the selection of
parameterization is dependent on the ambient temperature.
The parameterization by Ovtchinnikov and Kogan [2000] is
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used when the temperature is higher than 235.15 K, for
which the number concentration of activated immersion
nuclei per unit volume of liquid water is given by

Nim ¼ Nim0 0:1Tð Þ4:4; ðA10Þ

where Nim0 is the number concentration of all immersion
nuclei per unit volume of liquid water. The type of ice
particles generated by freezing is dependent on the size of
frozen water droplets, where frozen water droplets with radii
smaller than 200 mm are converted to plate-like ice crystals
of corresponding mass, while larger frozen droplets are
transformed to hail. The parameterization by Bigg [1953] is
applied when the temperature is lower than 235.15 K, for
which the freezing probability is assumed to be proportional
to the droplet mass. The decrease in the size distribution
function of water droplets is calculated by

1

fi¼w;k

@fi¼w;k

@t
¼ �10�4mw exp �0:66Tð Þ s�1g�1

� 

: ðA11Þ

The type of ice particles generated is determined in the same
manner as in the alternative parameterization.
[66] The melting of ice hydrometeors is calculated simply

assuming all ice hydrometeors are converted to water
droplets of corresponding mass when the ambient temper-
ature exceeds 273.15 K.
[67] Coalescence growth is determined on the basis of a

stochastic coalescence model [Khain and Sednev, 1995;
Pruppacher and Klett, 1997], as expressed by

@fi mð Þ
@t

¼ �
Xi0¼7

i0¼1

Z 1

0

fi mð ÞKi;i0 m;m
0ð Þfi0 m0ð Þdm0

þ
Xi00¼7

i00¼1

Xi0¼i00

i0¼1

d i; i0; i00;Tð Þ
Z m=2

0

fi00 m� m0ð Þ

� Ki0 ;i00 m
0;m� m0ð Þfi0 m0ð Þdm0; ðA12Þ

Ki;i0 m;m
0ð Þ ¼ p ri mð Þ þ ri0 m

0ð Þf g2 Vi mð Þ � Vi0 m
0ð Þj j

� Ecol;i;i0 m;m
0ð ÞEcoal;i;i0 m;m

0ð Þ; ðA13Þ

d i; i0; i00; Tð Þ

¼
1; if type i is generated using types i0and i00 under temperature T

0; otherwise
;

ðA14Þ

8<
:

where V is the terminal velocity of hydrometeors, Ecol is the
collision efficiency, and Ecoal is the coalescence efficiency
factor. The type of particles after coalescence is dependent
on the type of the parent particles and the ambient
temperature [Khain and Sednev, 1996, Table 2]. An accurate
method of solving the stochastic coalescence equation
(A12) [Bott, 1998] is employed. This method prevents
artificial spectrum broadening by stochastic coalescence.
[68] Gravitational sedimentation is calculated using a

box-Lagrangian raindrop scheme [Kato, 1995] instead of
the Eulerian scheme in the original HUCM. The box-

Lagrangian scheme was developed in the framework of
the bulk microphysical scheme [Ikawa and Saito, 1991].
Thus, the rain terminal velocity Vr in the work by Kato
[1995, equation 1] is assumed: Vr = Aqrn, where qr is the
mixing ratio of rain and A and n are positive constants. The
terminal velocity is substituted for each size bin of hydro-
meteors in coupling of the bin scheme to the box-Lagrang-
ian scheme. The particles in each size bin of hydrometeors
have different terminal velocities, dependent on the mass,
type of hydrometeor, and the air density [Khain and Sednev,
1995, 1996]. This coupling leads to a more detailed calcu-
lation of gravitational sedimentation compared to the orig-
inal coupling of the bulk scheme because particles of
different sizes can fall separately and the calculation
includes no uncertainties in A and n.

Appendix B: Modeling of Cloud Nuclei With
Nesting Procedure

[69] The basic conservation equation for cloud nuclei is
expressed as

@fcn;l
@t

þ Adv: fcn;l
� �

¼ � @fcn;l
@t

	 

nucleation

þDif : fcn;l
� �

; ðB1Þ

where fcn,l is the size distribution function of CN in each
size bin denoted by subscript l, and the term []nucleation
denotes the rate of reduction due to activation (nucleation to
droplets). The only source of CN is inflow from the lateral
boundaries, and the sink is due to outflow at the lateral
boundaries and consumption by nucleation. The terminal
falling velocity of CN is neglected.
[70] An inhomogeneous initial field and temporally var-

iable lateral boundary conditions with respect to CN con-
centration are applied by introducing a nesting procedure.
The interpolation in the nesting procedure is applied to the
distribution of aerosol concentration given by a global
numerical simulation using the SPRINTARS [e.g., Takemura
et al., 2000], for five tropospheric aerosols (organic carbo-
naceous, black carbonaceous, soil dust, sulfate, and sea salt
aerosols). Organic carbonaceous, sulfate, and sea salt aero-
sols among are assumed to be hygroscopic and hence be
CN, which can serve as CCN. The concentrations of
hygroscopic aerosols are given by the SPRINTARS run,
and are then converted to a size distribution function of CN
on a nested grid point. The conversion is performed using
the concentration of each hygroscopic aerosol in the form of
a bulk number concentration of dry particles. The bulk
number concentration is then converted to a size distribution
of CN in bins, assuming a size distribution that is dependent
on the aerosol type [Takemura et al., 2002]. The size
distributions of organic carbonaceous and sulfate aerosols
are assumed to have lognormal forms. The size distributions
of CN converted from organic carbonaceous and sulfate
aerosols number concentrations are given by

fcn OCð Þ;l ¼
NOCffiffiffiffiffiffi
2p

p
sOC

exp � 1

2

ln B1=3=B
1=3
OC � rcn;l=rOC

� �
sOC

8<
:

9=
;

2
2
64

3
75;
ðB2Þ
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fcn SUð Þ;l ¼
NSUffiffiffiffiffiffi
2p

p
sSU

exp � 1

2

ln B1=3=B
1=3
SU � rcn;l=rSU

� �
sSU

8<
:

9=
;

2
2
64

3
75;
ðB3Þ

where OC and SU denote parameters for organic carbonac-
eous and sulfate aerosols, N is the bulk number concentra-
tion of aerosols given by the SPRINTARS run, r is the
mode radius, and s is the standard deviation of the size
distribution. In the present study, the values of rOC = 0.1 mm
and sOC = 1.8 are adopted for organic carbonaceous
aerosols, and rSU = 0.0695 mm and sSU = 2.03 are
employed for sulfate aerosols following Takemura et al.
[2002, Table 4]. BSA and BSU correspond to B in equation
(A3) except for the use of the van’t Hoff factors, molecular
weights, and the densities of organic carbonaceous and
sulfate aerosols, respectively; these BSA and BSU were
assumed to be equal to B using the parameters of
ammonium sulfate in this study because the chemical
components to determine these parameters are uncertain
especially about organic carbonaceous aerosols. The size
distribution of CN converted from the bulk number
concentration of sea salt aerosols is given by

fcn;l ¼ 1:5NSAK
BSA

B

rSA

r3cn;l

 !K

; ðB4Þ

where NSA is the bulk number concentration of sea salt
aerosols, and BSA corresponds to B in equation (A3) except
for the use of the parameters of sea salt aerosol, and rSA =
0.1 mm. The sum of equations (B2), (B3) and (B4) gives the
size distribution of CN in nested grid simulations.
[71] The CN concentration in each bin is calculated using

the same lateral boundary conditions as employed for
potential temperature and the mixing ratio of water vapor.
The lateral boundary conditions for these prognostic varia-
bles are as follows. In the Arakawa-C grid structure adopted
for horizontal discretization, external and internal grid
points are defined adjacent to the lateral boundary. The
external nested value is defined by the temporal and spatial
interpolation of a precalculated field of the outer model or
reanalysis data on the external grid point. Temporal inte-
gration of the prognostic variable on the external grid point
is then performed by [Ikawa and Saito, 1991]

f tþ1
out ¼ bf tEXT þ 1� bð Þ 2f tin � f t�1

in�1

� �
at the outflow boundary;

ðB5Þ

f tþ1
out ¼ bf tEXT þ 1� bð Þf t�1

out at the inflow boundary; ðB6Þ

where fout and fin are values on the external and inertial grid
points adjacent to the lateral boundary, fin-1 is the value on
the grid point next to the internal grid point, fEXT is the
external nested value, b is a weighting parameter, and the
index t is the number of the time step level. Inflow and
outflow are determined by the normal wind component at
the lateral boundary.
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