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1 Introduction

1.1 Modeling the foot: a Finite Element Method Approach

Looking at the very definition of the wordodelin a Merriam-Webster dictionary,
one will read the following: to plan or form after a pattefn, or “a representation of
something, either as a physical object which isallgitsmaller than the real object, or
as a simple description of the object which mightulsed in calculationsCambridge
and Oxford Dictionaries defines it astévise a mathematical model,of

Probably Engineers, Mathematicians, Physicists aldsorts of researchers
working with modeling, are more concerned aboutaawer definition of the word,
which involves only mathematical perspective. Whessearchers, like the ones
mentioned above, use the word model, as a verb moua, they are referring to a
mathematical tool that can be used to simulate repdesent reality, based on data
originated from an experiment or theory.

Thus, to model, or is an attempt to represent mulite matters, which can be
Nature Laws, or objects under certain Physicatifiadffects. The power of modeling is
increasingly recognized in Biomechanical researand when combined with
experimental data, becomes a even more powerfehtiic tool, making a proper
approach to many situations possible. A model sdenb& a powerful tool to increase
the understanding of mechanisms, and has beeredppiierefore, quite frequently in
many daily and/or research situation (Neggal, 1994).

Since few years ago, many researchers have bedingan the development of
mathematical models that simulate the complicatedhanics behind situations faced
by the human body, e.g., sport activities, movemegmdrtaining to daily life, or
interaction between the body and any kind of agparaAmong these, one apparatus
can be mentioned as the most widely used one ai@hwhas been in use by humans for
centuries: the shoes.

It is impossible to estimate exactly during whi¢age on earth history, man first
thought about protecting his feet from the natiwatards of weather and climate, as
well as from rough terrain over which they hunted searched for refuge. However, in
the history of human development shows that theomapce of protecting the feet was
recognized early. There is evidence, which shoves the history of the shoe starts
around 10.000 BC, that is, at the end of the Pilteolperiod. Paintings, making
references to footwear, found in caves in Spainiastuth of France are clues pointing
to this date. Among the cavemen’s rock utensiks;elwere several used to scrape skins,
which indicates that the art of tanning is very.old
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Shoes are important and reliable accessories wgr@ebple in our modern
society, offering protection, improving sportiverfmemances, or, for esthetic reasons.
The shoe has always had an important place in m@st@through all this development,
comparatively little attention was devoted to figfi qualities or comfort. Research on
footwear only became attractive to scientists wtien fitness and running activities
started to boom in the early 1970’s (Nigpal, 1977; Jamest al, 1978; Krissoffet al,
1979; Lightet al, 1979; Cavanagh, 1980; Clemerital, 1981; Hamillet al, 1983).
Consequently, many questions emerged regardingvéaot biomechanics and most
important: the effects of poor footwear on humaaltie

Human feet are repeatedly subject to substantiaéfoduring daily activities, not
the least of which is the transient force causetidsl-strike (Denoth, 1986; Nigg et al.,
1995; Wakeling et al., 2003) apud (Géi al, 2005). This impact force, caused by
inertial change of the lower extremity over appnoately 20 ms, reaches two or three
times the body weight (Whittle, 1999) and generateshock wave that is transmitted
along the body (Dickinson et al., 1985; Smeath#889; Wakeling et al., 2003) apud
(Chi et al, 2005). Some researchers like Collins and Wh(ft#89), Gill and O’Connor
(2003) indicate the impact force and the shock waw®@ne of the primary etiological
agents in many degenerative diseases and injufidseomusculoskeletal system, as
plantar fasciitis, Achilles tendinitis, muscle teand stress fractures.

The heel pad of the foot experiences high forcesnxguocomotion that result in
repetitive and elevated local stresses. As consegukeel pad is believed to attenuate
foot-ground impact forces and protect the muscutetkl system (Whittle, 1999). As a
matter of fact, during impact phase the heel madhe major source of energy
absorption, because the geometry of the contadt does not change and no muscle
activity is detected during this period (10-20 niteraheel-strike) (Jefferson et al.,
1990; Wakeling et al., 2003) apud (Gial, 2005).

Thus, such high plantar pressures at the heel ted@ relieved somehow to
avoid certain pathological conditions. It is imgort to recognize the link between these
transient forces and pathological conditions, sitheemagnitude of these forces — and
by implication, the incidence of these conditions can be reduced by the use of
viscoelastic materials, either in shoe construatioas an insole (Whittle, 1999) (Figure
1-1).

Nowadays, support surface interfaces typically sfeexi as protective devices,
such as athletic shoes and mats composed of quhdrd polymer foam materials, are
used to protect against these injuries. A variétpwer-the-counter and custom insole
products are frequently used to relieve plantarsquees (Goske et al, 2006).
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Currently there are many commercially availableoiesmaterials, but there is limited
information on the effects of stress redistributadnnsoles with different combinations
of materials and thicknesses.

‘Transient Forces

Osteonrthuitis Low Back Pain ‘
Musculosiceletal Tnjuries Stress Fractures of the lower limbs ‘
|
Prosthetic Joint Loosening ‘Natural Protection Other overuse injuries ‘

‘ Appropiste Joint Algnment ‘

‘mﬂwm
in tho hed pad and joinis

¥
| v |

Figure 1-1: Schematic relation among transient fores, musculoskeletal diseases and prevention.

Moreover, the design of an insole is often intd@tiand is not always based on
scientific principles. Therefore, further investiga and utilization of more scientific
principles is necessary. Currently, there are teasible approaches to quantifying foot
pressure. One approach employs the well-establisihedoe measuring techniques to
obtain plantar pressure during gait with differémsole combinations (Cheat al,
2003) . However, this approach is time-consumind) @farge number of measurements
need to be performed on different subjects witfed#nt insole combinations in order to
obtain statistically significant results.

The other approach is to use the finite elemenhattto model the foot—insole
structure and to analyze the effects of differergole variable combinations, like
conformity, thickness and material, on the plastegss distributions. This approach has
the benefit of allowing modification of differenhsole combinations and performing
parametric analysis with a relatively quick andyga®cedure.
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1.2 Objectives

Obviously, there is still a broad range of unangdebut fundamental questions
regarding the biomechanics of the foot, especimlyarding footwear biomechanics,
however for the present study a more modest satitdl questions is going to be
addressed.

The main question concerning this study is: whahéseffect (s) of the footwear
(insole) design variables on the plantar pressustrilsution? In the universe of
biomechanical variables we opt for peak plantasguee.

This variable was chosen to evaluate the efficdayesigns variables because of
the widespread clinical and experimental use (Caghret al. 2000) of this quantity and
its links to diseases (Veves al. 1992apudErdemiret al, 2006).

The design variables in question are conformitgife 1-2), and material. The
word conformity, while used in this study, is reést to the degree of congruity between
the plantar region and the insole surface in tHeaded state.

Thus the main question can be reformulated in tifferdnt ones:

1- Does conformity have effect on peak plantar pressatue?

2- Does material have effect on peak plantar pressuedtie?

/]

Medial Latersl

Figure 1-2: Conformity (Goske, 2006).

To answer these guestions two approaches are ¢wihg used: an experiment,
which is explained in details in the section 4 amdnmerical simulation, which is
explained in the sectidirror! Reference source not found. The whole methodology,
and the way that the study was segregated, is ieepladetailed in sectioirror!
Reference source not found.

Results of both: numerical simulation and experitvae going to be compared,
to completely understand the influence of the psepidfootwear variables on the plantar
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pressure distribution. Thus, the first step of gtisl to model a three-dimensional,
sufficiently anatomically detailed human foot artd structures based on computer
tomography (CT) scans.

Using this model, the next step is to perform at€iklement Analysis (FEA) to
evaluate foot-insole interaction, under standadliteading conditions, i.e., test a
variety of design criteria, as mentioned abovesystematically changing its geometric
and constitutive properties.

The particular issue, which is going to be investgl, is plantar pressure, and as
mentioned above the peak plantar pressure. Thigval going to be compared with
experimental data to validate the model, and bettelerstand the nature of foot-insole
(through the two variables mentioned above) intevac

With that in hand, it is expected that the moddl &come a tool to optimize
parameters (manufacture variables) in the developrokperformance footwear, and
later on used to simulate more complex movemernddaadings cases.
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1.3 Significance

The understanding of biomechanical behavior of isoimportant in numerous
applications: medical (towards diagnosis and pre@gpbiomechanics (concerning the
design or performance enhancements) or safety.adfeasxample, locating points of
highly elevated stresses in the foot during gaitfismajor clinical importance in
understanding the development mechanisms of sfrasgires, arthrosis, or diabetic
ulcers.

Focusing in a specific area for example, humans pérdorm sports involving
impulsive contact between the plantar aspect ofdbeand a support surface, such as
in running and gymnastics, are frequently injurBdlfbins Set al, 1997). The injuries
are thought to be caused by the cumulative effecepeated trauma from excessive
vertical impact (Robbins &t al, 1997).

Thus, the comprehension of the mechanical behafithe foot under this kind
of situations can enhance the design of shoesvalso&e (insole, midsole, and walls)
playing a major role in the prevention of injurypda secondarily, improve comfort,
which is important for the appropriate executiorspbrts activities.

In fact, the relative contributions of the availbflesign variables such as
geometry and material properties on pressure raliefnot known, thus performing
accurate computational simulations of the foot towtwear are promising alternatives
to experimentation when designing insoles for @amressure relief since the design
space, e.g. material properties, geometry, canysematically evaluated to optimize
the product. Furthermore, this computational apgno@duces the cost and danger of
other testing procedures, as well the burden gelaplume of data.
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1.4 Literature Review
1.4.1 Numerical Analysis of 3D models by Finite Element Mthod

The latest quantitative models that have analykechtiman foot as a mechanical
structure used various simplifying assumptions eomag its geometry, mechanical
properties of its tissues, and muscle loading. Naka et al. (1981) used a
two-dimensional Finite Element (FE) model in arewmtpt to predict the stress states
within the plantar soft tissue of the human foat flifferent shoe conditions. In his
work, a single elastic body represented the comptey structure of the foot with its
articulated joints.

A major breakthrough was achieved by Simkin (198#%)p developed a static
model of the foot during standing, using matrixustaral analysis. This model was both
representative and quantitative in the three dino@ss However, as some joint
geometric misrepresentation could not be avoideghwising matrix structural analysis,
the resulted reduced accuracy in the field of dispiments did not allow a complete
validation of the model.

More complex models of similar concept, consistridninge joints, springs, and
dampers to represent viscoelastic behavior, warently suggested by Gilchrist et al.
(1996) and Chu et al. (1995) presented an asynurtbtee-dimensional FE foot model
for analysis of ankle-foot orthosis effects. Linedaistic ligaments and soft tissue were
included in this model, yet, the complex articutagructure of the foot skeleton was
treated as a single body.

Patyl and colleagues (1996) used a two-dimensiomi# element (FE) model to
study regions of high stress in normal and neutopdéet during gait, was constructed
according to the two-dimensional cross-sectionat@mny of the foot, obtained from a
lateral X-ray image; although their work is an impot step toward the ability to
predict structural stress concentrations in nornaald disordered feet, the
two-dimensional approach limits the model validity.the latest three-dimensional FE
model of Patil's group (1996), bones of the medsdd lateral arches in the
medio-lateral directions are combined, forming, etbeless, a simplified foot structure.

Geffen and colleagues (1998) achieved some enhamteim the simulation of
foot behavior by using a five planar sections apphy in which each of the five foot
rays is modeled as an individual two-dimensionaiucitre. Nevertheless, this
methodology cannot account for the three-dimensionterlinks among the foot
skeletal components.

In the next year, Genda et al. (19@8®hstructed a model of 14 bones and 59
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ligaments of the foot to study load transmissiorthiea foot. They used Rigid Body

Spring Modeling, in which bones were modeled agdrigpdies and ligaments were

represented by springs. Contact surfaces wereetk&attween rigid bodies of the bones
to transfer loads. For example, the results showmat the subtalar joint and

talonavicular joints transmitted 62% and 38% oflthed respectively.

In their next work, Geffen and colleagues (200®spnted for the first time in
literature a complex three-dimensional finite elem@model of a normal foot structure,
including cartilage and ligaments for simulation alistic joint articulations, in
discrete events during the stance phase of gaitein model, the mechanical properties
of bone and cartilage tissues of the foot wererassito remain constant in time and to
be homogenous, isotropic, and linear elastic. @sgumption is generally adequate for
analysis of bones subjected to dynamic loadingrbthe cartilage tissue, a quasi-linear
viscoelastic assumption should be considered (FL@@4; Jacolet al, 1996).

For their model, it is possible that introductiohaomore realistic approach, not
only for the cartilage but also for the plantastis pad, will decrease the foot-ground
reaction forces, due to energy attenuation, anteblye impose use of larger muscle
forces to obtain successful validation with expemtal data. Finally, imaging of the
foot motion during gait was performed only in tregittal, and not in the transverse
plane. Therefore, the model still lacks input & tklative motion between bones in the
transverse plane during the subphases of stance.

In the same year, Ledoux and colleagues createédratomically accurate
three-dimensional finite element model of the hunfant and ankle, including
ligaments and plantar aponeurosis, with origin freadaveric dissection, description in
the literature and photographic anatomy atlasesveider, the model was simplified by
grouping certain bones together to form singledrigndies: the tibia and fibula, the first
through fourth metatarsals and phalanges, the riestiatarsal and phalanges, and the
navicular and three cuneiform. Moreover, there wseeral limitations to the model,
including the exclusion of muscle, which preventcuate force application, and
cartilage, which prevents accurate joint space rigggms. Additionally, all ligaments
were assumed to be linear, which can potentialeuestimate stiffness.

In the following work, Giddings et alleveloped a FEM model of the foot that
included some ligaments and the plantar fascia. sSkbhdy aimed to create a model of
the calcaneus without knowledge of the applieddcaud joint pressures. The load was
applied at the base of calcaneus and at the medhtagads based on ground reaction
force experiments and the analysis was carriednodiscrete increments of 20% of the
stance phase of walking and running. In the calean¢hey visually verified the
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trajectories of principal stresses with orientatioh trabeculae and found good

correspondence. Even though there were variatioegeéss magnitudes for running and
walking, the directions of principal stresses werehanged. The predicted contact
forces in the talocalceneal joint were 5.4 timedybweight for walking and 7.9 times

body weight for running.

The year of 2001 was a very prolific year: foumsiigant works were published.
Asai and colleagues performed a finite element yammalusing a commercial foot
skeletal model for computer graphics and anatondegh, with some simplifications.
The hard tissue parts of their foot model consistfe2i3 bone models, and the soft tissue
parts that were modeled consisted of 15 joint nedehe ligaments and retinacula were
not geometrically represented. They solved this ehddr two cases: linear static
analysis and dynamic transient analysis. As resitiéeems that the stiffness of the soft
tissue in their simulation model was slightly lowtan that of a real human foot
(cadaver). Moreover the vertical peak force, far ttoundary condition set by them,
was much higher than that reported for real hurnaning.

Bandak and colleagues developed a three-dimendiaital element model of the
human ankle joint to study the mechanisms of impggaty to the major bones of the
foot. The model was based on anatomically realisbioe geometry obtained from
medical imaging and included the major ligamentshef ankle. Careful consideration
was given to model the soft tissues of the plastaface of the foot. The model was
used to simulate axial impulsive loading appliedhat plantar surface of the foot. The
stability of the ankle joint was achieved in thedabstrictly by the intrinsic anatomical
geometry and the ligamenteous structure. The timtry response of input/output
accelerations and forces compared reasonably widhl @xperimental data. Results
indicate that the calcaneus experiences the higliesises followed by the tibia and
talus. The findings were in agreement with sevepgberimental data on calcaneal
fracture in axial dynamic loading. Also, the modgve stress localization in the
lateral-collateral ligaments that agrees with ipjabservations for that region.

Amit Gefen presented a study to determine the &ffeicankle dorsiflexor muscle
weakness on the structural stability of the foad,atonsequently, on the risk of falls
during gait. The finite element model utilized imat study had been developed and
published in the previous yed¥eng-Pin Chen and colleagues developed a 3-D Finite
Element model with several simplifications. Amongede simplifications we can
mention: bones in the five phalanges were moda@edzktfive integrated parts in the rest
of the metatarsals and tarsal bones were modeldd twirigid columns (medial and
lateral) without segmenting each of the individdmines in order to reduce the
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complexity of the model. The medial column conslsté the first three metatarsals,
three cuneiforms (medial, intermediate and latemadvicular, talus and tibia. The
lateral column consisted of the fourth and fifthtatarsal, cuboid, calcaneus, and fibula.
The joint spaces between each of the five phalaagdsts connective metatarsal bones
were modeled with cartilage elements in an attetoptllow deformation and to
simulate the metatarsalphalangeal joints. Alsojtive space between the medial and
the lateral columns representing the metatarsaltl@darsal bones was also modeled
with cartilage elements. Despite the simplificatiom the model, including geometry
and materials, the plantar pressure patterns wemas to measurement result from
previous literature.

Their analysis was performed for loading conditismulating barefoot gait
during mid-stance to push-off. The peak plantasguesranged from 374 to 1003 kPa
and the peak von Mises stress in the bone rangead 212 to 6.91 MPa at different
instants. It is important to mention that theirdiimgs on plantar pressure patterns were
similar to previous measurements results foundtemaiture. However the magnitude of
the measurements for plantar pressure differs fggnily from previous works as
Soames (1985) and Brown et al. (1996). In Soames’kwfoot-mounted pad
transducers were used to measure foot pressunegdoarefoot gait. The highest mean
plantar pressure was found under the third metthesad and the values ranged from
550 to 590 kPa.

In the other hand, Brown and colleagues, used ®EAN in-shoe pressure
measuring system to determine the efficacy of pmessedistribution with Plastazote,
Spenco, cork, and plastic foot orthoses as compai#id that of the control (no
orthosis). They concluded that Plastazote, corkl plastic foot orthoses could be
beneficial in relieving pressure in certain regiafighe shoe—foot interface, but at the
cost of increasing pressure in other areas of tamtar surface. There were no
statistically significant changes in peak pressbetween the orthotic and control
conditions in the great toe, first metatarsal hegdond through fifth toes, or total foot
regions. Decreases in peak pressure were foundheinfdrefoot, heel, and second
through fifth metatarsal head regions when orthosese worn. The average peak
pressure ranges for the orthotic and control cant at the three highest-pressure
regions were: forefoot (1002-1126 kPa), heel (763-8Pa), second through fifth
metatarsal heads (383-453 kPa). These peak pressimes were higher than those
reported in the previous studies by Lord and Ho4&B94) and Kato et al. (1996).
These inconsistent results might be due to difle®enbetween measurements
techniques and variations between subjects usdtieirexperiments and subsequent
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simulations.

In 2003, Chen et al. presented a new study, udiegfinite element model
developed and described in their first study (200X)ere, they used the model to
investigate the effects of total contact insolestlma plantar stress redistribution. The
result of their work is going to be presented ia #ection 5. In 2005 Cheung et al.
presented two studies using the same finite elemedel. In the first study, they
investigated the effect of material stiffness at find custom-molded insoles on plantar
pressures and stress distribution in the bony &mimientous structures of the foot
during balanced standing. In order to do that,raetfdimensional finite element model
of the human ankle-foot complex and a custom-moldsdle were developed from 3-D
reconstruction of magnetic resonance images arfdcgudigitization. The distal tibia
and fibula, together with 26 foot bones and 72 mAgaments and the plantar fascia,
were embedded in a volume of soft tissues.

The main outcome measures were: Foot-support ateifpressure, von Mises
stress in bony structures, and strain of the pfafgscia. Their findings show that
custom-molded, soft (Young modulus, E=0.3MPa) iesmduced the peak plantar
pressure by 40.7% and 31.6% at the metatarsal esldrégion, respectively, compared
with those under a flat, hard (E=1000MPa) insoleakivhile, a 59.7% increase in the
contact area of the plantar foot was predicted wvetitorresponding peak plantar
pressure increase of 22.2% in the midfoothe predicted plantar pressure distribution
pattern was, in general, comparable to the F-sezasaorement.

The predicted peak von Mises stress showed thanttishaft of the second and
third metatarsals were the most vulnerable regidie confined positions of these
metatarsals, especially with tissue stiffening, gnebably the cause of stress
concentration. Apart from the midshaft of the metsals, the junctions of the subtalar
and calcaneocuboid joints were also possible sitefsacture or lesion under weight
bearing.
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1.4.2 Footwear Related Research

Hitherto, there are only a limited number of stsdie the literature that have
investigated footwear using finite element methdde pioneer study on foot-insole
interaction was published in 1997 by Lemon et &aJd Lemmon, 1997). They
investigated alterations in pressure under thergbcoetatarsal head as a function of
insole thickness and tissue thickness using, bwfferemental and quasi-static plane
strain, finite element analysis. As results, theynid that the orthoses chosen reduced
plantar pressure by a maximum of approximately 3% were more effective (on a
percentage basis) in the setting of reduced subtarstil tissue thickness. Peak normal
stresses predicted by the Finite Element model®,wen average, within 5.9% of
experimentally measured values for the normal éissase and 8.1% for the reduced
tissue case. It has been demonstratéuat the finite element method can be a
promising means for predicting the stress distributions & tfoot—insole interface if
the complex geometry and materiatonditions of the foot and insole are properly
taken into account.

In 2003, Chen et al. (Cheet al, 2003) presented a study about effects of total
contact insoles on the plantar stress distributResults showed that the peak and the
average normal stresses were reduced in most ofpkinatar regions except the
midfoot and the hallux region when total contasbies were worn compared with that
of the flat insole condition. The reductiomatios of the peak normal stress ranged from
19.8% to 56.8%. Similar results were reported bydLand Hosein (1994) who used
pressure-measuring insole systems. In their stadgtom-molded inserts used in the
orthopedic shoes of diabetic patients at risk aihfar ulceration were compared with
flat inserts. They found that the pressure was aedusignificantly with the use of
molded inserts (flat inserts: 305+79 kPa; moldextits: 216+70 kPa; n = 6, p < 0.005).
Kato et al. (1996) investigated the effects of fodhoses on the distribution of plantar
pressures using a pressure sensitive insole imsaiadbetic patients (13 feet). They
found that the pre-orthotic peak pressure was ¥30.8® kPa, while the post-orthotic
peak pressure was reduced to 52.6+17.9 kPa. The& meshuction of pressure was
56.3%.

In an axisymmetric finite element model of the Ih&erdejo and Mills (2004)
(Verdejoet al, 2004) evaluated running-shoe midsoles and esto@a65% decrease in
vertical compressive stresses of the heel compaitdbarefoot loading. It is widely
believed that conformity, or cupping the heel, fiecive in reducing both heel plantar
pressure and heel pain, and such products haveemprv be effective for patients
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suffering from plantar fasciitis (Pfeffer et al999). None of these studies investigated
insole design variables such as conformity, mdtedad thickness that potentially

influence pressure distribution underneath the .heeladdition, midsoles or insoles

were modeled as isolated components, ignoring ofba&tures of footwear such as

sidewalls that might confine the heel and altespuee distribution.

Edermir et al. (2005) published an investigatioowbmultiple design variables
such as conformity of the insole, insole thicknasd material. They included on the
model the major components of the footwear (midswid sidewalls), which is up to
now, the footwear model with more details and congpds. As main outcome of this
research, they found that full-conforming insoleidas provide the greatest reduction
of heel pressures compared to the barefoot conditieeping insole material and
thickness under the mid portion of the heel coristemd changing the insole profile
from flat to full conforming allowed reduced peakegsures by up to 26.3%. This
finding is very similar to the relative decreasegeak pressures reported by Bus et al.
(2004) of up to 23% by simply using a custom-maoigf@rming insole instead of a flat
one. Absolute reductions in heel peak pressuresrfwbmpared to barefoot) were up to
60% when using an insole that conformed to the fleddmann et al., 2001; Bus et al.,
2004).

In 2006, Goske and colleagues presented a two-dimeal plane strain finite
element model to investigate 27 insole designs:bioations of three insole conformity
levels (flat, half conforming and conforming), tarmsole thickness values (6.3, 9.5 and
12.7 mm) and three insole materials (Poron CushgnMicrocel Puff Lite and
Microcel Puff) during the early support phase ot.gas good points on this study we
emphasize that plantar pressures predicted by tiieeiwvere validated by experimental
trials conducted in the same subject whose heelmadeled by loading the bare foot
on a rigid surface and on foam mats. Another vegdrtant point is that at first time in
literature, other footwear components (midsole waés) were taken into account. The
results showed that conformity of the insole wass tost important design variable,
whereas peak pressures were relatively insensitivensole material selection. The
model predicted a 24% relief in pressure compapedarefoot conditions when using
flat insoles; the reduction increased up to 44%ftdir conforming insoles. The only
disadvantage of this study was to confine the stad¥D, consequently consider only a
section on the rearfoot region, neglecting othgrores.
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1.5 Thesis Scope

The attempt of this thesis is to find how two feear design parameters
(conformity and material) affect plantar pressuistribution. In order to find the
proposed, we use numerical simulation and expetimegenerate the necessary data.

1.6 Chapter Overview

Chapter 1: It defines the main question of the ystwith its goals, significance
and review of previous studies.

Chapter 2: It presents a detailed explanation abmaitstructure subject of our
study: the human foot and its components, anatdnécens, kinesiology terms, and

biomechanical terms.

Chapter 3: It describes the methodology, i.e. seaech design adopted to answer
the main question and its nuances. Moreover shioveigtail, the model’s construction.

Chapter 4: It dissertates about the experimentst pand final, clarifying about
subjects, apparatus and experiment design.

Chapter 5: It debates about results and its ingéafion. It is the rationale of this
study.

Chapter 6: It presents limitation of the study ahddraws conclusions and
suggestions about the theme.

Chapter 7: It is about future direction of thisdstuln other words: what else can
be done about the theme.

Chapter 8: It presents bibliography references.

Chapter 9: It contains extra information aboutekperiment and simulation data,
which are going to be used in a following study.
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2 Foot Anatomy

2.1 Human Foot: an overview

The human foot is a complex multi-articular mechkahistructure consisting of
bones, joints and soft tissues, playing an extrgrmeportant role in the biomechanical
function of the lower extremity and is controlley lmoth intrinsic and extrinsic muscles.
It is the only part of the body that acts on areexl surface, providing support and
balance during standing and stabilizing the bodyndugait(Abboud, 2002).

The foot has two important functions: weight begrind propulsion. These
functions require a high degree of stability. Irdiéidn, the foot must be flexible, so it
can adapt to uneven surfaces. The multiple bonggoamts of the foot give it flexibility,
but these multiple bones must form an arch to sty weight.

The foot must also be relatively compliant to ceph uneven ground, both bare
and shod, while maintaining its functional integritDuring ground contact, foot
function reverses the convention that a musclexedfat its origin and moves from its
insertion. The conventional anatomical insertioften fixed against the ground, and
the origin in the heel or leg moves in relationthat fixed point. This provides both
flexibility and stability during walking. The imptant mechanical structures of the foot
and ankle contain:

1. The bony skeleton containing 26 bones: sevesal@rfive metatarsals, and 14
phalanges. Working in synergy with the ligamentd arches, provides relative rigidity
and the essential lever arm mechanism requiredhiotain balance during standing and
facilitate propulsion,

2. The lower extremity joints have the followingmenclature: ankle, subtalar,
midtarsal, tarsometatarsal, metatarsophalangeaP{Mihd interphalangeal (IP) joints,
confer flexibility and resiliency to the foot stituce,

3. More than 100 different soft tissues such mss(2€), tendons and ligaments,
which control foot movement and stability,

4. A network of blood vessels, nerves and softiésss fat and skin.

The foot is the end part of the lower kinetic chéhiat opposes external resistance.
Normal arthrokinematics and proprioception withire tfoot and ankle influence the
ability of the lower limb to attenuate the forcdsaeight bearing (static and dynamic).
The lower extremity should distribute and dissipatenpressive, tensile, shearing, and
rotatory forces during the stance phase of ga#iddéguate distribution of these forces
can lead to abnormal movement, which in turn preduexcessive stress, which can
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result in the breakdown of soft tissue and mudgidie normal mechanics of the foot and
ankle result in the most efficient force attenuaffbboud, 2002). Structurally, the foot
can be separated in four segments: the hindfoet,ntidfoot, the forefoot and the

phalanges.
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2.2 Foot Structure Division
2.2.1 The Hindfoot

The hindfoot consists of three joints and two bortee talus and calcaneus,
linking the midfoot to the ankle through talus. i is connected to the long bones of
the lower leg: tibia and fibula, forming a hingeathallows the foot to move up and
down. Moreover, the three parts of the talus: bowhck, and head, are orientated to
transmit reactive forces from the foot through émdle joint to the leg. Lying between
the calcaneus, and tibia, it communicates thrashfone to the other.

The calcaneus is the largest and most posterisalthone in the foot and forms
the heel. It provides a lever arm for the insertdrthe Achilles tendon, which is the
largest and one of the strongest tendons in thg bodugh which gastrocnemius and
soleus impart powerful plantar flexion forces te foot. Its height, width and structure
enable the calcaneus to withstand high tensiledingnand compressive forces on a
regular basis without damage. It joins the taluBtm the subtalar joint, which enables
the foot to rotate at the ankle(Abboud, 2002).

The shape of calcaneus is complex. On its uppéaciare three smooth facets,
posterior, middle, and anterior, which articulatéhweorresponding facets on the lower
surface of the talus to form the subtalar joint. thése three talocalcaneal facets, the
posterior is the largest, covering almost the entiidth of the calcaneal body. The
middle and anterior facets are located on the reitla of the upper calcaneal surface,
and are usually continuous with each other. Thedhaicand posterior facets are
separated from each other by a deep groove, whughther with a corresponding
groove on the talus, forms a channel between thebtwes called the sinus tarsi.

The lateral wall of calcaneus is nearly flat, exctEp a small ridge called the
peroneal tubercle. The medial wall has a shelf-pkejection, the sustentaculum tali.
This shelf carries the middle talocalcaneal facetts upper surface. The undersurface
of the shelf has a groove for the flexor halluoisgus tendon.

The front or anterior process of calcaneus artteslavith the cuboid bone to form
the calcaneocuboid joint. The rear part of calcaneansists of a large rounded
projection, the calcaneal tuberosity, which forrhe back of the heel and provides
attachment for the Achilles tendon. The underserfafcthe tuberosity forms the bottom
of the heel; this surface comes into contact with ground during weight bearing,
cushioned by a fibroelastic fat pad.

The talus, which rests on top of calcaneus, alsoaheomplex shape. The main
part or body of the talus is roughly cubical. lisa®th, dome-shaped upper surface (the
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talar dome) articulates with the distal ends oftth& and fibula, the two bones of the
lower leg, to form the ankle joint. The rear su€faxd the talar body protrudes backward
to form a posterior process. In some individudls, posterior process ossifies (develops
into bone) independently, and may remain sepanate the talar body as a small
accessory bone called the os trigonum.

Projecting forward from the talar body is the headhe talus, which is separated
from the body by a slight constriction called tleek The talar head articulates with the
navicular bone, forming the talonavicular joint.eTlower surface of the talus contains
three smooth facets, posterior, middle, and amenwghich articulate with the
corresponding facets on the upper surface of caleanThe posterior facet (the largest
of the three) covers the undersurface of the taddy; the anterior and middle facets are
located on the undersurface of the talar head. thegethese three talocalcaneal
articulations form the subtalar joint.

The subtalar joint is bound together by severabc@taneal ligaments. In
addition, it is supported by portions of the medial lateral ligaments of the ankle,
which span both the ankle and the subtalar joihe alcaneocuboid and talonavicular
joints, together referred to as the midtarsal joiotm the boundary between hindfoot
and midfoot.
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2.2.2 The Midfoot

The midfoot is composed of five of the seven tabsales, the navicular, cuboid,
and three cuneiform bones. These can be thougds bking arranged in two irregular
rows, with the cuboid occupying space in both rolWse proximal row contains the
navicular (on the medial side of the foot) and thiboid (on the lateral side). The
navicular, medial to the cuboid, articulates witle head of the talus anteriorly and is
the keystone at the top of the medial longitudarah.

The distal row contains the three cuneiforms (medidermediate, and lateral)
and the cuboid (lateral to the lateral cuneiformhe cuboid articulates with the
calcaneus proximally and the fourth and fifth metsals distally. The three cuneiforms,
are convexly shaped on their broad dorsal aspeitstwthe plantar surface is concave
and wedge shaped so that the apex of each bones poieriorly. The medial,
intermediate, and lateral cuneiforms articulatepestively, with the first, second and
third metatarsals distally. This multi-segmentalnfaguration in conjunction with
connecting ligaments and muscles contributes gre&dl the stability of the
midfoot(Abboud, 2002).

The boundary between the midfoot and forefoot igif five tarsometatarsal
(TMT) joints, the joints between the distal row the midfoot and the bases of the
metatarsals. There are also multiple joints witthie midfoot itself. The distal row of
the midfoot has two intercuneiform joints (betweadjacent cuneiforms) and a
cuneocuboid joint (between the lateral cuneiforrd e cuboid). Proximally, the three
cuneiforms articulate with the navicular bone (itneonavicular joints). In some
individuals, there is also a small articulationviietn the cuboid and navicular.

In addition to its articular surfaces, each talsale has specific features adapted
for function. For example, the medial surface o thavicular projects downward to
form a tuberosity, which serves as an attachmanthi® tibialis posterior tendon. The
lateral surface of the cuboid also has a tuberosthich serves as a ligament attachment.
The cuboid bone has no major tendon attachmentsever, the peroneus longus
tendon passes across the cuboid tuberosity, tinrargroove on the plantar surface of
the bone. The peroneus longus tendon often cordasesamoid bone, which articulates
with a small facet (articular surface) on the taisdy.
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2.2.3 The Forefoot

There are five metatarsals in the forefoot, thefletapered distally and
articulating with the proximal phalanges, the bomésthe digits or toes. The first
metatarsal is the shortest and widest. Its basaukates with the medial cuneiform and
is somewhat cone shaped. Of the metatarsal bdmegir$t bears the most weight and
plays the most important role in propulsion; itherefore the shortest and thickest. It
provides attachment for several tendons, includiimiglis anterior and peroneus longus.
The head of the first metatarsal additionally atates with two sesamoids on its
plantar articular surface.

The second, third, and fourth, called the intematatarsals, are the most stable
of the metatarsals, in part because of their pteteposition; but also because they have
only minor tendon attachments, and therefore atesugected to strong pulling forces.
The second metatarsal extends beyond the firstipedly, and articulates with the
intermediate cuneiform as well as with the medial k&teral cuneiforms in a “key-like”
configuration which promotes stability and rendins second ray the stiffest and most
stable portion of the foot playing a key role imlstizing foot posture after hallux
surgery.

The third, fourth and fifth metatarsals are broddthtee base, narrow in the
diaphysis (shaft) and have dome-shaped heads. ithehfs a prominent styloid or
tuberosity (protuberance), laterally and proximadllyits base, on which the peroneus
brevis tendon inserts. The tuberosity of the fiftetatarsal can be felt halfway along the
lateral side of the foot.

The joints between the metatarsals and the proxphalanges are called the
metatarsophalangeal (MTP) joints. Each digit alae two interphalangeal (IP) joints,
proximal (PIP) and distal (DIP), except for the Ibigg, which has only one IP joint.
Each MTP and IP joint is bound together by sevigalments, one on each side of the
joint (medial and lateral collateral ligaments)damme along the plantar (sole) surface
(plantar ligament).

The first metatarsophalangeal (MTP) joint has aditamhal feature. Near the
head of the first metatarsal, on the plantar sertddhe foot, are two sesamoid bones. A
sesamoid is a small, oval-shaped bone, which dpseiloside a tendon, where the
tendon passes over a bony prominence. In this daséendon is that of flexor hallucis
brevis, as it passes over the first metatarsal .hHagse sesamoid bones articulate with
the head of the first metatarsal, and function ag pf the first metatarsophalangeal
(MTP) joint. They are held in place by their tendprand are also supported by
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ligaments. These include the sesamoid collategafients (which bind the sesamoids to
the metatarsal head) and the intersesamoidal ligafwdich connects the sesamoids to
each other).
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2.3 The Phalanges

As the metatarsals, phalanges are long bones. Izl diaphysis with slightly
flaring ends. The proximal end or base of each bwa® a smooth articular surface
where it forms a joint with the adjacent bone. Tdistal end or head also has an
articular surface, except for the distal phalangdmse distal ends provide attachment
for the soft tissue (pulp) of the digit tips.

Phalanges constitute digits. Each digit has thhedgmges: proximal, middle, and
distal, except for the big toe, which has two: pmed and distal. The digits and their
metatarsal rays are numbered from one to fivetistawith the big toe or hallux. The
hallux consists of two phalanges, all other toesta@ioing three. The heads of the
proximal and middle phalanges tend to be trochdbaped allowing for greater stability.
Functionally, the toes contribute to weight bearamgl load distribution and also effect
propulsion during the push-off phase of gait.

2.4 Ossicles

The foot contains a variable number of ossiclesnoall bones. These are of two
types, sesamoid bones and accessory bones. Sesaaneidmall bones that develop
inside a tendon, where the tendon passes over ya frominence. The two sesamoid
bones of the first metatarsophalangeal (MTP) jbete already been mentioned; these
are a constant feature. The other metatarsophabiigd P) joints only occasionally
have sesamoid bones. The peroneus longus tendprefity contains a sesamoid bone,
at the point where it passes over the cuboid tigiilgraSesamoids may also occur in
other locations in the foot.

The foot may also contain ossicles that are naicaed with a tendon, but result
from developmental variations. In the fetus, thelston initially consists of cartilage,
which gradually ossifies during fetal development achildhood. Each bone has a
primary ossification center. The process of osaifan progresses outward from this
center, until the bone is completely ossified.dnd bones, the primary center is located
in the middle of the shatft; later, secondary osaifon centers develop at the ends of the
long bone.

Irregularly shaped bones such as the tarsal borsgsatso develop secondary
centers. In some individuals, complete ossificatiors not occur; the secondary center
remains separate from the rest of the bone, formingccessory ossicle. An example is
the os trigonum, which arises as a secondary ca8dn center in the posterior process
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of the talus. About 50% of individuals have an ngaonum. Accessory ossicles may
also occur in other locations in the foot.
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2.5 Function

Joints of the foot are controlled by extrinsic anttinsic muscles of the lower
limb and provide for the major motion function, afegion and support of the foot. As
with all joints, motion occurs by rotation about @xis in a plane of motion. The three
planes of motion in the foot are defined as: salgjitane (sp), frontal plane (fp) and
transverse plane (tp)(Abboud, 2002Zhese movements are complex - mainly because
they are described with respect to the anatomiczd,avhile the axis of joint movement
lie at an angle to these axes.

The foot, or any part of the foot, is defined asngeadducted when its distal
aspect is angulated towards the midline of the bodiie transverse plane and deviated
from the sagittal plane passing through the prokiaspect of the foot, or other
specified anatomical reference point. Abductionvien the distal aspect is angulated
away from the midline (Figure 2-3(A)).

The foot is defined as being plantar flexed whem distal aspect is angulated
downwards in the sagittal plane away from the tilaiad dorsiflexed when the distal
aspect is angulated towards the tibia in the sdgitane (Figure 2-3(B)). The foot is
described as being inverted when it is tilted ia ftontal plane, such that its plantar
surface faces towards the midline of the body amayafrom the transverse plane, and
everted when its plantar surface faces away framtluline of the body and away from
the transverse plane (Figure 2-3(C)).

The foot is considered to be supinated when itimsukaneously adducted,
inverted and plantar flexed, and pronated whes #@hducted, everted and dorsiflexed
(Figure 2-3(D)). With the exception of the midtdysaetatarsophalangeal (MTP) and
interphalangeal (IP) joints, the three remaininganpints move in only one plane, i.e.
one degree of freedom. The former three joints haxedegrees of freedom of motion
occurring independently of one another (adductiodeation/ dorsiflexion-plantar
flexion). The ankle joint is the articulation bew®vethe distal part of the tibia and the
body of the talus, permitting dorsiflexion and pglarnflexion of the foot around its axis
of motion, which passes obliquely in a lateral-pdasposterior, to medial-
dorsal-anterior direction (Figure 2-2).

The minimum range of ankle joint motion as neces$ar normal locomotion is
1¢° of dorsiflexion and 20of plantar flexion. The ankle joint also has stighovement
in the transverse plane during plantar flexion,soam instability of the joint in this
position.3 The subtalar joint includes both th@dalcaneal joint and the talocalcaneal
part of the talocalcaneonavicular joint, i.e. itascomposite terminology for the two
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joints beneath the talus. Its axis of motion pasisesigh the subtalar joint obliquely at
approximately 42from the transverse plane (Tp) and t®m the sagittal plane (Sp)
and resultant motion in frontal plane (Fp) (FiguBe2); these motions occur
simultaneously. The normal motions exhibited bys thoint are supination and
pronation. The talonavicular and the calcaneocufmitds together form the midtarsal
joint. This joint has two axes of motion, an obkgaxis and a longitudinal axis, which
are confined to the talonavicular joint, and thie@aeo-cuboid joint, respectively. Each
axis allows movement in one plane only, but becdiukems angles to the three body
planes, supination/pronation of the forefoot result

The interfaces between the posterior aspect ofnsatarsal bones and the lesser
tarsus produce the tarsometatarsal joints, whiate e very limited range of gliding
action. The exception to this is the joint betwdha first metatarsal bone and the
medial cuneiform where considerable movement isiptes At the metatarsophalangeal
(MTP) joints, the rounded heads of the metatarsmleb are located in the shallow
cavities of the phalanges. Up to°aff extension is possible at these joints, but a@nly
few degrees of flexion. All of the interphalang€#) joints allow extension, which is
related to abduction, and flexion, which is relai@@dduction, of the foot.
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Figure 2-3: Movements of the Foot (Abboud, 2002).
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2.6 Arches of the Foot

The foot has to both support body weight whilshdiag and to act as a lever to
propel the body during locomotion. These functicetuire a high degree of stability. In
addition, the foot must be pliable, so it can adapstanding and walking on uneven
surfaces, forming a rigid platform that will notllepse under body weight, making
good contact with almost any supporting surfacas T$1made possible by a series of
multiple bones and joints forming longitudinal amansverse arches (TAs), maintained
by ligaments and muscles.

Thee foot may be considered to have three ar¢heanedial longitudinal arch
(MA), the lateral longitudinal arch (LA), and theamsverse arch (TA). The medial
longitudinal is the highest and most importanthef three arches. It is composed of the
calcaneus, talus, navicular, cuneiforms, and tis¢ thiree metatarsals. The pillars of the
arch are the tuberosity of the calcaneus postgremd the heads of the medial three
metatarsal bones anteriorly. The talus occupieshibleest point of the arch; with its
head wedged between the calcaneus and navicularthie "keystone" that holds the
arch together(Abboud, 2002).

The lateral longitudinal arch is lower and flattiean the medial longitudinal arch,
consisting of the calcaneus, the cuboid and thetHoand fifth metatarsal bones, with
cuboid as a keystone. The medial longitudinal ancti the lateral longitudinal arch are
relatively rigid in standing but become more comapti during walking; where the
medial longitudinal arch is the more flexible oéttwo.

The transverse arch, at right angles to the lodgial arches, is formed by a
series of transversal arches which exist aroundngs@tarsophalangeal joints, forming a
convex curve in the direction of the dorsum wheokiog at the plantar surface of a
non-weight bearing foot. This series of transvemsahes disappear and flatten to
varying degrees, during weight bearing.

The integrity of the arches is supported by tharfignts, muscles and tendons,
which provide the combined strength, flexibilitydamovement necessary for normal
function. Their relative importance differs in thlree arches; while muscles are
indispensable to the maintenance of the medialitodigal arch, ligaments are a
relatively more important part in the lateral lagiinal arch (Abboud, 2002). The
transverse arch is composed of the cuneiforms;ubeid, and the five metatarsal bases.
The wedge shapes of the cuneiforms help hold #meswerse arch together.

The arches of the foot are maintained not only g shape of the bones
themselves, but also by the ligaments that bindotirees together. In addition, muscles

3¢



and tendons play an important role in supportirgatches.
2.7 Muscles and Tendons of the Foot

The muscles of the foot are essential to maintaénshape of the functional foot.
They can be divided into extrinsic muscles arisiram the lower leg, and intrinsic
muscles arising within the foot itself. These canturn be divided into dorsal and
plantar groups. During locomotion, all of the mescbf the lower limb are actively
providing stability and balance during standingd anstrong lever arm effect during
propulsion(Abboud, 2002).

The intrinsic muscles are located within the faod @ause movement of the toes.
These muscles are flexors (plantar flexors), extengdorsiflexors), abductors, and
adductors of the toes. Flexor hallucis brevis, vehi@sndon contains the sesamoid bones
of the first MTP joint, is an intrinsic plantar er of the big toe. Several intrinsic
muscles also help support the arches of the foot.

The extrinsic muscles are so called because theyoaated outside the foot, in
the lower leg. They have long tendons that crossatikle, to insert on the bones of the
foot and assist in movement. The exception is thest which has no tendon
attachments. Altogether there are thirteen tendibias cross the ankle. They are
responsible for movements of the ankle, foot, aed;t some of these tendons also help
support the arches of the foot. The extrinsic massend their tendons are described
below.

Gastrocnemius and soleus, located in the posteeadr of the lower extremity
also known as calf, are the main plantar flexorgdhef ankle. Gastrocnemius has its
origins on medial head from posterior nonarticiarface of medial femoral condyle;
lateral head from lateral surface of femoral ldteandyle. The two heads unite into a
broad aponeurosis which eventually unites withdbep tendon of the soleus to form
the Achilles tendon.
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Figure 2-4: Grastrocnemius (Copyright 2003-2004 Unéersity of Washington).

Soleus has its origins on posterior aspect of &buiead, upper 1/4 - 1/3 of
posterior surface of fibula, middle 1/3 of mediarder of tibial shaft, and from
posterior surface of a tendinous arch spanningwieesites of bone origin. Eventually
unites with the gastrocnemius aponeurosis to févwenAchilles tendon, inserting on the
middle 1/3 of the posterior calcaneal surface.

Figure 2-5: Soleus (Copyright 2003-2004 Universitgf Washington).

Tibialis posterior located, located deep inside ¢hlf, is the main invertor of
the foot; in addition, it assists gastrocnemius soldus with plantar flexion of the ankle.
It has its origins on posterior aspect of interossemembrane, superior 2/3 of medial
posterior surface of fibula, superior aspect oft@agr surface of tibia, and from
intermuscular septum between muscles of postedorpartment and deep transverse
septum.
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Its tendon descends on the medial side of the apkses behind and beneath the
medial malleolus, and continues onto the foot.plits into two slips after passing
inferior to plantar calcaneonavicular ligament; exdiggial slip inserts on the tuberosity
of the navicular bone and sometimes medial curmeifateeper slip divides again into
slips inserting on plantar sufraces of metatar8algt and second cuneiform. About its

actions: principal invertor of foot; also adducteff, plantar flexes ankle, and helps to
supinate the foot.

Figure 2-6: Tibialis Posterior (Copyright 2003-2004University of Washington).

Tibialis anterior, located in the front of the leg, the main dorsiflexor of the
ankle; in addition, it assists tibialis posteriatiwfoot inversion. It has its origins on the
lateral condyle of tibia, proximal 1/2 - 2/3 or deal surface of tibial diaphysis,
interosseous membrane, and the deep surface déshm cruris. Its tendon descends
over the front of the ankle, passing underneathamdbof fibrous tissue called the
extensor retinaculum, which holds the tendon ircg@ldhe tendon continues over the

dorsum onto the medial side of the foot, to inserthe medial and plantar surfaces of
1st cuneiform and on base of first metatarsal.
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Figure 2-7:Tibialis Anterior (Copyright 2003-2004 Uhiversity of Washington).

Peroneus brevis and peroneus longus, located dat#ral side of the leg, are the
main evertors of the foot; in addition, they assigth plantar flexion of the ankle. The
peroneus brevis has its origins on the inferiord/&ateral fibular surface; also anterior
and posterior intermuscular septa of leg, whileg@mneus longus has its origins on the
head of fibula, upper 1/2 - 2/3 of lateral fibutdnaft surface; also anterior and posterior
intermuscular septa of leg.

Figure 2-8: Peronius Brevis (Copyright 2003-2004 Uwersity of Washington).
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Their tendons descend together on the lateral gidbe ankle, passing behind
and beneath the lateral malleolus. The tendonsimmantforward along the lateral
surface of the calcaneal body: brevis passes athevperoneal tubercle, longus below.
Peroneus brevis then inserts on the lateral sudstyloid process of 5th metatarsal
base. Peroneus longus crosses the cuboid tubenesit/in a groove on the underside
of the cuboid bone, and continues across the dotheofoot to insert on the plantar
posterolateral aspect of medial cuneiform and dt&de of 1st metatarsal base.

Figure 2-9: Peronius Longus (Copyright 2003-2004 Uwersity of Washington).

Flexor hallucis longus, located deep inside thé aprimarily a plantar flexor of
the big toe; however, it also assists with plafieadon of the ankle and inversion of the
foot. It has its origins on the inferior 2/3 of pegor surface of fibula, lower part of
interosseous membrane. Its tendon descends ondtiminside of the ankle, alongside
the tibialis posterior tendon. After passing behethie medial malleolus, the tendon
continues onto the sole of the foot, and insertshenplantar surface of base of distal
phalanx of great toe.
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Figure 2-10: Flexor Hallucis Longus (Copyright 20022004 University of Washington).

Flexor digitorum longus, located deep inside th& eaprimarily a plantar flexor
of the second through fifth toes; however, likexfiehallucis longus, it also assists with
plantar flexion of the ankle and inversion of tleetf It has its origins on the posterior
surface of tibia distal to popliteal line. Its temddescends on the medial side of the
ankle, alongside tibialis posterior and flexor tei$ longus. After passing beneath the
medial malleolus, the tendon continues onto the ebthe foot, where it separates into
four divisions. The four divisions after passingotigh medial intermuscular septum of
plantar surface of foot; these slips then inserplamtar surface of bases of 2nd - 5th

distal phalanges.

Figure 2-11: Flexor Digitorum Longus (Copyright 20B-2004 University of Washington).
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Extensor hallucis longus, located in the fronthad teg, is primarily a dorsiflexor
of the big toe; however, it also assists with arddesiflexion and foot inversion. It has
its origins on the anterior surface of the fibuta ahe adjacent interosseous membrane.
Its tendon descends over the front of the anklesgm under the extensor retinaculum,
and continues onto the dorsum of the foot, to inearthe base and dorsal center of
distal phalanx of great toe.

Extensor hallucis longus

Peroneus tertius

Figure 2-12: Extensor Hallucis Longus and Peroneugertius (Copyright 2003-2004 University of
Washington).

Extensor digitorum longus, located in the front thie leg, is primarily a
dorsiflexor of the second through fifth toes; hoeevit also assists with ankle
dorsiflexion and foot eversion. It has its origms the lateral condyle of fibula, upper
2/3 - 3/4 of medial fibular shaft surface, uppertpa interosseous membrane, fascia
cruris, and anterior intermuscular septum. It givies to five tendons, which descend
together over the front of the ankle and pass utfierextensor retinaculum. As they
continue onto the dorsum of the foot, the tenddmerde. Four of them insert on the
distal phalanges of the second through fifth todse fifth, called peroneus tertius,
inserts on the fifth metatarsal. Peroneus tertmssdhot contribute to toe dorsiflexion;
however, it helps dorsiflex the ankle and assistis feot eversion.

Except for the Achilles tendon, which descends ie@lly to insert on the
calcaneus, all of the above tendons change theicttbn from vertical to horizontal as
they cross the ankle. The lateral tendons: perobemds and longus, change direction
by passing under the lateral malleolus, which astsa pulley. Peroneus longus then
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changes direction a second time, with the cuboitelas a pulley. Similarly, the medial
tendons: tibialis posterior, flexor digitorum lorgguand flexor hallucis longus, change

direction as they pass under the medial malleolus.

o

Figure 2-13: Extensor Digitorum Longus (Copyright 203-2004 University of Washington).

The anterior tendons: tibialis anterior, extensigitdrum longus, and extensor
hallucis longus, change directions as they pass th@ dorsum of the foot, with the
extensor retinaculum as the pulley. Each tendonjt gsasses over its pulley, is
enveloped by a tendon sheath lined with synoviutme $ynovial lining secretes a
lubricating fluid that minimizes friction. Only th&chilles tendon has no pulley and no
synovial sheath.

In addition to producing movements of the ankl@tfand toes, the tendons of
several extrinsic muscles help maintain the ardfigbe foot. The medial longitudinal
arch is supported by tibialis posterior and anteas well as flexor hallucis longus and
flexor digitorum longus. Of these, tibialis posteris the most important. The lateral
longitudinal arch is supported by peroneus brewid bpngus, along with the lateral
divisions of flexor digitorum longus. The transwerarch is supported by peroneus
longus.
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3 Image Base Analysis of Human Foot

The simple definition of research design is a dpe@lan for studying the
research problem, providing the glue that holdsntiagor parts of the research project:
data acquisition (measures), simulation, and methdidis the complete strategy of
attack on the central research problem. It provitles overall structure for the
procedures that the researcher follows, the datzathie researcher collects, and the data
analysis that the researcher conducts. In ordanswer the main question concerning
this study the data acquisition was divided in¢hstages:

1-Image Analysis (section 3.2),

2-Finite Element Analysis (section 3.3),

3-Pressure Measurements (section 4).

The main stages (steps) of the whole process, vadoto answer the study
guestions, are depicted in Figure 3-1.

/ Segmentation \\
‘ CT magmg R»\ //{ Mesh Generation ‘
Pme Element Modeling
‘ Footwear Materials % Subject specificity ‘

‘ Soft Tissue Mechanics Pressure measurements ‘

Footwear Design

Figure 3-1: Methodology used to approach the probla.
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3.1 Data Acquisition: Computed Tomography (CT) scans

The first step in the creation of a finite elememttdel is to represent its geometry
in the computer. Depending on the problem to beestigated, the numerical
representation of the object under study can beeaeti either two-dimensionally (2D)
or three-dimensionally (3D) in several ways.

When objects to be modeled are based on so-caltaditive shapes" (i.e., circle,
rectangle, sphere, tube, etc.), then the deterromaif linear measurements and their
manipulation in commercially available computerealddesign (CAD) programs are
readily accomplished. In cases of 2D anatomicapsbatheir contours are converted
into digital format after the tracing of histologicsections or images of any kind
(Korioth, 1997).

If the creation of a 3D anatomical structure iemfpted, then more sophisticated
techniques are required. Among these, the traditiavay has been by means of
recreation and digitization of planar outlines bé tspatial anatomy. Once in digital
format, the outlines or cross-sections are manipdl#o form finite elements models, a
process which often involves time-consuming effostdhe modeler.

In addition, this process is prone to errors dueshidts of the cross-sections,
which often become more evident in the final modile to uneven surfaces. If left
uncorrected, these geometric inaccuracies may en@adty predictions; regardless of
the degree of finite element mesh refinement.

However, there are more efficient methods availafde the building of
anatomically correct replicas. These include theliegtion of specialized software for
direct translation of the 3D information from imagi formats, e.g., computerized
tomography (CT) (this technique was used in thighgtand it is briefly described in the
following lines) or magnetic resonance imaging (YRhto finite element meshes,
including some material properties such as densgilyes (Keyak et al., 1990; Cahoon
and Hannam, 1994pudKorioth et al. 1997). Small hard-tissue detail$arge systems
such as the human foot can already be reliablyodemred in 3D by means of spiral CT
and volumetric rendering of voxel sum images (Vanet al., 199%pudKorioth et al.
1997).

A computerized axial tomography scan is more comyndmown by its
abbreviated name, CAT scan or CT scan. It is amyxprocedure which combines many
x-ray images with the aid of a computer to genecadss-sectional views and, if needed,
three-dimensional images of the internal organssanattures of the body.

A CAT scan is used to define normal and abnormraktsires in the body and/or
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assist in procedures by helping to accurately gtide placement of instruments or
treatments. A large donut-shaped x-ray machinestakey images at many different
angles around the body. These images are procdsseal computer to produce
cross-sectional pictures of the body. In each ek¢hpictures the body is seen as an
x-ray "slice" of the body, which is recorded onilenf This recorded image is called a
tomogram.

Technically, CT images are a pixel map of the linéaay attenuation coefficient
of tissue. The pixel values are scaled so thatitiear X-ray attenuation coefficient of
air equals -1024 and that of water equals 0. Toadesis called the Hounsfield scale
after Godfrey Hounsfield, one of the pioneers impaterized tomography.

Using this scale, fat is around -110, muscle isiado40, trabecular bone is in the
range of 100 to 300 and cortical bone extends ababecular bone to about 2000. Just
to exemplify, the Figure 3-2 shows some valuesntdrisities in Hounsfield units for
some biological tissues. Thus the various strustuoemposed of different tissues,
inside the human body can be identified using imagalysis, which is going to be
explained in the section 3.2.

-100 FAT
0 WATER
+100 MUSCLE
+200 TRABECULAR BONE

} CORTICAL BONE
+2000

TOOTH ENAMEL
+3072

Figure 3-2: Some tissues intensity in Hounsfield uts.

The pixel values are shown graphically by a segrafy levels that vary linearly
from black to white as can be seen in the FiguB Bhe mapping of pixel values into
gray levels is specified by a level and a widtlgray scale is centered about its level.
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Figure 3-3: Pixels intensity scale.

Moreover, computer tomography is a non-destructivethod used to scan
complex geometries, including live bodies. It hasesal advantages, especially when
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compared with other methods, such as the serial mgthod. Some advantages and
disadvantages are summarized on the Table 3-1@tlatt 1992):
Advantages Disadvantages

Accuracy of cross-sectional Uncertainly regarding
geometry and achievement of baneabecular CT bone orientation
CT | density (HOUNSFIELD Unit)

Accuracy and speed Df Need to access to a QT
digitalization scanner

Table 3-1: Advantages and disadvantages of the commer tomography technique.

Following an explanation about the CT technique,riatural step is to clarify the
model’s construction. The Finite Element model wasstructed based on a right foot
of a 50-year-old male subject, without any foothp&tgy. The CT scan images were
acquired using a TOSHIBA/Aquilion scanner (Figuré)3with series of 277 scans
taken at 1 mm interval in the transverse plane. Sdaner resolution was 512 by 512
pixels and each pixel length 0.976 mm. This fitsp(CT scan) was performed by the
Alive Human Body Team at RIKEN.

Figure 3-4: Computerized Tomography Scanner.

The next step is to perform segmentation. Thushellcross section foot images,
acquired from the CT scan (2D DICOM format), weoawerted to bitmap format, and
then transferred to a segmentation program calledid$ version 10.01 (Materialise
Group 1996-2006).

Using this program, the segmentation of the difieistructures of the foot was
performed, and the solids were generated. The,spdiderated by this program, is an
enclosed volume delimited by a 2D triangular mdstis mesh was then exported to a
meshing program (Mimics Remesh version 9.9) toeiase the quality of triangles, as
well to make the mesh more uniform. More detailsutbmesh generation and quality
check are going to be addressed in the sectioB.3Bom now, | shall dissertate about
segmentation and some of its techniques (algorithms
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3.2 Volume Segmentation (image analysis)

Rapid advances in the field of medical imaging sreolutionizing medicine.
Computed tomography (CT), magnetic resonance inga(jfRIl), and other imaging
modalities provide an effective means of non-invelyi mapping the anatomy of a
subject. This allows scientists and physicians iually interact with anatomical
structures and learn potentially life saving infatian.

Today, the role of medical imaging is not limitea ¢imple visualization and
inspection of anatomic structures, but goes beybatlto patient diagnosis, advanced
surgical planning and simulation, radiotherapy plag etc. Although modern volume
visualization techniques provide extremely accuratel high quality 3D view of
anatomical structures, their utilization for acdarand efficient analysis is still limited
(Lakare, 2000).

One of the main reasons for this is the highly clexpnternal structure of
animals and humans with vast number of anatomicghres bunched together,
hindering the physicians view in more ways than.dd@me visualization tricks like
making an object transparent do not work in sudesa

To tackle this issue, the anatomical structurenerregion of interest needs to be
delineated and separated out so that it can beedeandividually. This technique is
known as image segmentation in the world of mediozging. In other words,
segmentation is the partitioning of a digital imag® multiple regions (sets of pixels),
according to a given criterion such texture or nisig. These sets of pixels are
denominated masks.

If the domain of the image is given by then the segmentation problem is to
determine the sets or mask& 1 whose union is the entire image |. Thus, the sets
(masks) that make up a segmentation must satisfy

=U s

k=1
Where forSk n S =0 fork # j, and each Sis connected. Ideally, a segmentation

method finds those sets that correspond to distinatomical structures or regions of
interest in the image.

In order to make clear the idea of segmentationbins way is to provide an
example. Considering the original mask (Figure (89) which corresponds to a human
lower leg), we want to obtain only the bony struetucontained on it. First step is to
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find one appropriate criteria to start the segntemtaln this example a single value of
threshold was selected as criterion (Figure 3-2jterAapplying a segmentation
technique (algorithm) the results, as a new masked) can be seen in the Figure 3-5
(bottom). Notice that despite all bones were sdpdrin a different mask, there still
some extra pixels (structure surrounding the ftw) must be removed manually or via
another segmentation algorithm.

L

5894 -|y7M P | |

Figure 3-5: Example of segmentation aiming the fodtones: original mask (on the top) and after

applying a segmentation process (on the bottom).

After this short depicted elucidation, let's go kao the analytical approach of
this problem. Most of the image segmentation mestibdt | will describe can be posed
as optimization problems where the desired segrtientaninimizes some energy or
cost function defined by the particular application probabilistic methods, this is

equivalent to maximizing a likelihood @r posterioriprobability. Given the imagg,

we desire the segmentation
x=arg min&(xy)

where £, the energy function, depends on the observed emag and a

53



segmentation x. Defining an approprigteis a major difficulty in designing
segmentation algorithms because of the wide vaoétynage properties that can be
used, such as intensity, edges, and texture. Iiti@udo information derived from the
image, prior knowledge can also be incorporateflitther improve performance. The
advantage of posing a segmentation as an optimizgiroblem is that it precisely
defines what is desirable in the segmentatiors tiléar that for different applications,
different energy functions are necessaffPhamet al, 1998).

Since segmentation of organs or region-of-intefresh single image is of hardly
any significance for volume rendering, we only aamicate on segmentation from 3D
volumes (which are basically consecutive imagesksth together). We thus refer to
this technique as volume segmentation. Segmentatiomedical imaging is generally
considered a very difficult problem. This difficultnainly arises due to the sheer size of
the datasets coupled with the complexity and vditplof the anatomic organs. The
situation is worsened by the shortcomings of imggmodalities, such as sampling
artifacts, noise, low contrast etc. which may catlse boundaries of anatomical
structures to be indistinct and disconnected.

Thus the main challenge of segmentation algoritism® accurately extract the
boundary of the organ or region-of-interest andasage it out from the rest of the
dataset. There are many approaches for segmenpabposed in literature. These vary
widely depending on the specific application, inmagimodality (CT, MRI, etc.), and
other factors. For example, the segmentation oelimsue has different issues than the
segmentation of soft tissue. The same algorithmchvhives excellent results for one
application, might not even work for another (Laka2000).

General imaging artifacts such as noise, partitdme effects, and motion can
also have significant consequences on the perfazenahsegmentation algorithms. For
example, a segmentation algorithm could be robgainat noise, but at the same time,
it might fail miserably in the presence of partialume effects. Furthermore, each
imaging modality has its own idiosyncrasies withaethto contend (Pharmet al, 1998).

There is currently no single segmentation methad ytelds acceptable results
for every medical image. Methods do exighat are more general and can be applied to
a variety of data. This variability is what makesgsentation a very challenging
problem. In fact, many important segmentation atgors are too simple to solve this
problem accurately: they compensate for this litiata with their predictability,
generality, and efficiency. However, methods thaé a&pecialized to particular
applications can often achieve better performangetdking into account prior
knowledge.
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Often a segmentation approach could consist of nioa@ one segmentation
algorithms applied one after the other. Selectidnan appropriate algorithm or
approach for segmentation can therefore be a diffitilemma. In other words, it is
important to understand thidere is no universally applicable segmentatiomrape
that will work for all images, anaho segmentation technique is perfect, as can be see
in the previous example (Figure 3-5).

Even tough there are various segmentation techsidhat appeared in the
literature so far, | choose a simple strategy tdgpm the foot’s structure segmentation
that is illustrate schematically in the Figure 3Tte first algorithm used to start the
segmentation was the thresholding approach. Thendeoperation applied for the
masks was then region-growing algorithm, and finplblylines curves. Between every
operation, i.e., between every algorithm, reviewexmery image was mandatory to
check the integrity of the partitioned structuradaf needed, missing pixels or extra
pixels were correct manually.

The choice, as well, a brief overview of each teéghe used on this work is
explained on the following paragraphs. Moreovewill try to discuss their merits and
demerits.

DATA TREATIRENT

H-ray CT

DICOM def/16hits

Volume rendesing

Conversion

MODEL GENERATION

Mask BMP/Bhits)

Figure 3-6: First stage of the research design: datacquisition, segmentation and volume rendering.
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3.2.1 Thresholding Approach

Thresholding is probably the simplest of the segatén techniques for scalar
volumes (Weszka, 1978). In this technique a singliele called threshold is used to
create a binary partition of voxel intensities. Aixels with intensities greater than the
threshold are grouped together into one class hodet with intensities below the
threshold are grouped together into another class.of a single threshold thus results
in a binary-segmented volume.

The choice of the value is very important because will define how the
algorithm will separate different structures. Letkrify through an example. Let's
consider the structures depicted in the Figure(8qkle and subtalar joint): if the value
is two high, the joints cannot be distinguish {lefte., tibia, talus and calcaneus are
fused together as a single structure. Thus ondaresgmanual edition to delimit it, or
another segmentation algorithm. In the other hanthe value is too low (right), the
joints are promptly identified, but at cost of legay big gaps inside the bones, which
requires also manual edition or another segment&tichnique.

Figure 3-7: Example of thresholding technique witha high threshold value (left) and a low
threshold value (right). The structures are the anle and subtalar joints (top bone: tibia, center

bone: talus, bottom bone: calcaneus).

Analytically, this simple concept can be expresagdbllows: a parametecalled
the brightness threshold is chosen and applieldetambage a [m,n]:

Ifa[m,n]=@ then a[m,n]=object=1
Else a[mstjackground=:

This version of the algorithm assumes that we @tiereésted in light objects on a
dark background. For dark objects on a light bamlkgd we would use:
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If a[m,n]J<@ then a[m,n]=object=1
Else a[m,ijackground=

The output is the label "object" or "background"ieth due to its dichotomous
nature, can be represented as a Boolean variabler'10". In principle, the test
condition could be based upon some other proplkeaty simple brightness (for example,
If (Rednessa[m,n]} >= Brq), but the concept is clear.

This technique can be extended to using multiptestiolds, where a region is
defined by two thresholds, a lower threshold andigper threshold. Each voxel of the
input volume then belongs to one of the regiongtam its intensity. This technique is
known as multithresholding (Sahebal, 1988).

In Figure 3-8 we showed histogram of a volume. Ppphathresholding, we take
two thresholds T1 and T2 as shown. We then geétligtinct regions as seen from the
histogram. Although simple, this technique is veffective in getting segmentation
done in volumes with a very good contrast betwesgions, i.e., different structures
have contrasting intensities or other quantifiaiglatures(Phanet al, 1998). This is
generally used as the first step towards segmentafia volume.

acglrence

intensity

Figure 3-8: Histogram of a volume with two threshalls T1 and T2 dividing the histogram in three

regions (Lakare, 2000).

The main drawback of this technique is that theultesare too tightly coupled
with the thresholds used. Any change in the threshalues can give a different
segmented region. The thresholds are usually gexterateractively by using visual
feedback. Some automatic methods do exist withingrglegree of success to automate
the process of finding correct thresholds (Jiagtgal, 1988). Another drawback which
is a direct consequence of the previous one isttieatechnique is very sensitive to
noise and intensity inhomogeneitiePhamet al, 1998). Thus it cannot be easily
applied to MRI and ultrasound volumes.

57



3.2.2 Region Growing

This is probably the simplest among the hybrid teghes. Region growing is a
technique to extract a connected region from a 8MDmae based on some pre-defined
connecting criterion. These criteria can be as Ermap the voxel intensity and/or edges
in the image (Dzung, 1998).In the simplest forngiosa growing requires a seed point
to start with, which can be choose manually. Fromgeed point, the algorithm grows
till the connecting criterion, like the ones mened before, is satisfied. As with
thresholding, region growing is simple, but noeofused for segmentation by itself, i.e.,
it is not often used alone but within a set of im@gocessing operations.

More often than not, region growing forms a paracfegmentation pipeline for a
particular approach. It is often used as the pymaethod to understand a 3D data
before more complex segmentation is applied tdhie primary disadvantage of this
algorithm is that it requires seed points whichegally means manual interaction. Thus
for each region to be segmented, a seed pointadate Region growing can also be
sensitive to noise and partial volume effect cagigive extracted region to have holes or
disconnections (Phamet al, 1998) (Figure 3-9). Conversely, partial volumésets
can cause separate regions to become connectdieljalleviate these problems, a
homotopic region growing algorithm has been prodpskat preserves the topology
between an initial region and an extracted regi@dangin et al, 1995). In another
recent work, fuzzy analogies to region growing hals® been developedUdupaet
al., 1996).

a/

-1929.00 _\"_“'P“—-—.“___,,,

Figure 3-9: Example of region growing algorithm usd to separate tibia bone (yellow mask)
from the foot bones mask (red mask). Notice that st some extra pixels inside that mask, which

requires manual edition or other image processingperation.
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3.2.3 Calculation of Polylines

Polyline curves which are composed of line segmantsarcs are widely used in
engineering applications. These line segments aosl are joined together with°G
continuity. The line segments and arcs are caltedegments of a polyline curve. For
each segment, we define a uniform structure SEG:

SEG={point. bulge}

Where the variable point denotes the starting pofirthis segment. The variable
point of the next SEG can present the ending pafirthis segment. And the variable
bulge describes whether this segment is an arotoifrbulge=0, the segment denotes a
line segment. Otherwise, it is an arc. For an thie value of bulge can be calculated by

the expressiontan(6/4) where @ is the central angle of the arc. And the sign of

bulge is to determine how to select the arc segment

For example, if bulge<0, we take the arc segmanhfthe starting point to the
ending point clockwise. Using the uniform structuaepolyline curve can be written as
a sequence {ss; .. .; s}, Wwhere gi=1; ... ;n)are the objects defined by SEG. If it
is an open curve, the last SEGdDes not represent a segment, but a point with the
position stored in the variable point gf $he point is the ending point of s Therefore,
the polyline curve comprises n-1 segments. If thiglme curve is a closed curve, it is
composed of n segments andepresents a segment frompwint to § point  (Xu et
al., 2007). In this study this technique was used with reasons: find gaps inside
continuous structures (Figure 3-10) and pixelsidatef the volume (Figure 3-10).

Anterior

Figure 3-10: Polylines algorithm technique used taentify gaps, and missing pixels.
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Figure 3-11: Polylines algorithm technique used talentify pixels outside of the volume (left). After
manual edition or other segmentation algorithm theresults can be seen at the right image. The

bone used to exemplify the algorithm is the talusdne.

After these three processes, we started the volmenéering which is a
technique used to display a 2D projection of a 3xreétely sampled data set. In our
case, when referring to data set, we mean the godupD slice images acquired
beforehand (section 3.1) and separated in masks$iqise3.2), representing different
structures. In our case, the different structuress @& fact, a 2D triangular mesh
enclosing a volume. More details about mesh geioarand edition is going to be
given in section 3.3.2.

Figure 3-12: Final result of the segmentation opet#n: from 244 slices (with representation in 3
anatomical planes) 20 masks, corresponding to 19 i structures and soft tissue, were separated
(through 3 segmentation techniques). All soft tisss were embedded in one single volume. The

approximate number of manual edition (reviews) wagl3 920.
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3.3 Finite Element Method: General Concepts

In his work entitled “Space Mapping: Models, Semgies, and Trust-Regions
Methods” Vicente (2001) wrote the following claus8Vhen engineers face a
mathematical problem that seems have no solutiors quite common, instead of
abandoning it, try to formulate an alternative aagh which is determinable and can
help understanding the original problem”.

In reality, because of the high complexity of tmeieonment that surrounds us it
is difficult to build models of it. However with ste simplifications is perfectly
reasonable think that one can obtain it. Amongdh@mplifications, can be found the
division of the system into its components or eletsewhose behavior is readily
understood.

Thus through the understanding of these elements|atively easy to rebuild the
behavior of the system. Ergo, in many situationsadaequate model is build using a
finite number of elements of the original systerhe3e kind of approaches are called
discrete problems

To overcome the intractability of realistic typefscontinuum problems, various
methods of discretization have from time to timer@roposed both by engineers and
mathematicians. All involve an approximation whitlepefully, approaches in the limit
the true continuum solution as the number of discvariables increases (Zienkiewicz
et al, 1967). Among these approximations is the Finleartent Method.

Finite element method (FEM) is a technique for olitey a solution to a complex
mechanical problem by dividing the problem domaitwo ia collection of much smaller
and simpler domains or “elements” of “finite” dim@ons, when combined form the
“mesh model of the investigated structure (Nath/4)9 The process of creating the
mesh, elements, their respective nodes, and dgfimimindary conditions is referred to
as “discretization” of the problem domain (GengQ2pD

On this domain the field variables can be interfgmlawith the use of shape
functions. Each element can adopt a specific geenshape, i.e., triangle, square,
tetrahedron, etc., with a specific internal strfinction. Using these functions and the
actual geometry of the element, one can write tnglierium equations between the
external forces acting on the element and the aligphents occurring at its corner
points or "nodes" (Korioth, 1997).

There will be one equation for each degree of fmeedor each node of the
element. These equations are most convenientlyenrin matrix form for use in a
computer algorithm. From the stiffness matrices tio¢ individual elements, the
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so-called overall or global stiffness matrix [C]ncde assembled for the entire
discretized structure. The overall stiffness matebates overall forces on the structure
to displacements at all the nodes:

{RHq H

Where [C] denotes the overall stiffness matrixhaf structure, {F} represents the
overall force vector which lists the externally hpg forces at all the nodes, and {d}
symbolizes the displacements at all the nodes. s@bare and curved brackets denote
rectangular matrices and vectors, respectively.

The global stiffness matrix is then solved for thknown displacements, given
the known forces and restraining conditions. Thisdone by ensuring that the
equilibrium and compatibility conditions are satsf at all nodes in the structure.
Whereas the equilibrium conditions will be satidfighen all forces and moments about
a given point equal zero, the compatibility coraht will be ensured if the
displacements, i.e., nodal and elemental, withind&formed structure are continuous.

These latter conditions thus imply that even thotighfinite element model will
yield an approximation of the correct answer, ituldobe possible to converge on this
answer with a less-than-infinite number of noded alements. It is also important to
note that equation presented above, can be solwgd iba sufficient number of
boundary conditions are introduced. From the degf@ents at the nodes, the strains in
each element can then be calculated, and basedese tas well as the material
properties, the stresses can be derived.

Thus, when one is solving a problem, to arrangeaperly, one needs to specify:

1. The geometry of the solid. This is doned®nerating a finite element
mesh for the solid, i.e., to divide the continuumr eolution region into
elements. Although the number and the type of eh¢sni@ a given problem are matters
of engineering judgment, the analyst can rely opeeence of others for guidelines.
The mesh can usually be generated automatically oCAD representation of the
solid.

2. The properties of the material. This imeldy specifying a constitutive
law for the solid.

3. The nature of the loading applied to thidsoThis is done by specifying
the boundary conditions for the problem.

4. If your analysis involves contact betwdam or more solids, you will
need to specify the surfaces that are likely toedmio contact, and the properties, e.g.
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friction coefficient, of the contact.

5. For a dynamic analysis, it is necessargptecify initial conditions for the
problem. This is not necessary for a static amalys
6. For problems involving additional fieldspuy may need to specify initial

values for these field variables, e.g. you wouléchéo specify the initial temperature
distribution in a thermal analysis.

Originally introduced as a method for solving staral mechanics problems,
finite element analysis was quickly recognized ageaeral procedure of numerical
approximation to all physical problems that cannbedeled by a differential equation
description, and then, it has also been appliethéodescription of form changes in
biological structures (Koriotkt al, 1997).

Moreover, such a numerical method for addressinghagical problems is a
powerful contemporary research tool providing peciinsight into the complex
mechanical behavior of natural and artificial staues affected by three-dimensional
stress fields, which are still very difficult tosess otherwise.

Furthermore, over the past 20 years, the fingeneht method (FEM) has evolved
into a well-established computational tool in bi@hanics and has become the most
extended and popular tool to analyze the mecharieabvior of musculo-skeletal
system, often characterized by a complex mateghhbior and complicated geometry
(Huiskes and Chao, 1981; King, 1984).

Moreover, once validated, a finite element model & used as a tool for
parametric investigation of stress distributionbielogical structures (Bandadt al,
2001), and that is the main reason this methodalvasen to be used in this study.
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3.3.1 Historical Highlights

Although the labefinite element methaiirst appeared in 1960, when it was used
by Clough (Clough, 1960) in a paper on plane a@gtproblems, the ideas of finite
element analysis date back much further (Hueletexl, 2001). In fact, the questions
who originated the finite element method? and wiienit begin? have three different
answers depending on whether one asks an appligtematician, a physicist, or an
engineer. All of these specialists have some jaatibn for claiming the finite element
method as their own, because each developed tlentedsideas independently at
different times and for different reasons.

The applied mathematicians were concerned with d@ynvalue problems of
continuum mechanics; in particular, they wantedind approximate upper and lower
bounds for eigenvalues. The physicists were alderasted in solving continuum
problems, but they sought means to obtain pieceapgeoximate functions to represent
their continuous functions. Faced with increasingbmplex problems in aerospace
structures, engineers were searching for a wayhitlwto find the stiffness influence
coefficients of shell-type structures reinforced ridlys and spars. The efforts of these
three groups resulted in three sets of papers wdighinctly different viewpoints
(Huebneret al, 2001).

The first efforts to use piecewise continuous fioms defined over triangular
domains appear in the applied mathematics litezatith the work of Courant in 1943.
Courant used an assemblage of triangular elemerdsttee principle of minimum
potential energy to study the St. Venant torsioobfam (Courant, 1943). In 1959
Greenstadt, motivated by a discussion in the bgqoibrse and Feshback (Morséal,
1953), outlined a discretization approach involvioglls” instead of points; that is, he
imagined the solution domain to be divided inteadf contiguous subdomains.

In his theory he describes a procedure for reptegpthe unknown function by a
series of functions, each associated with one &dtler assigning approximating
functions and evaluating the appropriate variatigmanciple to each cell, he uses
continuity requirements to tie together the equmitor all the cells. By this means he
reduces a continuous problem to a discrete oneerStadt's theory allows for
irregularly shaped cell meshes and contains matlyeoéssential and fundamental ideas
that serve as the mathematical basis for the felément method as we know it today.

As the popularity of the finite element method bega grow in the engineering
and physics communities, more applied mathemasdatame interested in giving the
method for a firm mathematical foundation. As aifges number of studies were aimed
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at estimating discretization error, rates of cogeece, and stability for different types

of finite element approximations. These studiestnoften focused on the special case
of linear elliptic boundary value problems. Sinde tlate 1960s the mathematical
literature on the finite element method has groworenthan in any previous period

(Huebneret al, 2001).

While the mathematicians were developing and ufimite element concepts,
the physicists were also busy with similar idedse Work of Prager and Synge (Prager
et al, 1947) leading to the development of the hypeleincethod is a key example. As
a concept in function space, the hypercircle metia$ originally developed in
connection with classical elasticity theory to git&® minimum principles a geometric
interpretation. Outgrowths of the hypercircle methguch as the one suggested by
Synge (Synge, 1952)) can be applied to the solafa@ontinuum problems in much the
same way as finite element techniques can be abftieebneset al, 2001).

Physical intuition first brought finite element ampts to the engineering
community. In the 1930s when a structural engiree®mountered a truss problem such
as the one shown in Figure 3-13a, he immediategmkhow to solve for component
stresses and deflections as well as the overahgtih of the unit. First, he would
recognize that the truss was simply an assemblyodé whose force—deflection
characteristics he knew well. Then he would comlilrese individual characteristics
according to the laws of equilibrium and solve tesulting system of equations for the
unknown forces and deflections for the overall sys{Huebneet al, 2001).

This procedure worked well whenever the structurequestion had a finite
number of interconnection points, but then theolwlhg question arose: What can we
do when we encounter an elastic continuum structuch as a plate that has an infinite
number of interconnection points? For example,igufe 3-13Db, if a plate replaces the
truss, the problem becomes considerably more diffic

LOAD LoaD

fa} i)
Figure 3-13: Example of (a) a truss and (b) a sindtly shaped plate supporting the same load.

Intuitively, Hrenikoff reasoned that this difficyltcould be overcome by
assuming the continuum structure to be divided mlEments or structural sections
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(beams) interconnected at only a finite numberadfenpoints (Hrenikoff, 1941). Under
this assumption the problem reduces to that ofreexational structure, which could be
handled by the old methods. Attempts to apply Heeffis “framework method” were
successful, and thus the seed to finite elemeiiintgues began to germinate in the
engineering community (Huebnet al, 2001).

Shortly after Hrenikoff, McHenry (McHenry, 1943) caNewmark (Newmark,
1949) offered further development of these diszatibn ideas, while Kron (Kron,
1944; Kron, 1944) studied topological propertiedisicrete systems. There followed a
ten-year spell of inactivity, which was broken i®5% when Argyris and his
collaborators (Argyris, 1954; Argyris, 1955; Argyril957; Argyris, 1959; Argyrigt al,
1960) began to publish a series of papers extdgstewering linear structural analysis
and efficient solution techniques well suited téomoatic digital computation.

The actual solution of plane stress problems bynsez triangular elements
whose properties were determined from the equatibesasticity theory was first given
in the now classical 1956 paper of Turner, Clouglartin, and Topp (Turneet al,
1956). These investigators were the first to intice what is now known as the direct
stiffness method for determining finite elementgedies. Their studies, along with the
advent of the digital computer at that time, opetteiway to the solution of complex
plane elasticity problems.

After further treatment of the plane elasticity lplgm by Clough in 1960,
engineers began to recognize the efficacy of thigefielement method. In a 1980 paper
Clough gives his personal account of the originthefmethod, describing the sequence
of events from the original efforts at Boeing thpbduced papers like “The Finite
Element Method in Plane Stress AnalysiBrbceedings of 2nd ASCE Conference on
Electronic ComputationPittsburgh, (1960) in which he introduced theeladf the finite
element methodIn 1965 the finite element method received annevweoader
interpretation when Zienkiewicz and Cheung (Zienkez et al, 1965) reported that it
is applicable to all field problems that can bet ¢at® variational form.

During the late 1960s and early 1970s (while matitenans were working on
establishing errors, bounds, and convergence ieriter finite element approximations)
engineers and other practitioners of the finitemelet method were also studying
similar concepts for various problems in the areaotid mechanics. In the years since
1960 the finite element method has received widEgpracceptance in engineering.
Thousands of papers, hundreds of conferences, angl books appeared on the subject
(Huebneret al, 2001).

Hitherto, there are many publications and booksiab®e Finite Element Method,
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that their growing is considered exponential. Sahéhese are considered the classics
and one can find the whole formulation about thehwod: Bathe (1996), Hughes
(1987); Texas Series (1981), Zienkiewicz (1979)yail mention. In a not so recent
paper (Noor, 1991), can be found a bibliographyil 91, listing nearly 400 finite
element books. The bibliography also identifiesro280 international finite element
symposia, conferences, and short courses thatplack between 1964 and 1991.

What can be seen from the number of publicationd,even a simple search on
internet, is that the method is impressively grayimorldwide, which shows a huge
popularity and a promising future.
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3.3.2 The Solid Geometry: the Finite Element Mesh

Before explaining about the specific mesh useditlicg study, | will dissertate
briefly about this topic: finite element mesh. Tdt@ice of an appropriate element type
will depend on the expected response of the mautkltleus the accomplishment of the
objectives of the analysis.

Finite element analysis (FEA) offers a wide variefydifferent element types,
which can be categorized by family, order, and togy The element family refers to
the characteristics of geometry and displacemaatt ttie element models. Among the
most common families used for typical structuraldels are one-dimensional beam
elements, 2D plane stress and plane strain elemaxigymmetric elements, and 3D
shell and solid elements.

Beam elements are useful for modeling beam-likecsires where length is
much greater than other dimensions and the ovdedléction and bending moments
can be predicted. However, this type of model wdit be able to predict the local stress
concentrations at the point of application of adloa at joints.

Plane stress elements are appropriate for thint@@tsres, in which stresses out
of the plane can be neglected. Plane strain elesrsdmiulate a special 3D stress state,
occurring when out-of plane deformation is constedi(e.g., in relatively thick plates).

Axisymmetrical elements model 3D stress fields un@B conditions, using
well-defined characteristics of an axisymmetric mgetry. Shell elements can be
effectively used for 3D structures that are thithwespect to other dimensions, such as
sheet metal parts where bending and in-plane foacesimportant. These elements,
however, will not predict stresses that vary thiodlge thickness of the shell due to
local bending effects.

Ideally, all 3D conditions are modeled by meanssolid elements. However,
because the computational effort of most finiteredats solvers is roughly proportional
to the number of equations and the square of thewvaiath, the order of magnitude of
such a solid model may impose practical limitstos ¢hoice of those elements.

Elements can also be categorized by order, whidbrgeto the interpolation
functions that approximate data in the domain ef élement based on the number of
nodes through which elements are interconnectethelmeviewed literature, both linear
(first order) and parabolic (second order) elememts used, each of which has
advantages and disadvantages for finite elememysasdFEA).

Linear elements have two nodes along each edgegbgar have three.
Higher-order elements are less stiff than lowerorglements (this is related to
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bending), because additional nodes provide moreedsgf freedom (DOF).

A DOF represents the liberty of translatory or tiot@al motion of a particular
node in space. For example, shell elements havB®ix at each of their unrestrained
nodes: three translations (X, y, and z) and thotions (around the x, y, and z axes). In
contrast, the unrestrained nodes in three-dimeasi@olid) elements have only three
translational DOF, and 2D elements have only two.

A higher number of DOF means more variables in stifness formulation,
which is more computer-intensive. Higher-order edats offer more accurate results
for an equal mesh grid, but a finer grid of loweder elements can turn out to be more
efficient with the same accuracy. For this reasoibjc order elements are rarely used in
the reviewed FE studies.

Element topology refers to the general shape ofeteenent (e.g., triangular or
quadrilateral). The topology also depends on theljaof the element (e.g., 2D or 3D).
In general, quadrilateral elements may be consitlarere suitable than triangular in
complex structural models, since the quadrilatesh match the true displacement
function more accurately due to a higher numbeDOF. Furthermore, the number of
elements in meshes built from triangular elemegnsi$ to be larger. On the other hand,
the simplicity of triangular elements makes thenmyvattractive, e.g., for automatic
mesh generation.

Triangular-shaped elements are easier to fit tangically complex structures.
Combining different element topologies and elemertders, such as triangular and
parabolic, could increase the accuracy of a topo#dy lesser element. The shapes of
the elements will affect the predictive accuracytltd model, since any deviation in
shape from the "ideal" internal elemental straimction will contribute to mathematical
inaccuracies.

Since finite element analysis offers an approxioratio the exact solution, a
numerical result closer to this true value willdahieved if the displacements in a finite
element model become increasingly continuous. Tb@nvergence is usually
accomplished by decreasing the element sizes @mskquently increasing the number
of elements) and local refinements in a finite edabmesh.

After this general information about the nature amgortance of the finite
element mesh, let's resume the topic. Becauseeofitiometry complexity, the element
of choice was triangular. As was mentioned in sect8.2, after segmentation, the
volume was defined by a 2D triangular mesh. This gaite useful; due to the fact that
the preprocessor software (Hypermesh 8.0, Altagilgering Inc., 1995-2006) used to
create the solid mesh provides an automatic tesherehat fills a volume enclosed by
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a 2D triangular mesh. However before exporting thesh to the preprocessor, the 2D
triangular mesh was refined using a program cdlifahics Remesh 9.9 (Materialise
Group 1996-2006). This step aimed decrease the @auwibtriangular elements that

constitute the volume and make the mesh more umif@oth have deep impact on the
numerical solution.

Figure 3-14: Example of the mesh reduction and sméing for the foot bones. Starting from the

left: 42 992 elements, 30026 elements, 13602 eleteeand 7672 elements.

Figure 3-15: Example of the mesh reduction and smdiuing for the soft tissues. Starting from the

left: 1200 004 elements, 24880 elements, and 20&4ments.

After importing these meshes to the pre processerfirst step was to increase
the mesh quality, an important step to assure noaiestability. To make a good quality
tetramesh, so we must ensure, for the 2D mesh, thate are no duplicates, no
elements fold on one another, elements do not @wethe minimum triangle angle is
not too low, and the difference in size betweeraeelit elements across a wall in
minimal.

The next step was to generate a 3D mesh (tetrdreldraents) following quality
criteria supplied by ABAQUS, which was the solvesed to simulate that case. The
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main concern was to avoid distorted elements whidhg instability (convergence
problems (section 3.5)) during numerical calculatiBased on that mesh, two different
models (Figure 3-17) were built to simulate balahstanding while wearing two
different kinds of insoles: flat and conform (Figus-16).

Figure 3-16: Insoles shapes used during simulatiofitat (left) and conform (right).

The finite element models, as shown in Figure 3ebnsisted of 26 bony
segments: talus, calcaneus, cuboid, navicular, r&itarms, 5 metatarsals, and 14
components of the phalanges all fused in one shlid.expected that for this analysis
(balanced standing position), joints, cartilagégarhents and muscles do not play an
important role in the plantar pressure, thus thaélyb& neglect or considered encapsuled
in a single volume.

Figure 3-17: Detail of the models used to simulatganding position while using two kinds of

insoles: flat (left) and conform (right).

The bony structures were merged with the encapiilabdft tissues. The bony
and soft tissue structures were meshed with a ¢6tarF093 tetrahedral elements (first
order). Details about material properties for thesactures will be explained in detall
in the section 3.3.3.

The custom-molded insole was made from the unloaiege of the subject’s
bare foot. The barefoot shape was obtained by nhadlitéon of the shell mesh generate
from the plantar region of the foot, and from ietkolid models of the insole, using
Hypermesh features. A 10-mm-thick insole was meshtx3-D tetrahedral elements
(first order) in a total of 496 and 4561, for fland conform insole respectively. A

71



summary of the model properties can be found irtabée 3-2.

Structure Element(first order) Young Modulus Poisson Ratiov
E (MPa)
Bones 16991-Tetrahedral 7300 0.3
Soft Tissue 20102-Tetrahedral 1.15 0.45
4561-Tetrahedral(conform 0.3(Soft)
Insole 0.4
496-Tetrahedral(flat) 1000(Hard)

Table 3-2: Details about the models used for simutian.
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3.3.3 Material Properties

The assignment of proper material properties t& arfodel is a necessary step to
ensure predictive accuracy. Stress and strain struecture are derived based on the
material properties. These properties can be &kedsis isotropic, transversely isotropic,
orthotropic, and an isotropic.

For an isotropic material, the properties are #imes in all directions. Since the
Young's modulus (or modulus of elasticity), theahmodulus (or modulus of rigidity),
and the Poisson's ratio are interrelated in casesadfopy, only two out of the three
variables need to be determined for the elasti@@iehto be characterized completely
(Gere and Timoshenko, 1990).

Hence, the relationships between stress and sraifairly simple. Transversely
isotropic materials behave similarly in every diree about a single axis of symmetry.
In contrast, the mechanical properties of orthatrapaterials have three orthogonal
planes of mechanical symmetry. A material is ancgot if its properties are different
when measured in different directions.

A significant difficulty for anatomical models relgis in selection of the
biological material properties, which are most ofigependent on the nature of the
applied load, e.g., the loading rate (Gefen, 2000jny mode| three different materials
were taken into account: bone, soft tissue, anoléns.e., two biological materials and
an artificial one. Let’'s make some consideratidnsua bone tissue.

From a mechanical point of view, bone is a compasiaterial with several distinct
solid and fluid phases. However, the mechanicgbgrties of bone are primarily related
to the presence of the mineral phase that perm#stasganic matrix. The stress-strain
law of cortical and trabecular bone is very sewsito the porosity of bone and to the
alignment of the microstructures.

Since the mineral content and the structures alggrinare distributed in a very
inhomogeneous way, bones have a complex inhomogeraw anisotropic mechanical
behavior. However, this viscoelastic behavior ceambglected when the applied loads
are maintained below 1 Hz, as in most of the comautivities such as walking, running,
etc. Therefore, in most situations bone can beidersd as an inhomogeneous and
anisotropic elastic material (Terrier A., 1999).

The major difference between cortical and trabechtze is the difference in
relative densities, which has profound influencetanelastic modulus. Mechanical tests
showed that the elastic modulus is related toefaive density by a power law function
with an exponent ranging between two and threehdigh these relationships were
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initially derived from compression tests, tensdsts indicate that the elastic modulus of
bone is approximately the same in compression anigrision. Elastic constants for
cortical bone depend on its porosity and elastisstants of one trabecula depend on its
degree of mineralization.

In general, cortical and trabecular bone structanes anisotropic. For cortical
bone, this anisotropy is caused by the alignmetite@bsteons along the longitudinal axis
of long bones. The longitudinal elastic moduluabsut 50% greater than the transverse
elastic modulus. The shear modulus is also diftererthe longitudinal or transverse
direction.

For trabecular bone, the anisotropy is caused Byallgnment pattern of the
trabecular. Although cortical and trabecular bome &ully anisotropic, transverse
isotropy is a good compromise between model conitglard validity. Indeed, for many
bones, including long load bearing bones, theckessly a privileged direction, where the
stiffness value is about twice the value of theeotivo equivalent directions (Terrier A.,
1999).

Huiskes and Chao (1983) have reported that in #se ©f quasi-static loading
(and probablyn vivoloading), both cortical and trabecular bones belzpproximately
in a linear elastic manner. In other work, Keavestyal. (1994) have reported that
trabecular bone is linearly elastic until yieldiagd has equal tensile and compressive
moduli.

These elastic and yield properties are also chenatit of cortical bone.
Although no Young's modulus data seem to be aMailsfrecifically for the foot bones,
values measured for various bones of arm and lew dittle difference, so a value in
this range can reasonably be chosen.

Thus, for the bones | will assume that this tissuromogeneous, isotropic, and
linear elastic material. For the foot bones, Yosngiodulus is taken as 7300 MPa
(Gefen, 2000) and the Poisson ratio as 0.3 (Nakametral, 1981). These values were
selected by weighing cortical and trabecular edégtivalues and, consequently are
considered to be suitable for the present analysis.

The two other materials, soft tissue and insobijlll assume that, they also are
homogeneous, isotropic and linear elastic mate(idble 3-2). The elastic modulus of
the soft tissues was obtained from the literattive:Young modulus and Poisson ratio
were assigned to foot soft tissues as 1.15 MPan@hal, 2003) and 0.45 (Cheurgy
al., 2005), respectively.

The insole material will be modeled with a Poissatio of 0.4 and a varied
Young modulus of 0.3 (soft), and 1000MPa (hard) &wmulation of open-cell
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polyurethane foams, such as Professional Prote@wahnology’s PPT material; and
polypropylene materials, respectively.

Structure Element(first order) Young Modulus Poisson Ratiov
E (MPa)
Bones 16991-Tetrahedral 7300 0.3
Soft Tissue 20102-Tetrahedral 1.15 0.45
4561-Tetrahedral(conform) 0.3(Soft)
Insole 0.4
496-Tetrahedral(flat) 1000(Hard)

Table 3-3: Details about the models used for simutian.
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3.3.4 Boundary Conditions

The boundary conditions in FE models basically @spnt the loads imposed on
the structures under study and their fixation cerparts, the restraints. In addition, they
may involve interaction of groups of interconnecfadte elements (constraints) or
physically separate bodies (contact).

When performing a static analysis, it is very intpat to make sure that
boundary conditions are applied properly. A firlement program can only solve a
problem if a unique static equilibrium solution the problem exists; otherwise,
quantitative and qualitative errors in predictioaynbe introduced.

It is known that for linear Finite Element modedsyors in magnitudes of the
loads will not have a direct effect on the prediet, as opposed to small changes in
load direction, which has already been proven tamémportant and sensitive variable
in finite element analysis (Anusavice and Hojjatie, 1988; Hojjatie and Anusayi
1990). Difficulties arise if the user does not sfesufficient boundary constraints to
prevent rigid body motion of a solid.

3.3.4.1 Constraints and Applied Load

In this case study, we considered a person witbdy Imass of 70kg. This person
applies a vertical force of 350N on each foot dyrralanced standing. Force vectors
corresponding to half of the body weight and thectien of the Achilles’ tendon were
applied.

Moreover, the vertically upward force of the Acedl tendon, with a magnitude
of 175N, was represented by 10 equivalent forcéove@t the posterior extreme of the
calcaneus (Figure 3-18). This value of Achillesiden loading was based on the study
of Simkin apud (Cheunget al, 2005) who calculated that the Achilles’ tendoncé
was approximately 50% of the force applied on tiwt Huring balanced standing.

Although the resultant load is about a quarter (Wj%f the total load (700 N)
during the studied position, i.e., balanced stapghiosition (350 N by foot for a perfect
balanced standing position), it is considered thét disposition of forces is not so
appropriate.

However, this choice of forces was done becaus#asisiudies that use the same
applied loads, e.g., Cheung and collaborators (ROUBus, the simulation results
obtained during this study can be compared direetigh such study results.
Consequently the model can be validated in tweoedkffit fronts: comparing to another
studies results and experimental results obtaineidg the present study.
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Figure 3-18: Applied loads: Talus (top-left) and C&aneus (bottom-right).

A net normal vertical force of 350N was applied 40 nodes on the talus’
throclea for the tibia (Figure 3-18). Follow thersaway, a net normal vertical forces of
175 N was applied on 10 nodes on the triceps sins&rtion. The points of load
application, i.e., the 50 nodes mentions abovegvediowed to move in the vertical
direction only.

Besides that, the bottom faces of each insole, ussithulation, were constrained,
i.e., all nodes on the bottom were constrained gstne) (Figure 3-19). For the flat
insole, 94 nodes were constrained, in the othed ham conform insole, 294 nodes were
constrained.

Figure 3-19: Constraints: flat (left, 94 nodes) andonform insole (right, 297 nodes).

3.3.4.2 Contacting Surfaces and Interfaces

In addition to being subject to forces or presdiloésplacements, solid objects
are often loaded by coming into contact with anotbaid. In our study, the region
between the plantar region and the insoles weresfadds contact regions (Figure 3-20
and Figure 3-21).
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Figure 3-20: Example of contact region defined fothe problem (marked in yellow).
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\

Figure 3-21: Another example of contact region, irthis case: rear foot, defined for the problem

(marked in red).

Modern finite element codes contain sophisticatapgabilities for modeling
contact. Unfortunately, contact can make a computanhuch more difficult, because
the region where the two solids come into contadenerally not knowa priori, and
must be determined as part of the solution, whietuires a lot of careful manual
edition before running the solver.

The choice of the contact region for the plantafame that was used during
simulation was based on an experiment: a subjactdstg on a glass surface had his
feet photographed (6 pictures) from below, and taesimilar pattern was defined as
contact region (Figure 3-22).

It was decided, after analyzing all pictures the fourth pattern (from left to
right) was going to be used as a reference foctimact region. The choice was made
based on our understanding of what a healthy fagiact region should be.

Again is interesting to mention that, the initi@mntact region must be defined
priori, i.e., before simulation, due to the fact that themerical solver asks it as a
necessary requisite to solve the problem. Conseiyu¢ine experiment patterns were
used as a basis to the initial contact surfaces.

Anyhow, the final contact area can be obtained aftaulation, thus both contact
areas (experimental and simulation) can be comparedntitatively, which is
advantageous.
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Figure 3-22: Contact region obtained from a short eperiment.

Contact almost always makes the probleamlinear — even if both contacting
solids are linear elastic, as the ones consideréus study case. In addition, if there is
friction between the contacting solids, the solii® history dependent. For this reason,
many options are available in finite element paelsatp control the way contacting
surfaces behave.

Whenever one models contact, one will need to

1. Specify pairs of surfaces that might come into aotit One of these must be

designated as thmaster surfacend the other must be designated assthee surface.
In our case study, the insole was considered mastéace, and plantar region, slave
surface. The choice was based on ABAQUS manuakhwdilvices to choose the slave
surface as the more refined surface or the sudacthe more deformable body. For a
sufficiently fine mesh, the results should not liieaded by the choice of master and
slave surface. However, it improvesnvergencgsee section 3.5) if one chooses the
more rigid of the two surfaces to be the masteiaser When in doubt about each one is
more rigid, just make a random choice. If therec@vergence problems, a good
strategy would be just switching them over.

2. Define the way the two surfaces interact, e.g.{Bc#ying the coefficient of
friction between them. The choice of the interatti@tween the two surfaces was based
on a study by Cheung (2005), which sets contadt frittion (coefficient of friction of
0.6).

This rather obscure finite element terminology reféo the way that contact
constraints are actually applied during a compotatiThe geometry of the master
surface will be interpolated as a smooth curveame way (usually by interpolating
between nodes). The slave surface is not intetigubla Instead, each individual node
on the slave surface is constrained so as not niet@de into the master surface. For
example, the red nodes on the slave surface showheiFigure 3-23 would be forced
to remain outside the red boundary of the mastéace.
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Master
Slave surface

surface

Figure 3-23: Example of contact problem (courtesyfdrown University).

Besides the interaction, the solver used to simaulais situation allows to define
several parameters that control the behavior ofdardacting surfaces. They are:

1. The contact formulation - “finite sliding’ ormall sliding’ — specifies the
expected relative tangential displacement of the surfaces. “Finite sliding’ is the
most general, but is computationally more demandin@mall sliding’ should be used
if the relative tangential displacement is liketylie less than the distance between two
adjacent nodes. The choice in our simulation waalsshiding.

2. One can specify the relationship between thdéacbrpressure and separation
between the contacting surfaces. Alternatively, gan assume the contact is "hard’ —
this means the interface can’t withstand any temsamd the two contacting surfaces
cannot inter-penetrate, which was our choice.

3. One can specify the tangential behavior of titerface — for example by
giving the friction coefficient, as mention above.
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34 Non-linear Solution Procedures for Static Problems

If a problem involves contact, plastically deformi materials, or large
geometry changes it is nonlinear. This means tti@tequations of static equilibrium
for the finite element mesh have the general form

E® (u(a)) -0

Where F() denotes a set ob=1,2...N vector functions of the nodal

displacementsi(x®) , a=1,2...N,andN is the number of nodes in the mesh.

The nonlinear equations are solved using the bleRaphson method, which

works like this. One first guess the solutiontte equations in the formu® =w®
Obviously,w won't satisfy the equations, so one try to imprtwe solution by adding a

small correctiordw . Ideally, the correction should be chosen so that
F® (W(a) + dwa) =0

However it’s not possible to do this. So instda#te a Taylor expansion to

get
=0 (W(a) +dwa) ~E® (w(a’)+ dF® (u) aw'? =0
du(a)
The result is a system of linear equations of fiten F® +Kdv® =0
where K=dF® /di® is a constant matrix called thstiffness matrix The

equations can now be solved fdw ; the guess fow can be corrected, and the

procedure applied over again. The iteration isatpd unt*IF(b)(u(a)) <& , where

€ is a small tolerance.
In problems involvinghard contact an additional iterative method is used to
decide which nodes on the slave surface contactrthster surface. This is just a
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brute-force method — it starts with some guessémtacting nodes; gets a solution, and
checks it. If any nodes are found to penetratarthster surface, these are added to the
list of nodes in contact. If any nodes are expmiigy forces attracting them to the
master surface, they are removed from the lisbadfes in contact.

The problem with any iterative procedure is thabay notconverge- that is,
repeated corrections dw either take the solution further and further aweynf the
solution, or else just spiral around the solutiatheut every reaching it. The solution is
(naturally) more likely to converge if the guess w®is close to the correct
solution. Consequently, it is best to apply thed® to a nonlinear solid gradually, so
that at each load step the displacements are srifalk solution to one load increment
can then be used as the initial guess for the next.
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3.5 Convergence

Convergence problems were a hard and very commsueiduring the
development of this project. The strategy usedunid this kind of problems was as
follows:

1. Apply the load in smaller increments. ABAQU®&ed this automatically —
but will stop the computation if the increment siads below a minimum value. In this
study we opt by 100 increments. The choice wasdasepilot studies and comparison
between the values found in our simulation andipres/studies. One example with this
kind of problem is presented in the Figure 3-24.

Figure 3-24: Example of convergence problem. The mober of increments is small for two cases (7
increments). The left model was simulated without on linear geometry. In the other hand the right

model considered it, however, as mentioned beforthe number of increments was two small.

2. Convergence problems are sometimes causedl lopnditioning in the
stiffness matrix. This means that the equationsF® +Kdwv® =0cannot be solved
accurately. [l conditioning can arise because of

(i) Severely distorted elements in the mesh;

(i) Material behavior is incompressible, or ngaricompressible; and

(iif) The boundary conditions in the analysis du properly constrain the solid
(Figure 3-25).

One can fix severely distorted elements in the ngsmodifying it — some FEM
codes contain capabilities to automatically rem@ement distortion during large
deformation. That was not the case. However ABAQthtifies distorted elements,
which leave us with the task of editing the meshimgusing the preprocessor
(Hypermesh 8.0, Altair Engineering Inc., 1995-20863 solve such problem.

One can avoid problems with incompressibility byingsreduced integration
elements or hybrid elements. Problems with boundaonditions can usually be
corrected by adding more constraints. There is @mamon problem where this is
hard to do — if the motion of a body in your anays constrained only by contacts
with other solids (e.g. a roller between two suefjcthe stiffness matrix is always
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singular at the start of the analysis. ABAQUS wwHoyou to introduce a fictitious
viscous force between the contacting solids thitstabilize the analysis.

Figure 3-25: Example of convergence problem. Numbeaf constraints and contact definition is not

enough to avoid it.

3. Isolate the source of the problem. Convergessges can often be traced to
one or more of the following:

(i) Severe material nonlinearity;

(i) Contact and

(iif) Geometric nonlinearity.

When facing convergence problems, we change ouehtodemove as many of
these as possible. We tried different approachesietrer the best options were to
analyze the two contacting solids separately, withbe contact; or simulate the model
without nonlinear geometry. Once the source ofpfublems was traced, we were able
to fix it by changing the material properties, @mitproperties or loading conditions.

4. Convergence problems are often caused by saontk d€ mechanical or
material failure in the solid, which involve a seudrelease of energy. In this case, the
shape of the solid may suddenly jump from one cstaguilibrium configuration to
another, quite different, equilibrium configuratiorThere is a special type of loading
procedure (called the Riks method) that can be tessthbilize this kind of problem.
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4 Experiment for Plantar Pressure Acquisition

The experiment was divided in two stages: a gitoty and a final experiment.
The pilot study aimed the understanding of thealdes involved in the manipulation of
the apparatus, i.e., the acquisition system amuigsces. Moreover, the pilot study was
important to understand how to use work with thiadprocessing, filtering, rectifying)
and find meaningful insights from it. The data uregtion was the pressure distribution
on the plantar region. The measurement system lvea$dkscan F-scan. The system is
a flexible, 0.15 mm thick plastic sole-shape ha@e@ resistive pressure sensors (cells),
ranging from 6.89 kPa to 1250 kPa, maximum samptatg of 165 Hz, and spatial
resolution of four sensors/értFigure 4-1 and Figure 4-2).
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Row Width (RW} ’-E/ “\Sensel
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upr.ed\)icw
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Figure 4-1: Sensors details (Tekscan F-scan Lite &gm, cell model: 3000).

Each cell acts as a force measuring device; theersysoftware calculates the
average pressure on each cell based on the measntathl load and the cell area.
Software correction is also necessary to achielieear relationship between output
voltage and applied force. Signal processing unitached distally at the lateral part of
the lower leg, umbilical cables and dedicated fater boards are use to acquire and
transfer data to an IBM compatible PC (Figure 4-B}Scan software allows
measurement of vertical ground reaction force, quness peak pressure, contact area,
and gait cycle timings (Woodbust al, 1996).
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The resistance of pressure sensitive ink, condabetween two polymer-film
substrates, decreases as the pressure, appliedlrtorthe substrate, increases. Ahroni
et al. (1998) and Mueller and Strube (192®ud (Verdejo et al, 2004) reviewed
studies on F-scan sensors; some researchers egoud reliability and reproducibility,
while others reported a decrease of sensor outplttime at fixed pressure. Woodburn
and Helliwell (1996) (Woodburet al, 1996) concluded that they were not suitable for
accurate, repeatable measurements. However, twar$azontribute to the choice of use
of these sensors: the number of the measuremerstdowa(did not exceed ten), and
peak pressure measurements observed in this stedysimilar to those reported
previously, what indicate that the choice was reabte.

Figure 4-2: Sensors before (right) and after (leftpreparation (Tekscan F-scan Lite System, cell

model: 3000, distributed in Japan by Nitta Corporaton).

Figure 4-3: F-scan Lite system: computer, signal mcessing units and cables.
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4.1 Pilot Experiment

The term 'pilot studies' refers to mini versiong.,i small scale version of a
full-scale study (also called ‘feasibility’ studieas well as the specific pre-testing of a
particular research instrument such as a questi@aoainterview schedule. In our case,
the pilot study was used as a way to pre-test @search instrument was used to
measure plantar pressure distribution (TekscanaR-scite System). One of the
advantages of conducting a pilot study is that ighn give advance warning about
where the main research project could fail, whessearch protocols may not be
followed, or whether proposed methods or instruseate inappropriate or too
complicated. In the words of De Vaus (1993) "Do tade the risk. Pilot test first."

These are important reasons for undertaking a gilaty, but there are additional
reasons, for example convincing funding bodies tf@mitr research proposal for the
main study is worth funding. Thus pilot studies aonducted for a range of different
reasons as (Van Teijlingeat al, 2001):

+ Developing and testing adequacy of research ingntsn

« Assessing the feasibility of a (full-scale) studyiey

+ Designing a research protocol

+ Assessing whether the research protocol is reahstil workable

« Establishing whether the sampling frame and teclenaye effective

+ Assessing the likely success of proposed recruitmeproaches

+ ldentifying logistical problems which might occusing proposed
methods

+ Estimating variability in outcomes to help determgsample size

« Collecting preliminary data

« Determining what resources (finance, staff) arededdor a planned
study

+ Assessing the proposed data analysis techniquestver potential
problems

« Developing a research question and research plan

« Training a researcher in as many elements of teareh process as
possible

« Convincing funding bodies that the research teacompetent and
knowledgeable
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« Convincing funding bodies that the main study &sfble and worth

funding

« Convincing other stakeholders that the main stadyarth supporting

Thus aiming find the right research design, a pé#atdy was conducted. The
process is explained in the next paragraphs. Tviijests, with athletic background,
were chosen randomly. These two subjects gave timéormed permission to
participate in the experiment (their anthropomettata specified in the (Table 4-1)).
The experiment was performed in Toshiba Hospit@atMachi, Tokyo, Japan.

Subject Age(years) Weight(kg Height(m
1 23 75 1.75
2 34 71 1.73

Table 4-1: Anthropometric data of the athletes usedo measure plantar pressure.

The first part of the experiment consisted of pram the sensors: gluing,

cutting, and placing them in the shoes, as carebe m the Figure 4-4.

Figure 4-4: Sensors assembling (starting from theop).
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The second part of the experiment consisted oésysalibration. The calibration
of the F-Scan system uses total body mass appiiedtlg over each sensor in a static
manner. The procedure involves the patient standimgne foot, and then both, the
calibration force being equivalent to the body mds$e settings used for calibration, as
well the experiment, have the following characterss

Recording Parameter Amount
Total time (s) 8
Sampling Rate (Hz) 50
Period (s) 0.02
Number of frames 400

Table 4-2: Experiment Settings.

After calibration, the signal processing units ev@taced in the distal lateral
portion of the lower leg, as mentioned before, ththes mounting of the apparatus
necessary to measure plantar pressure distribwiam finished .The disposition of it
can be seen in the Figure 4-5.

Figure 4-5: Signal processing units placed laterallat lower leg.

Participants wore tennis Adidas model adiZero,clvldre shoes targeting long
distance runners with a neutral or minimal overaaitmon, which were instrumented
before hand (Figure 4-4). While wearing these shttegee study cases were recorded:
balance standing (Figure 4-6), walking and a simiteovement as baseball fielders
commonly do, i.e., side step, ball catch and tmtiwing (Figure 4-7).
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Figure 4-7: Fielder movement recorded.

Because the first study case is a static posittonas recorded only two sets of
data. For walking case, the subjects were aske@loan approximate distance of 5 m.
The total number of trials was five. To minimizespible errors, the first and last steps,
at the beginning of the movement, were not coneitiéw statistically calculate the peak
pressure values. The third study case: fielder meve was recorded 11 times. The
best movement was chosen based on video analjteisagri.e., the trial used to collect
the plantar pressure data represents the mostahahmvement possible. Obviously,
many of the trials failed because of the signatessing units and cables attached to the
lower leg, which make the natural movement difficul

It is important to mention that due to possiblamipes in foot loading resulting

from fatigue, this experiment was design as a sigeriment. The data obtained from
two cases: walking and side catch with throwingl] & analyzed in a future work.
However the values were compared to similar studied were consistent, which
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indicate a successful experiment.

b

Figure 4-8: More details about the signal process@munits fixation method.
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4.2 Final Experiment

The final experiment consisted of three case studialanced standing position,
walking, and running. For the present work, walkamgd running data, discussion and
conclusions will not be presented. The same subjget on the pilot study (subject 2,
so refer to Table 4-2 for details), performed thivéies described above. We will just
mention the general procedures (methodology) usedcqguire data for balanced
standing position. Further details about the otinewvements are specified in section
9.1.

For balanced standing position, there are threescdsarefoot standing, insole
standing (Figure 9-1), and shod standing. Forrallst the distance between the shoes
was fixed based on the shoulders distance. To gu@sdible errors from changes in the
standing position, a tape was placed on the fléayufe 4-10), thus the subject must
place his foot (rearfoot region) on the bordertoMoreover, the signal processing units
were fixed during the trials to avoid errors of reee.

Figure 4-9: Insole place during standing position.

Figure 4-10: Detail of the reference line during finding position study case.

For two study cases (insole standing and shod istghdifferent sets of insoles
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were used:

« Flat and Conform insoles,

- Three different thicknesses: 2mm, 4mm and 8mm, @ehas T1, T2
and T3, respectively.

« Two different materials: EVA and PE, denoted asavd M2,
respectively.

+ Four different hardness: 35, 45, 58 and 60 cc.

All trials were recorded during 10 seconds witbaanpling rate of 50 Hz. Extra
information about the experiment settings are enThable 4-3.

Recording Parameter Amount
Total time (S) 10
Sampling Rate (Hz) 50
Period (s) 0.02
Number of frames 500

Table 4-3: F-scan settings used during standing cas

Figure 4-11: Some of the insoles used during experent. From left to right: flat insoles (4 pairs)

and conform insoles (7 pairs).
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5 Results and Discussion

Even though the predicted plantar pressure digtobipattern was, in general,
comparable to the F-scan measurement (Figure ®g),predicted values of peak
pressure were higher than the F-scan measuremitite (5-1 and Table 5-2), which
naturally indicate that the best way to use thignda in a qualitative analysis. These
differences may be caused by different factors:

+ Resolution differences between the F-scan measuteanel the finite element
analysis. Having a spatial resolution of about Asees per cf the F-scan sensors
recorded an average pressure for an area of 2& Byncontrast, the finite element
analysis provided solutions of nodal contact pressather than an average pressure
calculated from nodal force per element surfaca &eunget al, 2005).

+ Absence of nonlinear materials on the model. Tiseraption that all materials
are homogeneous, isotropic and linear elastic nahteray contribute to underestimate
the real values for peak plantar pressure.

+ Neglecting joints on the model may increase thal tstiffness of the model,
consequently increasing the peak plantar presswee,the omission of rigid body
motion, as relative motion between bones, durirapdihg position, might act as a
factor to increase peak plantar pressure obsemvedgdsimulation.

+ Subject used during experiment and the subject tssadquire the foot image
(CT scan) are not the same individual. Additionatlyring computer tomography the
subject’s foot was not in balanced standing pasitwhich means that foot geometry in
both cases were not the same.

rs

&

E‘?‘ lﬁ'@;

Figure 5-1: Plantar pressure patterns for F-scan masures (top) and simulation results (bottom) for

flat (left) and conform insoles (right).
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Besides, the wide range of variations in peak quees, reported in various
plantar pressure measurement studies might beadtietpossible variations between
measuring techniques, subjects, gait patterns, atitbses. However, among these
studies, there is consensus about how some ofabisvéar design variables affect
plantar pressure distribution. Moreover, the fimtement results obtained on this study
showed similar trends of pressure distributionghef high plantar pressure regions and
the pressure values were within the range of ptsiyoreported pressure values.

Thus start with the analysis of the results for thetwear design variables
involved in this study, beginning with conformity

Peak Plantar Pressure (kPa)
Support | Region Present Study Cheung(2005)
Experiment | Simulation | Experiment | Simulation
Phalanges 41.3 200 - -
Forefoot 38.6 196 70 162
Soft -
Midfoot 31.6 78 - -
Rearfoot 126.7 233 130 214
Phalanges 75.6 234 - -
Forefoot 49.0 231 90 194
Hard ,
Midfoot 10.3 53 - -
Rearfoot 132.7 274 140 266

Table 5-1: Simulation results for standing positionFlat Insole). A similar case that was measured

during experiment and a previous work were placeddr comparison.

Peak Plantar Pressure (kPa)
Support | Region Present Study Cheung(2005)
Experiment | Simulation Simulation
Phalanges 28.3 133 -
Forefoot 38.6 116 126
Soft -
Midfoot 27.3 84 50
Rearfoot 120.2 183 182
Phalanges 62.6 181 -
Forefoot 47.9 163 146
Hard -
Midfoot 27.7 91 77
Rearfoot 135 200 201

Table 5-2: Simulation results for standing position(Conform insole). A similar case that was

measured during experiment and a previous work wer@laced for comparison.
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Custom Molded Tnsoles

Cheung, 2005
Plactar Pressure Plaoter Pressure
+1.82e-01 +1. =
+1.508-01 el
+1.35e-01 H ; ﬁ?e-g%
emn ; +1.168e-01
L] +1.001e-01
+9.04e-02 +8. 354e-02
+7.55e-02 +6.702e-02
+6.062-07 +5.050e-02
+4 57e-02 . +3.399e-02
+3.08e-02 3 +1.747e-02
+1.582-02 ¢ +0,00e+00
+1.00e-03 - F -
+0.00e+00 astis, * -
L]
Plagiar Pressure Plantar Pressure
+2.00e-01
. +2.000e-01
+1.608-01 ¥1.319e-01
+1.35e-01 +1.6388-01
+1.20e-01 +1.457e-01
+1.05e-01 i% i 3;655'3%
+9.04e-02 . =
+7.55-02 9:338503
+6.06e-02 +5.527-02
+4.57e-02 +3.719e-02
+3.08e-02 +1.910e-02
+1.58e-02 +0.00e+00
+1.00e-03
+0.00e+00
BE=1000MPs BE=1000MPa

Figure 5-2: Comparison with Cheung’s simulation forconform insoles.



5.1 Conformity

The first footwear design variable tested (conféyinproved to have a great
influence on the plantar pressure distribution pedk pressure values, and no region
was independent on that variable. There are at beas possible theories that may
account for the reduction in pressure by confornimaples. The first one is that the
load is clearly distributed over a larger area, #mnsl may be the principal mechanism
for pressure reduction.

This hypothesis is supported by measurements mgdédske et al. (2006),
which show that contact areas increase in the ensohdition, i.e., conforming insoles
have a bigger contact area which could, consequetecrease plantar pressure. The
data obtained on this study showed the same tiémmever the behavior was opposite
for one of the foot regions: midfoot (increase eék plantar pressure).

Thus the best way to analyze the effect of thealdabs studied here is separating
the plantar region in four, which is in agreemerthwanatomy: phalanges, forefoot,
midfoot, rearfoot (Refer to section 2 for detailgfter this short explanation let us
return to the effect of conformity on plantar pressdistribution. Thus the first region
to be analyzed is rear foot region.

For this region the biggest amount of reduction,ilevisupported by a soft
material, was about 41% (simulation result) and 63périmental result) when
compared with barefoot condition (Table 5-3). Sowther researchers, such as
Lobmann et al. (2001) and Bus et al. (2004), reygbreductions up to 23% by simply
using insoles that conform to the heel. They foabdolute reductions in heel peak
pressures (when compared to barefoot) were up % @Men using an insole that
conformed to the heel.

The results for this region are also supported pyeaious finite element analysis
on single total contact insoles presented by Clagwgcollaborators (2003).

Peak Pressure (kPa)
Region Present Study Goske(2006)
Experiment Simulation Experiment Simulation
Phalanges 114.1 236.7 - -
Forefoot 263.0 277.8 - -
Midfoot 12 72 - -
Rearfoot 354.1 311.7 | 332=5 343

Table 5-3: Simulation results for standing barefoot
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The decreases between flat and conforming insaleéhi® rearfoot region were
27% and 21.5% (simulation results), for hard matéEa1000 MPa) and soft material
(E=0.3MPa) (Figure 5-3) respectively. From the ekpental data (Figure 5-4),
comparing two different conditions (see Table 5e4 details), the reduction ranges
from 0.2% to 9.4%, corroborating with the theoryttbapping the heel is a main factor
on plantar pressure decrease.

Probably the main reason for the small decreaserebd, specially when
compared to simulation results, is that for theegxpent, conform insoles were in fact
half conformed to the heel, a shape that is n&ffextive in plantar pressure reduction,
as observed by Goslet al. (2006).

, , Peak Pressure [kPa]
Material | Thickness[mm] %
Flat Conform
1 2 130.9 130.6 0.2
1 4 101.2 99.0 2.2
2 4 132.7 120.2 9.4

Table 5-4: Experimental results for rearfoot region

Comparison between Flat and Conform Insoles

for the Rearfoot

41%

| 27%
350 —Barefoot f
300
250
200
150
100
50

21.5%

|
Hard :
Soft

Hard

Soft

Peak Pressure [kPa]

Flat Conform

Figure 5-3: Data obtained from the simulation: baréoot (1), flat insoles (2, 3) and conforming
insoles (4, 5) for rigid (E=1000 MPa, red color) ash soft material (E=0.3MPa, green color).
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Comparison between Flat and Conform Insoles
for the Rearfoot

M1T1-35 M2T2-45 M1T1-35 Mo oar
= 150 Flat Fat Conform )
a Conform
x 125
[~ ]
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4 75

£ 5

e 5
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e 25

[

A 0 T

1 2 3 4

Condition

Figure 5-4: Data obtained from the experiment: 2 mn(T1) flat insole of EVA (1), 4mm (T2) flat

insole of PE(2), 2mm (T1) conforming insole of EVA3), and 4 mm (T2) conforming insole of PE(4).

The second hypothesis about cupping the heel datsitt is possible that a
conforming heel pad exploits the incompressibildy the soft tissue and restricts
outward displacement of the soft tissue, therebyintaging a thicker layer of
biological “cushioning” under the calcaneus. Thisypothesis is supported by
measurement of soft tissue thickness made by Getsik (2006) which indicated that
with the flat insoles, maximal soft tissue compi@ssvas between 34% and 37% of its
original thickness while for the conforming insqléss value ranged from 22% to 29%.

For two more regions the same behavior (peak presigcrease) was observed:
forefoot and phalanges. The amount of the decrease29.5% and 40.7%, for hard
material (E=1000 MPa) and soft material (E=0.3MRajpectively, on the forefoot
region (simulation results (Figure 5-5)). The expental data (see for Table 5-5 and
Figure 5-6 for reference) showed reduction rand@iog 31.4 % to 11.6%, for hard and
soft material, respectively.

, , Peak Pressure [kPa]
Material | Thickness[mm] %
Flat Conform
1 2 62.7 55.4 11.6
2 2 55.5 38.1 31.4
2 4 49.0 38.4 21.6

Table 5-5: Experimental results for forefoot region
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Comparison between Flat and Conform Inseoles
for the Forefoot

58%
_, 350 | 29:6%
; i Barefoot [ 40.7%
I
Hard |
g 250 Soft
% 200 Hard .
¢
150
™
: 100
g s
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0 1 1 1 1
1 z 3 | 4 5|
Flat Conform

Figure 5-5: Data obtained from the simulation: flatinsoles (2, 3) and conforming insoles (4, 5) for

hard (E=1000 MPa, red color) and soft material (E=BMPa, green color).

Comparison between Flat and Conform Insoles for
the Forefoot
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—
e
¥ 125
[—]
g 100 M1T1-35
0 . .
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é’ Flat Conform M2T2-45
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]
a 251

0 4
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Figure 5-6: Data obtained from the experiment: 2 mn(T1) flat insole of EVA (1), 4mm (T2) flat

insole of PE(2), 2mm (T1) conforming insole of EVA3), and 4 mm (T2) conforming insole of PE(4).
The second region mentioned above (phalanges) shedeictions of 22.6% and
33.5%, for hard material (E=1000 MPa) and soft matg€E=0.3MPa), respectively

(simulation results (Figure 5-7)). The experimemtata (see Table 5-6 and Figure 5-8

for details) showed reduction of 62.6% to 43.7%r foard and soft material,
respectively.
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_ _ Peak Pressure [kPa]
Material | Thickness[mm] %
Flat Conform
1 2 64.3 36.2 43.7
2 60.4 50.7 16.1
2 4 75.6 28.3 62.6

Table 5-6: Experimental results for phalanges regio.

Comparison between Flat and Conform Insoles
for the Phalanges
il 44%
T o0 22.6%
A | f 0,
X Barefoot Hard | G
g 250 i
3 Soft
g o0 Hard
g Soft
& 190 —
% 00 —
]
- T T i —
0 i i . .
1 2 2| | 4 5
Flat Conform

Figure 5-7: Data obtained from the simulation: baréoot (1), flat insoles (2, 3) and conforming
insoles (4, 5) for hard (E=1000 MPa, red color) andoft material (E=0.3MPa, green color).

Comparison between Flat and Conform Insoles
for the Phalanges
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- o M2T2-45
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Figure 5-8: Data obtained from the experiment: 2 mn(T1) flat insole of EVA (1), 4mm (T2) flat
insole of PE(2), 2mm (T1) conforming insole of EVA3), and 4 mm (T2) conforming insole of PE(4).
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On the other hand, midfoot region presented an sippbehavior: an increase in
plantar pressure. The amount of this increase Wak% and 7.8%, for hard material
(E=1000 MPa) and soft material (E=0.3MPa), respetti The experimental data (see
Table 5-7 for details) showed increase ranging fB818% to 23.0%, for hard and soft
material, respectively. This increase in peak pnessvas expected, because midfoot
region is fully supported while wearing conform otes. Both, experimental and
simulation results are depicted in Figure.5-9

_ _ Peak Pressure [kPa]
Material | Thickness[mm] %
Flat Conform
1 2 28.2 39.0 38.3
2 20.7 22.8 10.1
2 2 22.2 27.3 23.0

Table 5-7: Experimental results for midfoot region.

Comparison between Flat and Conform Insoles
for the Midfoot
350

= 200
&
2 250
B 71.1% 7.8%
5 200 i ‘. i
g 150 Conform Flat - OHEIIn
x Bassbor 8T g0 Sof 38.3% 28%
x 1% Hard ! y —WTTTIS
g e ng.45mT3-¢SM1T1-3$CMW
g 50 R e o
&

] — I

Simulation Exparment

Figure 5-9: Data obtained from the simulation: flatinsoles (2, 3) and conforming insoles (4, 5) for
hard (E=1000 MPa, red color) and soft material (E=BMPa, green color).Data obtained from the
experiment: 2 mm (T1) flat insole of EVA (1), 4mmT{2) flat insole of PE (2), 2mm (T1) conforming
insole of EVA (3), and 4 mm (T2) conforming insolef PE(4).

A summary of both, experimental and simulation lssare presented on the
Figure 5-10 and 5-11. From these two images is &asge the effect of geometry on
peak plantar pressure, i.e., changing geometry filamto conform was observed a
decrease in peak plantar pressure.
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Figure 5-10: Summary of simulation results for conbrmity.
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Figure 5-11: Summary of experimental results for coformity.
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5.2 Material

The second footwear design variable analyzed weasntiterial itself. Similarly to
the first variable studied, simulation and expentaéresults showed a trend that softer
materials can reduce plantar pressure. This peigbing to be explored more, in the
next paragraphs.

It is interesting to mention that the peak plamiegssure decrease is calculated
comparing soft and hard material, while keeping shene geometry (flat or conform
insole). From the simulation, the data showed ae#se in peak plantar pressure of:
14.5%, 15.4%, -46.4% (anomalous result) and 15.D¥oplhalange, forefoot, midfoot
and rearfoot, respectively, for a flat insole (Teab}l8). For a conform insole the extent
of the decrease was 26.5%, 28.8%, 7.7% and 8.7%h&dapge, forefoot, midfoot and
rearfoot region, respectively (Table 5-8). RefeFigure 5-12, 5-13 and 5-14 to have a
better understanding about the effect of this \deia

. Decrease in Peak Plantar Pressure%
Region -
Flat insole Conform Insole
Phalanges 14.5 26.5
Fore foot 15.4 28.8
Mid foot -46.4 7.7
Rear foot 15.1 8.7

Table 5-8: Simulation results: decrease between iidjand soft material for two conditions: flat and
conform insoles (separated by region). Negative va stands for an increase in peak plantar

pressure. Comparison keeping geometry fixed.

Comparison between Hardnesses: Rearfoot
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00—

8.7%

Ha‘rd
orgl | Soft |—\‘
200 — Hard Soft
150 +—
100 +—
50—

0 : . ‘ !
2 3 4 B
| | \ |

Flat Conform

Peak Pressure [kPa]

Figure 5-12: Simulation results for Rearfoot (hardress).
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Comparison hetween Hardnesses: Forefoot
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Figure 5-13: Simulation results for Forefoot (hardress).
Comparison between Hardnesses: Phalanges
350
= 300 1q 5%
i Barefoot Hard
5 250 26 5%
£ Soft H d
2 200 — ar
g Soft
e 160
-
]
9 100 +—
B
5D Il t
0
1
Flat Conform

Figure 5-14: Simulation results for Phalanges (hardess).

Experimental data presented decrease of an exfent8®, 19.9%, 7.1% and
4.5% for phalange, forefoot, midfoot and rearfodioa, respectively, for a flat insole
(Table 5-9 and Figure 5-16). For a conform insbie brder was 26.4%, 11.2%, 21.2%
and 9.9% for phalange, forefoot, midfoot and reatrffaespectively (Table 5-9 and
Figure 5-17).

Soft Hard
e —— i ——
35 45 58 60

Figure 5-15: Hardness scale for the insoles used fine experiment.
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Experimental Results: Material (fiat insole)
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Figure 5-16: Experimental results for flat insole flardness).

Experimental Results: Material (conform insole)
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Figure 5-17: Experimental results for conform insoé (hardness).

Just to compare, in 2005 Cheung and colleaguesifthat custom-molded, soft
insole reduced the peak plantar pressure by 40.786 3n6% at the metatarsal
(forefoot) and heel region, respectively, compaséith those under a flat, hard insole.
Comparing these two conditions in our case studyawe 33.2% and 43.2%.

Aerts and De Clercq (1993) reported a decreaseed@h pad compression when
using a hard midsole (EVA 65) compared to a saftex (EVA 40) which is opposite to
our findings. The two studies are not directly camgble because Aerts and De Clercq
(1993) did comparisons at the same input energsl lehereas we used the same force
levels.
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Peak Pressure[kPa]
Thickness
Geometry Material Region Hardness %
[mm]
35 45 58 60
Phalanges 41.3 44.8 - - 7.8
Forefoot 38.6 48.2 - - 19.9
Flat 2 4
Midfoot 31.6 34.0 - - 7.1
Rearfoot 126.7 132.7 - - 4.5
Phalanges - 43.5 45.6 - 4.6
Forefoot - 50.0 47.0 - -6.4
1 4
Midfoot - 31.0 30.4 - -2.0
Rearfoot - 99.0 122.5 - 19.2
Phalanges 50.7 - - 63.3 19.9
Forefoot 38.1 - - 49.1 22.4
Conform 2 2
Midfoot 22.8 - - 33.1 31.1
Rearfoot 119.7 - - 137.1 12.7
Phalanges 28.3 - - 62.6 54.8
Forefoot 39.5 - - 47.9 17.5
2 4
Midfoot 22.1 - - 33.7 34.4
Rearfoot 130.6 - - 127.8 -2.2

Table 5-9: Experimental results: comparison among ifferent materials. The results are presented
in a crescent scale of hardness (see Figure 5-1Sggative values represent increase in peak plantar

pressure.



6 Conclusion

A geometric, detailed 3-D finite element model lo¢ thuman foot, based on CT
scan, was developed to estimate the peak plargasyre. As consequence, the internal
stress and strain in the bony and soft tissue tstreis under loading and supporting
conditions, simulating balanced standing positoam be estimated also.

Thus, despite the fact that the main goal of thislysis to estimate peak plantar
pressure, other interesting studies involving tlrecsures mentioned above can be
conducted. Moreover, the capabilities of this mpdedkes it a valuable tool to study
the complex biomechanical behavior of the footseedr interaction, thus this is
certainly a prerequisite to further enhance thégtesf proper footwear.

Nevertheless, the best way to start the rationathi® study, is by delimiting its
scope, i.e., qualifying it. In other words, is nesary to present its limitations. To
simplify the analysis in this study, we assignednbgeneous and linearly elastic
material properties to the model. The use of liretasticity for the material used during
the simulation may be have under or overestimatedréal values for peak plantar
pressure. Consequently, this approach is improbdbéy real situation, thus the
inclusion of nonlinear properties seems like a psamy and natural path for a future
work.

In the current finite element model, joints of fle®t were not considered. As a
consequence, ligaments and cartilage, structurts major role in joint stability and
constraint, were not considered either. Therefoileis assumption potentially
overestimates stiffness, and consequently overastBnpeak plantar pressure. The
model also did not account for the surface intévastbetween bony, ligamentous and
muscles structures. This kind of structural siniggifion would have influence on peak
plantar pressure, however for the condition studiemlanced standing position), its
effects are expected to be minimal.

Only the Achilles’tendon loading was considered,evdas other intrinsic and
extrinsic muscle forces were not simulated. Consetly, the exclusion of muscles
prevents accurate force application, which leadsetmneous stress and strain
distributions. Again here we have to say, thatittetusion of accurate muscle loadings
is a promising topic for a future study.

After this brief, but important, study qualificatiolet us go into the results,
keeping in mind that the goal of this study is stireate the effect of two footwear
design variables on peak plantar pressure: confpramd material. The finite element
analysis and experimental data indicated that camifg is an important factor in peak
plantar pressure reduction.
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Data indicates that the geometry (conformity) @& thsole has an important role
on peak plantar pressure decrease. This phenonoamobe seen in all areas of the foot
with an exception to midfoot region. For phalang&sefoot and rear foot simply
changing the geometry of the insole from flat tonfoom produces reductions,
supported by enough body of evidence (experimemtdlsimulation data), allowing us
to answer the first question (Does conformity haweeffect on peak plantar pressure
value?)without any doubt.

Thus, the first design variable (conformity) DOE&/& an effect on peak plantar
pressure. Moreover, all plantar region of the fexperience this effect. However, the
nature of this effect depends on the region, wisajoing to be stated below. Based on
experimental and simulation data, we claim thaf@onity is an important peak plantar
pressure decrease factor for three of the foog®re rearfoot, phalanges and forefoot.
The remainder region, midfoot presents oppositeatien peak plantar pressure
increase. The explanation for these effects wasudged in the section 5.

The second question of this study (Does materiak heffect on peak plantar
pressure’s value?) has a similar answer: the secandble DOES have effect on peak
plantar pressure also. Repeating what was obséovibe first variable, all region of the
foot showed some influence from it. Opposite tofoamity, this effect seems not to
have any relation with the region observed, iteseems more like a global behavior,
where all regions present a decrease of peak plargasure inversely proportional to
hardness. Our claim for this variable is that tladugs of peak plantar pressure are
directly proportional to insole material hardnesgth enough body of evidence
(experimental and simulation data) to corroboraté this theory.

Finally it can be said, supported by finite elemprediction and experimental
data, that both a softer material and a conforrlénfave a role in the reduction of
peak plantar pressure. These insoles aided in #ga&tsnmg the plantar pressure in a more
uniform manner than a hard, flat insole. Thusait be claimed that, regarding footwear
design, conform insoles made of soft material nagstalways thought as important,
especially when a footwear aids people with fosbdier.

Summarizing, finite element prediction and expentaé data indicate that an
appropriate insole can reduce high plantar presstoasequently, many people with
foot disorders would be benefited. Furthermores #ind of design would be a good
strategy to be adopted in order to prevent mangadiss associate with transient forces
experienced by the foot during daily activities.



7 Future Work

7.1 Nonlinear Material Properties

A number of assumptions were made in the curiaiiefelement analysis. The
material properties for the foot bone, soft tissaed insole were assumed to be
homogeneous, linear, and elastic solids. Thusfitlie element model that has been
developed can be refined to simulate the actualasins more realistically by
incorporating nonlinear material properties for igamentous and soft tissue. For
example: some of the simulations can use hypeielasiperties for the soft tissue and
insole.

Hyperelastic materials are described in terms 6étein energy potential”,
U( ¢ ), which defines the strain energy stored in thdeme per unit of reference
volume (volume in the initial configuration) as anttion of strain at that point in the
material. As an alternative approach to simulagedbft tissue, it can be modeled as a
single incompressible layer with the strain enefgwction (U) represented by a
first-order Ogden form (Twizekt al, 1986) as

U :%(/ll” +A5 +25 -3)

Where 1 ;.3 are the deviatoric principal stretches amnd and « are the

material properties representing the hyperelastitabior of the heel. Under uniaxial
compression,

A=1+¢

Where ¢ is the compressive strain. The compressive sfregsis calculated
from strain energy function, U, as

_ 2l ( ya1_ y-(ai2)-
0_7(/] 1 /](/2)1)
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Heel-specific material propertieg &nda) were iteratively calculated by Erdermir
et al (Erdemiret al, 2006), by an inverse finite element analysis hed indentation
procedure, which minimized the error between thelehpredicted and actual in vivo
heel-specific experimental force-displacement csire other words, these coefficients
were adapted from in vivo testing. The values @asth parameters for the soft tissue
were calculated §5=14.3 kPa and=7.3.

Lemmon (1997) modeled the material of the softugssonsidering it a general
hyperelastic material and employing a second-ordelynomial strain energy to
represent it. The values obtained during a experimere: G= 85550 N rif, CO1=
-58400 N nf, C20=38920 N M, C11= -23100 N M, C02= 8484 N i, D1=
0.4370E-05 1N, D2= 0.6811E-06 AN,

Different materials can be used to simulate thelexssHowever in order to find
application to this kind of simulation, it is inemting the possibility of analyzing
commercial materials. The main characteristic oésth materials, regards their
mechanical properties: viscoelastic. Manufactutease been using a wide range of
viscoelastic materials, both in the constructionfaftwear and as insoles. Thus the
importance of modeling these kind of mechanicalavar while simulating footwear
biomechanics.

Those which have been used clinically fall intoesegroups:

(1) Polyurethane elastomers (e.g.Cambion, Sorbethéiscolas);

(2) Polyurethane foams (e.g. Cleron, Poron, PPT);

(3) Polyethylene foams (e.g. Evazote, Frelon, @dftastazote);

(4) Polyvinyl chloride foams (e.g. Implus);

(5) Ethylene vinyl acetate (EVA);

(6) Synthetic rubber foams (e.g. Neoprene, Noepen&o, Ucolite, Zdel), and

(7) Silicone rubber.

The main viscoelastic materials used for footweat msoles were reviewed by
Rome &pud Whittle, 1999). Thus, a good start point for apptoag these materials
could be a hyperfoam strain energy function atieeshowed below

N

U :i_‘; A% 4+ Q9+ ) —3+%(J;"iﬁ —1)} (4.1)

i=1 M i
Where
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g =— (4.2)

Where 1 1.3 are the deviatoric principal stretches amd, « and v (the
effective Poisson’s ratio) are the material praperrepresenting the behavior of the
insole.

The values used for the insole materials were pbthby fitting stress-strain data
under compression by several researchers as Len{89v), Edermir (2004), and
Goske (2006). It is just a matter of implementingse material properties in the model.



7.2 Refining the Model: Muscles Loadings, Joints, and igaments

For the case studied, balanced standing, the nmad#l was enough to bring
meaningful insight on the questions raised. Howefvether activities are going to be
considered, some other points should be put intowd. The first point is the inclusion
of the loading-bearing characteristics of the fanter different activities. Therefore,
other loading conditions should be considered lessiie conditions considered in the
current study.

In order to do that, it is necessary to incorpoidgeailed muscular loading and
joint interaction. The first change is not excegtlitime consuming, because is just a
matter of defining vectors for all forces actingridg specific movements. That is
solved by a careful literature review about musasertions, muscles forces and during
which movement they are activated. The first pathis task was done and can be seen
in the section 2. Choosing an activity by incregsiegree of complexity and frequency,
a natural choice would be gait. For walking, theeottwo steps: muscles forces and
activation time are well known (Figure 7-1, and [Eab-1).

Due to the spatial anatomic complexity of the esic and intrinsic muscles, as
well as various joint surfaces, the foot's forcestsyn can be defined as being
non-coplanar and non-concurrent-that is a systewhich the force vectors neither lie
in the same plane nor intersect at a unique latafibeoretically, this force system can
be reduced to an equivalent force-couple system wique location, consisting of a
force resultant equal to the sum of the forcehefdystem, and of a couple vector of the
moment equal to the moment resultant of the sy¢@effen, 2000).

Figure 7-1: Muscle forces that act on the foot modeluring four characteristic subphases of
walking (Geffen, 2000).
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_ Gait Subphases Forces [N]

Muscles/Loads/Reactions : -

Heel-strike | Midstance| Push-off | Toe-off
1-Tibialis Anterior 535 - - 267
2-Extensor Hallucis Longus 424 - - 212
3-Extensor Digitorum Longus 372 - - 186
4-Peroneus Tertius 17 - - 9
5-Triceps Surae - 550 1100 300
6-Tibialis Posterior 94 110 258 222
7-Flexor Hallucis Longus - 923 322 -
8-Flexor Digitorum Longus - 16 4 -
9-Peroneus Longus - 1164 1206 -
10-Peroneus Brevis - 66 - -
11-Abductor Hallucis - - 55 27
12-Ankle Joint Load 1350 2100 3000 300
13-Reaction at the medial pulley - 645 865 -
14-Reaction at the lateral pulley 716 256 - -

Table 7-1: The active muscles and structural loadacting on the model during walking (Gefen,
2000).

Thus, the problem of appropriate loading for dife activities may be solved
relatively easily. However, when it comes to jeintve have a challenging issue.
Trying to model joint brings immediately many issuenodel joint space (which
involves modeling cartilage and ligaments), anddrigody motion combined with
deformation.

To solve the first issue: modeling joint space, getsy manipulation is strictly
necessary, i.e. , the use of a advanced CAD sddtitagenerate perfect solids for all
bones is an important, in the other hand, time delng part of a future study.
Moreover, modeling the contact between bony stresttand soft tissue must go
through the same path: geometry manipulation. itisresting keep in mind that these
issues will cause an increase in the total comjoumal time required to find a solution,
which is an arduous issue by itself.

At least but not last, in this study, insoles weradeled as isolated components,
ignoring other features of footwear, such midsaes sidewalls. These components
must be taken into account, because they altesyreglistribution (see Table 7-2 and
Table 7-3). Thus future work should concentratedemtify how these structures affect
this distribution as a whole, providing insightdrihe basics of shoe construction.
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Insole Shod
Material |Thickness[mm]| Hardness| Region
Peak Pressure [kPa] Peak Pressure [kPa]

phalanges 64.3 22.3
forefoot 62.7 21.2

M1 2 35 -
midfoot 28.2 12.0
rearfoot 111.3 81.1
phalanges 60.4 32.0
forefoot 55.5 36.0

M2 2 35 -
midfoot 20.7 17.6
rearfoot 110.4 82.4

Table 7-2: Experimental results for flat insole: conparison among balanced standing position on

insole and while wearing shoes (same insole).

Insole Shod
Material [Thickness[mm] Hardness| Region
Peak Pressure[kPa] Peak Pressure[kPa]
phalanges 36.2 29.7
forefoot 55.4 27.8
M1 2 45 -
midfoot 39.0 45.9
rearfoot 147.5 81.4
phalanges 39.6 23.4
forefoot 61.3 31.6
M1 2 58 -
midfoot 27.0 54.9
rearfoot 127.3 62.6
phalanges 50.0 32.3
forefoot 54.9 32.3
M1 4 45 -
midfoot 31.0 57.4
rearfoot 103.9 86.2
phalanges 45.6 30.2
forefoot 45.6 35.3
M1 4 58 5
midfoot 30.4 62.6
rearfoot 122.5 102.3
phalanges 94.1 31.1
forefoot 38.1 30.2
M2 2 35 -
midfoot 22.8 46.3
rearfoot 127.8 71.0
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phalanges 45.7 22.3
forefoot 54.4 20.7
M2 2 60 -
midfoot 19.6 54.9
rearfoot 137.1 57.1
phalanges 69.8 10.2
forefoot 39.5 20.1
M2 4 35 5
midfoot 22.1 52.2
rearfoot 135.0 68.0
phalanges 62.6 17.4
forefoot 47.9 22.8
M2 4 60 ,
midfoot 27.7 44.6
rearfoot 120.2 65.3

Table 7-3: Experimental results for conform insolescomparison among balanced standing position

on insole and while wearing shoes (same insole).
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7.3 Thickness

Thickness presents itself as another design variabl be studied. As well
conformity and material, thickness is expectedaweheffect on peak plantar pressure.
In fact, insole thickness has previously been ifiedt as an important variable in
designing footwear to reduce peak plantar preqtier@mmon et al., 1997).

A possible theory accounts that as the foot movesitds the ground; it has to be
brought to a halt in a finite distance. The shotler distance, the less time it has to
decelerate and the higher the force which is neettedporovide the necessary
deceleration. When attempting to reduce the magdaitf the heelstrike transient using
viscoelastic insoles, the thickness of the inssla major factor determining its efficacy
(Whittle, 1999).

Our experimental data (Table 7-2) showed an integes$rend: it seems that the
nature of the thickness effect (increase or dee)eas peak plantar pressure depends on
geometry (flat or conform insole) and region. Fommple, increasing the insole
thickness was observed on phalanges, and forefatgcrease in peak plantar pressure.
Flat insoles have reduction amount of 32.6% an8%G6respectively.

For a different geometry, conform insoles preseméstiiction extent of 9% and
9.4%, respectively. The other two regions midfood aearfoot, for conform geometry
also presented the same behavior: decrease of paakar pressure (6.8 and 9%
respectively). In the other hand, for midfoot aedrfoot, it was observed an increase of
peak plantar pressure for flat insole (60.2% ané%).

Some other researchers like Goske and collaborg2065) point out that
increasing the insole thickness of the full-conforgninsole from 6.3 to 12.7mm
resulted in additional peak pressure reductionsoup2.1% (280-246 kPa). However
they conclude that these reductions did not seebetdependent on the conformity of
the insole, which is not so clear in our data.

Thus everything that we can claim here is thaktiéss has effect on peak plantar
pressure, however to make the argument more safid, prepare a good claim, the
experiment data should be compared to simulatida. daurthermore, Simulation data
would make us able to compare thickness, matendl@nformity and find possible
correlations between them.



. _ Peak Pressure[kPa]
Geometry | Material | Hardness| Region
T1(2mm) | T2(4mm)
Phalanges 64.3 43.5
Forefoot 62.7 41.3
1 35 -
Midfoot 28.2 18.0
Rearfoot 111.3 125.7
Phalanges 60.4 41.3
Forefoot 55.5 38.6
Flat 2 35 -
Midfoot 20.7 31.6
Rearfoot 110.4 126.7
Phalanges . -)
5 45 Forefoot -) l
Midfoot . .
Rearfoot -’ T
Phalanges 36.2 43.5
Forefoot 55.4 50.5
1 45 _
Midfoot 39.0 31.0
Rearfoot 147.5 99.0
Phalanges 39.6 45.6
Forefoot 61.3 45.6
1 58 -
Midfoot 27.0 30.4
Rearfoot 127.3 122.5
Conform
Phalanges 94.1 69.8
Forefoot 38.1 39.5
2 35 -
Midfoot 22.8 22.1
Rearfoot 119.7 135.0
Phalanges 45.7 25.0
Forefoot 54.4 50.6
2 60 -
Midfoot 33.1 27.7
Rearfoot 137.1 120.2

Table 7-4: Experimental results: comparison among ifferent thicknesses. The values highlighted

(in red) correspond to insoles with thicknesses df mm (T1) and 8 mm (T2), respectively.
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9 Appendices

9.1 Methodology used for walking and running cases

The choice of the velocity for the aerobic exersiggerformed during the
experiment is a very important point. The veloeigs calculated based on the subject’s
target heart rate (HR), which currently is consedethe most appropriate way to
calculate exercise intensity for aerobic activitiés general, professionals advice to
keep a velocity that enable a value of heart raterden 60% and 75% of the maximum.
A simple experiment was design to calculate thgetaheart rate, and consequently, the
walking velocity. The subject was asked to walk aurse of 200 meters in three
different ways: slowly, fast, and as fast as hdado it. For the last 10 meters the time
was recorded, and consequently the velocity wasizked. Just after the ending of the
10m, the heart rate was measured during one (Litmity the subject himself. The
target heart rate is calculated in the followingywa

HR=(220- agg+ (0.6~ 0.75

The values for all variables are found in the €abil below.

Target Heart Rate

Time[s] | Velocity[m/s] Heart Rate
(75% and 60%)

9.04 1.11 80 140.25
6.16 1.62 109 112.2
4.98 2.01 126

Table 9-1: Data from the aerobic experiment

Based on this data one can calculate the regrebsmfor the subject, i.e., the
relation between his heart rate and walking sp€bd.Figure 9-1 depicts this relation. It
is important to mention, that for that intervaldaarctivity, this relation is expected to be
linear. From this experiment we can obtain valuwedtie whole range, it is just a matter
of using the function calculated (depicted in Fay@1). However, for experimental
reasons, it is better to fix a value. For this ekpent we are going to use 30% of the
maximal heart rate as a basis to calculate thecitglo

In other words, for the second study case (walkihg)velocity is kept constant at
1.11 m/s (4 km/h). For the third case study (rughithe velocity is kept constant at
2.78m/s (10 km/h). In order to keep the velocitpstant, a treadmill was used (Figure
9-2).
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Figure 9-1: Regression line for aerobic activities.

Figure 9-2: Treadmill used during experiment.

For both, walking and running, the subject stattelmovement and after ten
(10) seconds the trials were recorded during tHesesguent ten (10) seconds. The
settings for the F-scan system can be seen inghkeD-2.

Recording Parameter Amount
Total time (s) 10
Sampling Rate (Hz) 50
Period (s) 0.02
Number of frames 500

Table 9-2: Final Experiment Settings.

(cta est fabiula.
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