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Abstract

This thesis proposes algorithms for structural and temporal analysis for Time-

Varying-Meshes (TVMs), through hierarchical skeleton-based mesh segmentation and

surface curvature matching. The motivation is to understand and retrieve structural

information while establishing spatio-temporal correspondence in TVMs. With that,

we can also achieve markerless motion transfer from humans onto synthetic models.

The thesis also introduces a parts-based skeleton extraction method using geodesic

distances to handle badly-defined meshes that are common in TVMs. Thus the

algorithm enables tracking of highly deformable models with arbitrary genus.

The proposed framework is a recursive system that iterates between hierarchical

segmentation on minimum distance satisfaction and skeleton realignment to refine a

kinetic model for each TVM frame. Results show that the segmentation is stable and

successful motion tracking is achieved from TVMs.

We also explore the use of surface curvatures in Iterated Closest Point (ICP)

matching for more refined motion understanding on the segmented results. Results

show that processing time can be reduced by 80% while retaining the same level

of accuracy. Multi-temporal registration, where the data in the previous and the

following frames are used in the 3D shape registration, is used to increase robustness

against potential bad registration as ICP is sensitive to outliers and deformation.

It achieved an angle disparity reduction of average 29% with two additional time

registrations.
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Chapter 1

Introduction

1.1 Motivation

In recent years, 3 dimensional (3D) computer graphics has become more prevalent in

our lives. 3D computer graphics are used extensively in entertainment such as games

and movies, medical imaging and prototyping. We have notable success from enter-

tainment movies such as The Matrix, Lord of the Ring and Pirates of the Caribbean,

which are mix of 3D computer graphics and live actors. In addition, we also have fully

animated films such as Finding Nemo and Ice Age having equal success. The growth

of 3D computer graphics in the entertainment industry shows the popularization and

demand of realistic representations amongst consumers. 3D computer graphics are

used to simulate reality and to compensate the experience that 2D graphics is not

able to achieve.

Moreover, 3D graphics are used in particular to simulate the real world, to imitate

human behavior and natural movements. From the past, artists and animators are
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employed to animate every single action, including facial features, and motion capture

systems are used to simulate realistic movements in animated models. However,

there are limitations in this approach. Humans are very sensitive to motion and

human images and are able to detect subtle yet weird movements. Therefore, absolute

realistic animation is difficult to achieve through simulated motion and models, one

example is cloth animation.

Various methodologies and technologies have been widely researched into digitizing

humans and their motion. Motion capture is a technology used to capture human

motion and digitizing the data for animating human characters realistically. The

system setup comprises of optical markers that are placed strategically on performers

and cameras to capture the positions of markers in space [4]. Final Fantasy: The

Spirits Within and Titanic [5] also utilized motion capture for visual effects. However,

motion capturing systems are intrusive and are not perfect; it is unable to fully capture

the surface dynamics of cloth, skin and hair. If we were to capture the naturalistic

deformation of the skin, we have to attach many optical markers on the skin [6], and

as for movement of hair it is also almost impossible to attach markers.

Besides research on motion capture systems, there has been research into digi-

tizing humans that capture the surface information of a human subject. Digitized

humans capture realism in its entirety and compensate the deficiencies of motion

capture systems. Though traditional 3D scanning applications, such as laser scan-

ning techniques [7, 8], have been able to produce an accurate digital model of the

scene geometry down to the accuracy of µmeter scale, they are unable to capture

dynamic scenes. This is due to the delay in data collection of different parts of the

same subject. Texture capture is also compromised with the use of laser scanning
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technologies.

There has been an emergence in another methodology to digitize humans. Time-

Varying-Meshes (TVMs) or 3D video, in contrast to scanning techniques, are captured

passively and markerlessly using synchronized cameras without restrictions on the

subject. They are digital representations of dynamic scenes. TVMs are considered

for sports analysis and entertainment purposes due to the dynamic surface capture

and representation. Structural information and motion data are inherently captured

but not explicitly represented in the surface animation. Therefore, to extract motion,

we would need to analyze structure and extract motion from TVMs.

In this thesis, structural and temporal analysis of Time-Varying-Meshes is ex-

plored. We analyze each TVM frame for structural information and temporal cor-

respondence for extraction of motion. We intend to extract human motion without

the use of physical markers, thus allowing the layman, or non-professionals to digitize

their movements easily [9]. In another words, to transfer motion from the subjects

into synthesized models for animating purposes. By establishing correspondence be-

tween frames, we can apply the extracted information in motion analysis, motion

search applications and also to be used in compression.

As each TVM frame is created independently, each frame has different number of

vertices, connectivity and color, therefore this is no correspondence between frames.

The lack of spatio-temporal correspondence across frames pose great challenges to

compute motion. Furthermore, TVMs consists of highly deformable models that

changes in topology and have arbitrary genus.

In this thesis, we utilize a pre-defined kinetic model to segment each 3D model

into a structure that is consistent throughout the entire TVM sequence. Segmentation

3



reduces the problem by partitioning each frame into smaller meaningful parts that

are easier to process. By having a consistent structure, correspondence across frames

is established. Segmentation results in a piece-wise pseudo-rigid model that can be

used in motion tracking.

Our approach for structural and temporal analysis of Time-Varying-Meshes (TVMs)

uses hierarchical skeleton-based mesh segmentation and surface curvature matching.

The thesis also introduces a parts-based skeleton extraction using geodesic distances

to handle intersected meshes that are common in TVMs. The segmentation algorithm

does not require surface registration across frames. However, the thesis also exam-

ines the use of surface curvature matching for more refined motion understanding of

the segmented results. This is to improve the use of Iterative Closet Point matching

algorithm, which is sensitive to outliers and deformation.

Chapter 2 first summarizes other related works with regard to motion capture,

segmentation and motion extraction of TVMs. The chapter also includes a brief

introduction to the creation technology and properties of the TVMs used in this

thesis. An overview of the motion extraction system is described in Chapter 3 along

with the terminology and assumptions. The proposed algorithm consisting of three

main parts, initialization, segmentation, pose estimation or skeleton realignment, is

further elaborated in Chapter 4. Chapter 5 includes experimental results of the

proposed algorithm. Chapter 6 explores the use of surface curvatures for matching and

chapter 7 shows the experimental results of matching. Finally, Chapter 8 concludes

the thesis.
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Chapter 2

Background

2.1 Related Works

For motion capture, physical skeletal movements are captured using physical optical

markers. Motion capture systems comprise of optical markers placed strategically

on performers and cameras to capture positions of these markers. By sampling the

positions of such optical markers across time, the system translates the captured

data into motion of these specified markers. The captured data is also called motion

capture data. The capture data typically represent positional information of joints of

humans in space and the motion with respect to time. Optical markers, which could be

retro reflective or light-emitting have to be attached securely and non-moving on the

performers during recording [1]. With that, the performers are required to wear tight-

fitting suits 2.1 on which the markers are placed and to be properly seen [1]. With the

increase in the number of markers, animating muscle deformation is also possible [6],

but increase of markers compromises on the comfort level of the performers. Moreover,
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markers distort the surface texture of the subject.

Figure 2.1: Motion capture performer in tight-fitting suits and markers [1].

Time-varying-meshes (TVMs), on the other hand, are markerless. In contrast to

computer generated 3 Dimensional (3D) models, TVMs do not have fixed vertices

or fixed topology, therefore lack spatio-temporal correspondence. Related works on

motion extraction from TVMs establishes correspondence across time using various

properties. As no markers were used in mesh construction, we need to extract mo-

tion through model and motion analysis techniques. These works can be broadly

categorized into two types, non-structural methods that calculate movement or dense

correspondence between frames and structure-based methods that uses body shape

modeling for each TVM frame.

Non-structural motion extraction techniques includes Vedula et al.’s [10] 3D scene

flow and Starck et al.’s [11] surface correspondence using a MAP-MRF framework

allowing sparse to dense matching. Both methodologies describe methods for es-
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tablishing dense surface correspondence across time. However, these methods lack

structural correspondences. With a user-defined skeletal model, Starck et al. [12]

applied the spherical matching algorithm to obtain motion tracking from dense cor-

respondences. However, spherical matching only deals with genus-0 models. The

algorithm parametizes the models in a sphere and correspondence is obtained by 2D

matching across the spheres. For genus-n models, that are common in TVMs, mesh

cutting is required to convert such models into genus-0 models. Though there are

techniques [13, 14] that can convert automatically, in the case of TVMs, the cut po-

sitions are critical. Yamasaki et al. [15] has proposed a method that allow detection

and identify regions that are to be cut. However, it might not be practical to cut

surfaces for each frame manually for the entire TVM sequence.

In this thesis, we are interested in structural understanding and obtaining a uni-

form human structure for motion tracking across frames. Therefore we consider

structure-based techniques. Typically, segmentation or kinetic models are used for

structural analysis [16, 17, 18, 19, 20, 21, 22]. Pekelny et al. [17] uses user-defined seg-

mentation to estimate pose in future frames through the use of Iterated Closest Point

(ICP) [23] matching, or 3D surface registration between frames for motion estimation.

The initial segmented model is motion compensated to estimate the segmentation in

the future frames. Pekelny et al. [17] also define a piece-wise rigid model in their

research and estimate pose for models that have less surface dynamics. There is a

need for segmentation of the mesh into a piece-wise rigid model because 3D surface

registration [23] assumes of matching between rigid and similar models. However,

even with a piece-wise structure, each segment could deform with time, causing a

drift matching across frames and correspondence loss [12]. Knoop et al. [19] also uses
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ICP matching for 3D shape correspondence and tracking. ICP is commonly used for

3D registration [24, 25] in high resolution non-deformed meshes [26, 27, 28], however

in this thesis, we also explore the use of ICP for our deforming meshes. However,

instead of only using one segmented frame [17], we segment all frames in the entire

sequence before ICP matching. Unlike Pekelny et al. [17], which used heuristics to

overcome ICPs vulnerability to outliers, our algorithm does not impose constraints

on the matching process. We characterize the mesh using curvatures that are local

parameters of the mesh. This would be further discussed in section 6.

Mesh decomposition or segmentation is a very important procedure as it is a

process of mesh simplification, and broadly used in pose estimation and structure

analysis [17, 18, 16, 29]. As discussed, segmentation allows us to divide the mesh

into smaller pieces or piece-wise pseudo rigid model that enables structure analysis

and establishing correspondences. Research on automatic segmentation and skeleton

extraction is generally applied to data that are well-defined, static or motion-restricted

models [18, 30]. Mesh decomposition for well-defined and static models includes

fuzzy clustering and cuts for mesh decomposition [18] and space sweeping with use

of skeletons [31]. Hierarchical convex decomposition [18] calculates the probability of

each vertex on the mesh model from pre-defined patches of interest. The algorithm

utilizes geodesic distances and angle differences to segment the mesh into various

parts. In contrast to computer generated models, which are feature specific and

genus-0, TVMs are noisy and ill-defined models. Therefore deep concavities utilized

in [18] are not available for clean segmentations. Space sweeping would not be

applicable for genus-n models.

As for TVMs, previous works have explored the use of other features such as
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voxels, “3D pixel” representations of 3D models [32] and original 2D video captures

of the mesh [33, 34]. Mikić et al. [32] describes a recursive framework for human model

acquisition of TVMs using voxels. However, in [32], the models were of subjects in

tight suits, with minimal cloth motion. Our TVM data, on the other hand, capture

motion without any constraint on the clothes. By having no constraints on the

TVM data, it increases the variability of the data, causing the models to difficult to

process. In addition, we aim to segment 3D polygonal meshes. Two of the earlier

works on markerless human motion transfer and pose estimation by Cheung [33, 34]

models the acquired 3D shape into a kinematic model and extracts motion data. The

algorithm uses the silhouette information obtained from the original video sequences

to estimate pose and kinematics of the subjects in the video sequence. Similar to

Cheung’s proposed algorithm, we estimate pose in each frame and track the obtained

structure across time. However, in this thesis, we estimate pose from 3D models

without the use of the original video sequences.

Generally algorithms require an initialized model or information on the relative

structure for structure analysis and pose estimation. There have been research on

extraction of skeleton structures from 3D without prior structural information. An

example is Tadano et al.’s [35] geodesic distance based skeleton extraction algorithm,

which retrieves human pose from each TVM frame without the use of any initial

structure. However, the resultant skeleton is unstructured and varies in topology

and highly dependent on noise, gaps or artefacts in the mesh. Therefore it fails to

correctly estimate poses from genus-n models, though Tadano et al. also propose

tracking of previously extracted skeletons to estimate poses from such models. Xiao

et al. [36] also utilizes geodesic distance to construct a reeb-graph for segmentation
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of the human body. It demonstrates the feasibility of mesh segmentation into basic

components through use of geodesic distances. In the paper, it is stated that the

Reeb-Graph contains O-type, λ-type and Y-type graphical patterns, and TVMs only

contain λ-type graphical structures. By distinguishing the λ-type from O-type and

Y-type graphical patterns in the Reeb-Graph structure, it could segment the model

into a basic structure of the legs, arms and the body. However, the paper does not

seem to handle genus-n models and is unable to extract the head.

From the research discussed as far, there is insufficient information to construct

an appropriate model of badly-defined models just from geodesic distances. Tadano

et al. [35] uses a prior model and matches the entire model onto the extracted un-

structured reeb-graph. However, predicting the path in a search space did not seem

sufficient to accurately track the models. From these previous works, we come to

understand that to handle motion extraction of TVMs, we need a prior structure to

successfully estimate the pose of a genus-n model.

We discussed automatic segmentation and structure extraction for TVMs, se-

quences of highly deformable objects. In this thesis, we extract motion from full

human models with high dynamics that are non-rigid and have limited surface de-

tails. In contrast with previous works [32, 18, 17], our subjects are of real humans

with high cloth dynamics. In our proposed algorithm, we first utilize a pre-defined

skeleton for mesh segmentation to segment each frame into a pseudo piece-wise rigid

kinetic structure. Our proposed algorithm also uses hierarchical approach similar to

Katz et al.’s [18] and Xiao et al. [36] for intermediate understanding to achieve a

stable segmentation and handle arbitrary genus models. Mesh decomposition utilizes

a kinetic chain structure [18, 37, 16, 19] to simplify the mesh model to a piece-wise
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pseudo-rigid model. This kinetic chain structure is pre-defined and fixed in length

and achieves pose estimation of ill-defined models where reeb-graph-based skeleton

extraction fails. In this thesis, we use geodesic distance with hierarchical decomposi-

tion to segment genus-n models.

2.2 Mesh Creation Methodology
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Figure 2.2: Camera setup for TVM capture.

In recent years, there has been a lot of development and research in this area [38,

39, 40]. This is due to the flexibility, low-cost and range capabilities of stereo camera

systems. Geometric-based passive visualization methods, more commonly known as

multi-view stereo, are characterized by its use of information acquired from images

of a given scene or object. Such images are acquired from multiple camera systems

such as Tomiyama et al.’s [2] camera system where 19 fire-wire cameras are arranged

in a ring as shown in Figure 2.2. Other examples include Kanade et al.’s [41] 3-

dimensional dome, made from 51 cameras mounted on a geodesic dome 5 meters in

diameter and Starck et al.’s [42] 8 High-Definition video-camera system. Four views

11



of a scene at a specific time instance is shown in Figure 2.3 (top). In this paper,

two main techniques, volume intersection and multi-baseline stereo, will be further

described in the following sections. These techniques are used for construction of the

models used in this paper.

Figure 2.3: (Top) Two views taken at the same time, (bottom) two views with back-

ground removed.

2.2.1 Volume Intersection

The volume intersection method describes a fast and robust method used to generate

a volume using silhouettes. Through the method, visual hull, a surface defining the

volume of the object, is created. In recent years, visual hulls are commonly used as an

initial surface [3, 2, 43, 42, 44] to restrict search and also to reduce computation time.

It is made from voxels, volumetric representations of geometry by using a regularly
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sampled 3D volume with discrete occupancy function [45]. Volumetric reconstruction

is used to create a volumetric representation of the scene or object that is consistent

with all images or simply, a model that matches the original when projected back

on to the images. It represents the volume directly, with no explicit reference to any

image. Therefore it is view independent.

This method uses shapes taken from silhouettes of the subject in a particular

scene, and carves a visual hull of maximum possible volume. Firstly, for each image

view of the subject, a silhouette of the subject is created by removing the shape of the

subject from the background. Background subtraction methods such as chromakey

processing [2] are used to separate the subject from its background, see Figure 2.3

(bottom). A visual cone is then formed from the camera’s optical center as the vertex,

and inversely projected onto the world’s coordinates, see Figure 2.4. The silhouettes

form the limits of the visual cone. More specifically, the visual cone is formed by

determining if the voxels in space are visible (in the visual cone) or not. A visual

cone is formed for every camera view and the intersected regions of all the visual

cones from available cameras define the visual hull. In another words, the visual hull

consists of voxels that are consistently in the visible regions.

The volume intersection method is a robust method used to generate a stable ap-

proximate model at a low computation cost [3, 2, 43, 42, 44]. However, this method is

highly conservative thus the resultant visual hull takes the form of the upper bound

on the surface. The volume of the visual hull is an over-estimation of the real volume

and envelopes the real surface. Another limitation of this method is poor performance

with capturing concave features in a subject. The picture on the left in Figure 2.5

shows caves, such as the eyes, in a real object that do not appear in silhouettes. The
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Figure 2.4: Volume intersection method [2].

algorithm would fail in this situation as it only retrieves information from silhouettes

of real objects. Volume intersection method is also limited by the use of silhouettes.

Silhouettes are not necessary accurate as background subtraction is not easy to per-

form. The picture on the right in Figure 2.5 shows the result of a bad implementation

of background subtraction where the background is not fully removed.

2.2.2 Multi-baseline Stereo

The second technique is multi-baseline stereo. Similar to how humans perceive depth,

discrepancies of an object from two views are used to estimate depth of objects. It was

first introduced as a window-based binocular stereo matching method. This class of

methods uses a window based matching algorithm to match images of different views

and retrieves correspondence between the images. By drawing correspondence, this

technique recovers depth information for the acquired set of images. Subsequently,
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Figure 2.5: Limitations of volume intersection method. (Left) Example of topology

that fails [3]. (Right) Example of bad background subtraction.

the set of 2.5D depth maps are merged to form a 3D model from which new views

can be generated.

In order to calculate depth information, images of different views are used. First

consider two parallel cameras with the same focal length F at a distance of B apart

from each other. The perpendicular distance z to a point in world coordinates is

related to the difference in the location of the point in the images d and is defined by:

d =
BF

z
(2.1)

Various cost-based matching algorithms [46] are then used to find correspondences

across images. The most common window-based matching costs include squared in-

tensity differences and absolute intensity differences [41], which correspond to the

color intensity difference between two neighborhoods. Other methods include nor-

malized cross correlation (NCC) of two neighborhoods which compares the intensity

distributions and is invariant to changes of the mean intensity value and of the dy-

namic range [3] of the neighborhoods. The depth with the minimum error is calculated

after correspondence between images is found. Depth is calculated for each pixel in
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the image with a generalized form of equation 2.1:

d

BF
=

1

z
= ς (2.2)

In Kanade et al.’s [41] algorithm, depth information is calculated for each pixel in

each view. The depth maps are then merged. This is done by fixing a reference view

and building the model by filling holes that appear with new views.

Figure 2.6: Correspondence detection with a restricted search area [2].

Multi-baseline stereo fails with uniform appearances where matching becomes

ambiguous and with surfaces that are tangential to the image plane. In addition, the

method is view dependent as a reference view is selected for reconstruction. Therefore,

there is a possibility of obtaining different results when different reference views are

used. Models derived using multi-baseline stereo also tend to be noisy as depth of

each pixel is calculated independently. Kanade et al. [41] also states that as depth of

every pixel is constructed, the algorithm is slow and resultant models could be noisy.

In recent years, several modifications have been proposed to improve the multi-
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baseline stereo methods. One of the adaptations by Tomiyama et al. [2] used in the

construction of the TVM data used in this paper. The adaptation uses an initial-

ized surface to limit the search space for finding image correspondence as shown in

Figure 2.6.

2.3 Time-Varying-Meshes

Figure 2.7: Nine frames of TVM sequence, hip-hop with inconsistencies highlighted.

Time-Varying-Meshes (TVMs), commonly associated with free-viewpoint video or

3D video are sequences of three-dimensional (3D) meshes, depicts a 3D scene which

changes with respect to time as shown in Figure 2.7. Each TVM frame is a 3D

polygon mesh model, with low level data such as geometry including positional and

connectivity information for points in space and color information. More explicitly, a

3D mesh model is a set of coordinates (x, y, z) in 3D space. It contains connectivity
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information between vertices as the mesh is represented as triangular patches. Textual

mapping is provided as color information (r, g, b) per vertex. Each frame is a dense

mesh model with highly detailed external surface outline of a given model. Each

frame also captures the pose of the object of interest in each time step. Therefore,

a sequence of TVM frames capture the motion of the object. TVMs are able to

recreate accurate representations of real motion by simulating motion of the entire

surface across time.

However, due to independent generation of each frame, the frames of a TVM are

characterized by arbitrary genus-n models with inconsistent topology and properties.

In another words, different frames have different number of vertices, connectivity and

color as highlighted in Figure 2.7. Therefore there is no spatio-temporal correspon-

dence between each frame. Even though motion is inherently captured through the

changes in the meshes across time, it is not explicitly represented in a TVM. Needless

to say, no high-level information such as structural information is captured either.

The sequences used in this paper are generated using dense stereo and volumetric

intersection methodologies described by Tomiyama et a [2] and have a frame rate of

10 frames per second.
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Chapter 3

Overview

3.1 Algorithm Overview

This thesis is split into two parts. The first is structural analysis and temporal

correspondence and the second part focuses on finer surface correspondence analysis.

We first approach the problem of structural analysis by segmenting a TVM frame

with respect to a pre-defined mesh, by calculating the distance correspondence be-

tween the mesh and the structure. This thesis uses a pre-defined structure for segmen-

tation to handle genus-n and badly defined models. To obtain temporal correspon-

dence or motion, we estimate pose from each frame with respect to the segmentation

results, which includes volume information. As the estimated kinetic structure used

for segmentation may be erroneous, leading to a sub-optimal pose estimation, we

recurse between segmentation and skeleton realignment to refine the extracted pose.

A sequence of poses gives rise to motion.

A flow chart of the proposed algorithm is shown in Figure 3.1. There are three
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Figure 3.1: Flow chart of structure and temporal analysis algorithm.

main components; an initialization step for acquisition of an estimated kinetic model

of a TVM frame, followed by a recursive mechanism between hierarchical mesh seg-

mentation and skeleton realignment. For initialization frames where no prior seg-

mented frames exist, Tadano et al.’s [35] algorithm is used for estimating an initial

pose from a genus-0 and well-defined frame (Section 4.1). Subsequently, hierarchical

segmentation (Section 4) is used to segment the mesh into defined parts consistent in

each TVM frame of a sequence. The model is first segmented into six parts: head, left

arm, right arm, left leg, right leg and body; each part is then further decomposed into

smaller portions independently with consideration of mesh intersections. Thereafter,

the skeleton is adjusted to fit the resultant segmentation (Section 4.3). This process

is necessary as the initial skeleton may not be optimal. By recursively performing
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segmentation and realignment, a refined skeleton is obtained. Color refinement, a step

that is useful for TVMs with many badly-defined frames is also discussed. The ki-

netic model of the next frame is determined using the estimated poses of the previous

frames. No motion, linear, and non-linear motion estimators are used and determined

empirically.

Segmentation also allows us to break the problem into a piece-wise pseudo-rigid

structure. Each segmented part is pseudo-rigid, thus used in 3D matching to estimate

finer transformations between each body part. As Iterated Closet Point (ICP) is

computationally expensive and sensitive to outliers, we filter vertices of high surface

curvatures determined by normals for matching. Then corresponding segmented parts

of the previous and following frames are matched to the current frame. The skeleton

that is defined along with the segmented part is refined along with a third virtual

marker, used for tracking rotation about the skeletal part.

3.2 Skeleton Representation

The proposed algorithm leverages on the properties of a human to describe each

TVM frame and uses the skeleton or kinetic model to segment the mesh models. As

the skeleton is a good representation of various body parts, it is used to segment the

model into desired parts. Kinetic models [47, 37, 17, 34, 33, 16, 19] are fixed structures

defined by the use of several rigid segments connected at flexible joints. The acquired

skeleton defines the number of body parts that are to be segmented from the TVM

frame. In this paper, we are considering a standardized segmentation of each human

mesh model into the six top level parts. Each extension is subsequently segmented
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resulting in a total of 15 body parts. In this paper we consider human proportions

as described in Vitruvian Man by Leonardo da Vinci when defining the skeleton of

each TVM. Some important ratios considered are: a human head is about 1/7 of his

height, the pelvis is midway between feet and neck and the length from the finger tip

to tip approximates to full height of the body.

Figure 3.2: Kinetic model with 15 body segments defined by 21 skeleton segments.

Red spheres represent joints.

As shown in Figure 3.2, the parts are split into the head, left and right hands,

lower arms, upper arms, left and right feet, lower legs and upper legs, mid and top

body. They are connected through flexible joints, such as the tip of the hand, wrists,

elbows, shoulders, ankles, knees, hips and neck.

The skeleton represents connectivity and pose of each body part and other con-

straints such as hierarchical information of each segment, such as broadly categorizing

the body parts into six portions, body, head, left and right arms and left and right
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legs. Each limb is then subdivided into three smaller pseudo-rigid parts. Each seg-

ment part is accompanied by two joints placed at the ends of the parts to indicate

the rotation of the pseudo-rigid parts. The parts are pseudo-rigid due to the surface

deformations of the clothes worn by subject. Each joint contains three degrees of

rotational freedom and define the connection between segments. No constraints on

the degrees of freedom are placed on the joints unlike Carranza et al. [37].

The defined joints cannot encode joint angle limitations or indicate self-intersection.

Therefore some constraints such as the skeleton must lie within the mesh cavity, are

imposed to resolve these issues while estimating pose from segmentation. Two addi-

tional skeleton segments are also included to define the large body and take volume

into consideration for segmentation.

These body parts are fixed to provide correspondences across frames and allow

the algorithm to be more robust to the inconsistencies of TVM. The skeleton segment

lengths are fixed and defined by the user. The ratios described earlier are consulted

when calculating the skeleton lengths. However, the interior lengths such as the

skeleton segment joining the head and the shoulders and belly to hips are flexible.

3.3 Terminology and Assumptions

First we define some terms used throughout the rest of the thesis. Each TVM is a

sequence of 3D models, M(t), where t = 1, 2, ..., K. Figure 2.7 shows nine frames

of a hip-hop sequence. Each frame or 3D model is a set of vertices, M(t) = {

V1, V2, ...VN } where N is the total number of vertices in M(t) and VN = (vx, vy,

vz). The kinetic model or skeleton is defined to have 16 skeleton parts or Bonesp. In
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our predefined model, sp = { lhand, llowarm, lupparm, rhand, rlowarm, rupparm,

lfeet, llowleg, luppleg, rfeet, rlowleg, ruppleg, head, chest, body } or sp = 1 . . . 15

respectively. Each bone is connected to other bones at joints, Jsp,1 and Jsp,2 each

having 6 degrees of freedom. The bone has a length of length |Jsp,1Jsp,2|. Each bone

is surrounded by a piece of surface or Skinsp, In addition, hierarchical information is

used in this thesis. The kinetic model has six top-level subparts, namely the limbs,

head and body. Each subpart could contain one or more subparts or bones. In this

paper, each subpart contains one or more bones. For example, Subpartlarm = {

bonelhand, bonellowarm, bonelupparm }.

The following assumptions regarding the skeletal structure of the human body are

used:

1. Each bone is rigid.

2. Each skin is one continuous surface unless mesh intersection is detected.

3. Each bone lies within the skin.

3.4 Genus-n Models

Badly-defined models are defined as models that have surfaces that are not rep-

resented. Stereovision methods [2, 41] are still limited to the problems of having

insufficient information of the scene to construct a well-defined model. As the TVMs

used in this thesis are constructed via the visual hull, we are faced with the problem

of surfaces that appear to be contiguous but are not, as described in section 2.2.1. If

two legs are touching each other, distinct outlines will not represented in the visual
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hull, thus the separability of legs would not be captured in the digitized 3D model.

This results in unrepresented connected mesh between the legs.

Genus-n models are models which require n cuts to form plane graph that can be

flattened into a place with only a single boundary. A cut a separates the mesh into

two by removing edges thus creating boundaries. Examples of genus-0 and genus-1

models using simple geometric shapes are as follows: spheres are genus-0 whereas

toruses are genus-1. In Figure 3.3 examples of a genus-0 and well-defined model,

genus-1 and genus-1 and badly-defined models of the TVM data used are shown.

(a) Genus-0 (b) Genus-1 (c) Badly defined

Figure 3.3: Examples of genus-0, genus-1 and badly-defined models.
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Chapter 4

Hierarchical Skeleton-based Mesh

Segmentation

Mesh decomposition or segmentation is a very important procedure as it is process

of mesh simplification, and broadly used in pose estimation [17, 18]. This procedure

establishes spatio-temporal correspondences, thus also extracting motion. As TVMs

are sequences of low resolution models with no distinct structure and varying in form,

we want to work with smaller meaningful components. Human perception is sophisti-

cated, mesh segmentation using our eyes is visually simple but difficult to implement.

3D mesh decomposition is applicable and beneficial for various applications, such as

compression, motion search and motion estimation. In research involving 3D mod-

els, segmentation is usually manual segmentation may be difficult as the models are

complex. The following section describes the algorithm for mesh segmentation and

pose estimation.
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4.1 Skeleton Estimation and Initialization

(a) TVM frame (b) Geodesic distance (c) Reeb-graph skeleton (d) Structured skeleton

Figure 4.1: Skeleton initialization using geodesic distance-based skeleton extraction.

As an initialization step, we utilize Tadano et al.’s [35] geodesic distance based

skeleton extraction algorithm to extract the skeletons of the initial frames. As the

algorithm does not utilize any pre-defined structure, the resultant skeleton is an

unstructured skeleton. In our algorithm we use the resultant unstructured skeleton to

define our proposed skeleton structure as described. For Tadano et al. [35]’s algorithm,

the geodesic distance from the central cross section of the model is calculated, as

shown in Figure 4.1. Thereafter the center of mass for each band of mesh with

the same geodesic distance is calculated (Figure 4.1b). The structured skeleton in

Figure 4.1d is refined using the unstructured skeleton in Figure 4.1c and constraints

as described by the Vitruvian Man in Section 3.2.

As seen in Figure 4.1, the algorithm is fairly accurate in extracting the skeleton

in the model. However, the algorithm fails when the model is of genus-n or badly-

defined, see Figure 4.2. This is because the extracted skeleton is highly correlated to
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the mesh.

Figure 4.2: Examples of models which reeb-graph extraction fails to extract a good

skeleton.

The skeletons of the first frame of a TVM is initialized with the use of Tadano

et al.’s [35] skeleton extraction algorithm. For subsequent frames, various types of

motion estimators are used instead as [35] fails for models with connected parts. In

general, the pose from the previous frame is sufficient. However, if the movement of

the subject is large, a non-linear Bezier motion estimator is used instead as shown in

equation 4.1, where pn corresponds to a parameter in frame n.

p0 = f(0)

p1 = f(1)

3(p1 − p0) = f ′(0)

3(p3 − p2) = f ′(1)

and rewritten as

f(t) = (1 − 3t + 3t2 − t3)p0 + (3t − 6t2 + 3t3)p1 + (3t2 − 3t3)p2 + (t3)p3 (4.1)
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The first and second derivatives of motion are taken into consideration at the end of

the curve, therefore it retains C” continuity. With that, Bezier curves serve as a good

estimator for motion. However, Bezier curves are convex hull problems, thus only

four control points are used at each point of interpolation to prevent over-smoothing

of human motion.

4.2 Hierarchical Skeleton-based Mesh Segmenta-

tion

In this section, the algorithm for hierarchical segmentation of a TVM frame is fur-

ther elaborated. As described in the previous section, a predefined skeleton extracted

using [35] is structured into a common kinetic model. The acquired model defines

correspondence and the number of parts to be segmented. Hierarchical segmentation

and distance correspondence are used to segment a 3D mesh into a piece-wise rigid

structure. This method utilizes minimum distance calculation for computing corre-

spondence between vertices and skeleton. The mesh is first segmented into a top-level

hierarchy of six subparts and each subpart is decomposed further independently of

the other subparts.

Skeleton-based distance segmentation consists of three steps are independently

repeated for the segmentation of each subpart:

1. Calculation of distance correspondence between all vertices and all bones.

2. Assignment of each vertex to the nearest subpart or bone.
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3. Filtering of wrongly assigned vertices and reassigning these vertices to the near-

est neighbor.

4.2.1 Distance Computation

For each decomposition step, the distances from each vertex Vi to each skeleton part,

bonesp is first computed. Distance, di,sp, is defined as the shortest inward distance

from vertex Vi to bonesp. The shortest distance is given by the perpendicular distance

from vertex to bone. However, in the situation where the foot of the perpendicular

line Vperd lies outside the bone, Jsp1Jsp2, the distance between the nearest Jsp and

vertex Vi is computed instead. An inward ray is defined as the direction that is

opposite to the vertex normal, ~nvi. This is based on the assumption that the skeleton

lies within mesh cavity, thus we consider only inward rays to prevent mislabeling of

vertices that are near but do not belong to sp as depicted in Figure 4.3. In this step,

correspondence between the mesh and the skeleton is established.

di,sp =| ViBonesp |=



















































| Jsp,1Vi | if |Jsp,1Vperd| < |Jsp,2Vperd| and |Jsp,1Jsp,2| < |Jsp,2Vperd|

| Jsp,2Vi | if |Jsp,2Vperd| < |Jsp,1Vperd| and |Jsp,1Jsp,2| < |Jsp,1Vperd|

| VperdVi | if |Jsp,1Vperd| < |Jsp,1Jsp2| and |Jsp,2Vperd| < |Jsp,1Jsp2,|

N.A. if ~ViBonesp · ~nvi > 0

Each arrow in Figure 4.4a represents the distance between vertex and each subpart.

The cyan arrow is pointing away from the mesh, therefore it is considered as an

outward ray. This distance is ignored. As the pink arrow is the shortest ray from

vertex, the vertex is to be labeled as the body. Similarly, Figure 4.4b illustrates the
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(a) (b)

Figure 4.3: With and without consideration of inward rays

segmentation of a subpart.

(a) Top-level segmentation. (b) Independent second-level segmentation.

Figure 4.4: Hierarchical skeleton-based segmentation.

4.2.2 Labeling and Filtering

Labeling of vertices is the process of sorting each vertex Vi into segments. Each vertex,

Vi is labeled to the part with the shortest inward ray, as shown in equation 4.2.

Labeli = sp where min(di,sp) (4.2)
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Each vertex is assigned irregardless of its neighbors, as such, some of the vertices

could be mislabeled. Filtering is the process of identifying such vertices, as shown in

Figure 4.5. With the assumption that each skinsp is a continuous mesh, only vertices

in the largest patch is kept labeled as sp and the other vertices are unassigned,

Labeli = 0. The unassigned points, shown in white in Figure 4.5b are then relabeled

according to the sp of the neighboring vertices.

(a) Labeling vertices. (b) Filter big islands. (c) Reassigned to neighbor.

Figure 4.5: Labeling and filtering.

In this filtering process, we are able to identify patches that might not belong to

the mesh. The edge vertices of a patch with unassigned vertices are first considered.

For each edge vertex, we reassign the label of the vertex according to its neighbor. We

encourage the uniformity of labels of the vertices in a triangular face, therefore as in

case 1 (Figure 4.6a), the vertex is assigned to the most common label of surrounding

patches. A face is labeled if two of the vertices have the same sp. If different labels

have the same number of faces, the vertex is assign arbitrarily. A unique case is

illustrated in Figure 4.6b where there is only one unique label. In case 2 (Figure 4.6c),
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there are no labeled faces. Therefore we assign the most common label amongst the

neighboring vertices. Case 2 is only used if no labeled triangular faces are found for

all vertices in the patch of unassigned vertices.

(a) Case 1. (b) Unique example. (c) Case 2.

Figure 4.6: Reassignment of vertices to its neighbors. Colored circles represent labeled

vertices and white circles represent unassigned vertices. The vertex in the middle is

relabeled as red.

4.2.3 Intersection Detection

As TVM models are not necessarily well-defined, a top-down approach for segmenta-

tion can ensure a cleaner decomposition. With hierarchy, it is possible to understand

intersections of different parts. When intersections of two segments occur, the possi-

bility that a segment is not a continuous mesh is considered, in contrast to the stated

assumption in section 3.3. Independent decomposition of subparts also reduces errors

resultant from a possible bad initial skeleton approximation. When intersections of

two segments occur, it is identifiable by the labels of neighboring vertices. For ex-

ample, the left arm is only connected to the body, therefore the neighbors of the left
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arm should only be labeled as the body. In the case where the neighbors consists

of labels other than body, like the right arm, we assume that intersection of the left

and right arms has occurred. In another words, the left and right arms are joined by

mesh therefore the mesh is badly-defined.

(a) (b)

Figure 4.7: (Left) Without intersection consideration. (Right) With intersection

consideration.

With a good skeleton estimation, intersection detection is included to prevent loss

of segments as shown in Figure 4.7a. To do so, two intersected regions are treated as

one top-level region instead of two then decomposed into the desired parts. However, if

the estimated skeleton is erroneous, we seize this opportunity to extract the skeletons

of the two subparts that are touching each other. The approach is a derivation

from Tadano et al.’s skeleton extraction algorithm using geodesic distances [35], see

section 4.3.1.
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4.2.4 Color-based Segmentation Refinement

The kinetic structure is a representation of pose and connectivity but do not contain

any information on volume of shape of the surrounding mesh. The lack of constraints

on the volume, makes it difficult to accurately estimate poses when the mesh is not

well-defined over a long period of time. There is then a tendency for the movement

of the skeleton to be undesirable. Meshes that are badly-defined, especially genus-0

meshes without proper definition of certain parts increases the volume of segmented

parts, sp. It is difficult to be fully dependable solely on distance-based segmentation.

In order to control the movement of the skeleton, or estimations of pose of each frame,

color is used to more accurately segment the mesh by defining regions of connected

mesh that can be restrained by color. However, it is only useful for defining regions

with distinct color differences.

(a) Comparing color (b) Before (c) After

Figure 4.8: Color refinement.

Color is used to refine each iteration of the mesh decomposition. For color re-

finement, color histogram in the RGB domain is computed for each past decomposed

segment sp. HistR,sp, HistG,sp, HistB,sp for frames of time 1 · · · (t − 1) is calculated

for each segment sp.
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For growth and reduction of the segmented regions, only edge vertices, whose

neighbor is wrong is considered. As a standard structure is given by the kinetic

chain, it is possible to determine which neighbors are not legitimate. For example,

from the structure, we understand that the left hand is connected to the left lower

arm, therefore for vertices that are connected to the body or any part other than

the left lower arm, it is an edge vertex that is potentially mislabeled. For these edge

vertices, we compute the probability of the color from the histograms of sp from the

past. By comparing the probabilities, the labeli is changed to the segment which has

the highest probability, higher than that of the original segment. Edge vertices are

considered for mesh reduction and as for mesh growth, the neighbors of these edge

vertices are considered instead. Though it could aid in refinement of the segmented

skin, the use of color leads to jagged edges as seen in Figure 4.8c, it is used in the

hip-hop sequence.

4.3 Skeleton Realignment

Using the estimated skeleton, we have identified regions on the mesh of the corre-

sponding structure. As the initial skeleton is estimated, we realign the skeleton with

respect to the newly decomposed model with the assumptions stated.

However, an erroneous initial skeleton estimate could lead to a sub-optimal seg-

mentation. In this thesis, the proposed algorithm handles erroneous estimates to a

certain extent. Several constraints are determined experimentally, are also considered

for handling cases where the skeleton may be poorly predicted. As described earlier,

skeleton lengths are fixed and adjusted to fit within the mesh cavity. The process of
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segmentation and realignment is recursed as shown in Figure 4.9 to produce the best

possible pose estimation of the frame.

Figure 4.9: Recursive refinement of skeleton and segmentation.

The realignment is calculated as follows, for each segmented part, the center of

mass and the center of mass of the edges form a vector used to realign the associated

bone. Several heuristics are followed, for example, the tip of the limbs (hands, feet

and head) is found by locating the point where the vector would cut the mesh nearest

to the tip joint. In addition, we consider the restriction that the shoulder-to-chest

lengths and hip-to-belly lengths should be approximately equal. Furthermore, the

shoulder joints positions should not deviate too much from previous frames. This is

to handle sub-optimal segmentations due to erroneous bone estimations. However for

intersected mesh, there is a large possibility of bad segmentation so we use geodesic

distances to extract the separate skeletons of the intersected parts. We detect inter-

sected parts using the method described in section 4.2.3.
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4.3.1 Skeleton Extraction for Intersected Regions

The proposed algorithm utilizes geodesic distance to extract the skeleton. However,

geodesic distance is subjected to the errors of the surface, therefore we need to consider

intersections and structural properties. Unlike Tadano et al. [35], skeleton of each

subpart is extracted separately.

1. Calculate geodesic distance of all vertices in segmented part from edge vertices

(Red ring in the left of Figure 4.11) and quantize into bands.

2. Extract skeleton by calculating the center of mass for each band. (Right of

Figure 4.11)

3. Separate joined skeleton portions by seeking the branch which is similar in

direction as the previous segment. (Left of Figure 4.12)

4. Retrieve the longest path from start till end of the skeleton.

5. Merge skeleton segments that are similar and estimate skeleton of fixed struc-

ture. (Right of Figure 4.12)

Geodesic distance is a property that enables us to more accurately calculate the

relative distance between two points on the mesh model. It is defined as the shortest

surface distance between the points. Unlike euclidean distance, geodesic distance

differentiates two points that have small euclidean distance but are actually far away

if you were to trace the patch from one point to the other along the mesh. This

property is missing when intersection occurs, so we consider both parts that are

joined together at the same time.
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In Figure 4.10, geodesic distance between P and Q, Geodist(P, Q) is indicated by

the red line and euclidean distance, Dist(P, Q) by the blue line. To calculate geodesic

distance, the weight between two adjacent vertices is defined by the euclidean distance

along the edge and geodesic distance between two points is the shortest path along

the edges connecting these points. If the two points are not connected by any path,

or the two vertices belong to two patches, the geodesic distance is infinite.

Dist(P, Q) =
√

(px − qx)2 + (py − qy)2 + (pz − qz)2) (4.3)

Weight(P, Padj) = Dist(P, Padj) (4.4)

Geodist(P, Q) = min(
∑

Weight(Pbetween, Qbetween)) (4.5)

Figure 4.10: Geodesic distance and euclidean distance.

The calculated distances are then quantized into bands. The center of masses of

each band is calculated. If the band can be separated into two of more unconnected

patches, the center of mass for each patch is calculated. Then, the center of masses

are joined to form a unstructured skeleton.

Once the skeletons are separated accordingly, segmentation is done as described

in the earlier section. Results are shown in Figure 4.13. In the dataset, there are

other types of intersections between the subparts. The skeleton extraction results of
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Figure 4.11: Extraction of unstructured skeleton from joined mesh.

Figure 4.12: Separation of joined skeleton and estimation of structured skeleton.

various intersections such as left with right arm, left with right leg, arm with head

and arm with leg are shown in Figure 4.14.
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Figure 4.13: Segmentation of joined mesh using estimated skeleton.

Figure 4.14: Refinement of skeleton and segmentation.
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Chapter 5

Experiments and Results for Mesh

Segmentation and Motion Transfer

5.1 Experimental Setup

In this thesis, the models used are constructed from 22 IEEE1394 cameras with

XGA resolution (1024 × 768 pixels) and are constructed using Tomiyama et al.’s [2]

implementation. We have several TVMs capturing motion of high dynamics such as

hip-hop, exercise, japanese dance, announcer and running sequences. No restrictions

and no markers were placed on the clothes. Currently, our TVMs are 10 frames per

second.

For experimental purposes, we used sequences hip-hop, running, arm swing and

exercise for evaluation purposes. For each sequence, approximately 100 frames are

segmented and tests are conducted. Table 5.1 shows the properties of the TVMs

to be evaluated. Sequence hip-hop has high motion dynamics and complex surface
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animation resulting from clothes worn by the subject. On the other hand, sequences

exercise, arm swing and running have complex surface intersections and motion, but

less complex cloth animation. In addition, sequences exercise, arm swing and running

are of the same subject. As we do not have motion capture data or ground truth of

Table 5.1: Properties of TVM data

Sequence (No. of frames) Genus-0 Genus-n Badly-defined Total

Exercise 78 22 9 100

Running 93 3 26 96

Arm Swing 98 2 39 100

Hip-hop 55 45 48 100

the motion, it is difficult to compare the accuracy of our results objectively. Presently,

there is no standardized methodology for evaluating segmentation of TVMs. There-

fore we consider other factors such as surface area distribution. In this thesis, the

stability of our algorithm is evaluated by calculating the ratio of surface area of each

segmented part to the total surface area of each TVM frame. Ratio is used in order

to normalize the results for a fair comparison across frames as the surface area of

each TVM frame in different sequences varies. Similar to other research [32, 34], we

compare the surface area distribution of segments between different sequences of the

same subject to evaluate the accuracy of our algorithm.
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(a) Hip hop (b) Running

(c) Arm Swing (d) Exercise

Figure 5.1: Surface area distribution per frame for segmentation results.

5.2 Results

Figures 5.1a, 5.1b, 5.1c and 5.1d show the surface area distribution of each segmented

frame of sequences hip-hop, running, arm swing and exercise respectively. Distinct

bands displayed in the figures, especially for head, hands, lower arms and lower legs,

shows stability in the proposed algorithm. The irregularities, for example in frames

18-20 of Figure 5.1d are due to the intersection of legs and that of hands. Intersections

cause discrepancies in the surface area as only a portion of the actual surface area is

available. Such discrepancies are good indicators of models which are badly-defined,
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where pose estimation was difficult. For exercise, arm swing and running sequences,

color-based refinement was not used during realignment. Whereas, it was used for

hip-hop as models are highly deformable and more variation in movement of surface.

Color-based refinement is necessary in models where the mesh of a segment completely

overlaps with another. However, color-based refinement results in jagged edges, which

are not visually pleasing.

From the figures in Figure 5.1, we observe that the head has a very stable segmen-

tation and in Figure 5.2, the actual surface area of the head of hip-hop, running, arm

swing and exercise are shown. Sequences running, arm swing and exercise capture

the same subject. For the running sequence, a fluctuation of the surface area can be

observed. The wave follow a frequency of about three frames per cycle. Interestingly,

it corresponds to the frequency at which the subject lifts his leg while running. A

similar fluctuation can be observed in sequence exercise in frames 61-80. The win-

dow corresponds to the period where the subject was jogging for two seconds in the

sequence. As it can be seen, the upper and lower bounds of this window matches that

of the running sequence. The results from different sequences of the same subject

having average surface area difference of 40 cm2, which is 0.2% of the total surface

area indicate the proposed algorithm is accurate. The surface area of the segmented

head of hip-hop is less than that of the other sequences reaffirms that the subject is

different.

Figure 5.7 shows the visual results for segmentation of four different sequences,

along with the pose estimated model. In this figure, we have badly-defined, genus-1

and genus-2 models. We have shown that our proposed algorithm is able to extract

structural information from models that are difficult to attain if geodesic distance is
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Figure 5.2: Surface area of head in sequences.

used.

As we estimate pose of each frame, we are able to transfer the pose or motion for

the entire sequence into other models. Figure 5.3 shows the results of motion transfer

from TVM sequences to a synthetic model, a random model used in Poser, while

Figures 5.4, 5.5 and 5.6 shows a time span of tracking results of sequences hip-hop,

exercise and announcer respectively.

5.3 Limitations

The proposed algorithm is good for estimating pose independently as each frame can

be regarded independently with a reasonably good estimation. However, there are

still limitations of the algorithm with respect to the initialization or estimation of

the skeleton structure. We need a estimated kinetic model for segmentation. Though
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Figure 5.3: Motion transfer results from exercise and announcer.

we have heuristics to realign the erroneous skeletons, there are instances where it is

difficult to segment and estimate poses. Such examples occur when two bones of the

same subpart are connected, for example bent knees or elbows having small degree

of separation. Also, if the mesh is badly-defined for an extended number of frames,

the algorithm causes the skeleton to drift. These problems are present as there is not

enough surface information for skeleton fitting.

In particular, it is especially difficult for automatic segmentation of frames with

largely intersected meshes. Experiments do show that if the mesh is connected for a

brief moment, with the proposed motion interpolation methodology it is possible to

recover the pose and continue tracking for subsequent frames. However, for situations

where the meshes are ill-defined for a long sequence, the estimated skeleton is unable

to accurately estimate the pose and recover.
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Figure 5.4: Tracking results from hip-hop.

Figure 5.5: Segmentation results from exercise.

Figure 5.6: Segmentation results from announcer.
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Figure 5.7: Segmentation results from hip-hop, exercise, announcer and Japanese

dance.
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Chapter 6

Surface Curvature Matching

Although the algorithm is able to track poses of humans reasonably well for most of

the frames, the extracted information is still insufficient for motion capture. Only two

degrees of freedom of rotation are recovered though the estimation of kinetic poses.

Therefore, we explore the use of the segmented parts for finer surface correspondences

and rotation parameters. We attained a piece-wise rigid model from the previous part

of this thesis. Motion extraction through distance based segmentation with the use

of a kinetic model is sufficient for motion search applications where a rough estimate

of the pose is sufficient. But surface matching gives us more understanding of the

surface changes or lost and surface correspondences.

However, the commonly used algorithm for 3D surface registration [24, 25], Iter-

ated Closet Point (ICP) [23] matching is computationally expensive and sensitive to

outliers. Since our data is highly deformable, first we segment the mesh into piece-

wise rigid components. However, it is still insufficient as the surfaces are deformable.

Local parameters such as surface curvatures are used for matching using the classical
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pair-wise ICP matching algorithm. The most challenging issue in our algorithm is the

changing topology of a non-parametric motion model. Therefore, our algorithm uses

previous and following time frames other than the immediate ones for registration for

robustness against bad registration.

As the models are dense point clouds, a modified ICP with distance calculation is

used in the algorithm. Before surface curvature matching, each frame is segmented

into desired rigid parts as described in Section 4. Each segmented body part has two

motion vectors or six degrees of freedom (x, y, z, θ , φ, γ) and are resolved by surface

curvature matching used along with a “virtual marker” to resolve the last degree of

freedom. Matching with normal weighted Euclidean distance calculation is used in

the algorithm.

6.1 Matching Feature Filter

As we are dealing with a large number of points, there is a possibility of noise and

low processing speed. In order to increase accuracy and speed, we first filter the

mesh to obtain feature vertices with large curvatures. These vertices of ridges or

obtrusions serve as good matching features. Surface curvature defined at vertex i, ci,

is calculated by average of the dot product of vertex i and its immediate neighbors,

where ni is the vertex normal at vertex i, Ki is the number of neighboring vertices at

i and j = 1...Ki.

ci =

Ki
∑

j=1

ni · ni,j

Ki

(6.1)

Surface curvature at vertex i, ci, ranges from -1 to 1 and ci of value close to 1 represent

vertices of smooth surfaces. Large surface deviations or near-cones are represented by
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low ci values. To reduce the number of vertices used for matching, the lower values of

ci are selected. By selecting the lower 20 percentile, we reduce the number of vertices

used for matching by 80%. Figure 6.1 shows three models with 5%, 10% and 20% of

its vertices filtered and are shown in red. The vertices with the lower 5, 10 and 20

percentile of c values are selected. The range of c values are only kept constant across

segments that are to be matched.

Figure 6.1: Three models with 5%, 10% and 20% of its vertices filtered.

6.2 Normal Weighted Euclidean Error

Figure 6.2: (Left) Matching with euclidean distance error. (Right) Matching with

normal weighted euclidean distance error.

The motion vectors are resolved using a modified ICP registration algorithm. As
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compared to Besl et al. [23]’s algorithm, we find the corresponding vertices between

meshes before evaluating every possible iteration. This is done to determine a better

estimation though at the cost of computation. Termination criterion is defined at

the point where disparity between two segments is stabilized. Disparity between two

segments is typically calculated as the sum of minimum Euclidean distance between

vertices (Equation 6.2) of one segment to the other corresponding segment given by

the following, where i = 1 · · · Kn, j = 1 · · · Kn+1 and Kn and Kn+1 are the number

of vertices in segment of frame n and n + 1, skinsp,n and skinsp,n+1 respectively.

error =
∑

min(| pi − pj |) (6.2)

However, due to imperfections in segmentation, we need to consider loss of vertices.

Distance only calculations could lead to a possibility of mismatch of surface curvatures

as shown in Figure 6.2 (left). In this paper, we introduce a different error calcula-

tion method where vertex normals are considered applied in our modified matching

algorithm. Error is given by an offset of the dot product of normals of the closest

vertices. Normals are taken into consideration as the surface is described through the

direction of vertex normals.

error =
∑

(1 − ni · nj)min(| pi − pj |) (6.3)

Figure 6.2 (right) shows a better match when vertex normals are considered. In

equation 6.3, error is reduced when vertices have similar normals but penalized when

normals are of different directions.
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Figure 6.3: Ten frames of segmented lower leg with 20% of the vertices filtered and

refined markers using multi-temporal registration.

6.3 Multi-Temporal Registration

As ICP is sensitive to outliers and deformable surfaces, there is possibility of bad

registrations. Pair-wise registrations are commonly used [17], however, in this paper

we consider multi-temporal registrations. Pekelny et al. [17] uses heuristics of setting

thresholds to detect outliers when searching for corresponding pairs of points while

computing disparity between segments. Our algorithm does not impose constraints

on the matching process. Instead, temporal information is used to gain robustness

against bad registrations. Frame n is registered across a number of previous and

future time steps, frame n − t to frame n + t. By taking the previous and following

frames into consideration, the effect of a bad registration with the immediate neighbor

can be reduced. Three markers are tracked for each segments, thus tracking three

degrees of freedom of rotation. Jsp1 and Jsp2 are defined as two of the markers and

a third “virtual marker”, Jsp3 arbitrarily defined at frame 1. Each Jsp of frame n is

determined arbitrarily by a non-linear weighted average of the corresponding Jsp in

each registered time steps. This is given by,

Jsp,n =

t−1
∑

k=−t+1

(
1

2|k|+1
Jsp,n+k) +

1

2t
(Jsp,n−t + Jsp,n+t) (6.4)
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As time, k, increases, introduction of error due to deformation of surface is present,

therefore non-linear weights are used. The refinement of the “virtual markers” are

shown in Figure 6.3.
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Chapter 7

Experiments for Surface Curvature

Matching

7.1 Experiment Setup

Tracking was done for the head where the ground truth could be easily determined.

This is achieved by estimating the position of a “virtual marker” in the next frame and

motion is resolved through our proposed algorithm. Dataset used in this experiment

is the sequence, exercise where the subject turns 360 degrees. So for 90 frames, the

head rotates 360 degrees over 40 frames and the ground truth (position of right ear) is

marked by hand. Rotation is calculated as the angle between corresponding “markers”

in aligned consecutive frames. Tracking is achieved by estimating the position of a

virtual marker in the next frame from the previous frame. For these experiments, only

the first frame is initialized and the “markers” are tracked for 90 frames. Two angles

were calculated, one, referred as actual angle, is the difference of angle between first
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frame and current frame. This is to evaluate the overall visual impact of our tracking

system. The other, relative angle, is the change of angle between consecutive frames.

Errors while calculating the actual angle could be cumulative, however, the relative

angle is error-independent and allows us to understand accuracy of our algorithm.

7.2 Results

First, we evaluate our proposed matching feature filter. We compared the results of

our proposed feature selection and that of randomly selected vertices of equivalent

size for one time step.

Figure 7.1: (Top) Random vertices selected and (bottom) large surface curvature

vertices selected for matching.

Table 7.1 shows the times taken for one ICP iteration for 5%, 10%, 20% and 100%

of the original segment. As the number of vertices used for matching is reduced, the

times taken for ICP reduces in proportion to N2. In order to evaluate and justify

the effectiveness of use of large gradient vertices for time reduction, we compared the
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Table 7.1: Time Comparisons

Percentile Average number of vertices Time taken (sec)

5 72 1.5

10 145 3.3

20 295 8.5

100 1495 92.1

results of our proposed feature selection and that of randomly selected vertices of

equivalent size. Corresponding vertices are defined as the vertices in the next frame

with the shortest Euclidean distance. The corresponding vertices of the randomly

selected vertices are used for calculations of the minimal distance. In Figure 7.1, we

see the setup where the top models have 10% randomly selected vertices, while the

bottom models, show vertices selected through our algorithm. The matched figures on

the right shows that our proposed algorithm yield better “visual” results. Figure 7.2
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Figure 7.2: Average angle disparity between random selection and proposed surface

gradient filter.
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shows the average angle disparities for actual and relative angles. The results show a

low average angle disparity even when the number of vertices is reduced to 5%. This

shows that our matching features filter is fast and accurate.

Figure 7.3: Average angle disparity results of matching for 100%, 50%, 40%, 30%,

20%, 10% and 5% selection of vertices.

Figure 7.3 shows the results of comparing the use of our proposed algorithm for

50%, 40%, 30%, 20%, 10% and 5% of the total number of vertices. Results show

that a reduction of 50% of vertices still yields the same accuracy rate with better

visual results. Accuracy of the pair-wise matching between frames is kept, for up to a

reduction of 80% of the vertices used. However, this experiment also shows that with

too many vertices selected, there are noise present, whereas when number of vertices

selected is too small, there is not enough information for matching.

Experiments with 100%, 20%, 10% and 5% and multi-temporal registration for

k = 1...10 were conducted and results consolidated in Figure 7.4. The dotted and
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tions.

solid lines represent averaged relative and actual angle disparities respectively. From

the plot, it is notable that with multi-temporal registrations, average angle disparity

decreases as k increases though it stablises. An average of 29% reduction is achieved

by two additional time steps, however, there is not much difference when the matching

is good. In addition, our algorithm is able to achieve similar results when feature

points used are reduced by 80%. Interestingly, between 20% and 10% use of vertices,

there is a significant drop in angle disparity. Though 100% and 20% use are very

stable when the segment is not rotating, the accumulation of error when the segment

rotates 360 degrees is more significant than when 10% and 5% of the vertices are

used. Error is due to the deformation of the segment.

In Figure 7.5, motion compensated frame 1 and frame 50 and 90 are shown. The

visual results show the accumulation of error when 20% and 100% of the vertices are

used. From the results we see a compromise between using more vertices for a more

stable but erroneous result.

In Figure 7.7 shows the filtering results of other body parts, the lower leg and
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Figure 7.5: (Left) Motion compensated frame 1 (black) and frame 50 (red) for use of

5%, 10%, 20% and 100% vertices. (Right) Motion compensated frame 1 (black) and

frame 90 (red) for use of 5%, 10%, 20% and 100% vertices.

hand. Figure 7.6 compares the results of addition of rotation parameter found through

matching. Figure 7.8 shows the visual results of motion transfer for the head for 20%

vertices with time step = 1, 20% filtered vertices with time step = 5, 10% vertices

with time step = 1 and 10% filtered vertices with time step = 2. As the results

show, there is an accumulation of error after a 360 degree rotation where there is

large deformation in the head. However with multi-temporal registration, it generally

yields better results.
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(a) Without Matching (b) With Matching

Figure 7.6: Results of with and without matching for sequence announcer.

Figure 7.7: (From left) Original model with color information, filtered vertices with

marker for frames 1 and 2. Row 1 and 2 show results from right lower leg and left

hand.
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Figure 7.8: (From left column) Original model with color information, 20% vertices

with time step = 1, 20% filtered vertices with time step = 5, 10% vertices with time

step = 1 and 10% filtered vertices with time step = 2.
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Chapter 8

Conclusions and Future Work

A segmentation and motion tracking approach from structural and temporal analysis

of Time-Varying-Meshes has been proposed in this thesis. The thesis consists of two

main parts; first, pose estimation of each TVM frame using hierarchical mesh segmen-

tation and skeleton realignment, and second, refinement for surface correspondence

between the segmented parts. The framework in the first part consists of three steps,

initialization, followed by hierarchical mesh segmentation that utilizes distance cal-

culation and skeleton realignment according to the structural information attained.

The segmentation algorithm is evaluated to be stable for a long span of sequences and

able to analyze the structure of badly-defined models given a reasonable estimation

of the pose. Markerless motion tracking is possible as the structure is kept constant

for each frame. When we compare between two sequences with the same subject, the

average surface area difference is 40 cm2, which is 0.2% of the total surface area.

We also presented an iterated closet point matching algorithm with use of vertex

normals to resolve motion. Results show 80% higher speed with equivalent accuracy
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is achieved with the use of 20% of vertices having large surface gradients filtered as

matching features. With multi-temporal registration, the effect of bad registration can

be reduced to an average of 29% for two additional time steps. However, the benefits

using multi-temporal registration are less significant when the matching results are

good. Experiments show good tracking results with an angle of four degree difference

on average from the ground truth with only 20% use of the vertices.

In this thesis, the skeleton structure is pre-defined and does not adjust automati-

cally. For future work, flexible lengths could be calculated from the structure that is

obtained. Color could also be included in the calculation of correspondence between

the predefined structure and the mesh. Given a good estimate of the pose, the algo-

rithm is able to segment badly-defined and models of arbitrary genus. However, the

accuracy and stability of the algorithm is affected by the estimation of the skeleton.

Also, limitations include sequences that contain continuous sequences of badly-defined

models.

Currently, the matching algorithm is used to extract rotation about bones for each

segmented part. It is limited by the deformations present in the mesh. For future

work, we can consider quantizing the local parameters, geodesic distance and surface

curvatures for more accurate results. Matching could also be used to refine segments

that have incomplete surface representations.
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