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## Abstract

In unstable neutron-rich nuclei, changes in the shell structure and the magic numbers compared to the known structures in the valley of stability have been observed. In the so-called "island of inversion", ground states of neutron-rich $s d$-shell nuclei are dominated by intruder $f p$ configurations which cannot be explained by the normal filling scheme in the spherical independent-particle shell model. The theoretical modeling of nuclei inside or around this region and identification of the driving forces behind the structural changes have been a formidable challenge for the nuclear theories and of great interest since the discovery of the island of inversion in 1975. In the interacting shell-model approach, the effective reduction of the $N=20$ shell gap and the promotion of cross-shell excitations are considered to be responsible for these changes, and these are actively discussed in terms of both theory and experiment.

In the present work, the nuclear structure of ${ }^{30} \mathrm{Mg}(N=18$ and $Z=12)$, lying at the border of the island of inversion, was studied in detail. The main goal of this study is to investigate structural evolution approaching the island of inversion. Therefore, firm spin and parity assignments for excited states are crucial. Prior to this work, levels in ${ }^{30} \mathrm{Mg}$ were studied by $\gamma$-ray spectroscopy following $\beta$ decay of neutron-rich Na isotopes. In-beam $\gamma$-ray spectroscopy using the ${ }^{14} \mathrm{C}\left({ }^{18} \mathrm{O}, 2 p\right)$ fusion-evaporation reaction and the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ was also reported. These studies indicated the presence of negative-parity states lying significantly lower in excitation energy than predicted by shell-model calculations. As the negative-parity states are formed by cross-shell excitations, the excitation energies of these states are related to the effective size of the $N=20$ gap. These experimental results were interpreted as the structural change taking place in a wider region than previously thought, and posed questions concerning the theoretical description of ${ }^{30} \mathrm{Mg}$.

To establish the spin and parity of the levels, including candidates for negative-parity states, in-beam $\gamma$-ray spectroscopy of ${ }^{30} \mathrm{Mg}$ was performed at the National Superconducting Cyclotron Laboratory at Michigan State University. Radioactive beams of ${ }^{31} \mathrm{Mg},{ }^{32} \mathrm{Mg},{ }^{34} \mathrm{Si}$, and ${ }^{35} \mathrm{P}$ were produced by projectile fragmentation reactions of an intense ${ }^{48} \mathrm{Ca}$ primary beam. The radioactive beams were directed onto a reaction target to induce nucleon removal reactions populating states in ${ }^{30} \mathrm{Mg}$. The $\gamma$ rays emitted from excited states were detected by the $\gamma$ ray tracking array GRETINA in coincidence with residual ${ }^{30} \mathrm{Mg}$ nuclei identified by the S800 spectrograph. The high statistics were in particular beneficial for a $\gamma-\gamma$ coincidence analysis, allowing for the construction of an updated level scheme. In the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$, the parallel momentum distribution of the reaction residue provided indications for the angular momentum of the removed neutron and thus the spin-parity assignments of states.

The location of the negative-parity states was firmly established for the first time. It was found that the lowest negative-parity state in ${ }^{30} \mathrm{Mg}$ lies at 3.3 MeV . Other negative-parity states were observed at 3.5 MeV and above. A state at 2.5 MeV , previously interpreted as a candidate for a negative-parity state, was assigned as a positive-parity state. With the new ${ }^{30} \mathrm{Mg}$ level
scheme obtained in this work, the drop of the excitation energy of the negative-parity states when going from $\mathrm{Si}(Z=14)$ to $\mathrm{Mg}(Z=12)$ was confirmed. Even though the drop is not as steep as those proposed in previous studies, this is interpreted as a manifestation of the reduction of the $N=20$ gap and thus a precursory structural change approaching the island of inversion. Spectroscopic factors were obtained from the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$. The spectroscopic factors for populating the negative-parity states in ${ }^{30} \mathrm{Mg}$ were found to be large. In particular, the neutron knockout from the $p_{3 / 2}$ orbital showed significant spectroscopic factors. This corroborates the intruder-dominated configuration in the ground state of ${ }^{31} \mathrm{Mg}$.

To get more insight into the nuclear structure of ${ }^{30} \mathrm{Mg}$, the experimental level scheme and spectroscopic factors were compared with large-scale shell-model calculations. The level structure was remarkably well reproduced by the calculations without much sensitivity to the shell-model interactions, providing a benchmark towards future spectroscopic studies in this region. On the other hand, none of calculations succeeded in reproducing the spectroscopic factors for all states. These findings imply that the transition into the island of inversion is not yet fully captured in the present shell-model calculations, posing a further challenge to nuclear theories towards the complete description of this region.
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## Chapter 1

## Introduction

### 1.1 Magic numbers

One of the most fundamental concepts in nuclear physics is the existence of magic numbers. The origin of this concept dates back to the 1930s; Elsasser remarked on special numbers of neutrons and protons where atomic nuclei acquire particular stability [1]. Experimentally, several observables are used to speak of magicity and thus a shell closure [2]. The two-neutron separation energy, which is the energy required to remove two neutrons from a nucleus, is defined based on nuclear masses. This observable provides hints for a shell closure, because the closed-shell nuclei are more bound (see Figure 1.1). The excitation energy of the first $2^{+}$ state, $E\left(2^{+}\right)$, in even-even nuclei is another example. A high $E\left(2^{+}\right)$is associated with particular stability or the "stiffness", as excitation from the ground state involves large energy gaps (see Figure (1.2), The reduced electromagnetic transition strength between the ground state and the first $2^{+}$state, $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$, in even-even nuclei is a direct measure of the nuclear collectivity that quantifies the motion of many nucleons, and this can also be used to discuss a shell closure. With a certain assumption, $B(E 2)$ can be related to the nuclear deformation. A small $B(E 2)$ means a small collectivity and sphericity, and provides an additional indication of a shell closure.

Attempts to microscopically explain the existence of the magic numbers have been made since the 1940s. The first successful approach was the independent-particle shell model. In this model, instead of treating nuclear forces acting between nucleons explicitly, a mean-field potential is assumed to be generated by all nucleons constituting the nucleus and each nucleon is allowed to independently move inside the potential. In the simplest approach, a harmonic oscillator

$$
\begin{equation*}
V(r)=\frac{1}{2} m \omega^{2} r^{2} \tag{1.1}
\end{equation*}
$$

can be used to mimic the one-body mean-field potential. By solving the one-body Schrödinger equation, shell structure and levels characterized by the quantum numbers $n, l$, and $m$ appear. To make the mean-field potential more realistic, one may assume a Woods-Saxon potential of the form

$$
\begin{equation*}
V(r)=-V_{0} f_{\mathrm{WS}}(r) \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\mathrm{WS}}(r)=\frac{1}{1+e^{\left(r-r_{0}\right) / a_{0}}} \tag{1.3}
\end{equation*}
$$

Usually, the potential depth $V_{0}$ is set to about 50 MeV , the radius $r_{0}$ is parameterized by


Figure 1.1: Two-neutron separation energies $S_{2 n}$. Ne, Na , and Mg isotopes are highlighted. Data taken from the Atomic Mass Evaluation 2016 [3].
$1.2 A^{1 / 3} \mathrm{fm}$, and the diffuseness $a_{0}$ is typically 0.7 fm . In this case, the degeneracy with respect to the principal quantum number is removed, but only the magic numbers up to $N=20$ are reproduced. In 1949, Mayer and Jensen introduced a phenomenological spin-orbit interaction acting on nucleons residing in a potential well, and they successfully reproduced known magic numbers, $2,8,20,28,50,82$, and 126 [5,6]. The total potential has the form

$$
\begin{equation*}
V(r)=-V_{0} f_{\mathrm{WS}}(r)+(\boldsymbol{l} \cdot \boldsymbol{s}) V_{l s} \frac{d}{d r} f_{\mathrm{WS}}(r) \tag{1.4}
\end{equation*}
$$

where $V_{l s}$ is the spin-orbit strength. This expression means that the potential depends on the relative orientation of the orbital angular momentum $l$ and the spin $\boldsymbol{s}$ of the nucleon. The orbital angular momentum and the spin can be coupled to give the total angular momentum of $j_{>}=l+1 / 2$ or $j_{<}=l-1 / 2$ according to the triangle relation. As can be seen in Figure 1.3 , the levels with the same $l$ are split into two different energies depending on the total angular momentum. The magic numbers established in studies of stable nuclei are well reproduced by this model.

Figure 1.2 visualizes magic numbers through the excitation energies of $2_{1}^{+}$states. Nuclei with magic numbers and particularly doubly-magic ones, ${ }^{40} \mathrm{Ca}$ as an example, stand out in the plot. With the advent of facilities that provide radioactive ion beams, unstable nuclei far away from stability have been studied during the last four decades. In the course of such studies, it has been revealed that the classical magic numbers and level structure can be altered when going away from the $\beta$-stability line, and this has become an established notion [7]. For instance, the disappearance of the magic number at $N=8$ around ${ }^{12} \mathrm{Be}$ [8, 9], the weakening of the $N=28$ gap around ${ }^{42} \mathrm{Si}$ [10], and the emergence of a new magic number at $N=16$ in ${ }^{24} \mathrm{O}$ [11] have been reported. Among them, the collapse of the shell gap at $N=20$, which is detailed in the next section, is an archetypical example of structural changes taking place in unstable nuclei.


Figure 1.2: (a) Systematics of the first excited $2^{+}$energies as a function of proton and neutron numbers. (b) One-dimensional projection around the island of inversion. Data taken from the latest ENSDF database [4].

### 1.2 The island of inversion

It was observed that unexpected sudden changes of nuclear structure take place in the unstable neutron-rich nuclei around $N=20$ [7]. This finding implied that nucleon-nucleon correlations, which are not present in the independent-particle shell model, play a pivotal role in changing the nuclear shell structure. Before going into theoretical details, a review of the structural changes around $N=20$ is presented below.

First, anomalies in the biding energies, namely masses, of the neutron-rich Na isotopes were found in the pioneering work of Klapisch and Thibault [15, 16]. The authors measured nuclear masses of ${ }^{27-32} \mathrm{Na}$ and revealed that ${ }^{31,32} \mathrm{Na}$ are more bound than expected (see Figure 1.1. Mass measurements were extended to neutron-rich Mg and Ne isotopes around $N=20$, and the anomalous binding energies were also found [17, 18]. $\beta$-delayed $\gamma$-ray spectroscopy of ${ }^{32} \mathrm{Mg}$


Figure 1.3: Schematic illustration of single-particle energies in harmonic oscillator, Woods-Saxon, and Woods-Saxon plus spin-orbit potentials for neutrons in ${ }^{208} \mathrm{~Pb}$. Positive- (negative-) parity orbitals are represented by red (blue) horizontal lines. Note that the ordering of single-particle orbitals (sub-shells) within a major shell can be slightly altered in different mass regions depending on the parameters of the Woods-Saxon and spin-orbit potentials.
showed that the first $2^{+}$state lies at a very low excitation energy of 885 keV and provided a clear indication of deformation [19]. Low excitation energies of the first $2^{+}$state were also found in ${ }^{34} \mathrm{Mg}$ [20], ${ }^{30} \mathrm{Ne}$ [21] and so on (see Figure 1.2. Additionally, a $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value for ${ }^{32} \mathrm{Mg}$ measured by Motobayashi et al. [22] put the anomalously high collectivity of ${ }^{32} \mathrm{Mg}$ and thus the strong deformation on a firm footing.

Theoretically, constrained Hartree-Fock calculations [23] showed that the unusual flattening in the two-neutron separation energies of the Na isotopes at the magic number can be traced back to nuclear deformation. From the viewpoint of the shell model (see also Section 1.3), Wildental and Chung showed that the binding energies of Na and Mg at $N=20$ cannot be reproduced by calculations with a $s d$-shell model space only [24]. Shell-model calculations


Figure 1.4: Partial nuclear chart from hydrogen $(Z=1)$ to titanium $(Z=22)$. Black and green boxes denote stable and unstable nuclides, respectively. The traditional magic numbers are also indicated. The original island of inversion proposed by Warburton et al. [12] is highlighted in the inset. Note that the island has extended further up to now [13]. The nucleus of interest in this work, ${ }^{30} \mathrm{Mg}$, is also highlighted. Note that ${ }^{31} \mathrm{Mg}$, in which one neutron is knocked out to populate states in ${ }^{30} \mathrm{Mg}$, is now considered to be located exactly at the boundary of the island of inversion [14].
with an extended model space incorporating a part of the $f p$ shell, which lies above the $N=20$ gap, were performed by Warburton et al. [12]. The main finding was that the excitations across the $N=20$ gap, or the two-particle-two-hole ( 2 p 2 h ) excitations, play a pivotal role in reproducing the existence of this anomalous region. Thus, this region was named the "island of inversion". Since the ground states of these nuclei are characterized by configurations involving higher-lying orbitals which are reduced in excitation energy due to the residual interaction, such states are said to be dominated by "intruder" configurations. In Figure 1.4, part of the nuclear chart is shown together with the island of inversion originally proposed by Warburton et al. [12]. In this region, the ground states are thought to be dominated by intruder configurations which are energetically favored, while the nuclei outside the island are characterized by normal configurations. Schematic illustrations of normal and intruder configurations are shown in Figure 1.5 .


Figure 1.5: Simplified illustration of proton and neutron configurations in ${ }^{40} \mathrm{Ca}(N=20$ and $Z=20)$ and ${ }^{32} \mathrm{Mg}(N=20$ and $Z=12)$. The ground state of ${ }^{40} \mathrm{Ca}$ is characterized by shell closures of the proton and neutron sides, leading to the doubly-magic nature of this nucleus. Valance neutrons in the ground state of ${ }^{32} \mathrm{Mg}$ are excited across the $N=20$ gap, resulting in the disappearance of magicity. For simplicity, a pure 2 p 2 h excitation formed by promoting two neutrons from the $1 d_{3 / 2}$ orbital to $1 f_{7 / 2}$ is illustrated in this figure. The neutrons can also be promoted from the $1 d_{5 / 2}$ and $2 s_{1 / 2}$ orbitals. The $2 p_{3 / 2}$ orbital located just above $1 f_{7 / 2}$ is not shown, but this orbital also plays a role in the formation of cross-shell excitations.

Experimental studies to track the evolution of nuclear structure are now being extended to other nuclei around, or even beyond the original island of inversion. For the Mg isotopes, the properties of the ground state of ${ }^{31} \mathrm{Mg}(N=19)$ were investigated by combining hyperfinestructure and $\beta$-NMR measurements in 2005 [14]. The ground-state spin-parity was determined to be $1 / 2^{+}$for the first time, and it was suggested that this state is strongly prolate deformed and dominated by an intruder configuration. From these findings, ${ }^{31} \mathrm{Mg}$ was placed exactly on the border of the island of inversion. The onset of intruder configurations in Mg isotopes was also investigated by in-beam $\gamma$-ray spectroscopy. The one-neutron knockout reactions on ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$ populating states in ${ }^{29} \mathrm{Mg}$ and ${ }^{31} \mathrm{Mg}$ were measured [25]. Negative-parity states were identified in these nuclei, and spectroscopic factors for the $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals were deduced. It was observed that the strength associated with the $p f$ shell suddenly increases at $N=20$ as compared to $N=18$. A large spectroscopic factor means a significant occupation
of the corresponding orbital. Therefore, this experimental result is interpreted as a dramatic structural change occurring in between $N=20$ and 18 .

Another important aspect of the island of inversion is shape coexistence where nuclei exhibit different shapes coexisting in near degenerate states. Shape coexistence is considered to be driven by the delicate balance between two opposing ingredients: one is residual interactions that invoke deformed configurations consisting of many particle-hole excitations and the other is shell closures that favor sphericity. Shape coexistence has been extensively studied in various mass regions [26], and nowadays the region around ${ }^{32} \mathrm{Mg}$ is considered to be a monumental example of shape coexistence. In fact, evidence for spherical-prolate shape coexistence has been found in ${ }^{30} \mathrm{Mg}$ [27], ${ }^{32} \mathrm{Mg}$ [28], and ${ }^{34} \mathrm{Si}$ [29]. The first two cases are detailed in Section 1.4.1.

### 1.3 Shell-model approach to the island of inversion

As reviewed in the previous sections, changes in shell structure as a function of proton or neutron number in unstable nuclei have been observed. These are called shell evolution in the context of the interacting shell model. The primary goal of this section is to present the basics of the interacting shell model and the description of the shell evolution with a special emphasis on the island of inversion.

In the interacting shell model, a nucleus is described as composed of an inert core and active nucleons moving in orbitals in the valence space interacting with each other. The nuclear wave function is expressed as a superposition of configurations, namely many-body Slater determinants. This approach is also called configuration interaction in the context of atomic physics or quantum chemistry. For simplicity, the interacting shell model is often referred to as just the shell model.

The shell-model Hamiltonian in the second quantized form takes the form

$$
\begin{equation*}
H=\sum_{i} \epsilon_{i} a_{i}^{\dagger} a_{i}+\frac{1}{4} \sum_{i j k l} V_{i j k l} a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k}, \tag{1.5}
\end{equation*}
$$

where $a_{i}^{\dagger}$ and $a_{i}$ are the creation and annihilation operators of a nucleon in a single-particle orbital $i$. Here, the input parameters are the Single-Particle Energies (SPEs) $\epsilon_{i}$ and the two-body interaction $V_{i j k l}$, the Two-Body Matrix Elements (TBMEs). Usually, the single-particle energies are determined such that experimental excitation energies of systems with one nucleon outside a doubly-magic core are reproduced.

In principle, the diagonalization of the shell-model Hamiltonian of the many-body states gives the eigenenergies and the wave functions. In the $M$-scheme, the many-body wave function $|\Phi\rangle$ is represented by a linear combination

$$
\begin{equation*}
|\Phi\rangle=\sum_{i} v_{i}\left|M_{i}\right\rangle \tag{1.6}
\end{equation*}
$$

where $\left|M_{i}\right\rangle$ is a many-body Slater determinant written as

$$
\begin{equation*}
\left|M_{i}\right\rangle=a_{b_{i}, 1}^{\dagger} a_{b_{i}, 2}^{\dagger} \cdots a_{b_{i}, A}^{\dagger}|0\rangle . \tag{1.7}
\end{equation*}
$$

Here, $A$ stands for the number of active orbitals and $|0\rangle$ represents the inert core. By solving the eigenvalue problem in a matrix representation

$$
\begin{equation*}
\sum_{j}\left\langle M_{i}\right| H\left|M_{j}\right\rangle v_{j}=E v_{i} \tag{1.8}
\end{equation*}
$$

the eigenvector $v_{i}$ and the eigenenergy $E$ are obtained. The actual computation is performed with a fast algorithm of matrix diagonalization, such as the Lanczos method. Note that when the model space is expanded the exact diagonalization becomes quickly intractable, so that the shell-model calculations can only be performed with a truncation of the model space or excitations. For instance, an inert core of ${ }^{16} \mathrm{O}(N, Z=8)$ and active orbitals of the full $s d$ shell, i.e. $1 d_{5 / 2}, 2 s_{1 / 2}$, and $1 d_{3 / 2}$ orbitals, are the standard model space for shell-model calculations of $s d$-shell nuclei. Owing to the increased computational power, it has become possible to perform shell-model calculations with an extended model space. For the theoretical description of the island of inversion in the shell-model framework, an extended model space including neutron $f p$-shell orbitals, such as $1 f_{7 / 2}$ and $2 p_{3 / 2}$, was found to be an essential ingredient [12]. Even though a truncation in the number of cross-shell excitations ( $n \hbar \omega$ truncation) is required, shell-model calculations involving the full $s d$ and $p f$ shells are now feasible.

### 1.3.1 Monopole effects

As a driving force of the shell evolution, the effects of different components of the nucleonnucleon interaction in the medium have been widely discussed [7, 30]. In order to describe the shell evolution, the angle-averaged component, or the monopole component, of the two-body shell-model interaction is first considered. For two nucleons in orbitals $i$ and $j$ with quantum numbers $i=\left(n_{i}, l_{i}, j_{i}\right)$ and $j=\left(n_{j}, l_{j}, j_{j}\right)$, the monopole interaction is defined as

$$
\begin{equation*}
\bar{V}_{i j}^{\rho \rho^{\prime}}=\frac{\sum_{J}(2 J+1)\langle i j ; J M| V|i j ; J M\rangle}{\sum_{J}(2 J+1)} \tag{1.9}
\end{equation*}
$$

where $\rho$ and $\rho^{\prime}$ stand for $\pi$ (proton) or $v$ (neutron), and the sum runs over all allowed $J$ values. $|i j ; J M\rangle$ means that the two nucleons in $i$ and $j$ are coupled to angular momentum $J$ with projection $M$. The Hamiltonian for the monopole component is given by

$$
\begin{align*}
& \hat{H}_{\text {mon }}=\sum_{i} \epsilon_{i}^{v} \hat{N}_{i}^{v}+\sum_{i} \epsilon_{i}^{\pi} \hat{N}_{i}^{\pi}+\sum_{i j} \bar{V}_{i j}^{v \pi} \hat{N}_{i}^{v} \hat{N}_{j}^{\pi} \\
&+\sum_{i \leq j} \bar{V}_{i j}^{v \nu} \frac{\hat{N}_{i}^{v}\left(\hat{N}_{j}^{v}-\delta_{i j}\right)}{1+\delta_{i j}}+\sum_{i \leq j} \bar{V}_{i j}^{\pi \pi} \frac{\hat{N}_{i}^{\pi}\left(\hat{N}_{j}^{\pi}-\delta_{i j}\right)}{1+\delta_{i j}} \tag{1.10}
\end{align*}
$$

where $\epsilon_{i}^{\rho}$ is the bare single-particle energy, $\hat{N}_{i}^{\pi}\left(\hat{N}_{i}^{\nu}\right)$ is the proton (neutron) occupation number, and $\delta$ is Kronecker delta. In Equation (1.10), one notices that the energy of the monopole part changes as a function of number of neutrons and protons. From this monopole Hamiltonian, the single-particle energy including the monopole effect can be defined [31]. This is called the effective single-particle energy (ESPE). Figure 1.6 shows effective single-particle energies derived from the SDPF-M interaction for $N=20$. A reduction of the $N=20$ gap is seen below Si $(Z=14)$.

## Effects of the central force

In 2001, Otsuka et al. suggested the particular importance of the spin-isospin-dependent interaction in the shell evolution [33]. The spin-isospin central component of the nuclear force has the form

$$
\begin{equation*}
V_{\sigma \sigma \tau \tau}=\left(\sigma_{1} \cdot \sigma_{2}\right)\left(\tau_{1} \cdot \tau_{2}\right) f(r) \tag{1.11}
\end{equation*}
$$



Figure 1.6: Evolution of effective single-particle energies for $N=20$ isotopes calculated with the SDPF-M interaction. The reduction of the $N=20$ gap between the $1 d_{3 / 2}$ and $1 f_{7 / 2}$ orbitals is seen below ${ }^{34} \mathrm{Si}(Z=14)$. This is driven by the removal of protons from the $1 d_{5 / 2}$ orbital. Taken from [32] with modifications.
where $\sigma$ and $\tau$ are respectively spin and isospin operators, and $f(r)$ represents the relativedistance dependence. The numbers 1 and 2 label the two nucleons. The monopole interaction originating from this spin-isospin central force gives rise to attractive matrix elements between $l+1 / 2$ and $l-1 / 2$ orbitals. This notion has been applied to explain the appearance of the new shell gap at $N=16$ in ${ }^{24} \mathrm{O}(Z=8)$.

## Effects of the tensor force

In 2005, Otsuka et al. also suggested that the tensor component of the nuclear force is also essential in explaining the shell evolution in addition to the contribution from the central force [34]. The origin of the long-range part of the bare nuclear force between two nucleons, i.e. outside the region of the repulsive core, is explained by the exchange of pions, and the corresponding potential has the form [32]

$$
\begin{equation*}
V_{\pi}(r)=f_{\pi}\left(\tau_{1} \cdot \tau_{2}\right)\left(\sigma_{1} \cdot \nabla_{1}\right)\left(\sigma_{2} \cdot \nabla_{2}\right) \frac{e^{-m_{\pi} r}}{r} \tag{1.12}
\end{equation*}
$$

where $f_{\pi}$ is the coupling parameter, and $m_{\pi} \approx 140 \mathrm{MeV} / c^{2}$ is the pion mass. This can also be written as the sum of scalar and tensor parts as

$$
\begin{equation*}
V_{\pi}(r)=\frac{f_{\pi} m_{\pi}^{2}}{3}\left(\tau_{1} \cdot \tau_{2}\right)\left[\left(\sigma_{1} \cdot \sigma_{2}\right)\left(\frac{e^{-m_{\pi}} r}{r}-\frac{4 \pi}{3} \delta^{3}(r)\right)+S_{12}\left(\frac{1}{r}+\frac{3}{m_{\pi} r}+\frac{3}{\left(m_{\pi} r\right)^{2}}\right) \frac{e^{-m_{\pi} r}}{r}\right] \tag{1.13}
\end{equation*}
$$

where the tensor operator $S_{12}$ is defined as

$$
\begin{equation*}
S_{12}=\left(\sigma_{1} \cdot \boldsymbol{r}\right)\left(\sigma_{2} \cdot \boldsymbol{r}\right)-\frac{1}{3} \sigma_{1} \cdot \sigma_{2}=\sqrt{24 \pi}\left[\sigma_{1}, \sigma_{2}\right]^{(2)} \cdot Y^{(2)} \tag{1.14}
\end{equation*}
$$

In the last expression, $\sigma_{1}$ and $\sigma_{2}$ are coupled to form a tensor of rank-2 (the number in parentheses indicates the rank), and the scaler product of this rank-2 tensor and the rank-2 spherical harmonic $Y^{(2)}$ is taken. It has been shown that the tensor component of the nuclear force is persistent in the medium [34], and it also plays an important role in the evolution of shells. In general, the tensor force can be written as

$$
\begin{equation*}
V_{\text {tensor }}=\left(\tau_{1} \cdot \tau_{2}\right) S_{12} f_{\text {tensor }}(r) \tag{1.15}
\end{equation*}
$$

where $f_{\text {tensor }}(r)$ represents the dependence on the relative distance $r$ of two nucleons.
By setting $a=j_{<}=l-1 / 2$ and $b=j_{>}=l+1 / 2$ in Equation (1.9), it can be shown that $\bar{V}_{j_{<} j_{>}^{\prime}}$ and $\bar{V}_{j_{>} j_{<}^{\prime}}$ are attractive, $\bar{V}_{j_{<} j_{<}^{\prime}}$ and $\bar{V}_{j_{>} j_{>}^{\prime}}$ are repulsive for the tensor force. This is one of the most important features of the monopole component originating from the tensor force. The effects of the tensor force are schematically shown in Figure 1.7. Another important feature worth noting is that the following sum rule holds:

$$
\begin{equation*}
\left(2 j_{<}+1\right) \bar{V}_{j_{<} j^{\prime}}^{\pi v}+\left(2 j_{>}+1\right) \bar{V}_{j_{>} j^{\prime}}^{\pi v}=0 \tag{1.16}
\end{equation*}
$$

where $j^{\prime}$ can be either $j_{<}^{\prime}$ or $j_{>}^{\prime}$. This sum rule implies that the net effect of the monopole component cancels when $j_{<}$and $j_{>}$are fully occupied. Conversely, in the situation where one of the two orbitals is completely empty and the other is fully occupied, the effect of the monopole component is maximized.


Figure 1.7: Effects of the monopole interaction originating from the tensor force acting between a neutron in $j_{>,<}=l \pm 1 / 2$ and a proton in $j_{>,<}^{\prime}=l^{\prime} \pm 1 / 2$.

The shell evolution along the $N=20$ chain is described by the cooperative effects due to the central and tensor components in the monopole interaction. In the stable nucleus ${ }^{40} \mathrm{Ca}(Z=20)$, the neutron $1 d_{3 / 2}$ orbital is lowered with respect to the remainder of the $s d$ shell and the $N=20$ gap is created as proton $1 d_{5 / 2}$ and $1 d_{3 / 2}$ are both fully occupied. Starting after ${ }^{34} \mathrm{Si}(Z=14)$, protons are removed from the $1 d_{5 / 2}$ orbital, and then the coupling to the neutron $1 d_{3 / 2}$ orbital is weakened. This leads to an increased slope of the effective single-particle energy for $1 d_{3 / 2}$ as a function of decreasing $Z$. In ${ }^{32} \mathrm{Mg}$ and ${ }^{30} \mathrm{Ne}(Z=12$ and $Z=10)$, the neutron $1 d_{3 / 2}$ and $1 f_{7 / 2}$ orbitals come closer in energy, and thus the $N=20$ gap is reduced. This reduction
leads to particle-hole excitations that enhance quadrupole deformation and pairing correlations, and results in low-lying collective excitations and well-deformed ground states, triggering the appearance of the island of inversion.

### 1.3.2 Shell-model interactions

With the increase in computational power, it became possible to fit TBME and SPE to reproduce experimental observables. The universal $s d$-shell interaction, or USD, developed by Wildenthal and Brown is a standard interaction of this approach [35, 36]. Although the direct connection to the nucleon-nucleon interactions is not (fully) preserved, this interaction can reproduce experimental energy levels of $s d$-shell nuclei very well, and the accuracy is even better than effective interactions based on the nucleon-nucleon interactions.

As already pointed out by Warburton et al. [12], for the shell-model description of island-ofinversion nuclei, the inclusion of the $f p$-shell is indispensable. In 1999, Utsuno et al. developed a new interaction [37] that incorporates the neutron $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals in addition to the full $s d$ shell $\left(1 d_{5 / 2}, 2 s_{1 / 2}\right.$, and $\left.1 d_{3 / 2}\right)$ for neutrons and protons outside a ${ }^{16} \mathrm{O}$ core. The $s d$-shell part is identical to the USD interaction. The $p f$-shell part is taken from the Kuo-Brown interaction, which is obtained from the renormalized $G$ matrix [38]. The cross-shell part is constructed based on the Millener-Kurath interaction with phenomenological adjustments [39]. The reduction of the $N=20$ shell gap below $Z=14$ could be explained by this interaction, as can be seen in Figure 1.6 .

The SDPF-M interaction has been traditionally used and tested for nuclei in and around the island of inversion. In particular, this interaction reproduces the transition into the island of inversion in a quantitative manner. The measured spectroscopic factors for negative-parity states in ${ }^{29} \mathrm{Mg}$ and ${ }^{31} \mathrm{Mg}$ populated in one-neutron knockout reactions were in good agreement with SDPF-M calculations [25]. It should be noted that these calculations suggested the existence of a transitional region approaching the island of inversion, as opposed to a sharp transition proposed in early studies [12].

Other interactions for large-scale shell-model calculations in this mass region have also been developed. One example is the SDPF-U-MIX interaction [13]. This interaction is an extended version of the SDPF-U interaction [40], which was originally designed for $0 \hbar \omega$ calculations of neutron-rich nuclei around $N=28$. This interaction is similar to the SDPF-M interaction, where TBMEs and SPEs are empirically adjusted to reproduce selected experimental observables. The neutron configuration space is extended with respect to the SDPF-M interaction. In addition to the full $s d$ shell, all of the $f p$-shell orbitals ( $1 f_{7 / 2}, 2 p_{3 / 2}, 2 p_{1 / 2}$, and $1 f_{5 / 2}$ ) are included.

The EEdf1 interaction [41] is the latest interaction designed for large-scale shell-model calculations with the valence space of the full $s d$ and $p f$ shells for both protons and neutrons. The construction of this interaction is different from the SDPF-M and SDPF-U-MIX interactions. The TBMEs of this interaction were microscopically derived from the extended Kuo-Krenciglowa method and the Entem-Machleidt QCD-based nucleon-nucleon interaction. Even though the SPEs were fitted to reproduce selected experimental observables, no adjustments of the TBMEs were performed.

From the experimental side, detailed spectroscopy of nuclei in and around the island of inversion serves as a stringent test of these shell-model calculations and provides hints for further refinements of interactions. Moreover, experimental data of nuclei lying at the transitional region are of particular importance, as the shell-model calculations are expected to be sensitive to details
of interactions.

### 1.4 Current understanding of ${ }^{30} \mathbf{M g}$

### 1.4.1 Conventional picture of the inversion at ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$

As sketched in Section $1.2,{ }^{32} \mathrm{Mg}$ is a monumental example of the island-of-inversion nucleus, while ${ }^{30} \mathrm{Mg}$, the nucleus of interest of this study, is considered to be located just outside the island of inversion. In a simplified picture, the nuclear structure of these nuclei and the transition into the island can be outlined as follows [27, 28].

The ground state of ${ }^{30} \mathrm{Mg}$ is described by a normal configuration where all the active neutrons are confined to the $s d$ shell and there are no cross-shell excitations across the $N=20$ gap ( 0 p0h configuration). On the other hand, the ground state of ${ }^{32} \mathrm{Mg}$ is described by two neutrons promoted across the $N=20$ gap, giving rise to a 2 p 2 h intruder configuration. The situation is inverted for the excited $0^{+}$states: the structure of the $0_{2}^{+}$state in ${ }^{30} \mathrm{Mg}$ is characterized by a 2 p 2 h configuration, while the $0_{2}^{+}$state in ${ }^{32} \mathrm{Mg}$ is dominated by a 0 p 0 h configuration. This "inversion" picture is often explained together with the notion of the shape coexistence: an almost spherical configuration and a prolate-deformed configuration are coexisting in ${ }^{30} \mathrm{Mg}$, the spherical ground state of ${ }^{30} \mathrm{Mg}$ corresponds to the excited $0^{+}$state in ${ }^{32} \mathrm{Mg}$, and vice versa. The firm identification of the first excited $0^{+}$states in ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$ respectively reported by Schwerdtfeger et al. and Wimmer et al. has added evidence on this picture [27, 28]. In addition, the moderate electric monopole strength $\rho^{2}\left(E 0 ; 0_{2}^{+} \rightarrow 0_{1}^{+}\right)=26.2(75) \times 10^{-3}$ [27] observed in ${ }^{30} \mathrm{Mg}$ is consistent with a weak mixing of the two $0^{+}$states with largely different intrinsic quadrupole deformation. To summarize, it has been conjectured that the crossing of two configurations with largely different shapes occurs between ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$, as schematically shown in Figure 1.8. This is the current, simplified picture of the underlying configurations in ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$.


Figure 1.8: Schematic illustration for the simplified picture of the inversion of the low-lying $0^{+}$states in ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$. Neutron configurations are depicted in the boxes. As noted in the caption of Figure 1.5 . not only the $1 d_{3 / 2}$ and $1 f_{7 / 2}$ orbitals, but also the other orbitals can contribute to cross-shell excitations.

The shape coexistence in ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$ is theoretically supported by beyond-mean-field calculations by the angular momentum projected generator coordinate method with the Gogny
interaction using the D1S parameterization [42-44]. This calculation is built on top of the mean-field approximation (Hartree-Fock-Bogoliubov approximation). In order to incorporate additional many-body correlations, prescriptions such as the restoration of the broken rotational symmetry are included in the calculation. The results of the calculations are shown in Figure 1.9 . The points in the figure show the intrinsic quadrupole deformations of the ground and excited $0^{+}$states. It can be seen that the ground state of ${ }^{30} \mathrm{Mg}$ is almost spherical on average, while the excited $0^{+}$is prolate-deformed. It should be noted that the picture presented above may be too simplified, as the ground-state collective wave function of ${ }^{30} \mathrm{Mg}$ shown in Figure 1.9 has, within this model, substantial mixing of oblate and prolate deformations. The situation is clearly inverted in ${ }^{32} \mathrm{Mg}$ with less shape fluctuations. The ground state is characterized by a prolate-deformed shape, while the excited $0^{+}$is spherical. The interpretation of spherical and deformed shapes and their coexistence in ${ }^{30} \mathrm{Mg}$ is also supported by beyond-mean-field calculations using the five-dimensional quadrupole collective Hamiltonian derived from the Hartree-Fock-Bogoliubov method and the local quasiparticle random phase approximation [45]. In the calculations, the picture in which the deformed $0^{+}$state coexists with the spherical $0^{+}$state approximately holds for ${ }^{30} \mathrm{Mg}$, although large-amplitude quadrupole fluctuations are dominating in both $0^{+}$states in ${ }^{32} \mathrm{Mg}$.


Figure 1.9: Potential energy surfaces and collective wave functions calculated for ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$ [44]. The black lines are the results of particle number projected calculations (solid) and the angular momentum projected energy surfaces (dotted). The blue lines are the collective wave functions that express the probability of having a deformation of $\beta$ for the ground (dashed-dotted) and the excited (dashed) $0^{+}$ states. Note that a positive (negative) value of $\beta$ represents prolate (oblate) deformation.

### 1.4.2 Negative-parity states

In $s d$-shell nuclei, negative-parity states are formed by promoting an odd number of particles from the $s d$ to the $f p$ shell. This is because the $N=20$ shell gap originates from the two major shells with opposite parities. Therefore, if one assumes a pure 1 p 1 h excitation, the excitation energy of negative-parity states is related to the size of the $N=20$ shell gap. Here, it is instructive to show that negative-parity states have been used to discuss the evolution of the $N=8$ gap around the neutron-rich nucleus ${ }^{12} \mathrm{Be}[7,46]$, where the gap is formed between the $1 p_{1 / 2}$ and the $1 d_{5 / 2}$ or $2 s_{1 / 2}$ orbitals. Analogous to the region around ${ }^{32} \mathrm{Mg}$, the disappearance
of the $N=8$ magic number was observed in neutron-rich nuclei around ${ }^{12} \mathrm{Be}[8,9]$. Excitation energies of the lowest $1^{-}$state in $N=8$ isotones are shown in Figure 1.10 (a). The sudden lowering of the excitation energies of the $1^{-}$state could be interpreted in terms of the shell evolution in a qualitative manner. Starting at $Z=6$, protons are removed from the $1 p_{3 / 2}$ orbital, and the gap between the neutron $1 p_{1 / 2}$ and $2 s_{1 / 2}$ orbitals could be reduced by the monopole effects. In this way, the weakening of the $N=8$ gap was discussed based on the negative-parity states [46].

Recent experimental results on ${ }^{30} \mathrm{Mg}$ questioned the current understanding of the structure of this nucleus. Measurements of the ${ }^{14} \mathrm{C}\left({ }^{18} \mathrm{O}, 2 p\right){ }^{30} \mathrm{Mg}$ fusion-evaporation reaction [47] and the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ [48] proposed candidates for negative-parity states at around 2.5 MeV . However, these excitation energies are in contradiction to the expectations from shell-model calculations, which predicted negative-parity states occurring only above 3.5 MeV . In Figure 1.10 (b), the systematics of exciitation energies of the lowest negative-parity state prior to this work are shown. As can be seen in the figure, candidates for the negative-parity states in ${ }^{30} \mathrm{Mg}$ are lying even lower than those in ${ }^{32} \mathrm{Mg}$ [49], which is located inside the island of inversion. The low excitation energy of these states could be interpreted in terms of the significant reduction of the $N=20$ gap. It may also imply a substantial structural change taking place at ${ }^{30} \mathrm{Mg}$.


Figure 1.10: (a) Excitation energies of the lowest $1^{-}$state in the $N=8$ isotones. The values are taken from [46] $\left({ }^{16} \mathrm{O}: 7.1 \mathrm{MeV},{ }^{14} \mathrm{C}: 6.1 \mathrm{MeV},{ }^{12} \mathrm{Be}: 2.68 \mathrm{MeV}\right)$. (b) Systematics of the lowest negative-parity states in $s d$-shell nuclei (including candidates) prior to this study. Level data are taken from the latest ENSDF database [4].

### 1.4.3 Previous experimental studies on ${ }^{30} \mathbf{M g}$

The nuclear structure of ${ }^{30} \mathrm{Mg}$ has been studied by $\beta$ decay and $\beta$-delayed neutron emission from Na isotopes [19,27, 50-55], Coulomb excitation [56-58], the two-neutron removal reaction from ${ }^{32} \mathrm{Mg}$ [59], the ${ }^{14} \mathrm{C}\left({ }^{18} \mathrm{O}, 2 p\right){ }^{30} \mathrm{Mg}$ fusion-evaporation reaction [47], and the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ [48]. Some selected experimental level schemes of ${ }^{30} \mathrm{Mg}$ constructed by
these previous studies are shown in Figures 1.11 and 1.12, together with the level scheme presented in the latest compilation where all of the experimental data collected before 2010 are combined [60]. In the following, a comprehensive, chronological review of the previous studies on ${ }^{30} \mathrm{Mg}$ is presented.

The neutron-rich unstable nucleus ${ }^{30} \mathrm{Mg}$ was first observed in a measurement of heavy-ion induced reactions [61]. A few years later, ${ }^{30} \mathrm{Mg}$ was also identified by a $\beta$-decay measurement of neutron-rich Na isotopes performed at CERN [62]. Following the first measurement of the nuclear mass in 1978 [63], Détraz et al. reported the first $\beta-\gamma$ spectroscopy of ${ }^{30} \mathrm{Na}$ in 1979 [19]. An intense $1484-\mathrm{keV} \gamma$ ray observed in this measurement was assumed to correspond to the $2_{1}^{+} \rightarrow 0_{1}^{+}$transition in ${ }^{30} \mathrm{Mg}$ from the systematics. This study was followed by more detailed $\beta-\gamma$ measurements at CERN [50, 51]. Ten excited states were first reported by Guillemaud-Mueller et al., and a new level and transitions were added later by Baumann et al. In addition to the measurements of $\beta$ decay of ${ }^{30} \mathrm{Na}$, states in ${ }^{30} \mathrm{Mg}$ were populated by $\beta$-delayed one-neutron emission from ${ }^{31} \mathrm{Na}$ and two-neutron emission from ${ }^{32} \mathrm{Na}[50,52,-54]$.

Since 1999, three measurements of Coulomb excitation on ${ }^{30} \mathrm{Mg}$ have been reported. The first two measurements reported transition strengths in contradiction to each other: $B\left(E 2 ; 0_{1}^{+} \rightarrow\right.$ $\left.2_{1}^{+}\right)=295(26) e^{2} \mathrm{fm}^{4}$ [56] and 435(58) $e^{2} \mathrm{fm}^{4}$ [57]. An experiment employing "safe" Coulomb excitation, where the reaction was performed at beam energies well below the Coulomb barrier, was reported by Niedermaier et al. in 2005 [58]. The extracted $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$was $241(31) e^{2} \mathrm{fm}^{4}$. This moderately small $B(E 2)$ is in line with shell-model calculations with a $s d$-shell model space, and it was concluded that ${ }^{30} \mathrm{Mg}$ is located outside the island of inversion.

In the early $\beta-\gamma$ studies [50-52], the $1820-\mathrm{keV}$ and $1789-\mathrm{keV} \gamma$ rays were assigned as decays directly going to the ground state. Mach et al. reported a new placement of these transitions, revealing a cascade of $1789-\mathrm{keV}, 1820-\mathrm{keV}$, and $1482-\mathrm{keV} \gamma$ rays [53]. In the same experiment, the lifetimes of the states were measured using a fast-timing technique. The long lifetime of $3.9(4) \mathrm{ns}$ suggested that the $1789-\mathrm{keV}$ state is a candidate for the first excited, intruder $0^{+}$state. Additionally, the $2467-\mathrm{keV}$ state was tentatively assigned as $2_{2}^{+}$, and an upper limit of the lifetime for this state was determined to be 5 ps .

In 2009, the $E 0$ transition from the first excited $0^{+}$candidate at 1789 keV to the ground state was directly measured by Schwerdtfeger et al. [27], putting the spin-parity assignment of $0^{+}$on a firm footing. This finding agrees with the picture where the ground state of ${ }^{30} \mathrm{Mg}$ is characterized by a (nearly) spherical, normal configuration, while the first excited $0^{+}$state is a manifestation of a deformed, shape-coexisting configuration dominated by $f p$ intruder orbitals. The measured monopole transition strength of $\rho^{2}\left(E 0 ; 0_{2}^{+} \rightarrow 0_{1}^{+}\right)=(26.2 \pm 7.5) \times 10^{-3}$ was moderate, implying a small mixing of configurations.

States in ${ }^{30} \mathrm{Mg}$ were also populated by the two-neutron removal reaction from ${ }^{32} \mathrm{Mg}$ [59]. A spin-parity of $4^{+}$was proposed for the $3302-\mathrm{keV}$ state, based on the large cross section to populate this state. Note that the $\gamma$-ray energies were not constrained in the analysis due to the limited energy resolution.

An in-beam $\gamma$-ray measurement using the ${ }^{14} \mathrm{C}\left({ }^{18} \mathrm{O}, 2 p\right){ }^{30} \mathrm{Mg}$ fusion-evaporation reaction, performed at Argonne National Laboratory, was reported by Deacon et al. in 2010 [47]. The main advantage of using the fusion-evaporation reaction was that states of higher energy and spin are more efficiently populated than $\beta$ decay. States at $2541 \mathrm{keV}, 3379 \mathrm{keV}, 4181 \mathrm{keV}$, $4258 \mathrm{keV}, 4357 \mathrm{keV}$, and 5311 keV were reported for the first time. Owing to a high degree of spin alignment, $\gamma$-ray angular distributions allowed spin-parity assignments to be made for several states. The spin-parity assignments of $4^{+}, 4^{+}$, and 5 were respectively given to the
$3379-\mathrm{keV}, 3455-\mathrm{keV}$, and $4181-\mathrm{keV}$ states. In addition, a tentative $(2,3)^{-}$assignment was made for the 2541 keV , guided by non-observation of this state in $\beta$ decay.

In 2014, a $\beta$-decay measurement employing a spin-polarized beam of ${ }^{30} \mathrm{Na}$ was reported Shimoda et al. [55]. The states at $4683 \mathrm{keV}, 4694 \mathrm{keV}, 5897 \mathrm{keV}$ and 6064 keV were newly placed in the level scheme. By measuring the $\beta$-decay asymmetry inherent to the polarized parent nucleus, the $4967-\mathrm{keV}, 5022-\mathrm{keV}, 5095-\mathrm{keV}, 5414-\mathrm{keV}$, and $6064-\mathrm{keV}$ states were assigned as positive parity states, respectively $1^{+}, 1^{+}, 2^{+}, 2^{+}$, and $2^{+}$. Moreover, tentative spin-parity assignments were made for the other excited states based on $\gamma$-ray multipolarities and $\beta$-decay branching ratios.

Recently, Fernández-Domínguez et al. reported the results of in-beam $\gamma$-ray spectroscopy using the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ performed at GANIL [48]. Although the statistics were limited, based on the parallel momentum distribution of the knockout residue, the states at $2467 \mathrm{keV}, 3298 \mathrm{keV}, 3534 \mathrm{keV}$, and 4252 keV were suggested as candidates for negative parity. The interpretation of the states at 2467 keV is contradicting with the earlier $\beta$-decay study by Mach et al. in which the $2_{2}^{+}$assignment is proposed [53]. The excitation energy of this negative-parity level is lower than expected, and it could not be reproduced by shell-model calculations. Spectroscopic factors for one-neutron removal from ${ }^{31} \mathrm{Mg}$ were also extracted, and a small spectroscopic factor associated with the $0_{2}^{+}$state was reported.

To summarize, much experimental effort has been devoted to study ${ }^{30} \mathrm{Mg}$. However, spins and parities of excited states higher than 2 MeV , except for the states strongly populated in ${ }^{30} \mathrm{Na} \beta$ decay, are not yet well established. Moreover, as mentioned in Section 1.4.1, the recent in-beam experiments [47, 48] questioned the current understanding of the structure of ${ }^{30} \mathrm{Mg}$. These remaining challenges were addressed within this work.

Figure 1.11: Level schemes of ${ }^{30} \mathrm{Mg}$ constructed by previous experiments $27,47,51,53,59$. Energies and spin-parity assignments including parentheses are presented without modifications.


### 1.5 Thesis objectives and outline

This thesis presents detailed in-beam $\gamma$-ray spectroscopy of ${ }^{30} \mathrm{Mg}$ located at the boundary of the island of inversion. The primary goal of the present experiment is to provide new experimental data to track structural evolution approaching the island of inversion. Detailed spectroscopic information on ${ }^{30} \mathrm{Mg}$ offers a rich testing ground for nuclear theories and our understanding of the transition into the island of inversion. Of particular importance is the location of negativeparity states. As explained in Section 1.4.2, the excitation energy of these states is expected to reflect the size of the $N=20$ gap. The sensitivity of negative-parity states to the gap size has already been demonstrated for $N=8$ isotones. Therefore, it is important to firmly assign spins and parities to excited states in ${ }^{30} \mathrm{Mg}$. Recent in-beam studies [47, 48] proposed negative-parity states lying at unnaturally low energy. These negative-parity states located at 2.5 MeV could not be reproduced by shell-model calculations, where predictions are 3.5 MeV or higher. Moreover, the excitation energy is even lower than negative-parity candidates in ${ }^{32} \mathrm{Mg}$ which is firmly placed inside the island of inversion. These experimental results were interpreted as an unusual structural change in ${ }^{30} \mathrm{Mg}$ and posed questions concerning the current theoretical description. This further demands a detailed spectroscopic study for conclusive spin-parity assignments.

In the present experiment, nucleon removal reactions were employed to populate states in ${ }^{30} \mathrm{Mg}$. In particular, in the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$, the well-studied reaction mechanism for the knockout reactions allowed for the determination of the angular momentum of the removed neutron and the extraction of spectroscopic factors. As mentioned above, the excitation energy of negative-parity states is expected to reflect the shell-gap size, and it also serves as a key test to the shell model along with the spectroscopic factors. To populate states in ${ }^{30} \mathrm{Mg}$, the two-neutron removal reaction from a ${ }^{32} \mathrm{Mg}$ beam was also employed. As this reaction does not proceed as direct knockout, the states are populated rather statistically. Similarly, multi-nucleon removal reactions from ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$ are also exploited. High-spin yrast states (states with minimum energy for a given spin) could be preferentially populated when multiple nucleons are removed. In addition to the main reaction channel of this study, i.e. one-neutron knockout from ${ }^{31} \mathrm{Mg}$, analyses of these reaction channels were used to provide complimentary information particularly useful for the construction of an updated, reliable level scheme and spin-parity assignments.

This thesis consists of seven chapters. The details of in-beam $\gamma$-ray spectroscopy and onenucleon knockout reactions are outlined in Chapter 2. The formalism of the reaction theory based on the eikonal approximation and the way of extracting key quantities, spin-parities and spectroscopic factors, are covered in this chapter. The experimental setup, the detector systems, and the electronics used in this work are detailed in Chapter 3. The data analysis steps, including calibration and correction procedures, Monte Carlo simulations, the extraction of cross sections and momentum distributions are described in Chapter 4 . The results obtained in this work, including an updated level scheme of ${ }^{30} \mathrm{Mg}$ with spin-parity assignments and spectroscopic factors, are presented in Chapter 5. The nuclear structure of ${ }^{30} \mathrm{Mg}$ is discussed in Chapter 6 by comparing the present result with shell-model calculations and systematics of neighboring nuclei. Finally, the experimental findings obtained in the present experiment and future perspectives are summarized in Chapter 7 .

## Chapter 2

## In-beam spectroscopy with radioactive beams

In this chapter, details on the experimental method adopted in this work are described. Section 2.1 reviews in-beam $\gamma$-ray spectroscopy. Section 2.2 illustrates the theory for nucleon knockout reactions used to analyze and interpret the experimental observables.

### 2.1 Overview of in-beam $\gamma$-ray spectroscopy

In-beam $\gamma$-ray spectroscopy is a powerful method to study excited states in nuclei. The effectiveness of this approach was first demonstrated by Morinaga and Gugelot [64], where rotational bands in the Gd isotopes were observed by measuring in-flight $\gamma$ rays emitted following ( $\alpha, x n$ ) fusion-evaporation reactions. This pioneering work triggered many studies employing in-beam $\gamma$-ray spectroscopy, and nowadays it is widely used as a major spectroscopic tool that complements other spectroscopic approaches such as $\beta$-delayed $\gamma$-ray spectroscopy.

To study nuclear structure far from stability, in-beam $\gamma$-ray spectroscopy is often utilized in combination with fast radioactive beams. This is because unstable nuclei are efficiently produced by fragmentation of stable beams at an intermediate energy, typically more than 100 MeV /nucleon, and the resulting unstable nuclei are available for experiments in the form of fast radioactive beams. In-beam $\gamma$-ray spectroscopy following various reactions can be used to populate excited states in the nucleus of interest. Each type of reaction has specific sensitivities to observables that reflect nuclear structure. One example is a one-nucleon knockout reaction, the method of choice for the present study. This reaction is characterized by its high selectivity and sensitivity to the shell structure, as detailed in Section 2.2. Another example is a multinucleon removal reaction, or fragmentation-like reaction, where multiple nucleons are removed from the projectile nucleus. This reaction does not proceed as a direct, single-step process, and the population of excited states in the reaction residue is less sensitive to the nuclear structure. In-beam $\gamma$-ray spectroscopy with heavy-ion reactions that involve removal of many nucleons was first studied in 1978 [65]. Later, it was observed that multi-nucleon removal reactions favor the population of high-spin yrast states [66] in a pioneering experiment [67]. This feature is similar to that of fusion-evaporation reactions. In the present study, multi-nucleon removal reactions were also employed for the detailed spectroscopy of ${ }^{30} \mathrm{Mg}$.

Firm identification of the reaction products and efficient detection of $\gamma$ rays emitted in flight are essential in in-beam $\gamma$-ray spectroscopy, and a dedicated system is required for this
purpose. Details on the particle and $\gamma$ detection systems used in the present study are described in Section 3.2 and 3.3 .

### 2.2 Reaction mechanism

Nucleon knockout reactions are a well-suited spectroscopic tool for fast beams of unstable nuclei [68]. In the present experiment, the one-neutron knockout reaction on ${ }^{31} \mathrm{Mg}$ induced by a ${ }^{9} \mathrm{Be}$ target was performed to get insight into the nuclear structure of ${ }^{30} \mathrm{Mg}$. In this section, the theory of one-neutron knockout reactions using the eikonal approximation is described, together with explanations on how one connects the experimental observables to the structural information. The discussions presented here are based on [69-73].

### 2.2.1 One-nucleon knockout reactions

Direct reactions are characterized by a simple reaction mechanism, and are powerful tools for studying nuclear structure experimentally. Historically, nucleon transfer reactions performed at energies around $10 \mathrm{MeV} /$ nucleon have been widely used as a standard direct reaction, and these reactions are well established for studies of both stable and unstable nuclei. Since the 1990s nucleon knockout reactions on intermediate-energy beams of unstable nuclei have also been used as an alternative direct reaction for spectroscopic studies of exotic nuclei. In typical nucleon knockout reactions, a projectile nucleus of mass $A$ with a velocity $\beta=0.3$ or higher impinges on a nuclear target, most often ${ }^{9} \mathrm{Be}$ or ${ }^{12} \mathrm{C}$, and the $A-1$ residual nucleus after the single nucleon removal is detected. The residue moves at nearly the same velocity as the projectile, and the longitudinal component of the residue's momentum can be used to determine the angular momentum of the single-particle orbital from which the nucleon has been removed. The cross sections to populate states in the residue give information about the overlap in the wave functions describing the projectile and residual nuclei. The reaction is advantageous over classical nucleon-transfer reactions as it can produce excited states of the nucleus of interest with relatively high cross sections. In addition, the combination of fast radioactive beams and thick targets enables one to perform measurements on exotic nuclei whose beam intensities are limited. It should be noted that electron-induced proton knockout reactions, namely ( $e, e^{\prime} p$ ), are used to study stable nuclei. However, these reactions cannot be applied to exotic nuclei as these reactions are only possible in normal kinematics, and thus the scope has been limited to stable or very long-lived nuclei. Another drawback is that they are only sensitive to proton orbitals and one cannot probe neutron orbitals. The use of nucleon knockout reactions induced by a nuclear target can overcome these difficulties.

The main observables in nucleon knockout reactions are the cross sections and the momentum distributions. These observables are compared with reaction calculations to extract the structural information. In the theory developed by Tostevin et al. [69], the reactions are modeled based on the eikonal approximation. This theory also assumes the sudden approximation where the internal reconfiguration of the core $\left({ }^{30} \mathrm{Mg}\right.$ in the present case) is neglected, so the core is assumed to be a spectator during the reaction. This formalism is widely used in the analyses of nucleon knockout reactions, and the present work also adopts this theoretical framework. The basic procedure of the reaction calculations is outlined in the flowchart shown in Figure 2.1. The calculations are detailed in the following sections.


Figure 2.1: Flowchart of the knockout reaction calculations performed in this work. The input parameters are shown in green. The outputs, single-particle cross sections and momentum distributions, are indicated in red.

### 2.2.2 Single-particle cross sections

Two reaction processes contribute to the cross sections of the one-nucleon knockout reaction. As schematically shown in Figure 2.2, the two processes are called stripping and diffraction. Note that the stripping and diffraction processes are sometimes called inelastic and elastic breakup, respectively. Strictly speaking, elastic breakup caused by the Coulomb interaction, called Coulomb dissociation, also contributes to the cross sections. For light targets such as ${ }^{9} \mathrm{Be}$, its contribution can be neglected.

In the stripping process, the valence nucleon is absorbed by the target nucleus that behaves like a black disk. On the other hand, the nucleon is elastically removed from the projectile in the diffraction process. The target nucleus is excited in the stripping process, while it remains in the ground state in the diffraction process. In principle, the two processes are distinguishable by looking at the final state of the target nucleus. However, this is not the case in situations where only the residual nucleus is detected, like in the present experiment. The one-nucleon knockout cross section is thus given by the direct sum of these processes:

$$
\begin{equation*}
\sigma_{\mathrm{ko}}=\sigma_{\mathrm{str}}+\sigma_{\mathrm{diff}} \tag{2.1}
\end{equation*}
$$

For deeply-bound nucleons, the stripping cross section is larger than the diffraction cross section.


Figure 2.2: Schematic illustration of the two processes in the one-nucleon knockout reaction, stripping and diffraction. In the stripping process, the target nucleus absorbs the valence nucleon and gets excited. In the diffraction process, the target nucleus is a spectator, and the valence nucleon is elastically scattered.

The absorption in the stripping process can be modeled based on the probability concepts associated with the eikonal $S$ matrices. In a reaction where the two-body projectile composed of $c$ (core) and $v$ (valence) incident on a target, the stripping cross sections can be calculated by

$$
\begin{equation*}
\sigma_{\mathrm{str}}=\frac{1}{2 J+1} \sum_{m} \int d^{2} \boldsymbol{b}\left\langle\phi_{0}^{m}\right|\left|\mathcal{S}_{c}\right|^{2}\left(1-\left|\mathcal{S}_{v}\right|^{2}\right)\left|\phi_{0}^{m}\right\rangle \tag{2.2}
\end{equation*}
$$

where $\boldsymbol{b}$ is the impact parameter between the core and target, $J$ is the angular momentum of the projectile, $\mathcal{S}_{v}$ and $\mathcal{S}_{c}$ are respectively the eikonal $S$ matrices of the valence-target and core-target systems, and $\phi_{0}^{m}$ is the core-valance wave function. $\left|\mathcal{S}_{c}\right|^{2}$ corresponds to the survival of the core, while $1-\left|\mathcal{S}_{v}\right|^{2}$ describes the absorption of the valence nucleon.

The diffraction cross section is given by

$$
\begin{equation*}
\left.\sigma_{\mathrm{diff}}=\frac{1}{2 J+1} \sum_{m m^{\prime}} \int d^{2} \boldsymbol{b} \int d^{3} \boldsymbol{k}\left|\left\langle\phi_{k}^{m^{\prime}}\right| \mathcal{S}_{c} \mathcal{S}_{v}\right| \phi_{0}^{m}\right\rangle\left.\right|^{2} . \tag{2.3}
\end{equation*}
$$

This process is further decomposed into two components: the refraction component originating from the imaginary part of the potential and the diffraction component originating from the real part. In the above expression, these two components are added coherently. For simplicity, it is common to refer to them as the diffraction process. This expression describes the excitation of the core and target into the continuum. Using the completeness relation

$$
\begin{equation*}
\sum_{m^{\prime}} \int d^{3} \boldsymbol{k}\left|\phi_{k}^{m^{\prime}}\right\rangle\left\langle\phi_{k}^{m^{\prime}}\right|=1-\sum_{m^{\prime} i}\left|\phi_{i}^{m^{\prime}}\right\rangle\left\langle\phi_{i}^{m^{\prime}}\right| \tag{2.4}
\end{equation*}
$$

Equation (2.3) can be reformulated as

$$
\begin{equation*}
\left.\sigma_{\mathrm{diff}}=\left.\frac{1}{2 J+1} \sum_{m m^{\prime}} \int d^{2} \boldsymbol{b}\left(\left\langle\phi_{0}^{m^{\prime}}\right|\left|\mathcal{S}_{c} \mathcal{S}_{v}\right|^{2}\left|\phi_{0}^{m}\right\rangle-\sum_{i}\left|\left\langle\phi_{i}^{m^{\prime}}\right| \mathcal{S}_{c} \mathcal{S}_{v}\right| \phi_{0}^{m}\right\rangle\right|^{2}\right) \tag{2.5}
\end{equation*}
$$

where $i$ labels the bound states in the core-valence system. The first term of Equation (2.5) corresponds to the case where both the target and core survive. The sum in the second term is often neglected and only the ground state $\left\langle\phi_{0}^{m^{\prime}}\right|\left|\mathcal{S}_{c} \mathcal{S}_{v}\right|^{2}\left|\phi_{0}^{m}\right\rangle$ is considered. This approximation is valid if one assumes the ground state is the only bound state, $\left\langle\phi_{i}^{m^{\prime}}\right|\left|\mathcal{S}_{c} \mathcal{S}_{v}\right|^{2}\left|\phi_{0}^{m}\right\rangle \approx 0$ for $i \neq 0$. Although this assumption is not realistic, it is known that this is still a good approximation [69].

In the calculation of the stripping and diffraction cross sections, the generation of the eikonal $S$ matrices for the core- and valence-target systems is essential. The core-target (valence-target) $S$ matrix can be calculated using the double-folding (single-folding) optical limit of Glauber's multiple scattering theory. To carry out these calculations, the core and target densities are required. In the standard approach of the knockout calculations, the core density is obtained from a Hartree-Fock calculation, while the target density is approximated by a Gaussian with an RMS radius of 2.36 fm for ${ }^{9} \mathrm{Be}$. The densities are illustrated in Figure 2.3. For the Hartree-Fock calculation, usually the Skyrme force with the Skx parameter set is used [74].


Figure 2.3: Proton and neutron densities for (a) the ${ }^{30} \mathrm{Mg}$ core taken from Skyrme Hartree-Fock calculations with the Skx parameter set, and for (b) ${ }^{9} \mathrm{Be}$ approximated by a Gaussian with an RMS radius of 2.36 fm .

### 2.2.3 Form factors

The core-valence two-body wave function $\phi(r)$, which is often referred to as the form factor, is also required for the reaction calculations. The form factor is calculated by solving the Schrödinger equation for a nucleon confined in a Woods-Saxon plus spin-orbit potential of Equation (1.4). In this approach, the well depth $V_{0}$, the spin-orbit strength $V_{l s}$, the radius $r_{0}$, and the diffuseness $a_{0}$ are treated as free parameters. It is found that the spin-orbit strength and the diffuseness have only a small impact on the resulting cross section. The standard values of these parameters are 0.7 fm and 6 MeV , respectively [75]. The radius parameter and the well depth are simultaneously adjusted to reproduce the RMS radius of the single-particle orbital of a Skyrme-Hartree-Fock calculation with a scaling $\left(r_{0}=\sqrt{A /(A-1)} r_{\mathrm{HF}}\right)$ and the single-particle binding energy of the Skyrme-Hartree-Fock calculation. After obtaining the adjusted $r_{0}$ and $V_{0}$,
the well depth is once again changed to reproduce the experimental effective separation energy defined as $S_{N}+E_{\mathrm{x}}$, with $S_{N}$ being the nucleon separation energy between the ground states of nuclei of interest and $E_{\mathrm{x}}$ the energy of the excited state. The approach described here is named the well-depth prescription, which is commonly used in analyses of nucleon knockout reactions. To keep the consistency with previous studies, the well-depth prescription is adopted in this work. In Figure 2.4, some examples of calculated form factors for ${ }^{30} \mathrm{Mg}$ plus one neutron are shown.


Figure 2.4: Form factors of the ${ }^{30} \mathrm{Mg}$ core and one neutron calculated for (a) $2 s_{1 / 2}$, (b) $1 d_{3 / 2}$, (c) $1 f_{7 / 2}$, and (d) $2 p_{3 / 2}$ orbitals (red solid lines). The calculations were performed with the well-depth prescription. Woods-Saxon plus spin-orbit potentials of Equation (1.4) are also visualized. The blue solid lines show the potentials after adjusting the depths to reproduce the effective separation energies, while the green lines show the potentials "fitted" to the Hartree-Fock results.

### 2.2.4 Momentum distributions

In the sudden approximation, the following relation between the momenta of the struck nucleon $\boldsymbol{k}_{v}$, projectile $\boldsymbol{k}_{A}$, and residue $\boldsymbol{k}_{A-1}$ holds:

$$
\begin{equation*}
\boldsymbol{k}_{v}=\frac{A-1}{A} \boldsymbol{k}_{A}-\boldsymbol{k}_{A-1} . \tag{2.6}
\end{equation*}
$$

Provided the beam's momentum $\boldsymbol{k}_{A}$ is known, the momentum of the struck nucleon $\boldsymbol{k}_{v}$ can be reconstructed by measuring $\boldsymbol{k}_{A-1}$.

To infer the orbital angular momentum of the removed nucleon, the longitudinal (parallel to the projectile's direction) momentum distribution can be utilized. This is because the momentum distribution is given by the Fourier transform of the core-valence wave function from coordinate space to momentum space. This approach is analogous to the angular distributions of ejectiles often employed in transfer reactions. The momentum distribution can be calculated using the core and valence $S$ matrices and the core-valence wave function. Historically, the transverse (perpendicular) momentum distribution had also been utilized as an indicator of the angular momentum. Later, it was found that diffractive effects and Coulomb scattering complicate the transverse momentum distribution, so nowadays the longitudinal momentum distribution is used for this purpose. The longitudinal momentum distribution associated with the stripping process is calculated by [76]

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{str}}}{d k_{z}}=\int d^{2} \boldsymbol{b}_{v}\left(1-\left|\mathcal{S}_{v}\left(\boldsymbol{b}_{v}\right)\right|^{2}\right) \int d^{2} \boldsymbol{r}_{\perp}\left|\mathcal{S}_{c}\left(\left|\boldsymbol{b}_{v}-\boldsymbol{r}_{\perp}\right|\right)\right|^{2} \frac{1}{2 l+1} \sum_{m}\left|\int d z \frac{e^{-i k_{z} z}}{2 \pi r} \phi_{j l m}(r)\right|^{2} \tag{2.7}
\end{equation*}
$$

where $\boldsymbol{b}_{v}$ denotes the impact parameter of the valence nucleon, $\boldsymbol{r}$ is the vector between the core and valence nucleon, and $\phi_{j l m}(r)$ is the single-particle wave function (here the total angular momentum $j$, orbital angular momentum $l$ and its projection $m$ are explicitly indicated). It was found that the shape of the momentum distribution of the diffraction process is almost the same as the one for stripping [71]. Therefore, the momentum distribution of the diffraction process is usually assumed to be identical to the stripping process. A comparison of calculated momentum distributions with experimental distributions allows for the determination of the orbital angular momentum of the struck nucleon. This enables to assign the spin and parity of the populated states, but the orbital angular momentum alone cannot identify the spin (total angular momentum) of the populated state uniquely.

For an illustrative purpose, calculated parallel momentum distributions are shown in Figure 2.5. The calculation assumes neutron knockout reactions from $s, p, d$, and $f$ orbitals in ${ }^{31} \mathrm{Mg}$. It is clear that the width of the momentum distribution is indicative of the orbital angular momentum. Note that when comparing these calculations with experimental distributions, the calculated momentum distributions need to be convoluted with the resolution of the measurement system.

### 2.2.5 Spectroscopic factors

The spectroscopic factor is used to describe the overlap between the initial- and final-state wave functions. In the present case, the structural overlap between the ground state of ${ }^{31} \mathrm{Mg}$ and the final state in ${ }^{30} \mathrm{Mg}$ is quantified. The spectroscopic factor $S$ is related to the amplitude of


Figure 2.5: Momentum distributions calculated for neutron knockout from $2 s_{1 / 2}, 1 d_{3 / 2}, 1 f_{7 / 2}$, and $2 p_{3 / 2}$ orbitals in ${ }^{31} \mathrm{Mg}$. The calculation assumes a neutron binding energy of 2.310 MeV for the four orbitals.
removing a nucleon from an initial state $\left|\Phi_{i}^{A}\right\rangle$ to a final state $\left|\Phi_{f}^{A-1}\right\rangle$ and is defined as

$$
\begin{equation*}
\left.S=\frac{1}{2 J_{i}+1} \sum_{M_{i} M_{f}}\left|\left\langle\Phi_{f}^{A-1}\right| \tilde{a}_{k, m}\right| \Phi_{i}^{A}\right\rangle\left.\right|^{2}=\frac{1}{2 J_{i}+1}\left|\left\langle\Phi_{f}^{A-1}\left\|\tilde{a}_{k}\right\| \Phi_{i}^{A}\right\rangle\right|^{2} . \tag{2.8}
\end{equation*}
$$

where $J_{i}$ means the initial spin, $k$ stands for single-particle quantum numbers $n l j$, and $\tilde{a}_{k, m}$ is defined using the annihilation operator $a_{k, m}$ as

$$
\begin{equation*}
\tilde{a}_{k, m}=(-1)^{j+m} a_{k,-m} . \tag{2.9}
\end{equation*}
$$

In the last expression of Equation (2.8), the Wigner-Eckart theorem has been used. The spectroscopic factor is often calculated in the isospin formalism. In this case, the spectroscopic factor with an explicit isospin label $S(T)$ is related to the one in the proton-neutron formalism by $S=C^{2} S(T)$ with $C$ being the isospin Clebsch-Gordan coefficient. This is often simply written as $C^{2} S$.

The spectroscopic factor is usually calculated with the shell model. When making comparisons with experimental spectroscopic factors [77], a center-of-mass correction to shell-model spectroscopic factors needs to be applied. The correction is given by

$$
\begin{equation*}
C^{2} S \rightarrow\left(\frac{A}{A-1}\right)^{N} C^{2} S \tag{2.10}
\end{equation*}
$$

where $N=2 n+l$ corresponds to the major oscillator quantum number.
The theoretical cross section to populate final states $J^{\pi}$ by removing nucleons with singleparticle quantum numbers $n l j$ is given by

$$
\begin{equation*}
\sigma_{\mathrm{th}}=\sum_{n l j}\left(\frac{A}{A-1}\right)^{N} C^{2} S\left(J^{\pi}, n l j\right) \sigma_{\mathrm{sp}}\left(S_{N}+E_{\mathrm{x}}\left(J^{\pi}\right), n l j\right) \tag{2.11}
\end{equation*}
$$

where the first factor is the center-of-mass correction for the shell-model spectroscopic factors already given by Equation (2.10), the second one is the spectroscopic factor taken from the shellmodel calculation, and the last one is the single-particle cross section from reaction calculations evaluated at the effective separation energy. The single-particle cross section $\sigma_{\text {sp }}$ should contain both contributions from the stripping and diffractive breakup processes.

### 2.2.6 Quenching of spectroscopic factors

One-nucleon knockout reactions are an established tool for spectroscopic studies of nuclei far from the stability line. However, a systematic reduction of spectroscopic factors with respect to theoretical predictions has been observed, and it remains an open question regarding the theoretical description of the reaction [75, 78]. The reduction factor, sometimes referred to as the quenching factor, is defined as the ratio of the experimental and theoretical cross sections

$$
\begin{equation*}
R_{S}=\frac{\sigma_{\mathrm{exp}}}{\sigma_{\mathrm{th}}} . \tag{2.12}
\end{equation*}
$$

From extensive studies on electron-induced proton knockout reactions on stable nuclei, it was found that the reduction factor lies between 0.5 and 0.7 [79]. Recent studies on nuclear-targetinduced knockout reactions on unstable nuclei with high asymmetry in proton and neutron numbers revealed that the reduction factors are $0.8-0.9$ for the knockout of a weakly bound nucleon and $0.3-0.4$ for a deeply bound nucleon [78]. The reduction of spectroscopic factors is not unique to knockout reactions. This phenomenon was also observed in "traditional" lowenergy transfer reactions such as $(p, d)$ [80]. Much effort has been devoted to this problem, but a complete understanding is not yet obtained. The reduction of the spectroscopic factors is currently considered to be originating from correlations due to short-range interactions as well as longer-range couplings missing in the nuclear structure theories with a truncated model space.

Gade et al. have pointed out that the reduction factors show a tight correlation when plotted against the difference in separation energies $\Delta S$. Here the $\Delta S$ is defined as $S_{n}-S_{p}$ for neutron removal and $S_{p}-S_{n}$ for proton removal [75]. Therefore, $\Delta S$ is a measure of the asymmetry of the Fermi surfaces for neutrons and protons. In Figure 2.6, $R_{S}$ is shown as a function of the asymmetry parameter $\Delta S$. In nuclear structure studies employing nucleon knockout reactions, the reduction factor is sometimes treated as an empirical parameter that can be inferred from the systematics. An empirical reduction factor is parameterized as

$$
\begin{equation*}
R_{S}(\Delta S) \approx 0.61-0.016 \Delta S, \tag{2.13}
\end{equation*}
$$

where $\Delta S$ is measured in units of MeV . This empirical formula was taken from a fit to a collection of observed reduction factors. In this work, for instance, the reduction factor for the ground state is taken to be $R_{S}=0.87$ for ${ }^{31} \mathrm{Mg}\left(S_{n}=2.310(5) \mathrm{MeV}\right.$ and $S_{p}=18.86(6) \mathrm{MeV}$ [3] $)$.


Figure 2.6: Systematics of the ratio $R_{S}$ of the experimental and theoretical cross sections for one-neutron (red circles) and one-proton (blue circles) removal as a function of the asymmetry parameter $\Delta S$. The black squares are for electron-induced proton knockout reactions. Figure taken from [78].

## Chapter 3

## Experiment

The present experiment was carried out at the National Superconducting Cyclotron Laboratory (NSCL) at Michigan State University [81]. Secondary beams of ${ }^{31} \mathrm{Mg},{ }^{32} \mathrm{Mg},{ }^{34} \mathrm{Si}$, and ${ }^{35} \mathrm{P}$ were delivered by the A1900 fragment separator and impinged on a beryllium reaction target to induce nucleon removal reactions. A combination of the momentum analysis of knockout residues and the prompt $\gamma$-ray detection made it possible to extract cross sections and parallel momentum distributions associated with each state in ${ }^{30} \mathrm{Mg}$. The momentum analysis of the ${ }^{30} \mathrm{Mg}$ residue was performed with the S800 magnetic spectrograph, by measuring their trajectories using charged-particle detectors at the focal plane of the spectrograph. De-excitation $\gamma$ rays emitted from ${ }^{30} \mathrm{Mg}$ were detected by an array of high-purity germanium detectors, GRETINA, which surrounded the reaction target. In the first four sections, the beam delivery, devices, detectors, and electronics relevant to the experiment are described in detail. A summary of the data collected during the experiment is also presented in Section 3.5 .

### 3.1 Production of radioactive beams

In the present experiment, excited states in ${ }^{30} \mathrm{Mg}$ are studied via nucleon removal reactions from ${ }^{31} \mathrm{Mg},{ }^{32} \mathrm{Mg},{ }^{34} \mathrm{Si}$, and ${ }^{35} \mathrm{P}$. Since these nuclei are unstable to $\beta$ decay and short-lived, they are produced as radioactive ion beams. There are mainly two techniques employed for the production of radioactive ion beams. One is the isotope separation online (ISOL) method [82]. In this approach, a very thick target is irradiated by, in most cases, a high-intensity proton beam, and radioactive isotopes are produced by spallation, fission, and fragmentation reactions of the target nuclei. The radioactive ions are extracted from the target, ionized, separated, and accelerated to perform nuclear reaction studies. The other is the in-flight method [82, 83]. In this approach, a heavy-ion beam at relatively high energy (typically more than $100 \mathrm{MeV} /$ nucleon), impinges on a production target and interacts with the target nuclei. A fast beam of radioactive ions is produced by spallation, fission, and fragmentation reactions of the projectile nuclei. As the beam contains a wide range of radioactive nuclides, the beam is sometimes called a "cocktail", and this necessitates mass separation online.

The latter approach was adopted in the present experiment. One of the advantages of using in-flight over ISOL technique is that the high velocity of the beam allows for the use of a thicker reaction target as compared to ones used in experiments employing low-energy beams since the fast beam loses very little energy in the target. This means that there are more collision centers available and thus a gain in luminosity.

Note that, in in-beam experiments, sometimes the presence of isomeric states in the beam causes problems. In the case of nucleon knockout reactions, the population of the states changes depending on the initial state of the projectile, and usually it is very difficult to disentangle which state is populated from the ground or isomeric states. There are two known long-lived states in ${ }^{31} \mathrm{Mg}$, the $3 / 2_{1}^{+}$and $7 / 2_{1}^{-}$states. Nevertheless, these states would have decayed over the flight path, as the lifetimes of these states [84] are much shorter than the traveling time in the A1900. Therefore, the incoming ${ }^{31} \mathrm{Mg}$ cannot be in an excited state when the knockout reaction takes place.

The secondary beams were produced by impinging a primary beam of ${ }^{48} \mathrm{Ca}$ on a beryllium production target. To produce the primary beam, first ${ }^{48} \mathrm{Ca}$ has to be ionized and accelerated up to a relativistic energy. A sample of ${ }^{48} \mathrm{Ca}$ was heated and vaporized, and the resulting neutral atoms were then ionized inside an electron cyclotron resonance (ECR) type ion source. The ions were sent to the first stage of the coupled cyclotron facility, namely the K500 superconducting cyclotron [85]. The ions were accelerated up to $12.32 \mathrm{MeV} /$ nucleon inside this cyclotron with a radio-frequency (RF) electric field and a stational magnetic field. The RF matches the cyclotron frequency of the ion, $q B / \gamma m$. The beam was extracted using an electric deflector and transported via the coupling line to another superconducting cyclotron, the K1200. A carbon foil is placed at the entrance of the K1200 so that the electrons are stripped off the ion for a higher charge state. This allows the ion to be further accelerated without increasing the magnetic field or the radius of the cyclotron. The charge state of ${ }^{48} \mathrm{Ca}$ changed to fully stripped (20+) by the carbon stripper. The beam was further accelerated up to $140 \mathrm{MeV} /$ nucleon, corresponding to $50 \%$ of the speed of light.

The primary beam extracted from the K1200 was directed onto a thick beryllium production target, where a cocktail beam of radioactive nuclides is produced by projectile fragmentation [83, 86]. The thickness of the production target used for the present experiment was $846 \mathrm{mg} / \mathrm{cm}^{2}$. The secondary beam of interest is then selected from the rest of the fragmentation products by the A1900 fragment separator [87, 88], which spans from the production target to the focal plane. This device has a large acceptance to achieve a high collection efficiency of fragments, making it the second-largest acceptance fragment separator currently in operation [81]. As illustrated in Figure 3.1, the A1900 consists of eight triplets of superconducting quadrupole magnets and four $45^{\circ}$ dipoles with a maximum magnetic rigidity of 6 Tm . The specifications of the A1900 include a solid-angle acceptance of 8 msr , a momentum acceptance of $5.5 \%$, and a momentum resolution of 3000 . First, the fragments emerging from the production target were selected by a magnetic rigidity of the first half of the A1900 with a combination of slits. The selection is based on the fact that the momentum-to-charge ratio $p / q$ is proportional to the magnetic rigidity $B \rho$. In fragmentation reactions, the velocities of the fragments are almost the same as the projectile. In addition, at intermediate energies, the ions are mostly in the fully-stripped charge state. Therefore, the separator allows ions with a narrow range of $A / Z$ values to be transmitted. An achromatic wedge-shaped degrader of aluminum with a thickness of $300 \mathrm{mg} / \mathrm{cm}^{2}$ was placed at the intermediate image 2 (see Figure 3.1). The wedge degrader is essential for further purification of the beam. The principle of the purification is referred to as the momentum-loss achromat [89]. Fragments with different atomic numbers experience different energy losses when passing through the degrader since the stopping power is proportional to the atomic number squared, i.e. $-d E / d x \propto Z^{2}$. Therefore, the use of the degrader leads to different magnetic rigidities depending on the atomic number, while the wedge shape of the degrader recovers the achromatism of the fragment separator. Thus, the second half of the A1900 provides
isotopic separation of fragments. Finally, the fragments were transported to the final focal plane of the A1900 where the dispersion cancels. It has to be noted that the overall momentum acceptance of the A1900 is set by the slits of all the dispersive focal planes. The final focal plane of the A1900 immediately follows the extended focal plane and the transfer line coupled to the S800 spectrograph detailed in the next section. A thin plastic scintillator named XFP is installed at the extended focal plane and the scintillation light is read out by one photomultiplier. In the present experiment, the thickness of the scintillator was chosen to be $163 \mu \mathrm{~m}$. The signal from this detector provides the timing information for the particle identification of incoming particles. Details on the particle identification are given in the following sections.


Figure 3.1: Top view of the coupled cyclotrons and the A1900 fragment separator. The secondary beam produced and purified by the A1900 separator is transmitted to the S 800 via the transfer line (not shown in this figure) beyond the A1900's focal plane. Figure taken from [88] with modifications.

### 3.2 The S800 spectograph

The S800 is one of the key devices for experiments involving intermediate-energy radioactive beams, especially in-beam $\gamma$-ray spectroscopy at NSCL [90]. An illustration of the S800 is shown in Figure 3.2. The device is composed of two main parts. The first part is called the analysis line, and it refers to the section between the object point and the reaction target. The beam coming from the A1900 fragment separator bends by $45^{\circ}$ downward, passes through the intermediate image, then bends by $45^{\circ}$ upward, and finally directed onto the reaction target. For the present experiment, a beryllium target with a thickness of $375 \mathrm{mg} / \mathrm{cm}^{2}$ was chosen. The target assembly consists of a beryllium plate of $5 \mathrm{~cm} \times 5 \mathrm{~cm}$ and a plastic frame and cradle to hold the target. The assembly is inserted in the beam pipe using a push stick of a specific length to ensure that the target is placed at the designed target position properly. The other part of the S800 is the spectrograph that provides momentum-analysis of the residuals after reactions. The spectrograph spans from the target to the focal plane. The outgoing particles are first focused by two superconducting quadrupole magnets and then deflected by two dipoles by $150^{\circ}$. According to the relation $B \rho=p / q$, the magnetic rigidity of the dipoles is adjusted to cover the outgoing particles of interest. The spectrograph also has a large acceptance. More specifically, it is
characterized by a solid angle acceptance of 20 msr and a momentum acceptance of $\pm 2 \%$. Ions with a magnetic rigidity up to 4 Tm can be transported. The spectrograph can rotate around the target to measure the angular distribution of reaction products, but it is not necessary for this kind of experiments, so the rotation is fixed at $0^{\circ}$.

For the operation of the analysis line and the S 800 , several modes of ion optics are available. In the present experiment, the so-called focused mode was used. In this mode, the analysis line is tuned to be achromatic and the beam is focused on the target. As the momentum spread at the object point propagates to the focal plane, the resolution for the momentum transfer is determined by the momentum acceptance of the A1900 fragment separator. This mode provides a large momentum acceptance of $\pm 2 \%$ in the analysis line and is suitable for experiments where a high momentum resolution is not required. For a better resolution, the beam trajectory in the middle of the analysis line provides momentum tagging, and for this purpose, a set of two Parallel Plate Avalanche Counters (PPACs) at the intermediate image can be utilized. The individual strip readout enables them to function at a relatively high counting rate. However, in the present experiment, the PPACs received a large number of incoming ions that caused damages on them. This resulted in a much lowered detection efficiency, so the beam track information from the PPACs was not used for the in-beam data analysis.


Figure 3.2: Side view of the S 800 . The radioactive beam is transported through the analysis line and reactions take place at the target position. The reaction residues are analyzed by the S 800 spectrograph and detected in the focal plane. Figure taken from [91] with modifications.

### 3.2.1 Detector setup

The focal plane of the S800 spectrograph is equipped with a pair of cathode-readout drift chambers (CRDC) to track the trajectory of the outgoing particles, an ionization chamber to measure the energy loss for the atomic-number identification, and a plastic scintillator for the time-of-flight (TOF) measurement and triggering of the electronics and data acquisition [92]. The detectors in the focal plane are illustrated in Figure 3.3.

The CRDCs provide a measurement of position and angle in the focal plane. The first CRDC
is placed at the actual focal plane of the ion optics. The second detector is placed downstream and is separated by 1073 mm from the first one. The principle of operation of these detectors is almost identical to that of a (single-wire) drift chamber, except that the signals induced on segmented cathodes are read out so that the detector is sensitive to the position along the wire direction. An outgoing particle passing through the CRDC ionizes the gas filled in the detector, ionization electrons drift toward the anode wire with an electric field, and the induced charges on cathode pads are read out. The cathode pads are arranged with a pitch of 2.54 mm along the vertical direction. The position along the horizontal direction is determined by the drift time of ionization electrons measured relative to the timing signal from the E1 scintillator, which is described later. The resulting position resolution is about 0.5 mm in both directions. The CRDCs are filled with a gas mixture of $80 \%$ tetrafluoromethane and $20 \%$ isobutane typically at a pressure of 40 Torr. The detectors have an active depth of 1.5 cm and an active area of $30 \mathrm{~cm} \times 59 \mathrm{~cm}$.

An ionization chamber is located downstream of the CRDCs. This detector provides a measurement of the energy lost by the outgoing particle while traversing the detector, and this information is used to identify the atomic number, as the energy loss is proportional to the atomic number squared (c.f. the Bethe-Bloch formula). The detector is filled with P10 gas i.e. a mixture of $90 \%$ argon and $10 \%$ methane at a pressure of 300 Torr. The active area of the detector is almost the same as that of the CRDC and the active depth is 406 mm . It consists of 16 pairs of alternating anodes and cathodes perpendicular to the beam direction. The advantage of the segmentation is that electrons and ions are collected quickly and thus pileup and position dependence effects are reduced.

A large plastic scintillator named E1 immediately follows the ionization chamber. This scintillator provides a measurement of the time of flight used for the particle identification and is also used to trigger the S800's electronics and data acquisition. The detector has a thickness of 1 mm and a comparable active area as those of the detectors upstream. The scintillator is coupled with two photomultipliers and the light is read out from both ends. Due to path-length differences of the particles traveling in the S800, the timing depends on the trajectory and is critical for the identification of the outgoing particles. This dependence can be corrected by using the position information provided by the CRCDs, and this correction is demonstrated later in Section 4.1.1.

Another plastic scintillator with a thickness of $254 \mu \mathrm{~m}$ is placed at the object point of the S800. This scintillator is called OBJ for short. As will be described in the section 3.2.3, the time difference between OBJ and E1 provides the TOF information for the identification of outgoing particles, while the time difference between OBJ and the scintillator at the A1900's extended focal plane (XFP) is used for the identification of incoming particles.

### 3.2.2 Four-momentum reconstruction

As reviewed in 3.2.1, the trajectory of the reaction residue is measured by the CRDCs. The hit positions from the two CRDCs allow for the determination the position and angle at the focal plane. These are represented by four parameters, $x_{\mathrm{fp}}, a_{\mathrm{fp}}, y_{\mathrm{fp}}$, and $b_{\mathrm{fp}}$. As the S 800 has an upright configuration, one has to be careful with the convention of the coordinate system; $x_{\mathrm{fp}}$ is the position in the dispersive (vertical) direction and $y_{\mathrm{fp}}$ is the position in the non-dispersive (horizontal) direction. $a_{\mathrm{fp}}$ and $b_{\mathrm{fp}}$ are the angles associated with $x_{\mathrm{fp}}$ and $y_{\mathrm{fp}}$ respectively, and the $z$-axis points toward the beam direction. To correctly reconstruct the particle trajectory, the


Figure 3.3: Illustration of the detector configuration at the S 800 focal plane. Figure taken from [91].
position calibration is required for each CRDC. The calibration is illustrated in Section 4.1.1.
The set of four observables, $x_{\mathrm{fp}}, a_{\mathrm{fp}}, y_{\mathrm{fp}}$, and $b_{\mathrm{fp}}$, can be transformed into another set of parameters at the target position, $a_{\mathrm{ta}}, y_{\mathrm{ta}}, b_{\mathrm{ta}}$, and $d_{\mathrm{ta}}$ [93]. All the parameters are defined in relation to a central trajectory of the S800 spectrograph, and the associated central momentum is given by $p_{0}=q B \rho_{0}$. The definition of the first three parameters is trivial. The last parameter $d_{\mathrm{ta}}$ is defined as the relative (kinetic) energy deviation $\left(T-T_{0}\right) / T_{0}$ with $T_{0}$ being the kinetic energy equivalent to $p_{0}$. It should be noted that, when the transformation is performed, the $x$ position at the target, $x_{\mathrm{ta}}$, cannot be calculated and is assumed to be zero. A set of Taylor expansion coefficients that relates the parameters at the focal plane and the target position can be calculated using an ion optics code, and the resulting set of coefficients is called an ion-optic map. Usually, a map gives the propagation of ion trajectories going to the forward direction, but in the present case, an inverse version of the map is needed. The inverse map including aberration effects can be calculated by the code COSY INFINITY [94] by specifying the magnetic settings of the dipoles and quadrupoles. In the present work, coefficients up to fifth order are considered. Since the trajectory of particles depends on the magnetic setting of the spectrograph, an inverse map needs to be prepared for each reaction setting. The advantage of the inverse-map approach is the fast processing of data. Without using the inverse map, event-by-event ray tracing in the magnetic field would be necessary.

Once the parameters $a_{\mathrm{ta}}, y_{\mathrm{ta}}, b_{\mathrm{ta}}$, and $d_{\mathrm{ta}}$ are reconstructed using the inverse map, the fourmomentum $p^{\mu}$ can also be deduced. In the following, $M, q, B \rho$, and $P$ respectively denote the particle's mass, charge, magnetic rigidity, and the magnitude of the three-momentum. First, using the relation

$$
\begin{equation*}
\gamma \beta=\frac{P}{M}=\frac{B \rho q}{M}, \tag{3.1}
\end{equation*}
$$

the Lorentz factor $\gamma_{0}=1 / \sqrt{1-\beta_{0}^{2}}$ corresponding to the magnetic rigidity setting of the S800
spectrograph $(B \rho)_{0}$ is given by

$$
\begin{equation*}
\gamma_{0}=\sqrt{1+\left(\gamma_{0} \beta_{0}\right)^{2}}=\sqrt{1+\left(\frac{(B \rho)_{0} q}{M}\right)^{2}} . \tag{3.2}
\end{equation*}
$$

The parameter $d_{\mathrm{ta}}$, defined as the fraction of the kinetic energy difference from the S800's central kinetic energy, is related to $\gamma$ and $\gamma_{0}$ by

$$
\begin{equation*}
d_{\mathrm{ta}}=\frac{T-T_{0}}{T_{0}}=\frac{E-E_{0}}{E_{0}-M}=\frac{\gamma-\gamma_{0}}{\gamma_{0}-1} . \tag{3.3}
\end{equation*}
$$

Using this equality, one obtains

$$
\begin{equation*}
\gamma=\gamma_{0}+d_{\mathrm{ta}}\left(\gamma_{0}-1\right) . \tag{3.4}
\end{equation*}
$$

Therefore, the kinetic energy and the magnitude of the momentum can be written as

$$
\begin{align*}
& T=M(\gamma-1)=M\left[\gamma_{0}+d_{\mathrm{ta}}\left(\gamma_{0}-1\right)-1\right]  \tag{3.5}\\
& P=M \gamma \beta=M \sqrt{\left[\gamma_{0}+d_{\mathrm{ta}}\left(\gamma_{0}-1\right)\right]^{2}-1} \tag{3.6}
\end{align*}
$$

The four-momenta are written as

$$
\begin{equation*}
p^{\mu}=(T+M, P \hat{\boldsymbol{p}}) \tag{3.7}
\end{equation*}
$$

where $\hat{\boldsymbol{p}}$ is the normalized momentum vector defined as

$$
\begin{equation*}
\hat{\boldsymbol{p}}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) . \tag{3.8}
\end{equation*}
$$

The angles of the outgoing particle, $\theta$ and $\phi$, are calculated from $a_{\mathrm{ta}}$ and $b_{\mathrm{ta}}$ using the following relations

$$
\begin{align*}
\sin \theta & =\sqrt{\sin ^{2} a_{\mathrm{ta}}+\sin ^{2} b_{\mathrm{ta}}}  \tag{3.9}\\
\tan \phi & =\frac{\sin b_{\mathrm{ta}}}{\cos a_{\mathrm{ta}}} \tag{3.10}
\end{align*}
$$

The normalized momentum vector can be rewritten as

$$
\begin{equation*}
\hat{\boldsymbol{p}}=\left(\sin a_{\mathrm{ta}}, \sin b_{\mathrm{ta}}, \sqrt{1-\left(\sin ^{2} a_{\mathrm{ta}}+\sin ^{2} b_{\mathrm{ta}}\right)}\right) . \tag{3.11}
\end{equation*}
$$

The parallel and transverse components of the momentum vector are then given by

$$
\begin{align*}
& p_{\|}=P \cos \theta=P \sqrt{1-\left(\sin ^{2} a_{\mathrm{ta}}+\sin ^{2} b_{\mathrm{ta}}\right)},  \tag{3.12}\\
& p_{\perp}=P \sin \theta=P \sqrt{\sin ^{2} a_{\mathrm{ta}}+\sin ^{2} b_{\mathrm{ta}}} . \tag{3.13}
\end{align*}
$$

### 3.2.3 Particle identification

As briefly described in Section 3.2.1, three plastic scintillators (XFP, OBJ, and E1) are used to provide TOF measurements for the identification of incoming (secondary beam) and outgoing (reacted) particles. The time difference between the XFP and OBJ scintillators is proportional to the mass-to-charge ratio $A / q$ of incoming particles. This is because the fragments have
been filtered by the A1900 fragment separator so that they have a common magnetic rigidity $B \rho=p / q$ and this implies that the product of the mass-to-charge ratio $A / q$ of the fragment and its velocity stays constant. Provided that there are no other fragments that have almost the same $A / q$ in the section between XFP and OBJ, the species of the incoming particles can be uniquely identified only by this TOF information. Similarly, the time-difference between OBJ and E1 is sensitive to $A / q$ of outgoing particles. Here, one must consider the fact that the flight path inside the S800 spectrograph strongly depends on the momentum and angle of the outgoing particle, resulting in a TOF difference of the order of several nanoseconds. The TOF difference leads to a deteriorated outgoing particle identification, but the flight-path length can be corrected by using the measured position and angle information at the S800's focal plane. There can be drifts in the TOF due to damages on plastic scintillators caused by the beam irradiation. A timedependent correction needs to be applied in addition to the flight-path correction. Together with the energy loss measured by the ionization chamber, which is proportional to $Z^{2}$, the particle identification of outgoing particles is accomplished without ambiguities. It has been observed that the measured energy loss also depends on the $x$ position on the ionization chamber, but this can be easily corrected.

### 3.3 GRETINA

The high-resolution detection of prompt $\gamma$ rays emitted from excited states in nuclei of interest was made possible with the Gamma-Ray Energy Tracking In-beam Nuclear Array (GRETINA), which is the key device of the present experiment. In this section, details on GRETINA and the basic procedure of the $\gamma$-ray data analysis are described.

### 3.3.1 Overview of GRETINA

GRETINA is a new-generation array of $\gamma$-ray detectors [95-97]. GRETINA is especially suitable for experiments with intermediate-energy radioactive-ion beams and it has demonstrated its power in a number of nuclear structure studies performed in various accelerator facilities. The results of commissioning experiments performed at NSCL are summarized in [98].

In the current experiment, the array consisted of 7 modules, each of which houses 4 crystals of high-purity germanium crystals ( 28 crystals in total). Each crystal is tapered in a hexagonal shape at the front face. There are two types of crystals which differ in the shapes, called A-type and B-type, so that a spherical surface is approximated when the crystals are closely packed. As can be seen in Figure 3.4, two A-type and B-type crystals share the same cryostat and are enclosed in one GRETINA module, which is sometimes called a quad. Overall, seven quads provide a solid angle coverage of about $1 \pi$. The high solid-angle coverage gives a photo-peak efficiency of about $5 \%$ at 1 MeV .

One of the most important abilities of GRETINA is the sub-segment reconstruction of $\gamma$-ray interaction points. Each crystal is electrically segmented into 36 parts, as shown in Figure 3.4 , for the $\gamma$-ray hit-position sensitivity. Online signal processing provides sub-segment interaction points with a resolution of 4 mm in FWHM [99]. This is one of the key developments and is crucial for the Doppler correction (see Section 3.3.2 for details).

It should be noted that GRETINA is still in the process of upgrading. In the foreseeable future, the construction of the full $4 \pi$ array, $\gamma$-ray Energy Tracking Array (GRETA) that calls for 28 modules, is planned.
(a)

(b)

(c)


Figure 3.4: Schematic drawings of (a) an individual crystal with the electrical segmentation, (b) compartments housing four crystals, and (c) a GRETINA module. The crystal has a central contact (electrode) inside, but it is not visible in the figure. Taken from [97] with modifications.

## Geometrical design

Photographs of the experimental setup in the S800 experimental hall and the GRETINA modules are shown in Figures 3.6 and 3.7 . All the GRETINA modules are mounted on a rigid aluminum support frame composed of two hemispheres. The mounting positions on the support frame are called the holes. The current support frame has four and ten holes respectively in rings at $58^{\circ}$ and $90^{\circ}$, relative to the beam axis. However, two positions at $90^{\circ}$ are used for the axle mechanism to hold the frame. In the configuration adopted for the present experiment, four modules are mounted on the holes centered at $58^{\circ}$ and the remaining three modules are mounted at $90^{\circ}$. This arrangement is called the NSCL standard configuration. The numbers associated with each hole and the crystal number within one module are indicated in the "world map" (see Figure 3.5). The distance between the target and the surface of the module is about 18 cm . The support frame is placed on a cart so that the two hemispheres can slide on rails. The positioning of the hemispheres is based on a guide-pin mechanism allowing high-precision alignment. It was found that the position of the hemispheres relative to the S 800 experimental hall varies less than 1 mm [98].

## Waveform processing

When a $\gamma$-ray interaction takes place, electron-hole pairs are generated in the crystal. They drift towards the electrodes according to the crystal's internal electric field. The charge signals induced on segments are sent to preamplifiers and the resulting transient waveforms are recorded by digitizers. By comparing the waveforms with basis signals generated by simulations, it is possible to achieve a higher position resolution than that determined by the electrical segment size. The basis signals are computed based on the Shockley-Ramo theorem in which the time evolution of the induced signal on the electrode, i.e. the instantaneous electric current is related to the motion of a charge in the crystal [100]. More specifically, The induced signals on the electrodes are calculated using weighting potentials $\phi_{0}(\boldsymbol{x})$, which are the solutions to Poisson's equation with boundary conditions that a specific electrode is set to a fixed potential of unity and the rest are grounded. The signal induced by moving electrons with charge $-q$ can be expressed as

$$
\begin{equation*}
Q(t)=-q \phi_{0}(x(t)) . \tag{3.14}
\end{equation*}
$$

The motion of the holes also contributes to signal formation. Equation (3.14) implies that the transient signal carries information on the position where the $\gamma$-ray interaction takes place, and the signals are induced not only on the segment where a $\gamma$-ray interacts but also on neighboring segments. Together with the electric-field map of the crystal and the charge mobility, the basis signals induced on all the electrodes can be pre-generated for each interaction point by simulations. The observed signals are compared with the basis signals to find the best fit of the energy and interaction point. This waveform processing is termed "decomposition", and this technique has been applied to the Segmented Germanium Array (SeGA) [101], a progenitor of GRETINA at NSCL. It has to be noted that the basis signals generated by simulations are for a single interaction point, but the decomposition process also allows to handle more than one interaction point contained in one segment, since the measured signals are a superposition of those originating from individual interaction points. As a result of the decomposition, a set of energies and interaction points is obtained. The decomposition is performed by a dedicated computer farm in real time, so there is no need to run the decomposition process offline.


Figure 3.5: Distribution of the $\gamma$-ray hit positions, the "world map", taken from an offline measurement using a ${ }^{152}$ Eu source. Hole and crystal numbers are indicated.

### 3.3. GRETINA



Figure 3.6: Experimental setup in the S 800 vault. The beam comes from the left. GRETINA's supporting shell is seen at the center of this picture.


Figure 3.7: GRETINA modules in the NSCL standard configuration where seven quads are installed. The beam axis points into the paper. A reaction target is inside the beam pipe. Figures courtesy of Dr. Shumpei Noji at NSCL.

### 3.3.2 Doppler correction

As $\gamma$ rays are emitted in flight typically at a velocity of $40 \%$ of the speed of light, the $\gamma$-ray energies are affected by the Doppler effect. The formula for the Doppler shift is obtained by transformation of the $\gamma$-ray four-momenta $p^{\mu}=(E, \boldsymbol{p})$ from the intrinsic frame to the laboratory frame. The original $\gamma$-ray energy can be related to the observed energy in the laboratory frame as

$$
\begin{equation*}
E_{\text {lab }}=E \gamma(1+\beta \cos \alpha) \tag{3.15}
\end{equation*}
$$

where $\alpha$ denotes the emission angle of the $\gamma$ ray in the intrinsic frame. By inverting this equation, one obtains

$$
\begin{equation*}
E=E_{\text {lab }} \gamma\left(1-\beta \cos \alpha_{\mathrm{lab}}\right) . \tag{3.16}
\end{equation*}
$$

This means that one can reconstruct the actual transition energy knowing the emission angle of the $\gamma$ ray. This is the main reason that the $\gamma$-ray hit position sensitivity is critical for in-beam $\gamma$-ray spectroscopy with fast beams.

Due to the finite position resolution and the uncertainty in the velocity of the residual, the $\gamma$-ray peak in the Doppler-corrected spectrum is more broadened than the intrinsic energy resolution $\Delta E_{\text {int }}$. The fractional peak broadening is calculated as

$$
\begin{equation*}
\left(\frac{\Delta E}{E}\right)^{2}=\left(\frac{\Delta E_{\mathrm{int}}}{E_{\mathrm{lab}}}\right)^{2}+\left(\frac{\gamma^{2}\left(\beta-\cos \alpha_{\mathrm{lab}}\right)}{1-\beta \cos \alpha_{\mathrm{lab}}}\right)^{2} \Delta \beta^{2}+\left(\frac{\beta \sin \alpha_{\mathrm{lab}}}{1-\beta \cos \alpha_{\mathrm{lab}}}\right)^{2} \Delta \alpha_{\mathrm{lab}}^{2} \tag{3.17}
\end{equation*}
$$

where $\Delta \alpha_{\text {lab }}$ is the uncertainty in the angle arising from the finite position resolution and $\Delta \beta$ is the uncertainty in the velocity. The overall energy resolution and the contributions from each term are visualized in Figure 3.8. In forward and backward angles, the contribution from the velocity uncertainty dominates. As the target thickness is the main source of the velocity uncertainty, the target should be as thin as possible, but this is a trade-off between the resolution and luminosity. The intrinsic energy resolution also contributes to the Doppler-corrected energy, but its impact on the overall energy resolution is not large.

### 3.3.3 Add-back analysis

Instead of being fully absorbed in one crystal, a $\gamma$ ray might also be scattered into neighbouring crystals. In this case, only part of the energy is deposited in each crystal. This leads to increased Compton background in the $\gamma$-ray spectrum and thus worsens the peak-to-total ratio. The photopeak efficiency and the peak-to-total ratio can be improved by adding the energy deposition from the neighboring crystals together. This process to recover the original energy of scattered $\gamma$ rays is called add-back. If two crystals containing interaction points of interest share a common boundary, they are considered nearest neighbors and their energy is added. In this approach, the angle of the incident $\gamma$ ray needed for the Doppler correction is taken from the position of the interaction point with the highest energy deposition.

In in-beam $\gamma$-ray spectroscopy, especially with knockout reactions induced by a nuclear target, many prompt $\gamma$ rays including the in-beam background are emitted in coincidence, making $\gamma$-ray multiplicity high. This results in wrong summing of prompt $\gamma$ rays, and in this situation the absolute add-back efficiency cannot be reliably determined. Therefore, add-back is not used for the extraction of the absolute $\gamma$-ray yields and thus for the cross sections in the present analysis. Add-back is used for $\gamma$-ray peak identification, $\gamma-\gamma$ coincidence analysis, and the extraction of momentum distributions, as it gives higher spectral quality.


Figure 3.8: Fractional energy resolution resulting from 1-MeV photon in the rest frame and the Doppler correction for $\beta=0.4$. A velocity uncertainty of $2 \%$, an angle resolution of 1 mrad , and an intrinsic resolution of $0.1 \%$ have been assumed.

### 3.3.4 Offline detector characterization

Energy and efficiency calibrations are important for a precise determination of $\gamma$-ray energies and intensities. Calibrated $\gamma$-ray energies are given by the signal decomposition process, if the calibration parameters were provided. However, it is beneficial to inspect the energy calibrations because of possible gain shifts during the in-beam measurements. Using the calibration data for GRETINA taken with several calibration sources before and after the physics runs, it was confirmed that there were no significant shifts in energy. In the in-beam data analysis, $\gamma$-ray energies are always re-calibrated (Figure 3.9), even though the deviations are quite small as compared to typical in-beam energy resolution and accuracy. The linearity of the $\gamma$-ray energies was also inspected. The origin of the zigzag pattern appearing in the residual plot (Figure 3.10) can be traced back to the non-linearity of the waveform digitizer, as has been pointed out in [99].

As will be shown in Section 4.4, experimental in-beam $\gamma$-ray spectra are fitted by simulated response functions to deduce the absolute $\gamma$-ray intensities. Therefore, it is worthwhile to test if the absolute photo-peak efficiency is accurately reproduced by simulations. To determine the photo-peak efficiency, several $\gamma$-ray sources were placed at the same position as the target used for an in-beam experiment, 18 cm away from the detector surfaces. For the absolute efficiency, a $\gamma$-ray source with a well-characterized activity has to be used. A standard ${ }^{152} \mathrm{Eu}$ source with a calibrated activity of 313.1 kBq (reference date 1 May, 1978) was used for the measurement. An uncertainty in the source activity of $1.4 \%$ was given by the manufacturer. Figure 3.11 shows a measured spectrum of ${ }^{152} \mathrm{Eu}$ in comparison with a simulation by the code UCGretina [102] based on the Geant4 Monte-Carlo package [103]. The measured spectrum is very well reproduced by the simulation. The details on the simulation are described in Section 4.4. The efficiency determination with the ${ }^{152} \mathrm{Eu}$ source is limited roughly up to 1.5 MeV as there are no $\gamma$-ray lines above this energy. For the efficiency higher than 1.5 MeV , a ${ }^{56} \mathrm{Co}$ source which provides $\gamma$-ray lines up to 3.5 MeV was used additionally. Since the activity of this source is not well known, the intensity was scaled so that the measured efficiency curve


Figure 3.9: Deviations of the recalibrated energies from the reference energies of the standard sources. The zig-zag pattern is originating from the non-linearity of the waveform digitizer.


Figure 3.10: Intrinsic energy resolution for a combined spectrum of all the GRETINA crystals. In the in-beam data analysis, the recalibrated $\gamma$-ray energies were always used.
is smoothly connected with that of ${ }^{152} \mathrm{Eu}$. An attempt to deduce the absolute efficiency with this approach is also illustrated in [98], though GRETINA was configured with eight quads in their measurement. The reference $\gamma$-ray intensities and energies of all the calibration sources are taken from IAEA [104]. The measured efficiencies are then compared with simulations where monoenergetic $\gamma$ rays were generated with a 100 keV step. The measured and simulated photo-peak efficiencies are plotted in Figure 3.12. The absolute efficiency is well reproduced by the simulations. This indicates that there is no need for empirical adjustments.

### 3.4 Electronics and data acquisition

### 3.4.1 S800 electronics and data acquisition

The detectors of the S800 spectrograph are equipped with a conventional data acquisition system that adopts an event-by-event readout scheme in which a master trigger signal controls the event


Figure 3.11: Comparison of measured and simulated spectra of $\gamma$ rays emitted from ${ }^{152} \mathrm{Eu}$. The measurement was performed using a ${ }^{152} \mathrm{Eu}$ standard source. The data were accumulated for 17 min . The simulated statistics amount to $1 \times 10^{6}$ decay events. The intrinsic resolution and the threshold effect were respectively modeled by $\sqrt{a+b E}$ and $1+\tanh [(E-c) / d]$ with $a, b, c$, and $d$ being free parameters to reproduce the spectra.


Figure 3.12: Absolute photo-peak efficiency of GRETINA without add-back. The blue points correspond to the measured efficiencies using calibration sources. The red points are taken from simulations where monoenergetic $\gamma$ rays are generated with an energy step of 100 keV .
readout. To record the timing information of the scintillators and the CRDC anode wires, and the charge information of the ionization chamber, TAC (Time-to-Amplitude Converter) and ADC are implemented in the S800 electronics. Additionally, the scintillator's timing signals are recorded by TDC (Time-to-Digital Converter). A scaler is used to count the input rates of the several trigger sources, the number of generated triggers, and the rates of the scintillators. The
master trigger is generated using the versatile trigger logic which is capable of handling multiple trigger sources. Coincidence conditions between two trigger sources can also be set, and this feature was used for the coincidence of the $\gamma$-ray and residual particle detection for the present experiment. The trigger sources used for the present experiment include the GRETINA singles, the downscaled S800 spectrograph, and the coincidence between the S800 and GRETINA. Here the downscaled S800 trigger was taken from the E1 scintillator. Every S800 event is timestamped using a clock running typically at 20 MHz to correlate the S800 events with those of GRETINA. A typical dead time of the S800 data acquisition is ranging from $120 \mu \mathrm{~s}$ to $200 \mu \mathrm{~s}$ depending on the number of channels to read. This dead time limits the maximum acceptable trigger rate. For the measurement of the dead time, a 10 kHz clock signal vetoed by the DAQ busy signal is recorded using a scaler in addition to a raw clock, and thus the DAQ running time and live time can be calculated.

In the in-beam data collection, the S 800 DAQ is triggered by two sources. One is the trigger signal generated by the E1 scintillator, and the other is the coincidence of E1 and GRETINA. This trigger condition ensures that a projectile-like particle is detected at the S800's focal plane. When the rate at the focal plane is low enough, the downscaling of the E1 trigger to reduce the data-taking rate is not necessary. The two trigger sources are simply mixed in this case. For some of the magnetic settings, the E1 trigger signal is downscaled by a factor of 15 or 3 to achieve a moderate data-taking rate. The DAQ is also allowed to run only with the GRETINA singles trigger to take source calibration data.

The CRDCs are equipped with electronics called the STAR front end electronics, which are developed by the STAR collaboration for their time projection chambers. The electronics consist of preamplifiers, shaping amplifiers, switched capacitor arrays, and ADCs. The switched capacitor array samples the waveform of the shaped signal when a trigger is issued and it is digitized by the ADC. The data readout is controlled by an external FPGA-based module that bridges the CRDC and the S800 electronics. The PPACs in the analysis line also adopt the same electronics.

### 3.4.2 GRETINA electronics

The transient current signals induced on the segmented electrodes and central contact are first integrated by built-in preamplifiers of the GRETINA module. The signals after the amplification are then sent to digitizers [105] to record the waveforms with a sampling frequency of 100 MHz . The recorded signals are time-stamped and stored in the digitizer module locally. The leadingedge timing of the central contact is used to trigger the system. The trigger signal is fed into the GRETINA Trigger Timing and Control logic and the trigger decision is made within the GRETINA electronics. The trigger logic can provide fast trigger outputs and can accept external triggers. This feature is used to link GRETINA with the S800 electronics. When a trigger condition is met, all channels are read out by an event matching process based on time stamps and raw data are transferred to the GRETINA computer farm. The stored data are dropped if a time-stamp matching does not occur within an expiration time. The signaldecomposition software running on the computer gives the position and energy of the interaction point. The GRETINA computer farm is capable of processing $3 \times 10^{4} \gamma$-ray events per second. A decomposed event is comprised of the timing and energy of the central contact, the energies of the segmented electrodes, a list of interaction points, and a time stamp. The GRETINA event building software collects event data from the decomposition processes. This software combines
the event data from the S800 data acquisition with the GRETINA events and finally writes them in disk. Note that the GRETINA event builder just orders events according to the time stamps, so it does not build coincidences of the S800 and GRETINA. More technical details on the GRETINA electronics can be found in [105-107].

### 3.4.3 Event building

For the in-beam data analysis, particle identification is required to associate $\gamma$ rays with a residual nucleus. As the data acquisition processes of the S800 and GRETINA run independently, S800 (GRETINA) events do not contain $\gamma$-ray (beam) information. Nevertheless, by looking at time stamps assigned to every event, it is possible to correlate S800 and GRETINA events to build coincidences of the $\gamma$ rays and the beam. This process is called the event building.

A conceptual illustration of the event building is shown in Figure 3.13. In the event-building process, one S 800 event is correlated with more than one GRETINA events within a given coincidence window based on the time ordering of the events. If a partner is not found within the window, the event is considered as non-coincident. In the data analysis of the present experiment, the event building was performed by a dedicated analysis code GrROOT [108]. The length of the coincidence window was set at 500 time units, corresponding to $5 \mu \mathrm{~s}$.


Figure 3.13: Schematic figure showing how the event building works. The circles correspond to events. A coincidence window of a fixed length is opened by either a S800 or GRETINA event. Multiple GRETINA events can extend the window (the rightmost case).

### 3.5 Summary of measurements

In the present experiment, measurements were performed with three incoming beam settings for the spectroscopy of ${ }^{30} \mathrm{Mg}$. The first setting is optimized for one-neutron knockout ( $-1 n$ ) from ${ }^{31} \mathrm{Mg}$. The second setting is for two-neutron removal ( $-2 n$ ) from ${ }^{32} \mathrm{Mg}$. The last setting is optimized for two-proton ( $-2 p$ ) knockout from ${ }^{34} \mathrm{Si}$, but this setting also allows for the transmission of ${ }^{30} \mathrm{Mg}$ arising from multi-nucleon removal from ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$. The secondary beam intensity can be more than 100 kpps , and this rate is too high for the focal plane detectors to accept. However, because of the limited momentum acceptance of the spectrograph, the unreacted secondary beam is inevitably cut when the magnets are optimized for the transmission of reaction products. This necessitates another magnetic setting dedicated to the measurements of unreacted particles, which gives crucial information needed for the analysis of momentum distributions and cross sections. In this case, the magnetic rigidities up to the S800 analysis line
are kept the same and only the spectrograph's magnetic field is changed. The reaction target does not have to be removed, because the energy straggling effects in the target need to be evaluated experimentally. The magnetic rigidity settings are summarized in Table 3.1. A summary of the beam intensities, run numbers, and total running times is shown in Table 3.2.

In addition to these physics runs, mask calibration data were taken several times to track the time dependence of the calibration whenever the secondary beam setting was switched. Offline measurements for GRETINA were performed before and after the physics runs.
Table 3.1: Magnetic settings for the transmission of the secondary beams of interest. The magnetic rigidities of the A1900 are indicated in units of Tm. The subscripts mean the segment numbers (see Figures 3.1 and 3.2 . For instance, $B \rho_{12}$ stands for the common magnetic rigidity of the segment 1 and 2, i.e. the first half of the A 1900 . The rigidities of the $\mathrm{S} 800, B \rho_{67}$ for the analysis line and $B \rho_{8}$ for the spectrograph, are also shown. The momentum acceptance shown here corresponds to the full momentum bite of the A1900 fragment separator.

| Secondary beam | Reaction | Momentum <br> acceptance | $B \rho_{12}$ | $B \rho_{34}$ | $B \rho_{5}$ | $B \rho_{67}$ | $B \rho_{8}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{31} \mathrm{Mg}$ | $-1 n$ <br> unreacted | $1.1 \%$ | 3.94830 | 3.79332 | 3.78440 | 3.77550 | 3.43220 |
| ${ }^{34} \mathrm{Si}$ | $-2 p$ | $1.1 \%$ | 3.70650 | 3.52406 | 3.51020 | 3.48830 | 3.5462420 |
| ${ }^{32} \mathrm{Mg}$ | unreacted <br> $-2 n$ <br> unreacted | $1.1 \%$ | 4.10500 | 3.95130 | 3.93990 | 3.92210 | 3.22870 |
|  |  |  |  |  |  | 3.6300 |  |

Table 3.2: Secondary beam intensities, run numbers, and total running times of the measurements. The data taking for the ${ }^{31} \mathrm{Mg}-1 n$ channel was split into two. The number in the brackets stands for the downscaling factor.

| Secondary beam | Reaction | Trigger sources | Run numbers | Total running time |
| :--- | :---: | :---: | ---: | ---: |
| ${ }^{31} \mathrm{Mg}$ (first) | $-1 n$ | S800 (1/15) and GRETINA-S800 coinc. | $38-49$ | 10.9 h |
| ${ }^{32} \mathrm{Mg}$ | $-2 n$ | S800 (1/1) and GRETINA-S800 coinc. | $198-232$ | 26.6 h |
| ${ }^{34} \mathrm{Si}$ | $-2 p$ | $\mathrm{~S} 800(1 / 3)$ and GRETINA-S800 coinc. | $138-187$ | 36.4 h |
| ${ }^{31} \mathrm{Mg}$ (second) | $-1 n$ | $\mathrm{~S} 800(1 / 15)$ and GRETINA-S800 coinc. | $240-249$ | 10.8 h |

## Chapter 4

## In-beam data analysis

The data analysis steps are described in this chapter. First, the calibration of the focal plane detectors and various corrections, which are essential for the particle identification of the incoming radioactive beam and the outgoing reaction products, are described in Section 4.1. The $\gamma$-ray analysis, including $\gamma-\gamma$ coincidences to build the level scheme, is presented in Section 4.2 , The extraction of inclusive cross sections is described in Section 4.3. Details on Monte Carlo simulations to generate GRETINA response functions as a prerequisite for extracting the exclusive cross sections and fits to experimental $\gamma$ spectra are presented in Section 4.4. Finally, the extraction of the parallel momentum distributions associated with each state in ${ }^{30} \mathrm{Mg}$ is described in Section 4.5,

### 4.1 Beam transport

This section describes the calibration of the S800 focal plane detectors, their response to the beam particles and reaction products, the necessary corrections, and the particle identification.

### 4.1.1 Characterization of focal-plane detectors

## CRDC calibration

Each of the two CRDCs has 224 individual cathode pads to provide the hit position along the $x$ (dispersive) direction. As described in Section 3.4.1, the CRDC electronics record the waveforms of the shaped signals of each cathode pad, and the net charge deposited in a specific pad is calculated by integrating over all the sampling points. The $x$ position is deduced by taking the center of gravity of the charge distribution. Figure 4.1 shows deduced $x$ position distributions from a ${ }^{31} \mathrm{Mg}$ run after the gain matching of all cathode pads. The cutoff seen at the 35th pad is due to a blocking plate, which is inserted upstream of the S800 focal plane to stop unreacted beam particles.

The $y$ position (non-dispersive direction) is determined by the drift time of electrons. As the drift velocity has been observed to change over time depending on the gas temperature and pressure, mask calibration data were taken intermittently during the experiment. In a calibration run, a metal mask was inserted in front of either the first or second CRDC. The mask plate itself is thick enough for beam particles to stop, but it has many pinholes and slits with known locations to allow for precise calibration. Figure 4.2 shows calibrated $x$ and $y$ positions from
a mask run. To account for the shifts, the $y$ position was calibrated for each secondary beam setting. For the $x$ direction, the position is calculated based on the known pitch of the cathode pads ( 2.54 mm ) and the design position of the central pad. It was confirmed that no further correction is necessary for the $x$ position.


Figure 4.1: Gain-matched cathode pad amplitudes of the first CRDC. The histograms show the maximum amplitude within an event and its pad number. Cuts for incoming ${ }^{31} \mathrm{Mg}$ and outgoing ${ }^{30} \mathrm{Mg}$ have been applied.


Figure 4.2: Calibrated $x$ and $y$ positions for a mask run of the first CRDC. The calibration is performed using the known positions of holes and slits.

### 4.1. Beam transport

## Ionization chamber calibration

As was reviewed in Section 3.2.1 the ionization chamber comprises of 16 individual segments along the beam axis. The energy loss of the reaction product is evaluated by taking the average of the amplitudes of the segments. In order to achieve the best possible resolution, the gain matching of all the segments was performed. By applying rough particle identification cuts for outgoing particles with $Z=7$ to 12 , the calibration parameters for each segment were determined so that the signal amplitudes match the first segment. Figure 4.3 shows the recorded charges and the gain-matched amplitudes.

It was observed that the energy loss $\Delta E$ measured in the ionization chamber depends on the hit position of the particle. The $x$ position dependence was empirically corrected by

$$
\begin{equation*}
\Delta E^{\prime}=\Delta E e^{p x} \tag{4.1}
\end{equation*}
$$

where $p$ is the fitting parameter. Figure 4.4 shows the $x$ position dependence before and after the correction. No significant dependence was observed along the $y$ direction.


Figure 4.3: Gain matching of the ionization chamber segments. An incoming cut for ${ }^{31} \mathrm{Mg}$ and an outgoing cut for ${ }^{30} \mathrm{Mg}$ have been applied.

## Time-dependent corrections

During the ${ }^{34} \mathrm{Si}$ secondary beam runs, large fluctuations in the raw timing of the OBJ scintillator were observed. The fluctuation is likely to originate from changes in the light output due to damages of the scintillator material caused by irradiation of high-intensity secondary beams. During the experiment, the scintillator's position was shifted to recover the light output. This also resulted in jumps in timing. The fluctuation was corrected using a lookup table where the shifts in the OBJ timing are stored as a function of event number. The corrected time dependence is shown in Figure 4.5. In the present experiment, time dependence was not observed for the XFP timing and the signal amplitude of the ionization chamber.


Figure 4.4: Correction for the hit-position dependence of the ionization chamber. The original energy loss measured in the ionization chamber and the energy loss empirically corrected by Equation (4.1) are respectively shown in the panels (a) and (b). Rough cuts for incoming ${ }^{31} \mathrm{Mg}$ and outgoing ${ }^{30} \mathrm{Mg}$ have been applied.


Figure 4.5: Time dependence of (a) the raw timing signal measured by the OBJ scintillator and (b) the corrected timing for runs taken with the ${ }^{34}$ Si secondary beam setting. The band at around 90 and 140 respectively contain reaction products originating from ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$.

## TOF corrections

As discussed in Section 3.2.3, different flight paths in the S800 spectrograph lead to a variation in the measured TOF. The correction for the particle trajectory is performed empirically by, to first order,

$$
\begin{equation*}
t_{\mathrm{out}}^{\prime}=t_{\mathrm{out}}+C_{1} x_{\mathrm{fp}}+C_{2} a_{\mathrm{fp}} \tag{4.2}
\end{equation*}
$$

where $t_{\text {out }}$ is the measured time difference between OBJ and E1. $C_{1}$ and $C_{2}$ are parameters that minimize the variation in $t_{\text {out }}^{\prime}$ for a specific reaction channel. This correction is the most important of all. Without this correction, particle identification for outgoing particles would not be possible. To determine $C_{1}$ and $C_{2}$, first the TOF is corrected for its dependence on the focal plane position $x_{\mathrm{fp}}$ only by varying $C_{1}$. The optimum $C_{1}$ is obtained by tilting the twodimensional histogram of the position versus corrected TOF of Equation (4.2) and minimizing the width. With this pre-determined $C_{1}$, the same tilting and minimization process is performed for the dispersive angle $a_{\mathrm{fp}}$ varying only $C_{2}$. This procedure needs to be iterated until both $C_{1}$ and $C_{2}$ converge. The TOF- $x_{\mathrm{fp}}$ and TOF- $a_{\mathrm{fp}}$ correlation plots before and after the correction are compared in Figures 4.6 and 4.7. The resulting particle identification plot for incoming ${ }^{30} \mathrm{Mg}$ is shown in Figure 4.8 together with a plot produced without the correction. It is clear that isotopes are not separated without the TOF correction.


Figure 4.6: TOF correction for position in the focal plane $x_{\mathrm{fp}}$. The panels (a) and (b) respectively display the correlations of TOF and $x_{\mathrm{fp}}$ before and after the correction. An incoming cut for ${ }^{31} \mathrm{Mg}$ has been applied.

### 4.1.2 Particle identification of incoming and outgoing particles

The TOF measurements of XFP-E1 and OBJ-E1 are used for particle identification of the incoming beam, while the combination of the OBJ-E1 TOF after the correction discussed above and the energy loss measured in the ionization chamber provides identification of the outgoing particles.

## Unreacted secondary beam

Prior to the in-beam $\gamma$-ray measurements, the secondary beam was directed to the S800 spectrograph with the magnetic rigidity setting optimized for the transmission of particles that do not react in the target. This is called the unreacted beam setting. The incoming and outgoing particle identification plots for ${ }^{31} \mathrm{Mg}$ are shown in Figure 4.9. The unreacted beam is mainly


Figure 4.7: Same as Figure 4.6 but for angle in the focal plane $a_{\mathrm{fp}}$.


Figure 4.8: Particle identification plots for the outgoing particles with an incoming cut for ${ }^{31} \mathrm{Mg}$. (a) Without the TOF correction isotopes are not separated. (b) Complete separation is achieved with the correction. The bottom panels show the TOF histogram with a gate on Mg isotopes.
used for the normalization of the beam intensity on target. When the S800 is optimized for the
reaction products, the beam intensity can be monitored only by using the counting rates of the XFP and OBJ scintillators. Therefore, a scaling factor to reproduce the on-target beam intensity is required for the extraction of cross sections. The scaling factor should take into account the beam transmission from XFP or OBJ to the target, the fraction of the incoming isotope of interest, and the detection efficiency of the S800 focal plane detectors. Thus, the scaling factor $f_{\text {scale }}$ is given by

$$
\begin{equation*}
f_{\text {scale }}=f_{\text {purity }} f_{\text {frans }} \epsilon_{\mathrm{FPD}}=\frac{N_{\text {out }}}{N_{\text {beam }} \epsilon_{\mathrm{DAQ}}} \tag{4.3}
\end{equation*}
$$

where $N_{\text {out }}$ is the number of ${ }^{30} \mathrm{Mg}$ ions counted at the S 800 focal plane, and $N_{\text {beam }}$ is the number of total beam particles taken from the OBJ or XFP scintillator. $\epsilon_{\mathrm{DAQ}}$ is evaluated using the ratio of the measured live-time and real-time obtained from a clock running at 10 kHz .


Figure 4.9: Particle identification plots for (a) incoming and (b) outgoing particles with the S800 centered on unreacted ${ }^{31} \mathrm{Mg}$.

## Reacted secondary beam

For the in-beam $\gamma$-ray measurements, only the reaction products are directed to the S 800 focal plane. Unreacted beam particles are stopped in the beam pipe or in the beam stopper in front of the focal plane, but a small portion of them can still reach the focal plane. The particle identification plot for reaction products in the ${ }^{31} \mathrm{Mg}$ setting is shown in Figure 4.10 Particle identification cuts are also drawn. The incoming particle identification plots look very different from those of the unreacted beam because of TOF spreads in OBJ-E1 and XFP-E1. However, this does not change the incoming particle identification, as only the time difference between OBJ and XFP matters.

## Contamination due to scattered particles

It was observed that the outgoing particle identification for the ${ }^{32} \mathrm{Mg}$ two-neutron removal setting was contaminated by scattered ${ }^{32} \mathrm{Mg}$ and ${ }^{31} \mathrm{Mg}$ ions. Even though the exact location


Figure 4.10: Particle identification plots for (a) incoming particles and (b) outgoing particles with the S800 centered on reacted ${ }^{30} \mathrm{Mg}$ taken from a single run. The incoming and outgoing cuts are also indicated.
where scattering takes place has not been identified, it is thought to originate from some place near the focal plane, as previously observed in a different experiment [109, 110]. Scattered particles appear as strongly correlated loci in the two-dimensional plot of the position and angle measured at the focal plane ( $a_{\mathrm{fp}}$ and $x_{\mathrm{fp}}$ ) and it was confirmed that this is the case only for the ${ }^{32} \mathrm{Mg}$ setting. As can be seen in Figure 4.11, the plot is contaminated by strongly correlated loci localized in the high-momentum side. To clean up the particle identification for outgoing ${ }^{30} \mathrm{Mg}$, an additional cut was applied as shown in the figure.

## $4.2 \quad \gamma$-ray analysis

The particle identification cuts defined in the previous section allow for the clear selection of a specific reaction channel. This section describes $\gamma$-ray analysis of four reaction channels populating ${ }^{30} \mathrm{Mg}$ : one-neutron knockout from ${ }^{31} \mathrm{Mg}$, two-neutron removal from ${ }^{32} \mathrm{Mg}$, and multi-nucleon removal from ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$.

### 4.2.1 Singles $\gamma$-ray spectra

Prior to the $\gamma$-ray analysis, non-prompt $\gamma$-ray hits are rejected to reduce uncorrelated background in the $\gamma$-ray spectra. Figure 4.12 shows the correlation between the $\gamma$-ray energy and the hit timing relative to the trigger signal. The structure seen around -265 ns corresponds to the prompt $\gamma$ rays, while the rest are the non-prompt $\gamma$ rays. A $\gamma$-ray timing cut was defined as shown in the figure. The same timing cut was used for the analysis of all the reaction channels.

As previously mentioned in Section 3.3.2, the Doppler correction is performed event-byevent based on the measured $\gamma$-ray energy, the opening angle between the residue and the $\gamma$ ray, and the velocity $\beta$. The residual's velocity after the target can be easily calculated from the $d_{\mathrm{ta}}$ measurement in the focal plane (see Section 3.2.2). However, as the $\gamma$-ray emission


Figure 4.11: Correlation plot of the position and angle in the focal plane created by gating on incoming ${ }^{32} \mathrm{Mg}$ and outgoing ${ }^{30} \mathrm{Mg}$. The main blob centered at around 50 mm corresponds to ${ }^{30} \mathrm{Mg}$, while structures originating from scattering of ${ }^{32} \mathrm{Mg}$ and ${ }^{31} \mathrm{Mg}$ are seen around -250 mm . An additional cut was defined for a cleaner separation.
takes place on average in the middle of the target for sufficiently short-lived transitions, the midtarget velocity that should enter the Doppler correction is different from the post-target velocity. The event-by-event $\beta$ for the Doppler correction is calculated based on the $d_{\mathrm{ta}}$ measurement introducing the reference velocity $\beta_{\mathrm{ref}}$ :

$$
\begin{equation*}
\beta \approx \beta_{\mathrm{ref}}\left(1+\frac{d_{\mathrm{ta}}}{\gamma_{\mathrm{ref}}\left(1+\gamma_{\mathrm{ref}}\right)}\right) \tag{4.4}
\end{equation*}
$$

where $\gamma_{\mathrm{ref}}=1 / \sqrt{1-\beta_{\mathrm{ref}}^{2}}$ is the Lorentz factor. To determine the optimum reference velocity, $\beta_{\text {ref }}$ is varied to minimize the width of a Doppler-corrected $\gamma$-ray peak in the spectrum. The reference velocity for one-neutron knockout from ${ }^{31} \mathrm{Mg}$ was determined to be $\beta_{\text {ref }}=0.415$ minimizing the width of the peak at 3541 keV . The $3541-\mathrm{keV}$ transition is expected to be very short-lived as the lifetime is inversely proportional to $E^{2 L+1}$ for a transition multipolarity of $L$, and thus the shift in the peak position is likely to be small.

For the identification of $\gamma$-ray peaks, add-back is utilized to improve on the spectral quality. This is particularly important for the identification of weak $\gamma$-ray transitions. The algorithm of add-back used in this work is described in Section 3.3.3. The improvement in the peak-tototal ratio is demonstrated in Figure 4.13. Doppler-corrected add-back $\gamma$-ray spectra populating excited states in ${ }^{30} \mathrm{Mg}$ resulting from one-neutron knockout from ${ }^{31} \mathrm{Mg}$, two-neutron removal from ${ }^{32} \mathrm{Mg}$, and multi-nucleon removal from ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$ are shown together in Figure 4.14 . The transitions observed in the previous one-neutron knockout measurement [48] are clearly seen. The identification of peaks with small intensities was guided by known $\gamma$-ray energies from previous $\beta-\gamma$ measurements [51,55].

Most of the transition energies were determined by Gaussian fits to the peaks in the Dopplercorrected add-back spectrum of one-neutron knockout from ${ }^{31} \mathrm{Mg}$ in this work independently. The energies of the peaks lying higher than 3400 keV were, if observed, with few exceptions,


Figure 4.12: Correlation between measured lab-frame $\gamma$-ray energies and timings for one-neutron knockout from ${ }^{31} \mathrm{Mg}$. A timing cut to reject non-prompt $\gamma$ rays is overlayed. A projection is shown in the bottom panel. The annihilation peak at 511 keV and peaks associated with neutron-induced reactions are indicated by the arrows (see Table 4.1 for details).
taken from the results of a $\beta-\gamma$ measurement consistently [55]. Some of the peaks are not observed in the spectrum of ${ }^{31} \mathrm{Mg}$. In this case, the transition energies were determined using the spectra of ${ }^{32} \mathrm{Mg}$ or ${ }^{35} \mathrm{P}$. The observed transitions and their energies are listed in Table 5.1 .

### 4.2.2 $\quad \gamma-\gamma$ coincidence analysis

The $\gamma-\gamma$ coincidence analysis is an effective tool for placing transitions into the level scheme. In this analysis, all the combinations of $\gamma$-ray hits within the coincidence window are filled in a two-dimensional histogram to create the so-called $\gamma-\gamma$ matrix. For instance, when three $\gamma$ rays with energies $E_{1}, E_{2}$, and $E_{3}$ are detected in coincidence, six combinations of hits, i.e. $\left(E_{1}, E_{2}\right)$, $\left(E_{2}, E_{3}\right),\left(E_{3}, E_{1}\right),\left(E_{2}, E_{1}\right),\left(E_{3}, E_{2}\right)$, and $\left(E_{1}, E_{3}\right)$ are filled in the histogram and thus the resulting matrix is automatically symmetrized. The $\gamma-\gamma$ matrices produced from the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ and the two-neutron removal reaction from ${ }^{32} \mathrm{Mg}$ are shown in Figure 4.15 . The $\gamma-\gamma$ matrix produced from the fragmentation of ${ }^{35} \mathrm{P}$ and ${ }^{34} \mathrm{Si}$ is shown in Figure 4.16. Note that the coincidence window being used in this work is identical to the timing cut defined in Figure 4.12 From the $\gamma-\gamma$ matrix, one can produce a one-dimensional projection by gating on a specific transition. To suppress coincidences originating from Compton scattering events, the background contribution has to be handled carefully. In the present analysis, one-dimensional


Figure 4.13: Comparison of Doppler-corrected $\gamma$-ray spectra with and without add-back, respectively shown in red and blue. Peaks are more pronounced in the add-back spectrum owing to the improved peak-to-total ratio. The spectra are taken from the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$.


Figure 4.14: Doppler-corrected add-back $\gamma$-ray spectra detected in coincidence with ${ }^{30} \mathrm{Mg}$, resulting from four different reaction channels: one-neutron knockout from ${ }^{31} \mathrm{Mg}$ (red), two-neutron removal from ${ }^{32} \mathrm{Mg}$ (green), and multi-nucleon removal from ${ }^{34} \mathrm{Si}$ (cyan) and ${ }^{35} \mathrm{P}$ (blue). Arrows represent identified $\gamma$-ray transitions and energies. The reaction-channel dependence of the population of states is clearly seen.
projections beside the region of interest with proper weighting factors were used to account for the background. One-dimensional projections of the $\gamma-\gamma$ matrices after the background subtraction are shown in Figures 4.17 and 4.18. The observed coincidences are summarized later in Table 5.2.

### 4.3 Inclusive cross sections

The inclusive cross section, i.e. the sum of cross sections to populate all particle-bound states in ${ }^{30} \mathrm{Mg}$ including the ground state, is given by

$$
\begin{equation*}
\sigma_{\text {incl }}=\frac{N_{\text {out }}}{N_{\text {in }} n_{\text {targ }} \epsilon} \tag{4.5}
\end{equation*}
$$

where $N_{\text {out }}$ is the number of ${ }^{30} \mathrm{Mg}$ ions detected at the S 800 focal plane, $N_{\text {in }}$ is the number of incoming particles on target, $n_{\text {targ }}$ is the areal number density of the reaction target ( $2.51 \times 10^{22} \mathrm{~cm}^{-2}$ in the present experiment), and $\epsilon$ is the correction factor that accounts for the efficiency of the system. $N_{\text {out }}$ is obtained by counting the number of events contained in the outgoing particle identification cut shown in Figure 4.10, $N_{\text {in }}$ is taken from the number of counts of the OBJ or XFP scintillator and the scaling factor of Equation (4.3) that accounts for the transmission and purity. Note that the detection efficiency of the S800 focal plane detectors is already included in this factor. For consistency, the number of counts in OBJ is used for all reaction channels. The efficiency $\epsilon$ is decomposed into two parts: the DAQ efficiency $\epsilon_{\text {DAQ }}$ that accounts for the deadtime of DAQ, and the correction factor $\epsilon_{\mathrm{S} 800}$ for the finite momentum acceptance of the S 800 . The latter was taken to be unity as the full momentum distribution was covered by the acceptance of the S 800 . For the data taken with mixed trigger sources, an additional condition where the data acquisition is triggered by the downscaled E1 scintillator (the "S800 trigger") was applied when counting the number of events. In this case, $N_{\text {out }}$ should be multiplied by the downscaling factor $f_{\text {DS }}$.

The total uncertainty of the inclusive cross section contains the statistical error of the number of the detected particles and the systematic uncertainty originating from the target thickness and the secondary beam composition. The tolerance of the target thickness is estimated as $1 \%$ [110]. Fluctuations in the secondary beam composition were found to largely impact the inclusive cross section. As can be seen in Figure 4.19, the fluctuations are visualized by calculating inclusive cross sections on a run-by-run basis. The inclusive cross section was taken from the weighted average of all the data points, and the uncertainty due to these fluctuations was estimated by taking the RMS deviation from the averaged value.

The cross sections for the ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$ channels have to be considered as lower limits, since the S 800 was not optimized for the transmission of ${ }^{30} \mathrm{Mg}$. Significant cuts in the momentum acceptance did not allow for the reconstruction of the missing components. The acceptance cuts are shown in Figure 4.20

The resulting inclusive cross section for one-neutron knockout from ${ }^{31} \mathrm{Mg}$ is $97(3) \mathrm{mb}$. The previous experiment employing the same reaction reported an inclusive cross section of $90(12) \mathrm{mb}$ [48]. This value agrees with the present cross section within the quoted uncertainty. The inclusive cross section for two-neutron removal from ${ }^{32} \mathrm{Mg}$ is determined to be 108(2) mb. This value is larger than that of one-neutron removal from ${ }^{31} \mathrm{Mg}$. Even if more nucleons are removed, it does not necessarily mean that the cross section becomes smaller. One possible


Figure 4.15: Doppler-corrected add-back $\gamma-\gamma$ coincidence matrix for the decay of excited states in ${ }^{30} \mathrm{Mg}$. $\gamma-\gamma$ matrices resulting from the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ and the two-neutron removal reaction from ${ }^{32} \mathrm{Mg}$ are added together to gain statistics.


Figure 4.16: Same as Figure 4.15, but $\gamma-\gamma$ matrices resulting from the fragmentation of ${ }^{35} \mathrm{P}$ and ${ }^{34} \mathrm{Si}$ are added together.


Figure 4.17: Background-subtracted one-dimensional projections of the $\gamma-\gamma$ matrix of the ${ }^{31,32} \mathrm{Mg}$ neutron removal data (see Figure 4.15) obtained by gating on (a) 1482 keV , (b) 956 keV , (c) 985 keV , (d) 1670 keV , (e) 1820 keV , (f) 1979 keV , and (g) 2057 keV .


Figure 4.18: Background-subtracted one-dimensional projections of the multi-nucleon removal from ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$ (Figure 4.16, obtained by gating on (a) 1482 keV and (b) 1897 keV .
reason is that two-neutron removal reactions on neutron-rich nuclei are largely dominated by indirect processess. In fact, relative enhancements in cross sections of two-nucleon removal and also the "even-odd staggering" behavior have been observed for heavier systems [111].

### 4.4 Exclusive cross sections

The knockout cross section to populate a specific state in the residual nucleus is called the partial cross section or the exclusive cross section. This cross section is one of the most important observables in knockout reactions, as it carries structural information that can be directly compared with theories. The exclusive cross section can be related to the inclusive cross section by

$$
\begin{equation*}
\sigma_{i}=\sigma_{\mathrm{incl}} P_{i}=\frac{N_{\mathrm{out}} P_{i}}{N_{\mathrm{in}} n_{\mathrm{targ}} \epsilon} \tag{4.6}
\end{equation*}
$$

where the index $i$ labels an excited state and $P_{i}$ is the probability of populating that state directly in the reaction. The population of a specific state is calculated from the balance of absolute $\gamma$-ray intensities $I_{i}$ that depopulate and feed the state,

$$
\begin{equation*}
P_{i}=\sum_{\text {depop }} I_{i}-\sum_{\text {feed }} I_{i}, \tag{4.7}
\end{equation*}
$$

and the remaining strength is assumed to correspond the ground state

$$
\begin{equation*}
P_{\mathrm{gs}}=1-\sum_{i} P_{i} . \tag{4.8}
\end{equation*}
$$



Figure 4.19: Cross sections to all bound states for the one-neutron knockout reaction on (a) ${ }^{31} \mathrm{Mg}$, the multi-nucleon removal reactions on (b) ${ }^{32} \mathrm{Mg}$, (c) ${ }^{34} \mathrm{Si}$, and (d) ${ }^{35} \mathrm{P}$ presented on a run-by-run basis. The errorbars are statistical only. The horizontal line shows the weighted mean of all the data points, and the band indicates the uncertainty evaluated by taking RMS relative to the mean.

The uncertainty associated with each population probability $\Delta P_{i}$ is calculated by adding the uncertainties of the $\gamma$-ray intensities in quadrature by

$$
\begin{equation*}
\left(\Delta P_{i}\right)^{2}=\sum_{\text {depop }}\left(\Delta I_{i}\right)^{2}+\sum_{\text {feed }}\left(\Delta I_{i}\right)^{2} \tag{4.9}
\end{equation*}
$$

where the uncertainty of intensities $\Delta I_{i}$ are taken from fits to the $\gamma$-ray spectrum (see Section 4.4.1). In the present analysis, the lifetime uncertainty of the 305 keV transition (3.9(4) ns [53]) also impacts the $\gamma$-ray yield and needs to be taken into account. The uncertainty in the inclusive cross section described in Section 4.3 propagates to the uncertainty in the exclusive cross sections through Equation (4.6). Additionally, an uncertainty in the $\gamma$-ray absolute efficiency (estimated to be $3 \%$ ) is taken into account. It should be noted that the cross sections are calculated under the assumption that all the transitions are observed and correctly placed in the level scheme.


Figure 4.20: Correlation plots of the angle and position measured at the focal plane for outgoing ${ }^{30} \mathrm{Mg}$ gated on incoming (a) ${ }^{34} \mathrm{Si}$ and (b) ${ }^{35} \mathrm{P}$. Cuts of outgoing ${ }^{30} \mathrm{Mg}$, roughly $>90 \%$ for incoming ${ }^{34} \mathrm{Si}$ and $>50 \%$ for incoming ${ }^{35} \mathrm{P}$, due to the finite acceptance of the S800 spectrograph are seen.

### 4.4.1 Simulations of GRETINA response functions

To deduce the $\gamma$-ray intensities, the in-beam $\gamma$-ray spectrum was fitted using simulated GRETINA response functions. The detector response to $\gamma$ rays emitted in flight was simulated by the same framework used for the source simulations presented in Section 3.3.4. The simulations employ the code UCGretina [102] and the Geant4 Monte Carlo simulation package [103]. The simulation includes segmented germanium crystals and their housing, cryostats and mounting frames, the aluminum beam pipe, the quadrupole magnet and gate valve of the S 800 spectrograph, and the secondary target. The materials included in the simulation are shown in Figure 4.21 . For in-beam simulations, first the characteristics of the incoming beam, such as the momentum spread and the beam profile on target, were adjusted to reproduce the experimental lineshape. The energy loss of the beam and reaction residue through the target is also implemented in the simulation.

The Doppler correction assumes the $\gamma$-ray emission takes place in the middle of the target. However, for excited states with sufficiently long lifetimes, the decay takes place after traveling some distance through the target, leading to a more downstream $z$ position and a slower velocity than the assumption. This produces a tail to the low-energy side on the peak for forward angle detectors. To illustrate this lifetime effect, a single transition with an energy of 1 MeV was simulated with various lifetimes. The resulting lineshapes are shown in Figure 4.22,

The lifetime effect is particularly important for the excited $0^{+}$state at 1788 keV , whose half-life was reported to be $3.9(4) \mathrm{ns}$ [53]. The response function for the $1788 \rightarrow 1482 \rightarrow 0$ cascade is simulated with this level half-life. It should be noted that the $2^{+}$state at 1482 keV has a half-life of 1.5 ps based on the $B(E 2)$ measurement [58]. Nevertheless, in the present experiment, this short lifetime does not cause a noticeable change in the lineshape or the peak position.


Figure 4.21: Materials used in the simulation. In addition to the detector volume, the surrounding materials are included. The S800's quadrupole magnet and gate valve are not shown in this figure. The beam passes through the duct with a flange. The beam axis points out of the paper.


Figure 4.22: Simulated $\gamma$-ray spectrum assuming a $1-\mathrm{MeV}$ transition with various lifetimes.

### 4.4.2 Fits to experimental spectra

Before performing fits to experimental spectra, the contributions from background $\gamma$ rays need to be addressed. In knockout experiments, a continuous background is always present in $\gamma$-ray spectra. Even though the origin of the background has not been studied thoroughly, it is known that the background cannot be explained solely by atomic processes. Usually, the background is the most pronounced in the low energy region and decays exponentially with energy. A similar continuous background is observed in different reactions, such as inelastic scattering induced by a nuclear target. However, the background is absent in pickup reactions [112]. One of the possible origins of this background is the light charged particles and neutrons arising from the interactions of target breakup products; the light particles interact with surrounding materials
and produce a beam-correlated prompt background. The background is often modeled by a double exponential empirically. As a function of $\gamma$-ray energy emitted in the rest frame $E$, the background $\gamma$-ray yield is written as

$$
\begin{equation*}
Y_{\mathrm{bg}}(E)=b_{1} e^{-p_{1} E}+b_{2} e^{-p_{2} E} \tag{4.10}
\end{equation*}
$$

where the amplitudes $b_{1}$ and $b_{2}$ and the decay constants $p_{1}$ and $p_{2}$ are treated as free parameters.
Additionally, discrete $\gamma$ rays from neutron-induced reactions with surrounding materials also create a beam-correlated background in the mid-energy region around $500-1000 \mathrm{keV}$. These $\gamma$ rays are clearly seen in the lab-frame $\gamma$-ray spectrum shown in Figure 4.12, $\gamma$ lines from neutroninduced reactions with the aluminum beam pipe and germanium crystals (see Table 4.1) as well as the annihilation line at 511 keV are observed. To account for the background originating from these $\gamma$ rays emitted at rest, monoenergetic $\gamma$ lines in the lab frame were Doppler-shifted with a fixed $\beta_{\text {ref }}$ in Equation (4.4). The resulting Doppler-corrected spectrum was used for fits, as was attempted before [113].

Table 4.1: List of beam-correlated background $\gamma$ rays originating from neutrons interacting with the surrounding materials. The $691-\mathrm{keV}$ transition was not observed after applying a timing cut on prompt $\gamma$ rays because of its long lifetime (about 400 ns ). $\gamma$-ray energies are taken from the ENSDF database [4].

| Energy (keV) | Reaction |
| :--- | :---: |
| 567 | ${ }^{76} \mathrm{Ge}\left(n, n^{\prime}\right)$ |
| 600 | ${ }^{74} \mathrm{Ge}\left(n, n^{\prime}\right)$ |
| 691 | ${ }^{72} \mathrm{Ge}\left(n, n^{\prime}\right)$ |
| 835 | ${ }^{72} \mathrm{Ge}\left(n, n^{\prime}\right)$ |
| 842 | ${ }^{27} \mathrm{Al}\left(n, n^{\prime}\right)$ |
| 1013 | ${ }^{27} \mathrm{Al}\left(n, n^{\prime}\right)$ |
| 1040 | ${ }^{70} \mathrm{Ge}\left(n, n^{\prime}\right)$ |

Using the simulated response functions for each transition $y_{\text {sim }}^{(i)}(E)$, the exponential background $Y_{\mathrm{bg}}(E)$ of Equation 4.10, and the Doppler-shifted background $\gamma$ rays $Y_{\mathrm{rest}}(E)$, the experimental $\gamma$-ray spectra were fitted to obtain scaling factors $a_{i}$ of each response function and thus $\gamma$-ray intensities. The total $\gamma$-ray yield to be fitted is written as

$$
\begin{equation*}
Y(E)=Y_{\mathrm{sim}}(E)+Y_{\mathrm{bg}}(E)+Y_{\mathrm{rest}}(E)=\sum_{i} a_{i} y_{\mathrm{sim}}^{(i)}(E)+Y_{\mathrm{bg}}(E)+Y_{\mathrm{rest}}(E) . \tag{4.11}
\end{equation*}
$$

First, the intensities of the peaks above 600 keV were obtained from a single fit to the spectrum. The fit for the low-energy part of the spectrum (below 600 keV ) was performed separately after determining the intensities of the higher-lying peaks. This approach enables to better model the background contribution around the long-lived $305-\mathrm{keV}$ transition where the extrapolation of the background shape towards low energy is difficult. The fitting results are shown in Figures 4.23 , 4.24, 4.25 and 4.26. The relative $\gamma$-ray intensities are summarized later in Table 5.3, and the resulting exclusive cross sections are presented in Table 5.4 .


Figure 4.23: Doppler-corrected $\gamma$-ray spectrum for one-neutron knockout from ${ }^{31} \mathrm{Mg}$ without add-back. The fit used to extract $\gamma$-ray intensities is shown in blue. In the right panel, individual response functions (green) and background contributions modeled by a double exponential and Doppler-shifted $\gamma$ rays emitted at rest (gray) are shown. The shaded gray area in the left panel shows the sum of the Compton background originating from all higher-lying peaks, the double exponential background, and Doppler-shifted $\gamma$ rays emitted at rest. The bottom panel shows the high-energy part.

### 4.5 Parallel momentum distributions

To extract the parallel momentum distribution for each state, the feeding from higher-lying states should be taken into account. The procedure is similar to the extraction of exclusive cross sections: the background-subtracted momentum distribution associated with each $\gamma$ ray transition is first normalized to the $\gamma$-ray intensity, and then the momentum distribution for a specific state is deduced by adding and subtracting the distributions according to the level scheme. The extraction of the parallel momentum distribution also assumes that all the transitions are observed and correctly placed in the level scheme. It should be noted that the extracted distributions potentially have systematic uncertainties originating from unplaced and unobserved transitions, but the estimation of such uncertainties is not practical.

The extracted momentum distributions are then compared with theoretical calculations. As the reaction calculation gives parallel momentum distributions in the center-of-mass frame, they have to be Lorentz-boosted to the laboratory frame by multiplying the inverse of the Lorentz factor $\gamma^{-1}$ to the parallel momentum $p_{\|}$in the center-of-mass frame. In addition, the calculated distribution in the laboratory frame $F_{\text {eik }}\left(p_{\|} / \gamma\right)$ has to be convoluted with the experimental


Figure 4.24: Same as Figure 4.23, but for two-neutron removal from ${ }^{32} \mathrm{Mg}$.


Figure 4.25: Same as Figure 4.23. but for multi-nucleon removal from ${ }^{34} \mathrm{Si}$.
resolution. The unreacted beam setting of ${ }^{31} \mathrm{Mg}$ is used to extract the parallel momentum profile $F_{\text {unreact }}\left(p_{\|}\right)$. This includes the intrinsic momentum spread of the secondary beam and the momentum broadening due to the presence of the reaction target. In knockout reactions, the velocities of the projectile and the residue are approximately conserved, so the distribution is scaled by $(A-1) / A$. The folded momentum distribution $F\left(p_{\|}\right)$can be written as

$$
\begin{equation*}
F\left(p_{\|}\right)=F_{\text {eik }}\left(p_{\|} / \gamma\right) * F_{\text {unreact }}\left(\frac{A}{A-1} p_{\|}\right) \tag{4.12}
\end{equation*}
$$

where $*$ denotes a convolution.
In knockout experiments performed with a nuclear target and at intermediate energies (roughly $100 \mathrm{MeV} /$ nucleon), a tail to the low-momentum side of the momentum distribution is


Figure 4.26: Same as Figure 4.23. but for multi-nucleon removal from ${ }^{35} \mathrm{P}$.
often observed. This is associated with inelastic processes that cannot be explained by a direct one-step process. It is worth noting that, to empirically account for the low-momentum tail, the use of the measured inelastic momentum distribution instead of the unreacted beam was proposed in [109, 110], and a better reproduction of the measured momentum distribution was found. However, this was not pursued in the present experiment.

In Figure 4.27 calculated momentum distributions for the $2 s_{1 / 2}, 1 d_{3 / 2}, 1 f_{7 / 2}$, and $2 p_{3 / 2}$ orbitals after the convolution of Equation (4.12) are shown. Experimental momentum distributions are compared to the calculations later in Section 5.3.1 (see Figures 5.1 and 5.3).


Figure 4.27: Convoluted momentum distributions assuming knockout from the $2 s_{1 / 2}$ (red), $1 d_{3 / 2}$ (pink), $1 f_{7 / 2}$ (blue), and $2 p_{3 / 2}$ (cyan) orbitals.

## Chapter 5

## Results

This chapter presents the results of the data analysis described in Chapter 4 . First, the results of the $\gamma$-ray analysis, including an updated level scheme for ${ }^{30} \mathrm{Mg}$, are shown in Section 5.1 . The spin and parity assignments for each excited state are determined in Section 5.3. Based on the measured cross sections and the spin-parity assignments, spectroscopic factors have been extracted. These results are presented in Section 5.4 .

### 5.1 Level scheme

The observed transitions and their energies are listed in Table 5.1. The $305-\mathrm{keV}$ transition does not produce a peak in the $\gamma$-ray spectra because of the long half-life, $3.9(4) \mathrm{ns}$ [53], of the $0_{2}^{+}$state at 1788 keV . The lifetime and energy could not be determined in this work independently since the present experiment was not optimized to detect such a long-lived state. For the $0_{2}^{+} \rightarrow 2_{1}^{+}$ transition energy, the value was instead taken from a $\beta-\gamma$ measurement [55]. Transition energies higher than 3400 keV were taken from the results of a $\beta-\gamma$ measurement [55], except for the $3541-\mathrm{keV}$ peak. For the two peaks not observed in [55], their transition energies, 3883 keV and 4293 keV , were determined from the present data.

The main source of the uncertainty in the transition energy is the uncertainty in the reference velocity $\beta_{\text {ref }}$ used for the Doppler correction, which is correlated with the uncertainty in the target position, since it is determined using the data itself. It was observed that a $z$-position shift of 1 mm will result in an energy shift of $0.15 \%$. This has been included in the uncertainties in Table 5.1. This table also provides comparisons with selected previous measurements, showing good agreement with the present results. In terms of the transition energy determination, $\beta$ $\gamma$ measurements are advantageous over the in-beam $\gamma$-ray experiments [47, 48], because the Doppler correction is not involved in these cases and lifetimes do not affect the determination of energies.

Table 5.2 summarizes the observed coincidences. The level scheme for ${ }^{30} \mathrm{Mg}$ was constructed based on this table. The $1482-\mathrm{keV} \gamma$ ray corresponds to the de-excitation of the first excited $2^{+}$ state in ${ }^{30} \mathrm{Mg}$ [50]. Although the coincidence of the 1482 keV and delayed $305-\mathrm{keV}$ transitions was not confirmed in the present $\gamma-\gamma$ analysis, this cascade was established in $\beta$-decay studies [27, 53]. Thus, the $305-\mathrm{keV}$ transition was placed directly above the $2^{+}$state. The $3541-\mathrm{keV}$ transition was reported to originate from the direct ground-state decay [50]. Other transitions are placed in the level scheme based on Table 5.2. The level scheme obtained in this work is presented later in Figure 4.17. The 2057 keV and $3541-\mathrm{keV}$ transitions respectively feeding the state at

1482 keV and the ground state are assumed to originate from the same state, as the energies are close to each other. This level structure and the branching ratio from the $3540-\mathrm{keV}$ state are consistent with $\beta$-decay measurements [51, 55].

Table 5.1: Observed $\gamma$-ray energies and transitions based on the present $\gamma-\gamma$ analysis. The energies are shown in units of keV . The $\gamma$-ray energies are compared to those obtained in previous measurements [47, 48, 51, 55]. The transitions shown in the brackets are instead taken from [55]. Energy uncertainties were not indicated in [55].

| Adopted $E_{\gamma}$ | Transition | Ref. [51] | Ref. [55] | Ref. [47] | Ref. [48] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 305 | $1788 \rightarrow 1482$ | 305.6(3) | 305 |  | 300(5) |
| 373(1)* |  |  |  |  |  |
| 804(1) | $4183 \rightarrow 3379$ |  |  | 802.3(6) | 799(2) |
| 881(1) | $4260 \rightarrow 3379$ |  |  | 879.0(9) |  |
| 956(1) | $4258 \rightarrow 3302$ |  |  | 954.0(15) | 954(2) |
| 985(1) | $2467 \rightarrow 1482$ | 985.1(4) | 984 | 984.8(17) | 985(2) |
| 1061(3)* |  |  |  | 1059.8(9) |  |
| 1097(2)* |  |  |  |  |  |
| 1482(2) | $1482 \rightarrow 0$ | 1482.0(3) | 1482 | 1480.6(5) | 1482(2) |
| 1670(3) | $5210 \rightarrow 3540$ |  |  |  | 1660(2) |
| 1820(3) | $3302 \rightarrow 1482$ | 1820.2(6) | 1820 | 1816.0(23) | 1816(2) |
| 1897(3) | $3379 \rightarrow 1482$ |  | 1898 | 1898.4(8) |  |
| 1979(3) | $3461 \rightarrow 1482$ | 1978.0(6) | 1978 | 1974.8(19) | 1975(2) |
| 2057(3) | $3540 \rightarrow 1482$ | 2059.0(6) | 2059 |  |  |
| $2219(5)^{\dagger}$ | $(4683 \rightarrow 2466)$ |  | 2216 |  |  |
| 2312(4)* |  |  |  |  |  |
| 2453(4)* |  |  |  |  |  |
| 2618(12) ${ }^{\dagger}$ | $(5095 \rightarrow 2466)$ | 2626.0(13) | 2627 |  |  |
| 2648(11)* |  |  |  |  |  |
| 2774(5)* |  |  |  |  |  |
| $3200(5)^{\dagger}$ | $(4683 \rightarrow 1482)$ |  | 3201 |  |  |
| $3431{ }^{\dagger}$ | (5897 $\rightarrow 2466$ ) |  | 3431 |  |  |
| 3541(5) | $3540 \rightarrow 0$ | 3541.1(11) | 3542 |  | 3534(6) |
| $3625^{\dagger}$ | $(5414 \rightarrow 1788)$ | 3625.0(11) | 3625 |  |  |
| 3883(9)* |  |  |  |  |  |
| $3930^{\dagger}$ | $(5414 \rightarrow 1482)$ | 3929.7(13) | 3930 |  |  |
| 4293(7)* |  |  |  |  |  |
| $441{ }^{\dagger}$ | $(5897 \rightarrow 1482)$ | 4414.4(15) | 4415 |  |  |
| $4582^{\dagger}$ | $(6064 \rightarrow 1482)$ |  | 4582 |  |  |
| $4967{ }^{\dagger}$ | $(4967 \rightarrow 0)$ |  | 4967 |  |  |
| $5022^{\dagger}$ | $(5022 \rightarrow 0)$ | 5021.7(12) | 5022 |  |  |
| $5095{ }^{\dagger}$ | $(5095 \rightarrow 0)$ | 5094.3(12) | 5095 |  |  |
| $5414^{\dagger}$ | $(5414 \rightarrow 0)$ | 5411.8(12) | 5414 |  |  |

[^0]Table 5.2: Summary of coincident $\gamma$ rays from ${ }^{30} \mathrm{Mg}$ observed in one-dimensional projections of Figures 4.17 and 4.18 The ticks $(\checkmark)$ denote the observed coincidences.

| $E_{\gamma}(\mathrm{keV})$ | 804 | 881 | 956 | 985 | 1482 | 1670 | 1820 | 1897 | 1979 | 2057 | 3541 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 804 |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ |  |  |  |
| 881 |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ |  |  |  |
| 956 |  |  |  |  | $\checkmark$ |  | $\checkmark$ |  |  |  |  |
| 985 |  |  |  |  | $\checkmark$ |  |  |  |  |  |  |
| 1482 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| 1670 |  |  |  |  |  |  |  |  |  |  | $\checkmark$ |
| 1820 |  |  | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  |  |
| 1897 | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  |  |  |
| 1979 |  |  |  | $\checkmark$ |  |  |  |  |  |  |  |
| 2057 |  |  |  |  | $\checkmark$ |  |  |  |  |  |  |
| 3541 |  |  |  |  |  | $\checkmark$ |  |  |  |  |  |

### 5.2 Cross sections

As was shown in Section 4.4, the $\gamma$-ray spectra were fitted by simulated GRETINA response functions and background contributions. The fits were performed below 6000 keV for the oneneutron knockout reaction from ${ }^{31} \mathrm{Mg}$. The fitting range of the other reaction channels are below 3800 keV . The relative $\gamma$-ray intensities compared to the $2_{1}^{+} \rightarrow 0_{1}^{+}$transition for each reaction channel are shown in Table 5.3. Only the statistical uncertainties are indicated in this table. An additional systematic uncertainty associated with the half-life uncertainty of the $1788-\mathrm{keV}$ state, $3.9(4) \mathrm{ns}$, needs to be taken into account for the cross sections.

The exclusive cross sections were extracted using Equation (4.6). The calculation is based on the level scheme constructed in this work shown in Figure 5.5. In the present experiment, weak $\gamma$ rays were also observed in the high-energy region of the spectra. Although these transitions could not be placed in the level scheme in the present $\gamma-\gamma$ analysis, the placements of some of the transitions were already given in the previous $\beta$-decay studies [51,55]. The contributions from these $\gamma$ rays were also taken into account, relying on the level scheme constructed by Shimoda et al. [55]. The transitions with known placements are indicated by daggers in Table [5.1. According to [55], these transitions are reported to feed the states at $2466 \mathrm{keV}, 1788 \mathrm{keV}, 1482 \mathrm{keV}$, and the ground state. The resulting cross sections are presented in Table 5.4

Table 5.3: Relative $\gamma$-ray intensities for each incoming beam obtained by fits to the Doppler-corrected $\gamma$-ray spectra without add-back. The empty cell mean that the corresponding $\gamma$ ray is not included in the fit. The intensities are scaled with respect to the $1482-\mathrm{keV}$ transition. The errors shown are statistical only.

| $E_{\gamma}(\mathrm{keV})$ | ${ }^{31} \mathrm{Mg}$ | ${ }^{32} \mathrm{Mg}$ | ${ }^{34} \mathrm{Si}$ | ${ }^{35} \mathrm{P}$ |
| :---: | :---: | :---: | :---: | :---: |
| $305^{\text {a }}$ | 0.268(17) | 0.164(33) | 0.051(90) | 0.024(49) |
| 373* | 0.009(1) | 0.008(2) |  |  |
| 804 | 0.028(1) | 0.058(3) | 0.097(8) | 0.086(4) |
| 881 | 0.016(1) | 0.023(2) | 0.136(9) | 0.071(4) |
| 956 | 0.102(1) | 0.042(3) | 0.044(8) | 0.047(4) |
| 985 | 0.180(2) | 0.146(3) | 0.098(9) | 0.118(5) |
| 1061* |  | 0.003(3) |  | 0.012(4) |
| 1097* |  | 0.011(3) |  | 0.020(5) |
| $148{ }^{\text {b }}$ | 1.000(2) | 1.000(5) | 1.000(17) | 1.000(10) |
| 1670 | 0.027(1) | 0.000(11) | 0.001(17) | 0.007(5) |
| 1820 | 0.243(2) | 0.154(3) | 0.119(10) | 0.171(6) |
| 1897 | 0.099(2) | 0.160(4) | 0.333(12) | 0.263(7) |
| 1979 | 0.215(2) | 0.153(3) | 0.157(10) | 0.145(6) |
| 2057 | 0.026(1) | 0.012(3) | 0.004(6) | 0.009(4) |
| $2219{ }^{\dagger}$ | 0.006(1) | 0.010(2) |  | 0.018(4) |
| 2312* |  | 0.020(3) |  | 0.019(4) |
| 2453* | 0.013(1) |  |  |  |
| $2618{ }^{\dagger}$ | 0.007(2) |  |  |  |
| 2648* | 0.009(2) |  |  |  |
| 2774* |  |  | 0.029(7) | 0.017(5) |
| $3200^{\dagger}$ | 0.027(2) | 0.018(3) | 0.027(7) | 0.041(5) |
| $3431{ }^{\dagger}$ | 0.019(2) |  |  |  |
| 3541 | 0.127(2) | 0.058(3) | 0.021(8) | 0.040(5) |
| $3625^{\dagger}$ | 0.024(2) | 0.015(3) |  |  |
| $3930^{\dagger}$ | 0.016(2) |  |  |  |
| 4293* | 0.019(1) |  |  |  |
| $4415^{\dagger}$ | 0.014(2) |  |  |  |
| $4582^{\dagger}$ | 0.004(2) |  |  |  |
| $4967{ }^{\dagger}$ | 0.004(2) |  |  |  |
| $5022^{\dagger}$ | 0.014(2) |  |  |  |
| $5095{ }^{\dagger}$ | 0.008(2) |  |  |  |
| $5414{ }^{\dagger}$ | 0.027(2) |  |  |  |

${ }^{\text {a }}$ An additional systematic uncertainty of $10 \%$ originating from the lifetime uncertainty needs to be taken into account.
${ }^{\mathrm{b}}$ The prompt component only.

* Unplaced transitions.
$\dagger$ Transitions that could not be placed in the level scheme in the present $\gamma-\gamma$ analysis, but the placements are given in $\beta$-decay results [51, 55].

Table 5.4: Exclusive cross sections deduced from the $\gamma$-ray intensities shown in Table 5.3. The cross sections are presented in units of mb. Systematic uncertainties related to the overall normalization, i.e. the fluctuation in the beam composition depending on the incoming beam and the target thickness tolerance (see Section 4.3), and also a $3 \%$ error of the absolute $\gamma$-ray detection efficiency are included.

| $E_{\mathrm{x}}(\mathrm{keV})$ | ${ }^{31} \mathrm{Mg}$ | ${ }^{32} \mathrm{Mg}$ | ${ }^{34} \mathrm{Si}^{\mathrm{a}}$ | ${ }^{35} \mathrm{P}^{\mathrm{a}}$ |
| :--- | :---: | :--- | :--- | :--- |
| 0 | $17.2(19)$ | $49.7(25)$ | $0.0318(52)$ | $0.169(19)$ |
| 1482 | $10.2(5)$ | $17.1(8)$ | $0.0131(17)$ | $0.088(7)$ |
| 1788 | $13.8(19)$ | $7.2(18)$ | $0.0025(45)$ | $0.008(17)$ |
| 2467 | $8.4(4)$ | $6.5(3)$ | $0.0049(6)$ | $0.035(3)$ |
| 3302 | $7.9(4)$ | $5.4(3)$ | $0.0037(7)$ | $0.043(3)$ |
| 3379 | $3.1(2)$ | $3.8(3)$ | $0.0050(9)$ | $0.037(4)$ |
| 3461 | $12.0(5)$ | $7.3(3)$ | $0.0078(8)$ | $0.051(3)$ |
| 3540 | $6.2(3)$ | $3.3(6)$ | $0.0012(10)$ | $0.015(3)$ |
| 4183 | $1.5(1)$ | $2.8(2)$ | $0.0048(5)$ | $0.030(2)$ |
| 4258 | $5.7(3)$ | $2.0(2)$ | $0.0022(4)$ | $0.016(2)$ |
| 4260 | $0.9(1)$ | $1.1(1)$ | $0.0068(7)$ | $0.025(2)$ |
| 5210 | $1.5(1)$ | $0.0(5)$ | $0.0001(9)$ | $0.002(2)$ |
| Inclusive | $97(3)$ | $108(2)$ | $0.085(3)$ | $0.54(3)$ |

${ }^{\text {a }}$ The cross sections of incoming ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$ should be seen as lower limits because of the acceptance issue (see Section 4.3).

### 5.3 Spin and parity assignments

### 5.3.1 Comparisons of parallel momentum distributions

Following the discussion in Section 4.5, the experimental momentum distributions were compared with the reaction model calculations (see Figure 5.1). The error bars shown in Figure 5.1 are statistical only. Note that, in the present analysis, the feeding subtraction is based on the level scheme constructed in this work. The feeding subtraction due to the weak $\gamma$ rays from higher-lying states was not attempted, as such $\gamma$ rays do not allow for the clear extraction of momentum distributions.

A $\chi^{2}$ analysis was performed to examine which theoretical distribution best reproduces the observation. As only the shape of the momentum distribution is relevant in the comparison, the overall normalization factor and the offset in the parallel momentum were treated as free parameters. Data points used in the fit were restricted above $12.16 \mathrm{GeV} / c$ in order to avoid having the previously-mentioned low-energy tail component. The best-fit $\chi^{2}$ values are obtained for each of the assumed orbital ( $2 s_{1 / 2}, 2 p_{3 / 2}, 1 d_{3 / 2}$, and $1 f_{7 / 2}$ ), and the orbital that gives the smallest $\chi^{2}$ is then used to constrain the spin and parity of that state. The reduced $\chi^{2}$ values are tabulated in Table 5.5 together with constraints on the spins and parities.

Here, it is instructive to show the robustness of the extracted momentum distributions. As an example, the momentum distribution for the state at 2467 keV , which is directly obtained by gating on the 985 keV photopeak, is shown in Figure 5.2 using different $\gamma$-ray gates. It is clear that the resulting distributions are insensitive to the choice of the gates.

The momentum distributions of the states at $3379 \mathrm{keV}, 4186 \mathrm{keV}$, and 4260 keV show a highly asymmetric shape that is incompatible with any of the calculated momentum distributions, as can be seen in Figure 5.3 .

The momentum distribution for populating the ground state is obtained by subtracting distributions associated with all feeding transitions from the total distribution. However, the present data did not allow for the clear extraction of the distribution. This implies that other unobseved transitions are present and thus the ground-state cross section should be seen as an upper limit.


Figure 5.1: Experimental momentum distributions in comparison with calculations assuming knockout from $2 s_{1 / 2}$ (red), $1 d_{3 / 2}$ (pink), $1 f_{7 / 2}$ (blue), and $2 p_{3 / 2}$ (cyan) orbitals. The calculated distributions are fitted to the black data points, whereas the gray data points are not used for the fit. The error bars on each point are statistical only.


Figure 5.2: Momentum distributions for the state at 2467 keV extracted with different gates: (a) a wide gate on the 985 keV peak to maximize the statistics, (b) a narrow gate ( $\pm 5 \mathrm{keV}$ ) on the peak, and (c) a narrow gate on the high-energy side of the peak. The red shaded region corresponds to the photopeak gate, while the gray region is used to estimate the background.


Figure 5.3: Experimental momentum distributions showing a highly asymmetric shape. Calculated momentum distributions, with the same color code as Figure 5.1. are not fitted to the experimental distribution.

Table 5.5: Reduced $\chi^{2}$ values of experimental momentum distributions with respect to the calculations assuming neutron knockout from the $2 s_{1 / 2}, 2 p_{3 / 2}, 1 d_{3 / 2}$, and $1 f_{7 / 2}$ orbitals. The minimum values are shown in boldface. The $\chi^{2}$ values associated with the momentum distributions for the states at 3379 keV and 4183 keV are not shown here, as they are governed by the "tail" component and incompatible with the calculated distributions.

| $E_{\mathrm{X}}(\mathrm{keV})$ | $2 s_{1 / 2}$ | $2 p_{3 / 2}$ | $1 d_{3 / 2}$ | $1 f_{7 / 2}$ | Possible $J^{\pi}$ |
| :--- | ---: | ---: | ---: | ---: | :---: |
| 1482 | 13.5 | 5.1 | $\mathbf{3 . 0}$ | 9.4 | $2^{+\mathrm{a}}$ |
| 1788 | $\mathbf{1 . 3}$ | 1.7 | 3.3 | 4.8 | $0^{+\mathrm{a}}$ |
| 2467 | 129.5 | 50.8 | $\mathbf{4 . 9}$ | 54.7 | $1^{+}, 2^{+}$ |
| 3302 | 49.2 | 30.1 | 5.3 | $\mathbf{1 . 9}$ | $3^{-}, 4^{-}$ |
| 3461 | 87.9 | 24.1 | $\mathbf{1 4 . 2}$ | 71.0 | $1^{+}, 2^{+\mathrm{b}}$ |
| 3540 | 9.8 | $\mathbf{1 . 8}$ | 8.6 | 23.2 | $1^{-}, 2^{-}$ |
| 4258 | 91.3 | 60.5 | 14.8 | $\mathbf{2 . 0}$ | $3^{-}, 4^{-}$ |
| 5210 | 2.9 | $\mathbf{0 . 6}$ | 2.4 | 6.3 | $1^{-}, 2^{-}$ |

${ }^{\text {a }}$ The states at 1482 keV and 1788 keV were already assigned as $2^{+}$and $0^{+}$, respectively.
${ }^{\mathrm{b}}$ A doublet of states is proposed as will be discussed in Section 6.1.2

### 5.3.2 Relative cross sections

It has been observed that yrast states are preferentially populated in fragmentation-like multinucleon removal reactions, as pointed out in [59]. The $4^{+}$yrast state in ${ }^{20} \mathrm{O}$ was populated in the ${ }^{36} \mathrm{~S}\left({ }^{9} \mathrm{Be}, X\right)$ reaction [67]. Another example is the ${ }^{36} \mathrm{Si}\left({ }^{9} \mathrm{Be}, X\right)$ reaction, where the population of the $4^{+}$yrast state in ${ }^{34} \mathrm{Mg}$ [114] was observed. Moreover, the population of the $6^{+}$yrast state in ${ }^{32} \mathrm{Mg}$ following the fragmentation on ${ }^{46} \mathrm{Ar}$ was reported recently [115]. Even though there is no effective theory that can quantitatively predict the level population in multi-nucleon removal reaction, the cross sections of these reactions can be used as a qualitative tool. It should be noted that it is not possible to form a spin-parity of $4^{+}$by direct single-particle knockout from the $s d$ and $p f$ orbitals in the $1 / 2^{+}$ground state of ${ }^{31} \mathrm{Mg}$. The direct population of a $4^{+}$state would require neutron knockout from the $1 g_{9 / 2}$ orbital, but this is incompatible with the structure of ${ }^{31} \mathrm{Mg}$ and very unrealistic. Therefore, excited states with $J^{\pi}=4^{+}$and states with a spin of $J \geq 5$ require more complicated reaction processes that go beyond the one-step direct knockout. The different reaction mechanism is also reflected to the momentum distribution, as can be seen in Figure 5.3.

The cross sections of the multi-nucleon removal reactions relative to those of one-neutron knockout from ${ }^{31} \mathrm{Mg}$ are shown in Figure 5.4. Relative enhancements in the cross sections populating the states at 3379 keV 4183 keV , and 4260 keV can be seen. As discussed above, these are indicative of the yrast or high-spin nature of the states. It is natural to assign a spinparity of $4^{+}$to the 3379 keV state as a member of the ground-state band. A $4^{+}$assignment to the state at 3379 keV was already made in the previous fusion-evaporation experiment by Deacon et al. [47] by measuring the angular distribution of the $\gamma$ ray de-exciting this state. Similarly, for the state at 4183 keV , Deacon et al. also suggested either the $E 1$ or $M 1$ multipolarity of the de-excitation $\gamma$ ray to the $3379-\mathrm{keV}$ state, and therefore the state was given a $J=5$ assignment.

Another feature that can be seen in the relative cross sections is the small population of the $0_{2}^{+}$
state in the multi-nucleon removal reactions. Starting from normal-configuration nuclei ${ }^{34} \mathrm{Si}$ and ${ }^{35} \mathrm{P}$, it would be less easy to populate such an intruder-dominated state, and the present result is in line with this speculation. However, the discussion for the two-neutron removal from ${ }^{32} \mathrm{Mg}$ is more complicated and less straightforward. The ground state of the ${ }^{32} \mathrm{Mg}$ is characterized by an intruder configuration and thus firmly placed inside the island of inversion. Therefore, one may expect statistical population of states with some additional population of intruder-dominated states in ${ }^{30} \mathrm{Mg}$, but the observation does not give definitive evidence that this conjecture holds.


Figure 5.4: Comparison of cross sections to populate states in ${ }^{30} \mathrm{Mg}$ in different reaction channels. (a) Cross sections for the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$. Cross sections for the multi-nucleon removal reactions from (b) ${ }^{32} \mathrm{Mg}$, (c) ${ }^{34} \mathrm{Si}$, and (d) ${ }^{35} \mathrm{P}$ relative to the cross sections of ${ }^{31} \mathrm{Mg}$. Candidates for the high-spin states are highlighted in yellow.

### 5.3.3 Summary of spin-parity assignments

Following the results presented earlier, spin-parity assignments to the observed states in ${ }^{30} \mathrm{Mg}$ are discussed on a level-by-level basis. To further constrain the assignments, characteristic decay patterns have also been utilized. The resulting level scheme for ${ }^{30} \mathrm{Mg}$ is presented in Figure 5.5 together with the determined spins and parities.

## 1482-keV and 1788-keV states

As reviewed in Section 1.4.3, there is no doubt of the correctness of the $2^{+}$assignment for the state at 1482 keV . Following the observation of the conversion electron associated with the $E 0$ decay of the $1788-\mathrm{keV}$ state by Schwerdtfeger et al. [27], the $0_{2}^{+}$assignment to this state was also firmly established. These spin-parity assignments are cross-checked by the momentum distributions. Figure 5.3 shows the corresponding momentum distributions. $\chi^{2}$ minimizations in Table 5.5 validate the $2^{+}$and $0^{+}$assignments.

## 2467-keV state

The present data clearly favor knockout from the $1 d_{3 / 2}$ orbital. The robustness of this result is demonstrated in Figure 5.2. Therefore, the possibility of a negative parity was rejected, and the spin-parity of this state is assigned as $2^{+}$. This interpretation is also supported by shell-model calculations. As detailed in Section 6.2, calculations reproduce the excitation energy of the $2_{2}^{+}$ state without much sensitivity to the choice of interactions.

## 3302-keV state

According to Table 5.5, the momentum distribution supports knockout from the $1 f_{7 / 2}$ orbital and possible $J^{\pi}$ are $3^{-}$and $4^{-}$. In the latter case, the transition to the $2_{1}^{+}$state at 1482 keV should be characterized by the M2 multipolarity, and as such, likely carries a lifetime which should have been observed in the present experiment. Thus, a spin-parity assignment of $3^{-}$, which allows for an $E 1$ transition, is most likely. The non-observation of a direct ground-state decay is in line with this assignment.

## 3379-keV state

This state is a candidate for the $4^{+}$of the ground-state band, as first suggested by Deacon et al. [47]. The coupling of the ground-state spin of $1 / 2^{+}$and a neutron hole in the $s d p f$ orbitals does not allow for the population of a $4^{+}$state. Thus, the population of this state should involve a more complicated, indirect multi-step excitation. This different reaction process is also reflected in the momentum distribution showing a very asymmetric shape. As can be seen in Figure 5.3 (a), the distribution is not compatible with any of the calculated momentum distributions. Therefore, the $4^{+}$assignment made in [47] is adopted here.

## 3461-keV state

The momentum distribution agrees with knockout from the $1 d_{3 / 2}$ orbital, although the reduced $\chi^{2}$ presents a higher value than others. A tentative $2^{+}$assignment is made here, guided by the preliminary assignment in a $\beta-\gamma$ measurement [55]. In the case of a $1^{+}$assignment, the state would decay to the ground state directly. It is worth noting that shell-model calculations do not produce any $1^{+}$states being as low as 3.5 MeV . The observed momentum distribution is slightly narrower than the calculated distribution for pure $1 d_{3 / 2}$ knockout. The presence of a doublet of states may explain this deviation. This possibility is discussed later in Section 6.1.2. The $4^{+}$assignment previously given to this state [47] is incompatible with the observed momentum distribution.

## 3540-keV state

The momentum distribution for this state is compatible with knockout from the $2 p_{3 / 2}$ orbital, and thus spin-parity assignments of $1^{-}$and $2^{-}$are suggested. An assignment of $1^{-}$is preferred because of a strong $\gamma$-ray branch to the ground state. Table 5.6 shows $\gamma$-ray relative intensities of the two transitions depopulating this state. The experimental branching ratio is better reproduced when the $E 1$ nature of both transitions is assumed. In this work, therefore, a spin-parity of $1^{-}$ is proposed.

Table 5.6: Relative $\gamma$-ray intensities of the 3541 keV and $2057-\mathrm{keV}$ transitions. Experimental relative intensities ( $I_{\text {exp }}$ ) are compared with calculated ones based on Weisskopf estimates ( $I_{\mathrm{W}}$ ) for the two possible spin-parity assignments of $1^{-}$and $2^{-}$for the state at 3540 keV . Weisskopf estimates of transition strengths are given by $6.45 \times 10^{-2} \times A^{2 / 3} e^{2} \mathrm{fm}^{2}$ for $E 1$ and $1.65 \times A^{2 / 3} \mu_{N}^{2}$ for $M 2$.

| $E_{i}(\mathrm{keV})$ | $E_{f}(\mathrm{keV})$ | $I_{\text {exp }}$ | $I_{\mathrm{W}}\left(1^{-}\right)$ | $I_{\mathrm{W}}\left(2^{-}\right)$ |
| :--- | :---: | ---: | ---: | ---: |
| 3540 | 1482 | $0.23(1)$ | $0.16(E 1)$ | $1.0(E 1)$ |
| 3540 | 0 | $1.00(2)$ | $0.84(E 1)$ | $1.4 \times 10^{-5}(M 2)$ |

## 4183-keV state

This state was first observed in Deacon et al. [47] and a $J=5$ assignment was made. Similar to the state at 3379 keV , the momentum distribution is very asymmetric, as can be seen in Figure 5.3 (b). The $J=5$ spin assignment is adopted here.

## 4258-keV and 4260-keV states

For the state at 4258 keV , the momentum distribution clearly shows knockout from the $1 f_{7 / 2}$ orbital (see Figure 5.1 (g)), suggesting a spin-parity assignment of $3^{-}$or $4^{-}$. Now that the state at 3302 keV is assigned as a $3^{-}$state, it is natural to assume a $4^{-}$assignment to this state as a partner originating from $1 f_{7 / 2}$.

As the states at 4258 keV and 4260 keV are close to each other in energy, one might be tempted to assume these states are identical. However, these two states show different momentum distributions (see also Figure 5.3 (c)). Moreover, the ratio of the intensities of the $956-\mathrm{keV}$ and $881-\mathrm{keV} \gamma$ rays, respectively depopulating the states at 4258 keV and 4260 keV , are shown to vary depending on the reaction channel by an order of magnitude. The ratios are summarized in Table 5.7. As discussed earlier, similar to the other cases, the asymmetric momentum distribution associated with the $4260-\mathrm{keV}$ state and the relative enhancement of the $881-\mathrm{keV} \gamma$ ray in the multi-nucleon removal reactions are the indication of the high-spin nature of this state.

Table 5.7: $\gamma$-ray intensities of the $881-\mathrm{keV}$ transition relative to 956 keV calculated for each reaction channel.

| $E_{\gamma}(\mathrm{keV})$ | ${ }^{31} \mathrm{Mg}$ | ${ }^{32} \mathrm{Mg}$ | ${ }^{34} \mathrm{Si}$ | ${ }^{35} \mathrm{P}$ |
| :---: | :---: | :---: | :---: | :--- |
| 881 | $0.15(1)$ | $0.55(6)$ | $3.06(20)$ | $1.52(10)$ |
| 956 | $1.00(1)$ | $1.00(7)$ | $1.00(17)$ | $1.00(9)$ |

## 5210-keV state

This state was placed in this work for the first time. Although the $1670-\mathrm{keV} \gamma$ ray was first observed in the previous knockout measurement by Fernández-Domínguez et al. [48] (corresponding to the $1660(2)-\mathrm{keV}$ transition in their result), the placement of this transition was not possible due to the limited statistics. In the present measurement, this transition is clearly coincident with $3541-\mathrm{keV} \gamma$ ray which de-excites a candidate for a negative-parity state at 3540 keV . The narrow momentum distribution extracted from the present data suggests that this state is likely to be of negative parity, and the possible spin-parity is $1^{-}$or $2^{-}$. Considering the non-observation of a decay branch to the ground state, a $2^{-}$assignment is proposed.


Figure 5.5: Experimental level scheme for ${ }^{30} \mathrm{Mg}$ constructed in the present experiment. Excitation energies in keV , spins and parities are shown beside the levels.

### 5.4 Experimental spectroscopic factors

Spectroscopic factors were deduced from the ratio of the experimental and the calculated singleparticle cross sections. As the spectroscopic factors depend on the orbital from which the neutron is removed, spectroscopic factors and assumed single particle orbitals are shown together in Table 5.8. The corresponding single-particle cross sections are also indicated. The center-of-mass
correction, the factor $[A /(A-1)]^{N}$ in Equation $(2.11$, is included in the spectroscopic factor. In the table, only the statistical uncertainties are quoted. The details on the systematic uncertainties are described in the caption of Table 5.4. From the momentum distribution, neutron knockout from the $1 d_{5 / 2}$ orbital is indistinguishable from that of $1 d_{3 / 2}$, and even these contributions can mix. Nevertheless, the removal of a $1 d_{5 / 2}$ neutron should be suppressed as compared those from the $2 s_{1 / 2}$ and $1 d_{3 / 2}$ orbitals, because the $1 d_{5 / 2}$ orbital is deeply bound. The spectroscopic factors for the $4^{+}$state at 3379 keV and other candidates for the yrast states at 4183 keV and 4260 keV are not given, as these states cannot be populated via single-step one-neutron knockout.

Table 5.8: Experimental cross sections and spectroscopic factors. Assumed single particle orbitals, quantum numbers $n$ and $l$ are shown together. The center-of-mass correction factors are included in the spectroscopic factors. Spectroscopic factors with and without multiplying the reduction factor (see Section 2.2 .6 for details) are shown separately.

| $E_{\mathrm{X}}(\mathrm{keV})$ | Single-particle <br> orbital | $n$ | $l$ | $\sigma_{\mathrm{exp}}(\mathrm{mb})$ | $\sigma_{\mathrm{sp}}(\mathrm{mb})$ | $C^{2} S_{\exp }$ | $C^{2} S_{\exp } / R_{S}{ }^{\mathrm{b}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $2 s_{1 / 2}$ | 1 | 0 | $17.2(19)$ | 52.1 | $0.31(4)$ | $0.35(4)$ |
| 1482 | $1 d_{3 / 2}$ | 0 | 2 | $10.2(5)$ | 22.0 | $0.43(2)$ | $0.51(3)$ |
| 1788 | $2 s_{1 / 2}$ | 1 | 0 | $13.8(19)$ | 35.0 | $0.37(5)$ | $0.44(6)$ |
| 2467 | $1 d_{3 / 2}$ | 0 | 2 | $8.4(4)$ | 19.8 | $0.40(2)$ | $0.48(2)$ |
| 3302 | $1 f_{7 / 2}$ | 0 | 3 | $7.9(4)$ | 17.1 | $0.42(2)$ | $0.51(2)$ |
| 3379 |  |  |  | $3.1(2)$ |  |  |  |
| $3461^{\mathrm{a}}$ | $1 d_{3 / 2}$ | 0 | 2 | $12.0(5)$ | 18.0 | $0.62(3)$ | $0.76(3)$ |
| 3540 | $2 p_{3 / 2}$ | 1 | 1 | $6.2(3)$ | 23.9 | $0.23(1)$ | $0.29(1)$ |
| 4183 |  |  |  | $1.5(1)$ |  |  |  |
| 4258 | $1 f_{7 / 2}$ | 0 | 3 | $5.7(3)$ | 16.1 | $0.32(1)$ | $0.40(2)$ |
| 4260 |  |  |  | $0.9(1)$ |  |  |  |
| 5210 | $2 p_{3 / 2}$ | 1 | 1 | $1.5(1)$ | 20.1 | $0.07(1)$ | $0.09(1)$ |

${ }^{\text {a }}$ A doublet of states is proposed here. The spin-parity assignments and the spectroscopic factors are discussed separately. See Section 6.1.2 for details.
${ }^{\mathrm{b}}$ The reduction factor $R_{S}$ is taken from Equation 2.13.

## Chapter 6

## Discussion

The interpretation of the experimental results is discussed in this chapter. In Section 6.1, the experimental level scheme with the spin-parity assignments as well as the spectroscopic factors are compared with previous in-beam and decay measurements for ${ }^{30} \mathrm{Mg}$. Section 6.2 focuses on the comparison to theoretical calculations using the shell model. Systematics of the nuclear structure around ${ }^{30} \mathrm{Mg}$ are discussed in Section 6.3 with a special emphasis on the negative-parity states. Section 6.4 describes "T-plot" analyses to get more insight into the different shell-model interactions. Lastly, Section 6.5 summarizes the findings obtained in this work.

### 6.1 Comparison to previous experiments

### 6.1.1 In-beam measurements

As introduced in Section 1.4.3. Fernández-Domínguez et al. reported an in-beam $\gamma$-ray measurement using the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ [48]. Except for small differences in the experimental condition, i.e. a different target material (carbon) and a lower incident energy ( $55 \mathrm{MeV} /$ nucleon), the reaction of interest is identical to the present work. Thus, their experimental results can be directly compared with the present results. The experimental levels and the spectroscopic factors are compared in Figure 6.1. Note that the reduction factor explained in Section 2.2 .6 is not included in the spectroscopic factors presented in this section for the consistency.

Significantly increased statistics in the $\gamma$-ray spectra obtained in the present experiment allowed for the construction of an extended level scheme with updated spin-parity assignments (see also Figure 1.12 for comparison). The ground state can only be populated by the knockout of a $2 s_{1 / 2}$ neutron from ${ }^{31} \mathrm{Mg}$. The spectroscopic factor for the ground state deduced in this work is $0.31(4)$. This value is smaller than but in agreement with an upper limit of 0.50 presented in [48]. It should be noted that the presence of unplaced or unobserved transitions that directly feed the ground state can still lead to overestimation of the deduced cross section and thus a higher spectroscopic factor [116, 117]. This situation is known as the pandemonium effect, originally proposed in the context of $\beta-\gamma$ spectrosocpy, where a number of weak transitions from fragmented higher-lying states escape observation and they feed the ground and low-lying states. The actual ground-state cross section is considered to be much smaller, and accordingly a clear momentum distribution for the ground state could not be extracted. Therefore, the present spectroscopic factor should be taken as an upper limit. The spectroscopic factor leading to
the ground state of ${ }^{31} \mathrm{Mg}$ was extracted using proton resonant elastic scattering on ${ }^{30} \mathrm{Mg}$. The deduced spectroscopic factor of $0.07 \pm 0.03$ (stat.) $\pm 0.07$ (sys.) interpreted as a small overlap between the ground states of ${ }^{30} \mathrm{Mg}$ and ${ }^{31} \mathrm{Mg}$, is smaller than the present estimate. The $0_{2}^{+}$state is also populated by removing a neutron from the $2 s_{1 / 2}$ orbital. The removal of this neutron leaves the neutrons in the $f p$ shell untouched, and thus can populate the intruder configuration. In the conventional picture of the structure of ${ }^{30} \mathrm{Mg}$, the $0_{2}^{+}$state is dominated by an intruder configuration. A large spectroscopic factor of $0.37(5)$ which is in contrast to $0.20(4)$ in [48], may point to a substantial overlap with the intruder-dominated ground state of ${ }^{31} \mathrm{Mg}$.

The $2_{1}^{+}$state is populated by the knockout of a $1 d_{3 / 2}$ neutron. The present spectroscopic factor of $0.43(2)$ is compatible with an upper limit of 0.57 presented in [48]. The state at 2467 keV was previously discussed as a candidate for the $2_{2}^{+}$state [53]. This interpretation was questioned by [48], where the momentum distribution associated with this state favored, with limited statistics, the knockout from the $2 p_{3 / 2}$ orbital and resulted in a negative-parity assignment. The present result rejects this assignment, and this state is now established as the $2_{2}^{+}$state. The spectroscopic factor extracted for this state is $0.40(2)$. Note that the cross section itself is slightly larger in the present measurement (8.4(4) mb compared to $7.6(11) \mathrm{mb}$ in [48]) even though the feeding from the higher-lying states is taken into account in the present analysis. It is also worth noting that, not only for the $2467-\mathrm{keV}$ state, the exclusive cross sections in [48] tend to show systematically lower values than the present values. For the inclusive cross section, the previous measurement reported a value of of $90(12) \mathrm{mb}$ [48], which is slightly lower than but in agreement with the present estimate of $97(3) \mathrm{mb}$ within the uncertainty.

By removing a $1 d_{3 / 2}$ neutron, a candidate for the $2_{3}^{+}$state at 3461 keV was populated. The large spectroscopic factor of $0.62(3)$ naively understood as an intruder-dominated configuration of this state, is similar to the other cases, but again larger than the observation of [48]. However, this spectroscopic factor and the spin-parity have to be treated with caution, because of a possibility of having a doublet of states (see Section 6.1.2for details). Previously, a $4^{+}$assignment to this state was made in the fusion-evaporation study [47]. As discussed earlier in Section 5.3.3, the clean, near symmetric momentum distribution is incompatible with $4^{+}$, as this assignment requires a multi-step excitation and it would produce an asymmetric momentum distribution.
$3^{-}$and $4^{-}$states can be populated by removing a $1 f_{7 / 2}$ neutron. The state at 3302 keV was firmly assigned as the lowest negative parity state in ${ }^{30} \mathrm{Mg}$ in the present work. The spinparity assignment of $3^{-}$and spectroscopic factor of $0.42(2)$ is again slightly higher, but agrees with [48]. For the state at 4258 keV , the spin-parity assignment of (4) ${ }^{-}$and spectroscopic factor of $0.32(1)$ are also in line with [48].

Excited states characterized by knockout from the $2 p_{3 / 2}$ orbital were found at 3540 keV and 5210 keV . The spectroscopic factor associated with the state at $3540 \mathrm{keV}, 0.23(1)$ shows a lower value than [48]. This is partly because the $1670-\mathrm{keV} \gamma$ ray, which could not be placed in the level scheme in the previous work, was newly observed to feed the $3540-\mathrm{keV}$ state. The $1670-\mathrm{keV}$ $\gamma$ ray was assigned to the decay of the state at 5210 keV , and this level was given a tentative spin-parity assignment of $(2)^{-}$. This level was proposed for the first time in this work.

It should be emphasized that the analysis of the multi-nucleon removal reactions gave further information on the levels in ${ }^{30} \mathrm{Mg}$. The enhancement of the population of the state at 3379 keV , 4183 keV , and 4260 keV in these reactions indicated the yrast nature of these states. The validity of the $4260 \rightarrow 3379 \rightarrow 1482$ and $4183 \rightarrow 3379 \rightarrow 1482$ cascades, originally proposed in [47], was confirmed by this work (see also Figure 1.11). On the other hand, coincidences of the $1061-\mathrm{keV}$ transition proposed in [47] were not observed. Presently, a small peak at $1061-\mathrm{keV}$ is
seen only in the multi-nucleon removal reactions from ${ }^{32} \mathrm{Mg}$ and ${ }^{35} \mathrm{P}$. In both cases, the $1897-\mathrm{keV}$ transition is strongly seen, while the very weak $1061-\mathrm{keV}$ transition and the non-observation of the $838-\mathrm{keV} \gamma$ ray are conflicting with the relative intensities proposed in [47]. Considering that the $4258 \rightarrow 3302 \rightarrow 1482$ cascade was firmly established in the present work, the placement of the $1061-\mathrm{keV}$ transition on top of the $1482-\mathrm{keV}$ state, resulting in a negative-parity candidate at 2541 keV suggested in [47], is not supported by the present data. Moreover, if this state were of negative parity, it should have been strongly populated in one-neutron knockout because of the intruder-dominated nature of the ground state of ${ }^{31} \mathrm{Mg}$. This state might be arising from the misidentification of $\gamma$ rays from different reaction products or higher-lying states in ${ }^{30} \mathrm{Mg}$. The relative enhancement of the 1061 keV transition in the multi-nucleon removal reaction from ${ }^{35} \mathrm{P}$ indicates that this transition is originating from a high-spin state, although the placement is not possible presently.


Figure 6.1: Comparison of the experimental levels of ${ }^{30} \mathrm{Mg}$ obtained in the present experiment and the previous measurement by Fernández-Domínguez et al. [48]. States with positive (negative) parity are shown in red (blue). Spectroscopic factors are indicated to the left of the levels.

### 6.1.2 $\beta$-decay measurements

In general, $\beta$-decay measurements provide $\log f t$ values, which are indicative of the type of the transition and can be used to constrain spins and parities. Note that the ground state of ${ }^{30} \mathrm{Na}$ has a spin-parity of $2^{+}$[60, 118]. Moreover, the use of a polarized radioactive beam and the measurement of $\beta$-decay asymmetry allow for the determination of spins and parities. However, as $\beta$ decay predominantly populates levels higher than 4.9 MeV in ${ }^{30} \mathrm{Mg}$, the spinparity sensitivity is lost for the low-lying states.

A spin-parity of $(2,3)^{+}$was assigned to the state at 3302 keV in [55] based on the $\log f t$ of $6.5(1)$ which indicates an allowed transition. This spin-parity assignment is in contradiction to the present $3^{-}$assignment. More recently, an updated measurement [119] reported a larger $\log f t$ of $7.0(4)$, in line with a forbidden transition. This updated value does not reject the possibility of the negative-parity assignment. In the same measurement, the state at 4259 keV was observed for the first time in $\beta-\gamma$ studies. The associated large $\log f t$ points to a forbidden transition and a negative-parity assignment is compatible with the present assignment of (4)-

The $\beta-\gamma$ measurement [119] proposed a doublet of states at 3463 keV and 3461 keV . These two states are reported to decay to the $2_{1}^{+}$state by emitting $1978-\mathrm{keV}$ and $1980-\mathrm{keV} \gamma$ rays, respectively. The present experiment is not sensitive to this small difference, and thus it is not possible to disentangle which state is populated. Nevertheless, the momentum distribution showed a deviation from the calculated distribution for the pure $1 d_{3 / 2}$ knockout and thus an increased $\chi^{2}$ (see Figure 5.1 (e)). It is possible that the observed momentum distribution contains contributions from both $3463-\mathrm{keV}$ and $3461-\mathrm{keV}$ states with different spins and parities. A fit to the experimental momentum distribution with a sum of $1 d_{3 / 2}$ and $2 p_{3 / 2}$ components allows for the extraction of each contribution (see Figure 6.2). This assumption does not conflict with the result of the $\beta-\gamma$ measurement, where the $3463-\mathrm{keV}$ and $3461-\mathrm{keV}$ states are respectively given $(1,2)$ and (2) assignments. The resulting cross sections of the individual components are $5.8(6) \mathrm{mb}\left(1 d_{3 / 2}\right)$ and $6.2(6) \mathrm{mb}\left(2 p_{3 / 2}\right)$, respectively leading to $C^{2} S_{\exp } / R_{S}=0.37(4)$ and 0.29(3).

A spin-parity assignment of $2^{+}$to the state at 2467 keV was first suggested in the $\beta$-decay study by Mach et al. [53]. The assignment was guided by its short half-life of less than 5 ps and similarity to the decay pattern of the $2_{2}^{+}$state at 4555 keV in ${ }^{28} \mathrm{Mg}$ [120]. In the present analysis, the energy of the $\gamma$-ray peak de-exciting this state is determined to be $985(1) \mathrm{keV}$. Simulations show that a half-life of 5 ps leads to an energy shift of 1 keV in the Doppler-corrected $\gamma$-ray spectrum, and therefore the present data is consistent with an upper limit of 5 ps . A longer half-life, for example, 10 ps leading to a peak shift of 3 keV , would be incompatible with the observation of the peak at the correct energy. As discussed in [53], if a pure $E 2$ is assumed for the $985-\mathrm{keV}$ transition, a large $B\left(E 2 ; 2_{2}^{+} \rightarrow 2_{1}^{+}\right)$of more than $123 e^{2} \mathrm{fm}^{4}$ is required to reproduce the lifetime, while shell-model predictions are on the order of $1 e^{2} \mathrm{fm}^{4}$ (see Section 6.2. This suggests a substantial $M 1$ component of this transition.

### 6.2 Comparison to shell-model calculations

For the interpretation of the present experimental results, the level scheme and spectroscopic factors are compared to shell-model calculations using the SDPF-M [37], SDPF-U-MIX [13], and EEdf1 [41] interactions, which were introduced in Section 1.3.2.

The calculations with the SDPF-M and EEdf1 interactions were performed with the code


Figure 6.2: Fit to the experimental momentum distribution in coincidence with the $1979-\mathrm{keV} \gamma$ ray. The fit assumes a sum of $1 d_{3 / 2}$ (pink) and $2 p_{3 / 2}$ (cyan) momentum distributions to extract each scaling factor. The fitted distribution is shown in gray (reduced $\chi^{2}=1.9$ ).

KSHELL [121]. The calculation with the SDPF-M interaction presented here is the result of the exact diagonalization without any truncation, while excitations up to $6 \hbar \omega$ were allowed in the EEdf1 calculation because of limitations in the computational power. The result of the SDPF-U-MIX interaction was taken from [48]. Spectroscopic factors for one-neutron knockout from ${ }^{31} \mathrm{Mg}$ were also calculated in the shell model by taking the overlap of wave functions describing the ground state of ${ }^{31} \mathrm{Mg}$ and states in ${ }^{30} \mathrm{Mg}$. Note that the SDPF-M (SDPF-U-MIX) calculation predicts a $7 / 2^{-}\left(3 / 2^{-}\right)$ground state in ${ }^{31} \mathrm{Mg}$. Instead, a $1 / 2^{+}$state appears as an excited state. For the calculation of spectroscopic factors, the wave function of the first excited $1 / 2^{+}$state is taken as being analogous to the the $1 / 2^{+}$ground state.

In Figure 6.3, these calculations are compared with the experimental result. All of the calculations reproduce the present level scheme remarkably well. It is seen that the excitation energy of the $2_{1}^{+}$state and the correct ordering of the low-lying $0^{+}$and $2^{+}$states are reproduced. The negative-parity states are localized above 3.5 MeV . These features are common to all the calculations.

Figure 6.3: Experimental levels of ${ }^{30} \mathrm{Mg}$ in comparison with shell-model calculations using the SDPF-M, EEdf1, and SDPF-U-MIX interactions. States with positive (negative) parity are shown in red (blue). Experimental spectroscopic factors $C^{2} S_{\text {exp }} / R_{S}$ and shell-model spectroscopic factors are indicated to the left of the levels. The spectroscopic factor for the $3461-\mathrm{keV}$ state has to be treated with caution (see the caption of Figure 6.4).


Figure 6.4: Experimental spectroscopic factors in comparison with shell-model predictions. The experimental values are shown in the panel (a). The experimental spectroscopic factors have been corrected for the reduction factor (see the last column of Table 5.8). The calculated spectroscopic factors using the SDPF-M, EEdf1, and SDPF-U-MIX interactions are shown in the panels (b), (c), and (d), respectively. States associated with $l=0,1,2,3$ are respectively shown in red, cyan, pink, and blue. The spectroscopic factor for the $3461-\mathrm{keV}$ state (indicated in gray) has to be treated with caution. A fit to the momentum distribution assuming both $1 d_{3 / 2}$ and $2 p_{3 / 2}$ components gives $0.37(4)\left(1 d_{3 / 2}\right)$ and $0.29(3)$ ( $2 p_{3 / 2}$ ) as discussed in Section 6.1.2

The calculated spectroscopic strengths show a much larger variation depending on the interaction used, despite the similarity in the level structures. This is visualized in Figure 6.4, together with the spectroscopic factors deduced from the present experiment. The sum of spectroscopic factors for a specific orbital can be considered as an estimate or a lower limit of the occupancy of that orbital. The sum will exclude some states, but usually the majority is concentrated in low-energy states. The summed experimental spectroscopic factor associated with the $1 f_{7 / 2}$ orbital of $0.90(4)$ indicates a significant occupation of the $1 f_{7 / 2}$ orbital in the ground state of ${ }^{31} \mathrm{Mg}$. Similarly, the summed spectroscopic factor of $0.37(2)$ from the $2 p_{3 / 2}$ orbital also indicates a sizable occupation of the $2 p_{3 / 2}$ orbital in ${ }^{31} \mathrm{Mg}$. Note that, as discussed in Section 6.1.2, there is a doublet of states at 3461 keV , one of which could be originating from the $2 p_{3 / 2}$ orbital. The summed spectroscopic factor for $2 p_{3 / 2}$ increases to $0.66(4)$ if this contribution is added. These can also be compared with negative-parity spectroscopic factors


Figure 6.5: Comparison of experimental spectroscopic factors to neutron occupancies for (a) the $1 f_{7 / 2}$ and (b) the $2 p_{3 / 2}$ orbitals in ${ }^{31} \mathrm{Mg}$ calculated using the SDPF-M and EEdf1 interactions. The sum of deduced spectroscopic factors associated with $1 f_{7 / 2}$ (the $3^{-}$and $4^{-}$states) is shown. The sum associated with $2 p_{3 / 2}$ (the $1^{-}$and $2^{-}$states) is indicated by the circle. As discussed in Section 6.1.2, there can be a doublet of states at 3461 keV , one of which could be originating from $2 p_{3 / 2}$. The triangle represents the sum of spectroscopic factors including this contribution.
deduced for one-neutron removal from ${ }^{30} \mathrm{Mg}$ and ${ }^{32} \mathrm{Mg}$ [25]. Strengths leading to the first $7 / 2^{-}$ and $3 / 2^{-}$states are $0.41(10)$ and $0.19(7)$ in ${ }^{29} \mathrm{Mg}$, while those of ${ }^{31} \mathrm{Mg}$ are 1.19(36) and $0.59(11)$. The present values are in between these values or somewhat closer to those of ${ }^{31} \mathrm{Mg}$. The large occupation of the $f p$ orbitals is a direct consequence of the intruder dominance of the ground state of ${ }^{31} \mathrm{Mg}$. Figure 6.5 shows a comparison of the summed experimental spectroscopic factors with calculated neutron occupancies in ${ }^{31} \mathrm{Mg}$. The summed spectroscopic factor for the $1 f_{7 / 2}$ orbital is significantly lower than the SDPF-M occupancy, while that of the $2 p_{3 / 2}$ orbital exceeds the the SDPF-M occupancy if the contribution from the $3461-\mathrm{keV}$ state is added. The absolute values of all of spectroscopic factors associated with positive states obtained in the present analysis are not reproduced by any of the calculations. Nevertheless, the strengths relative to the ground state and the large spectroscopic factor for the $2_{2}^{+}$state are somewhat closer to the calculation with SDPF-M.

Here, it is worth noting that the electromagnetic transition strengths between low-lying states calculated using the SDPF-M and EEdf1 interactions are in good agreement with the observation as well. With the standard effective charges of $\left(e_{p}, e_{n}\right)=(1.5,0.5) e$ for SDPF-M and $\left(e_{p}, e_{n}\right)=(1.25,0.25) e$ for EEdf1, predicted $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values are $332 e^{2} \mathrm{fm}^{4}$ (SDPF-M) and $285 e^{2} \mathrm{fm}^{4}$ (EEdf1), while a Coulomb excitation measurement reported $241(31) e^{2} \mathrm{fm}^{4}$ [58]. For the $0_{2}^{+} \rightarrow 2_{1}^{+}$transition, $38 e^{2} \mathrm{fm}^{4}$ (SDPF-M) and $51 e^{2} \mathrm{fm}^{4}$ (EEdf1) reproduce the observed half-life of 3.9(4) ns (calculated partial halflives of 6.1 and 4.1 ns , respectively). The substantial $M 1$ component of the $2_{2}^{+} \rightarrow 2_{1}^{+}$transition is also supported by both calculations. The SDPF-M interaction gives $B\left(M 1 ; 2_{2}^{+} \rightarrow 2_{1}^{+}\right)=0.15 \mu_{N}^{2}$ and $B\left(E 2 ; 2_{2}^{+} \rightarrow 2_{1}^{+}\right)=1.8 e^{2} \mathrm{fm}^{4}$, and the EEdf1 interaction gives $B\left(M 1 ; 2_{2}^{+} \rightarrow 2_{1}^{+}\right)=0.19 \mu_{N}^{2}$ and $B\left(E 2 ; 2_{2}^{+} \rightarrow 2_{1}^{+}\right)=1.0 e^{2} \mathrm{fm}^{4}$. Note that a measurement of the $\gamma$-ray polarization could determine the mixing ratio of the $E 2$ and $M 1$ multipolarities in the future.

As explained in Section 1.3.2, the SDPF-M interaction has been traditionally used in this mass region, and it reproduces basic observables, like $E\left(2_{1}^{+}\right)$and $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values [37].

While the SDPF-M interaction takes into account only the $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals on top of the full $s d$ shell, the model space is extended to contain the full neutron $s d p f$ shells in the recentlydeveloped interactions, SDPF-U-MIX and EEdf1. The latter two interactions also demonstrated their prediction power for the basic quantities [13, 41]. Here, it should be emphasized again that the EEdf1 interaction is different from SDPF-M and SDPF-U-MIX by construction. The TBMEs of the EEdf1 interactions are microscopically derived from a realistic QDC-based nucleon-nucleon potential, whereas the TBMEs of the other two are empirically adjusted to reproduce the experimental observables. Even though the present experimental results do not allow a definitive choice of the interaction to be made, the new experimental information serves as a benchmark for these calculations and also provides guidance for refinements of the interactions. This point is further discussed below.

To gain more insight into the calculated spectroscopic factors, shell-model calculations using modifications of the SDPF-M interaction have also been performed. First, the single-particle energy of the $2 p_{3 / 2}$ orbital was lowered by 1 MeV . This modified interaction is named "SDPF-M-mod-A", and the result of the calculation is shown in Figure 6.6. Owing to the reduction of the $1 f_{7 / 2}-2 p_{3 / 2}$ gap, spectroscopic factors associated with $1 f_{7 / 2}$ are reduced, while those of $2 p_{3 / 2}$ are increased. This trend is closer to the experimental results. However, similarly to the EEdf1 calculation, the spectroscopic factor for the $2_{2}^{+}$state is reduced. The spectroscopic factors of the low-lying shape-coexisting states may be sensitive to the spacing between the sd and $p f$ shells corresponding to the $N=20$ gap. In SDPF-M-mod-A, the energy required to form intruder configurations becomes smaller, as the spacing between the $s d$ and $p f$ shells is effectively reduced. To compensate this, another calculation using "SDPF-M-mod-B" where $2 p_{3 / 2}$ is lowered by 0.5 MeV and $1 f_{7 / 2}$ is raised by 0.5 MeV was performed. In this approach, the $s d-p f$ spacing is approximately conserved, while the $N=28$ gap is reduced by 1 MeV . The result of the calculation is also shown in Figure 6.6 . The balance of $1 f_{7 / 2}$ and $2 p_{3 / 2}$ spectroscopic factors is unchanged compared to the SDPF-M-mod-A calculation, while significant changes in spectroscopic factors of the low-lying shape-coexisting states are seen.

To summarize, the behavior of the calculated spectroscopic can be interpreted in terms of the interplay of the $s d-p f$ gap corresponding to $N=20$ and the $1 f_{7 / 2}-2 p_{3 / 2}$ gap corresponding to $N=28$, as schematically shown Figure 6.7. The spectroscopic factors for the low-lying shapecoexisting states $\left(0_{1}^{+}, 2_{1}^{+}, 0_{2}^{+}\right.$, and $\left.2_{2}^{+}\right)$are sensitive to the size of the $N=20$ gap, while the balance of spectroscopic factors associated with the $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals is affected by the size of the $N=28$ gap. Here, it is worth noting that there have been discussions about the single-particle energies in the SDPF-M interaction. It has been pointed out that the single-particle energy gap between the $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals may be overestimated in this interaction [ $\left.122-124\right]$. The present analysis supports this argument. The proper accounting of these gap sizes would be key to better reproduce the experimental spectroscopic factors.

### 6.3 Systematic behavior of the level structure around ${ }^{30} \mathbf{M g}$

Negative-parity states require the promotion of an odd number of particles from the $s d$ to the $f p$ shell and are therefore expected to be sensitive to the magnitude of the $N=20$ shell gap, as was discussed in Section 1.4.1. In the simplest possible configuration (1p1h excitation), $0^{-}-3^{-}$ states can be formed by promoting a neutron from the $1 d_{3 / 2}$ to the $2 p_{3 / 2}$ orbital, leaving a single neutron hole in the $1 d_{3 / 2}$ orbital. Similarly, the spin coupling allows $2^{-}-5^{-}$states to be made by promoting a $1 d_{3 / 2}$ neutron to the $1 f_{7 / 2}$ orbital. Therefore, it is expected that the size of the shell


Figure 6.6: Calculated spectroscopic factors using (a) the SDPF-M-mod-A interaction where the $2 p_{3 / 2}$ orbital is lowered by 1 MeV , (b) the SDPF-M-mod-B interaction where the $1 f_{7 / 2}-2 p_{3 / 2}$ gap is reduced by 1 MeV , and (c) the original SDPF-M which is identical to Figure 6.4 Only the lowest two states from a specific orbital have been calculated for the modified interactions. States associated with $l=0,1,2,3$ are respectively shown in red, cyan, pink, and blue.


Figure 6.7: Schematic illustration of the $1 f_{7 / 2}-2 p_{3 / 2}(N=28)$ and the $s d-p f(N=20)$ gaps. The $N=28$ gap is important for describing the balance of the spectroscopic factors of $1 f_{7 / 2}$ and $2 p_{3 / 2}$. The spectroscopic factors for the low-lying shape-coexisting states are sensitive to the $N=20$ gap size.
gap between $1 d_{3 / 2}$ and $2 p_{3 / 2}$ is more closely related to the excitation energies of the $1^{-}$state.
However, these discussions should be treated with caution. In the shell model, the effective single-particle energies are said to be ones in the spherical limit, as they are defined based on the monopole component of the shell-model interaction. The effects arising from the nuclear deformation are contained in the multipole component of the interaction, and these

### 6.3. Systematic behavior of the level structure around ${ }^{30} \mathrm{Mg}$

bring complications in the discussion of the shell-gap size [7]. Nevertheless, if one assumes a spherical shape and a pure neutron 1 p1h excitation, in a qualitative manner, it is possible to relate the excitation energy of negative-parity states with the gap between the $s d$ and $p f$ shells.

Systematics of negative-parity states in $N=18$ isotones are shown in Figure 6.8. The excitation energies of the lowest $1^{-}$states stay rather constant at around 6 MeV above ${ }^{32} \mathrm{Si}$, while the energy drops by more than 2 MeV between ${ }^{32} \mathrm{Si}$ and ${ }^{30} \mathrm{Mg}$. Under the above-mentioned assumptions, the drop of the excitation energies of the $1^{-}$state observed at ${ }^{30} \mathrm{Mg}$ could be interpreted as a signature of the reduction of the gap between $1 d_{3 / 2}$ and $2 p_{3 / 2}$. To illustrate the reduction of the gap, single-particle energies in the SDPF-M and EEdf1 interactions are shown in Figure 6.9. The drop in the excitation energy of the $1^{-}$state coincides with the abrupt reduction of the shell gap at $Z=12$. Systematics of the lowest $3^{-}$states are also shown in Figure 6.8. A drop of excitation energy of about 2 MeV is seen between ${ }^{32} \mathrm{Si}$ and ${ }^{30} \mathrm{Mg}$. In this case, the discussion is not as straightforward as the $1^{-}$states, as both $2 p_{3 / 2}$ and $1 f_{7 / 2}$ can contribute. Moreover, a gradual increase in excitation energy is seen from ${ }^{38} \mathrm{Ca}$ to ${ }^{32} \mathrm{Si}$. This feature could be attributed to the cross-shell excitation of protons. As protons are added to the $N=18$ isotones, the energy spacing between the proton Fermi surface and the $p f$ shell decreases. This makes proton cross-shell excitation energetically more favored and result in non-negligible contributions of the proton side.


Figure 6.8: Systematics of negative-parity states in $N=18$ isotones. Level data are taken from the ENSDF database [4]. The levels from the present experiment are shown for ${ }^{30} \mathrm{Mg}$. The lowest $1^{-}\left(3^{-}\right)$ states are connected by dashed (dotted) lines. The spins and parities include tentatively assigned ones. Negative-parity (positive-parity) states are shown in blue (red).


Figure 6.9: (a) Neutron effective single-particle energies as a function of proton number calculated for the $N=18$ isotones using the SDPF-M (solid) and EEdf1 (dashed) interactions. (b) Effective shell-gaps associated with the $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals relative to the $1 d_{3 / 2}$ orbital, taken directly from the panel (a).

### 6.4 T-plot analysis

As the wave functions for both initial and final states are involved, the discussion of the absolute value of the spectroscopic factors is complicated. Nevertheless, with the success in reproducing the experimental level structure, it is natural to assume that the basic ingredients of describing properties of each state are approximately captured by the shell-model calculations. To explore the nature of the underlying wave functions, the low-lying states were analyzed using the "T-plot" technique [125].

The intrinsic deformations of a specific state can be visualized in a T-plot analysis, where the plot shows the potential energy surface (PES) obtained by a Hartree-Fock calculation using the shell-model interaction with constraints on the quadrupole moments, $Q_{0}$ and $Q_{2}$. The PES is superimposed with circles describing the wave function of the states calculated by the Monte Carlo Shell Model (MCSM) approach [126]. The circles represent "deformed" Slater determinants of the MCSM, placed by their $Q_{0}$ and $Q_{2}$, and their size is proportional to the overlap between the MCSM eigenstate and the Slater determinant. The distribution of the circles and their sizes indicate the intrinsic shape and its fluctuation and mixing of the eigenstates.

The T-plots for the $0_{1}^{+}, 2_{1}^{+}, 0_{2}^{+}$, and $2_{2}^{+}$states in ${ }^{30} \mathrm{Mg}$ obtained using the SDPF-M interaction are shown in Figure 6.10. One can see that the circles are localized in two places, the near spherical side (small $Q_{0} \approx 30 \mathrm{fm}^{2}$ ) and prolate-deformed side (large $Q_{0} \approx 80 \mathrm{fm}^{2}$ ) with a triaxial deformation. The $0_{1}^{+}$state is dominated by near spherical components, while the $0_{2}^{+}$ state is governed by deformed configurations. The two $0^{+}$states are thus an example of shape coexistence with two distinct shapes close in excitation energy. This is in line with the simple picture presented in Section 1.4.1. The shape-coexisting feature of the $2_{1}^{+}$and $2_{2}^{+}$states is also seen, but with a higher degree of shape mixing. Given that the ground state of ${ }^{31} \mathrm{Mg}$ is characterized by a prolate-deformed shape (see also Figure 6.10), spectroscopic factors resulting from the SDPF-M interaction presented in Figure 6.4 can be intuitively understood as follows.


Figure 6.10: T-plots for the $0_{1}^{+}, 2_{1}^{+}, 0_{2}^{+}$, and $2_{2}^{+}$states in ${ }^{30} \mathrm{Mg}$ and the $1 / 2^{+}$state in ${ }^{31} \mathrm{Mg}$ produced using the SDPF-M interaction.


Figure 6.11: Same as Figure 6.10 but with the EEdf1 interaction.
The $0_{1}^{+}$spectroscopic factor is small as the $0_{1}^{+}$state is characterized by a spherical shape and the overlap of the wave functions is small. On the other hand, the $0_{2}^{+}$state is described by deformed configurations, thus yielding a large spectroscopic factor. The spectroscopic factors of the $2_{1}^{+}$ and $2_{2}^{+}$states are of similar magnitude because of the large shape fluctuation. The experimental spectroscopic factors may be intuitively interpreted in this way.

T-plots resulting from the EEdf1 interaction are shown in Figure 6.11. The shape mixing of the $0_{1}^{+}$and $0_{2}^{+}$states is much more pronounced, in stark contrast with the T-plots presented in Figure 6.10 and with the conventional picture of the shape coexistence in ${ }^{30} \mathrm{Mg}$. Interestingly, the shape-coexisting feature of the $2_{1}^{+}$and $2_{2}^{+}$states is "inverted", i.e. the $2_{1}^{+}$is described by a clear deformed shape and the $2_{2}^{+}$is almost spherical. The large (small) spectroscopic factors for the $2_{1}^{+}\left(2_{2}^{+}\right)$states calculated by the EEdf1 interaction can also be intuitively understood in terms of the shape overlap, as the ground state of ${ }^{31} \mathrm{Mg}$ is characterized by a prolate-deformed shape.

Despite the similar level schemes, the two interactions thus predict very different structures for ${ }^{30} \mathrm{Mg}$. Usually, excitation energies are used as the first test of theory, but more detailed experimental information, such as electromagnetic transition strengths and spectroscopic factors, is required to further differentiate the models.

### 6.5 Summary

This section summarizes the experimental and theoretical findings. One of the highlights of the present work is the establishment of the location of the negative-parity states. A negative-parity candidate at 2467 keV proposed by Fernández-Domínguez et al. [48] was assigned as positive parity in the present work. This state is highly likely to be the $2_{2}^{+}$state from the systematics of neighboring nuclei, and this interpretation is also supported by shell-model calculations. Another candidate for a negative-parity state at 2541 keV was proposed by Deacon et al. [47]. The corresponding state was not observed in this experiment. The firmly established $\gamma$-ray cascade from this work suggests that the $\gamma-\gamma$ analysis in [47] is affected by misidentified $\gamma$ rays, requiring the re-ordering of their level scheme.

The $4_{1}^{+}$state at 3379 keV , whose spin-parity was originally assigned by Deacon et al. [47], was strongly populated in multi-nucleon removal reactions. In the one-neutron knockout reaction, the momentum distribution of this state was not compatible with reaction calculations, indicating an indirect population mechanism. These add to evidence of the $4_{1}^{+}$assignment. The $4_{1}^{+}$state at 3379 keV leads to $R_{42}=2.3$, which is close to the vibrational limit. From the analyses of the multi-nucleon removal reactions, a candidate for the $J=5$ yrast state at 4183 keV [47] was observed in the present experiment. It is also proposed that the state at 4260 keV has a high-spin ( $J \geq 4$ ) character.

The state at 3302 keV was firmly assigned as a $3^{-}$negative-parity state from the momentum distribution strongly supporting $1 f_{7 / 2}$ knockout. This is considered as the lowest negative-parity state in ${ }^{30} \mathrm{Mg}$. The states at 3540 keV , 4258 keV , and 5210 keV were assigned as negative-parity states with spin-parities of $1^{-},(4)^{-}$, and (2) ${ }^{-}$, respectively. The $5210-\mathrm{keV}$ state was observed for the first time in this work.

From the systematic analysis of $N=18$ isotones, the excitation energies of the negativeparity states drop at ${ }^{30} \mathrm{Mg}$, indicating a precursory structural change approaching the island of inversion. The observed energy drop is not as large as the one derived from the previous studies [47,48], but still significant. In the framework of the shell model, this could be attributed to the reduction of the ESPE gap at $N=20$.

Large spectroscopic strengths arising from the $1 f_{7 / 2}$ and $2 p_{3 / 2}$ orbitals are in line with an intruder-dominated configuration of the ground state of ${ }^{31} \mathrm{Mg}$. At the same time, from the systematics of the spectroscopic strength to negative-parity states in the neighboring nuclei ${ }^{29} \mathrm{Mg}$ and ${ }^{31} \mathrm{Mg}$, the current data of ${ }^{30} \mathrm{Mg}$ show a transitional situation, locating ${ }^{31} \mathrm{Mg}$ the shore
of the island of inversion.
The overall level structure is very well reproduced by large-scale shell-model calculations employing the SDPF-M, EEdf1, and SDPF-U-MIX interactions. However, disagreements were found in the spectroscopic factors. The present data and calculations did not allow for a definitive choice of shell-model interactions, and it remains a challenge for the shell model to reproduce the experimental spectroscopic factors. Additionally, it was suggested that the proper accounting of the $N=20$ and $N=28$ gap sizes would be key to better reproduce the experimental spectroscopic factors. The T-plot analysis was performed to differentiate between the SDPF-M and EEdf1 interactions. Interestingly, it was found that these two interactions give very different pictures of shape coexistence. The calculated spectroscopic factors for the $0_{1}^{+}, 2_{1}^{+}, 0_{2}^{+}$, and $2_{2}^{+}$ states could be intuitively understood using the T-plots.

## Chapter 7

## Conclusion

In this work, the nuclear structure of ${ }^{30} \mathrm{Mg}$ was investigated by in-beam $\gamma$-ray spectroscopy to track the structural evolution towards the island of inversion. To populate excited states in ${ }^{30} \mathrm{Mg}$, the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}$ was utilized as an established spectroscopic tool. In addition, the multi-nucleon removal reactions from ${ }^{32} \mathrm{Mg},{ }^{34} \mathrm{Si}$, and ${ }^{35} \mathrm{P}$ were used to complement the study.

Prior to this work, in-beam $\gamma$-ray measurements of ${ }^{30} \mathrm{Mg}$ using the fusion-evaporation reaction ${ }^{14} \mathrm{C}\left({ }^{18} \mathrm{O}, 2 p\right)$ [47] and the one-neutron knockout reaction from ${ }^{31} \mathrm{Mg}[48]$ were reported. These experiments indicated the presence of negative-parity states lying significantly lower in energy than shell-model predictions, and posed questions concerning the theoretical modeling of nuclear structure approaching the island of inversion.

The present measurements allowed for the construction of an updated level scheme for ${ }^{30} \mathrm{Mg}$ by a $\gamma-\gamma$ coincidence analysis. Firm spin-parity assignments for states in ${ }^{30} \mathrm{Mg}$ were made based on comparison of the ejectile's parallel momentum distributions to reaction model calculations. This work revealed that the lowest negative-parity state in ${ }^{30} \mathrm{Mg}$, the $3_{1}^{-}$state, lies at 3302 keV . This excitation energy is about 800 keV higher than those proposed by the previous in-beam $\gamma$-ray studies. A $1^{-}$state was identified at 3540 keV . Other negative-parity states also were found at 4158 keV and 5210 keV . The state at 2467 keV , which was thought to have negative parity in the previous one-neutron knockout measurement, was assigned as the $2_{2}^{+}$state. Analyses on the multi-nucleon removal reactions provided additional support on the high-spin yrast nature of the states observed at $3379 \mathrm{keV}, 4162 \mathrm{keV}$, and 4183 keV . This is in line with the interpretation that the $3379-\mathrm{keV}$ state corresponds to the $4^{+}$state as a member of the ground-state band. With the updated level scheme for ${ }^{30} \mathrm{Mg}$, the systematic trend of the observed negative-parity states along the even-even $N=18$ isotones was discussed. A decrease of the excitation energies of the negative-parity states going from $\operatorname{Si}(Z=14)$ to $\mathrm{Mg}(Z=12)$ was confirmed. Even though the drop is not as steep as those proposed in the previous studies, this was interpreted in terms of the reduction of the $N=20$ gap and thus an early structural change approaching the island of inversion.

The knockout cross sections associated with each state and therefore spectroscopic factors have also been deduced. The spectroscopic factors for populating negative-parity states in ${ }^{30} \mathrm{Mg}$ were found to be large, and this can be attributed to an intruder-dominated configuration in the ground state of ${ }^{31} \mathrm{Mg}$. Additionally, sizable spectroscopic factors originating from the knockout from the $2 p_{3 / 2}$ orbital point to a significant occupation of this orbital in ${ }^{31} \mathrm{Mg}$. These new experimental results offered more insights into the structural evolution approaching the island
of inversion.
The resulting level scheme and spectroscopic factors were then compared to large-scale shell-model calculations. The overall level structure, including the location of the negativeparity states, is remarkably well reproduced by the calculations without much sensitivity to the shell-model interaction being used. However, the complete reproduction of the observed spectroscopic factors remains a challenge to the current shell model. While the calculation using the EEdf1 interaction agrees with the experimental spectroscopic factors associated with knockout from the $f p$ shell, the ones associated with the $s d$ shell tend to be in better agreement with the SDPF-M interaction. The importance of the proper accounting of the $N=20$ and $N=28$ gap sizes in reproducing the experimental spectroscopic factors has been suggested. This new experimental information will serve as a benchmark for theoretical models towards the full description of the nuclear structure in and around the island of inversion.

To get more insight into the pictures brought by these interactions, the intrinsic nuclear shapes were visualized by T-plots. Despite the similarity in the calculated level structure, it turned out that the SDPF-M and EEdf1 interactions give very different pictures of shape coexistence in ${ }^{30} \mathrm{Mg}$. The result obtained with the SDPF-M interaction is closer to the conventional picture, while the EEdf1 interaction presents substantial shape mixing and fluctuation in the $0^{+}$states. This poses a further challenge to nuclear theories towards a complete understanding of the transition into the island of inversion.

The obvious experimental next step would be in-beam $\gamma$-ray spectroscopy of ${ }^{28} \mathrm{Ne}(Z=10$, $N=18)$ and ${ }^{32} \mathrm{Mg}(Z=12, N=20)$ by neutron knockout, to further track the structural evolution towards more exotic nuclei. Detailed spectroscopy of even-odd nuclei in this region would be equally important. In the present experiment, the pandemonium effect inherent to $\gamma$-tagged measurements on collective even-even nuclei is suggested to be the cause of the overestimated spectroscopic factors of the low-lying states. As transfer reactions with the missing-mass method are free from this effect, the $(p, d)$ reactions on ${ }^{31} \mathrm{Mg}$ could be exploited to better constrain the low-lying spectroscopic factors. Spectroscopic factors from the ${ }^{30} \mathrm{Mg}(d, p)$ reaction are expected to shed more light on the transition into the island of inversion. To further elucidate shapecoexistence in ${ }^{30} \mathrm{Mg}$, an improved Coulomb excitation measurement would be beneficial. The existing Coulomb excitation experiments on ${ }^{30} \mathrm{Mg}$ reported only the population of the first $2^{+}$ state [58]. In principle, low-energy multiple Coulomb excitation can populate not only the first $2^{+}$but also many other states by multi-step excitation. It also provides $E 2$ matrix elements and spectroscopic quadrupole moments, which are essential for discussing the shape transitions within a nucleus.
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[^0]:    * Unplaced transitions.
    ${ }^{\dagger}$ Transitions that could not be placed in the level scheme in the present $\gamma-\gamma$ analysis, but the placements are given in $\beta$-decay results [51,55].

