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ABSTRACT

This dissertation examines the processing of a globally ambiguous structure in Japanese and
discusses what it tells us about the nature of the human language parsing mechanism for
comprehending sentences (we call this mechanism the parser).

The target phenomenon is the head noun ambiguity observed in certain Japanese relative
clauses (RCs), as illustrated in (1).

(1) [Isi-ga syokusinsiteiru] sy0zyo-no ani-ga ....
[doctor-NOM palpating] girl-GEN brother-NOM
‘The brother of the girl [(that) the doctor is palpating] is ....°

The parser first receives a noun isi-ga (‘doctor’) and a verb syokusinsiteiru (‘palpating’). At
the point of the following noun syozyo (‘girl’), it turns out that a simple sentence analysis is
impossible. The parser has to introduce a new syntactic node and associate this first potential
head noun (N1) with the preceding material, which leads to a RC analysis, as shown by the
brackets in (1). We use the term association for this process of forming a RC in Japanese. In
ambiguous cases, as in (1), more than one RC analysis is viable. The genitive case marker -no
attached to the N1 indicates that another noun will follow, and thus at the point of the genitive
case marker or the following noun ani (‘brother’), a second grammatically possible analysis
arises because the parser can associate the second potential head noun (N2) with the RC. To
achieve this new association, the parser would have to revise its initial analysis by introducing
two new syntactic nodes, one for linking the N1 and N2 to form a complex noun phrase and
the other for associating this complex noun phrase with the preceding RC. We call the first
RC formation the N/ association and the second the N2 association. Note that revision from
the N1 to the N2 association analysis is syntactically not required (i.e., if it occurs, it is
unforced) because the ambiguity in question is global: even when the N2 association becomes
available, the N1 association analysis remains grammatical and therefore could be maintained.
Previous studies on such head association ambiguity in Japanese RC processing have
reported varying findings. The results of on-line experiments tend to support the N1
association preference at the N1 (e.g., Kamide & Mitchell, 1997; Miyamoto, Nakamura, &
Takahashi, 2004; Nakano & Kahraman, 2013), while those of oft-line experiments appear to
support the N2 association preference at the end of the sentence (e.g., Kamide & Mitchell,
1997; Uetsuki, 2007; Nakano & Kahraman, 2013). The results from on-line self-paced
reading experiments with two conditions have shown longer reading times at the N1 and N2
when the N1 was implausible as the RC head noun compared to when the N2 was implausible,
providing clear evidence for the parser’s consideration of the N1 association analysis upon
encountering the N1. However, we still know little about the exact time course of the N2

association analysis. An interesting question is why the parser would perform such
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syntactically complex processing to consider the N2 association analysis even though it does
not have to revise the N1 association analysis to achieve grammaticality. This dissertation
investigates the time course of the parser’s construction of the N2 association analysis as well
as the N1 association analysis through a series of off-line and on-line experiments and a
corpus analysis.

First, we consider the results of the earlier research that showed the on-line N1 association
preference and the off-line N2 association preference. These studies’ results suggest that the
parser considers the N1 association analysis initially, i.e., at the N1, and revises it to the N2
association analysis ultimately, i.e., at the end of the sentence. However, it is not clear when
the parser performs this revision. It is possible that revision occurs at the N2, but the previous
research has not provided on-line evidence regarding this possibility. It could also be the case
that revision occurs after the N2. This leads to Research Question 1: Can the parser choose the
N2 association interpretation based on the coherence of the whole sentence? If so,
sentence-final information may affect the final choice between the two potential head nouns.
A questionnaire experiment (Experiment 1) investigated comprehenders’ off-line preference
for RC head association. The sentence-final main clause verbs were manipulated as to
whether their relationship with the RC verbs was implicitly “causal” or not (i.e., “neutral”).
For example, if the sentence-final verb following the N2 in (1) above is crying with pain, its
relationship with the RC verb is implicitly “causal” in that the RC verb palpating is the cause
and the main verb crying with pain is its result. Thus, in this condition the N2 association
interpretation that the person palpated by the doctor cried with pain is more plausible,
compared to the N1 association interpretation that the palpated person and the crying person
were different. On the other hand, if the sentence-final verb is sitting on a chair, its
relationship with the RC verb palpating is not causal and both interpretations are similarly
plausible, which we call the “neutral” condition. If comprehenders establish the N2
association interpretation based on the coherence of the whole sentence, they should choose it
more frequently when the relationship between the two verbs is “causal” than when it is
“neutral.” The results of Experiment 1 indicate an overall preference for the N1 association
interpretation, in contrast to the results of previous research suggesting an off-line preference
for the N2 association interpretation. In addition, it is shown that the participants chose the N2
association interpretation more often when the two verbs’ relationship was “causal,” as we
predicted. These results demonstrate that the parser establishes the N2 association
interpretation by taking the meaning of the whole sentence into consideration. As for our
finding of an overall preference for the N1 association interpretation, it may be due to a
methodological problem, as the stimuli in the “neutral” condition may have been
unintentionally biased.

The results of Experiment 1 lead to Research Question 2: Can the parser consider the N2
association analysis prior to the end of the sentence during real-time processing? To

investigate this question, two on-line eye-tracking reading experiments (Experiments 2 and 3)



examined whether the parser considers the N2 association analysis at the N2 (Experiment 2)
or even earlier, at the genitive case marker attached to the N1 (Experiment 3). We also
investigated whether the typicality of the N1 as the RC head noun would affect the parser’s
willingness to revise the N1 association analysis and consider the N2 association analysis.
Experiment 2 manipulated the plausibility of the N2 association analysis at the sentence-final
main predicate following the N2 to examine whether comprehenders consider the N2
association analysis at the N2. The main predicates were manipulated as to whether they were
compatible with the meaning conveyed by the N2 association analysis or not. If
comprehenders consider the N2 association analysis at the N2 and maintain it, they should
experience difficulty at the main predicate when the predicate is incompatible with the N2
association analysis. In addition, the N1s were manipulated as to whether they were “typical”
for the N1 association analysis or “neutral” for both N1 and N2 association analyses. For
example, in (1) above, the N1 is the girl. If this N1 is replaced with a patient, it is more likely
to be modified by the RC because a patient is more typical as a person who is palpated by a
doctor. The N1 the girl is plausible but not particularly typical as a person being palpated by a
doctor, and thus is less likely to be modified by the RC. We call this “neutral” (as opposed to
“typical”) in that this N1 creates no bias towards either the N1 or the N2 association analysis.
If the N2 association analysis occurs as a result of revision from the N1 association analysis,
we can expect that the N1’s typicality could affect comprehenders’ willingness to consider the
N2 association analysis. We predicted that when the N1 is “typical”, the parser will tend to
retain the initial N1 association analysis, and that when the N1 is “neutral,” the parser will be
more likely to perform revision, presumably because comprehenders only weakly commit to
the N1 association analysis. If this is the case, greater difficulty should be observed at the
main predicates that are incompatible with the N2 association analysis when the N1 is neutral
as opposed to when the N1 is typical. The results of Experiment 2 confirm our first prediction:
the participants showed longer reading times at the sentence-final main predicates when the
predicate was incompatible with the N2 association analysis compared to when it was not,
suggesting that the participants considered the N2 association analysis prior to the end of the
sentence (at the latest at the N2). Furthermore, the results also indicate longer reading times at
the main predicates that were incompatible with the N2 association analysis when the N1 was
typical compared to when the N1 was neutral, which was not consistent with our prediction.
We discuss the possibility that our manipulation of N1 typicality did not work as we intended.
Experiment 3 further examined whether comprehenders consider the N2 association
analysis at the genitive case marker attached to the N1 by manipulating the plausibility of the
N2 association analysis at the N2 following the marker. The parser might expect the N2
association analysis in advance upon encountering the genitive case marker, which signals
that another noun will follow. The RC verbs and the N2s were newly manipulated as to
whether the N2s were lexico-semantically possible as the RC head nouns in terms of animacy

or not. If comprehenders expect the N2 association analysis in advance at the genitive marker,
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they should experience difficulty at the N2 when the N2 is an impossible head noun for the
RC. In addition, N1 typicality was manipulated as in Experiment 2. If the N2 association
analysis is the result of revision from the N1 association analysis, it is conceivable that N1
typicality affects comprehenders’ expectation for the N2 association analysis. We predicted
that comprehenders are more likely to maintain the initial N1 association analysis when the
N1 is typical as the RC head noun, and more likely to expect the N2 association analysis in
advance when the N1 is neutral. If this is the case, greater processing difficulty should occur
at the N2s that are impossible as the RC head nouns when the N1 is neutral compared to when
the N1 is typical. The results of Experiment 3 do not indicate that the participants showed
longer reading times at the N2 when it was impossible as the RC head noun compared to
when it was not, contrary to our first prediction. This finding suggests that it is not always the
case that the parser expects the N2 association analysis in advance at the genitive case marker
attached to the N1. On the other hand, the results indicate longer reading times at the
impossible N2 when the N1 was neutral compared to when it was typical, which is consistent
with our second prediction. This finding, however, is suspect because our manipulation of N1
typicality did not work, as we found in Experiment 2 (the same manipulation was adopted in
both experiments because they were conducted at the same time).

The results of Experiments 2 and 3 together imply that the parser considers the N2
association analysis as early as at the N2, and does not necessarily expect it at the genitive
case marker attached to the N1. Our concern, however, is whether this on-line consideration
of the N2 association analysis reflects revision from the N1 association analysis, which we
were not able to confirm in Experiments 2 and 3 because the manipulation of N1 typicality
was ineffective.

Hence, we next investigated Research Question 3: Can the parser consider the N1
association analysis at the N1 initially when both the N1 and the N2 association analyses are
available at the N2? Two on-line probe recognition experiments (Experiments 4 and 5)
adopted post-sentential probe recognition technique. In Experiment 4, the words in the probe
recognition task were manipulated as to whether they were “related” to the N1 association
interpretation established by associating the N1 with the RC or not (i.e., “non-related”). The
former type of word was predicted to be primed by the N1 association interpretation while the
latter was not (the words were controlled so that they were unlikely to be primed by the
individual lexical items used in the sentences preceding the recognition task). Furthermore,
sentence types was manipulated in the (self-paced) reading task prior to the recognition task:
one sentence type contained a RC with head association ambiguity while the other type used
different lexical items and did not include a RC. If the N1 association analysis is considered at
the N1 during on-line processing, faster response times should be found for the probe words
“related” to the N1 association interpretation, which is based on that analysis, compared to the
“non-related” words, when the sentence in the reading task contains a RC. The results of

Experiment 4 show such a priming effect, suggesting that the participants established the N1
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association interpretation before the end of the sentence. Furthermore, the results indicate a
bias towards the N2 association interpretation in the comprehension check task that followed
the recognition task. These results imply that the parser first established the N1 association
interpretation prior to the recognition task, and then later reinterpreted the RC head noun from
the N1 to the N2.

In Experiment 5, the words in the probe recognition task were manipulated as to whether
they were “related” to the N2 association interpretation constructed by associating the N2
with the RC or “non-related” (the words were controlled as in Experiment 4). Sentence type
was also manipulated as in Experiment 4. If the parser considers the N2 association analysis
at the N2 as shown in Experiment 2, faster response times should be found for the probe
words “related” to the N2 association interpretation, compared to the “non-related” words,
when the sentence contains a RC. The results of Experiment 5 show no significant difference
in response times between the “related” and “non-related” words when the sentences
contained RCs. However, the results indicate that the participants showed a preference for the
N2 association interpretation in the comprehension task, and further, that they chose the N2
association interpretation more often when the “related” words appeared in the recognition
task prior to the comprehension task. A question remains as to why we did not observe a
significant interaction of the two manipulations as a result of the priming effect. We argue that,
if, as suggested in Experiment 1, the parser considers the coherence of the whole sentence to
arrive at the N2 association interpretation, this interpretation may take longer to establish than
the N1 association interpretation. Hence, the N2 association interpretation may not have been
sufficiently established at the time of the probe recognition task to produce an effect as robust
as the effect observed for the N1 association interpretation in Experiment 4.

The results of Experiments 4 and 5 together suggest that the N1 association interpretation
is established by the end of the sentence. Based on these experiments’ results and the earlier
studies’ findings of an on-line preference for the N1 association analysis, it follows that the
parser considers the N1 association analysis at the N1 even when the N2 association analysis
is viable at the N2. Furthermore, the results of Experiments 4 and 5 imply that even after the
N1 association interpretation is established, comprehenders may change their ultimate
interpretation from the N1 to the N2 association (although they do not have to do so).

Finally, the dissertation tackled the remaining issue of why the parser considers the N2
association analysis at all, when the N1 association analysis can be retained at the N2. To
address this question, a corpus analysis examined Research Question 4: Do RC production
data show a structural frequency bias towards the N2 association? The assumption is that if
the N2 association interpretation is more frequently intended in production, comprehenders
should experience the N2 association more often, compared to the N1 association, and thus be
more likely to consider the N2 association analysis in their processing. We examined
structural frequency as a possible factor triggering unforced revision. The results of the corpus

analysis show no advantage for the N2 association, suggesting that a structural frequency bias
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cannot account for why comprehenders attempt the N2 association analysis by revising the
initial grammatical N1 association analysis.

In sum, this dissertation asks why comprehenders can consider the N2 association analysis
in their processing of head association ambiguity in Japanese RCs even though they do not
have to revise their initial grammatical N1 association analysis. We specifically examine the
time course of the N2 association analysis as well as the N1 association analysis. The results
of Experiment 1 suggest that the parser establishes the N2 association interpretation based on
the coherence of the whole sentence. The results of Experiments 2 and 3 imply that the parser
considers the N2 association analysis at the N2 and does not necessarily expect it at the
genitive case marker attached to the N1. The results of Experiments 4 and 5 imply that the N1
association interpretation is established by the end of the sentence, while the N2 association
interpretation appears to take a longer time to establish compared to the N1 association
interpretation. Finally, the results of the corpus analysis suggest that structural frequency
cannot explain the parser’s consideration of the N2 association analysis as a result of unforced
revision from the N1 association analysis, and thus that other factors must be involved.

Based on these results together, this dissertation argues that the parser first considers the
N1 association analysis immediately upon encountering the N1 and then revises it to consider
the alternative N2 association analysis at the N2 when the N2 is possible as the RC head noun.
After that, if the parser establishes the N2 association interpretation at the end of the sentence,
it does so based on the coherence of the whole sentence, which leaves open the possibility of
a final N1 association interpretation instead. The results of the parser’s consideration of the
N2 association analysis at the N2 during on-line processing are of theoretical importance
because they support the claim that unforced (i.e., syntactically not required) revision exists in
human language parsing, contrary to the Revision as Last Resort hypothesis, which assumes
that revision is applied only when the current analysis turns out to be syntactically ill-formed
or ungrammatical (Fodor & Frazier, 1980). As for the remaining question of why the parser
considers the N2 association analysis at the N2, we discuss the possibility that general
mechanisms of processing RCs in Japanese may be involved. According to the tree-lowering
operation (Sturt & Crocker, 1996), the parser first associates the N1 with the preceding RC
(the N1 association analysis), then lowers the N1 to the adjunct position for the complex noun
phrase headed by the N2, and finally associates the N2 (i.e., the complex noun phrase) with
the RC (the N2 association analysis). It would then follow that revision from the N1 to the N2
association analysis is a natural transition in the processing of Japanese RCs with head
association ambiguity. Furthermore, we note that unforced revision occurs in rather limited
environments cross-linguistically such as head-final constructions in English (e.g., the
recently divorced bishop s daughter; Fodor & Inoue, 2000), and the corresponding ambiguous
adjectival phrases in Japanese (e.g., Inoue & Fodor, 1995)), and propose that head-finality
may be a key factor in the availability of unforced revision, as discussed in some earlier

studies (e.g., Aoshima, Phillips, & Weinberg, 2004). This proposal is in line with the
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“tentative attachment strategy” (Mazuka & Itoh, 1995) by which the parser actively attaches
incoming information to preceding material and evaluates its “tentative” analyses in light of
further incoming disambiguating information. Thus, revision from the N1 to the N2
association analysis follows a natural course of processing head-final structures.

Given the existence of unforced revision in language, we discuss what it tells us about
parsing models, in particular the serial modular and ranked-parallel interactive models. Serial
models assume that only one analysis is entertained at a time, and modular models assume
that different kinds of information are used at different times during the construction of a
syntactic analysis, with syntactic information being used first. For serial parsing, our results
suggest that the parser considers the N1 association analysis initially at the N1 and then
revises it to the N2 association analysis at the N2. Furthermore, our results imply that
depending on the animacy information of the N2, the parser maintains the initial N1 analysis
at the N2 when the N2 is an impossible head noun for the RC, and considers the alternative
N2 analysis at the N2 when the N2 is possible as the RC head noun. This is consistent with
the notion of “probabilistic” serial parsing, which assumes that, at an ambiguous point, the
parser can consider one analysis at some times and another at other times according to the
probability of each possible analysis (Lewis, 2000). On the other hand, our findings are not
consistent with a “deterministic” serial model, which would assume that, at an ambiguous
point, only one analysis is ever considered due to parsing principles that are insensitive to
lexico-semantic information such as animacy. As for modular parsing, our results suggest that
kinds of information other than syntactic are involved in the parser’s consideration of the N2
association analysis at the N2 because revision from the N1 association analysis to the N2
association analysis is syntactically not required. A strictly staged parser like the Garden-path
Model cannot account for our observations, which imply that the parser does or does not
consider the N2 association analysis depending on the animacy of the N2. Our results suggest
that the on-line construction of the N2 association analysis at the initial stage is dependent on
lexico-semantic information, which is a different level of information from syntactic
information, and thus would be assumed by modular models to have no immediate impact on
on-line parsing.

Ranked-parallel models assume that more than one analysis are considered simultaneously
at a time, and the most motivated analysis is ranked the highest in terms of our awareness.
Interactive models assume that multiple sources of information are used during the on-line
consideration of these multiple analyses. For ranked-parallel parsing, our results imply that
after the N1 association analysis is considered at the N1, the N2 association analysis is ranked
higher at the N2 compared to the N1 association analysis. Thus, the parser’s consideration of
the N2 association analysis at the N2 reflects such re-ranking. As for interactive parsing, our
results suggest that the N2 association analysis at the N2 is motivated by sources of
information other than grammaticality. For example, we consider parsing principles such as

Predicate Proximity (Gibson, Pearlmutter, Canseco-Gonzalez, & Hickok, 1996) and Main



Assertion Principle (Traxler & Frazier, 2008). This interactive account is in line with our
results that the parser uses the lexico-semantic information of the N2 during the on-line
construction of the N2 association analysis.

In conclusion, our findings regarding unforced revision from the N1 to the N2 association
analysis in the processing of Japanese RCs tell us that the parser must possess three
characteristics: it permits unforced revision (syntactically not required consideration of an
alternative analysis); it is driven by probabilistic processing (evaluation at each point of each
possible parse according to its probability); and it is driven by interactive processing
(evaluation of each possible parse based on multiple sources of information available at the
point in question). Although our results were not able to tease apart serial and
(ranked-)parallel parsers, these characteristics are all captured better by the latter model of
parsing, which is consistent with a number of recent psycholinguistic studies on sentence

processing.
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CHAPTER 1

INTRODUCTION

1.1. Problems to Be Tackled
How do we process structural ambiguity when more than one sentence structure is possible
with a single string of words? The goal of the present dissertation is to examine certain
aspects of a structural ambiguity phenomenon in Japanese and discuss what this phenomenon
tells us about the nature of the human language processing mechanism for comprehending
sentences (we call this mechanism the parser). Specifically, the dissertation questions whether
the parser can change its initial analysis, choosing an alternative, even when the initial
analysis can be retained.

The target phenomenon is an ambiguous structure with relative clause (RC) modifiers as
illustrated in (1.1) (GEN stands for GENitive case marker and NOM for NOMinative case

marker).!

(1.1) [ 1isi-ga syokusinsiteiru] sy6zyo-no ani
[rc doctor-NOM palpating] girl-GEN brother
‘the brother of the girl that the doctor is palpating’

In Japanese, a RC precedes its head noun; it is not marked by a relativizer or a special ending
on the RC verb. The prenominal RC in brackets in (1.1) can modify either the first potential
head noun (hereafter N1) syozyo (‘girl’) as in (1.2a) or the second potential head noun

(hereafter N2) (syozyo-no) ani (‘(girl’s) brother’) as in (1.2b) (English glosses are shown in

! This phenomenon has been called RC attachment ambiguity and examined cross-linguistically since
a study by Cuetos and Mitchell (1988). Chapter 2 provides a detailed review of previous studies on
this kind of ambiguity.



italics).

RC N1 N2
[doctor-NOM palpating] girl-GEN brother

RC N1 N2
[doctor-NOM palpating] girl-GEN brother

The analysis in (1.2a) means that it is the girl whom the doctor is palpating, whereas the one
in (1.2b) means that it is the girl’s brother whom the doctor is palpating. It is important to note
that both analyses are grammatical (i.e., syntactically well-formed) in Japanese (1.1), and thus
that the structural ambiguity in question is global, not temporary. Let us observe the
word-by-word parsing of (1.1). First, the parser is expected to build a simple sentence
structure as in (1.3) (S indicates a Sentence, NP a Noun Phrase, and VP a Verb Phrase)
because a sequence of isi-ga syokusinsiteiru (‘doctor-NOM palpating’) is a grammatical
sentence in Japanese with an unpronounced direct object, meaning that the doctor is palpating

someonce.

(1.3) Simple sentence analysis

S

T

NP VP

doctor-NOM palpating



Upon encountering the following noun, however, it turns out that the parser cannot construct a
simple sentence analysis and thus has to introduce a new syntactic node to associate this first

potential head noun (N1) with the preceding material, leading to the RC analysis as in (1.4).

(1.4) RC analysis

/\

RC N1

T~

[doctor-NOM palpating] girl

We use the term association to describe this type of operation for forming a RC in Japanese
(for the term, see Hirose, Inoue, Fodor, & Bradley, 1998; Hirose, 1999). After that, the parser
encounters a genitive case marker -no attached to the N1 and may introduce a higher syntactic
node to form a complex NP, as shown in (1.5), because the marker implies that another noun

will follow.?

(1.5) The existence of the N2 expected

< T

RC N1

T~ |

[doctor-NOM palpating] girl-GEN

Thus, either at the genitive case marker attached to the N1 or at the second potential head
noun (N2), a second possibility arises, which is that the parser can associate the N2 with the
preceding RC. To achieve this, the parser has to introduce a new syntactic node to form a
complex NP by combining the N1 and the N2 and associate this complex NP with the RC. In

this way, ambiguity occurs as in (1.6).

2 See Miyamoto (2002) for a discussion of how case-marker information is used in Japanese sentence
processing.



(1.6) Head association ambiguity

N2 association

.. --TVs
N1 association __---~ RN
/\ Pl gt S~
RC N1 N2
[doctor-NOM palpating] girl-GEN brother

We call the first RC formation the NI association and the second the N2 association (in fact,
the whole complex NP sydzyo-no ani (‘girl’s brother’) associates with the RC, but we will call
it the N2 association for expository purposes). We term this phenomenon /ead association
ambiguity or RC head association ambiguity.

The question tackled in the present dissertation is whether the parser can change the initial
N1 association analysis for the alternative N2 association analysis even when it does not have
to do so for grammaticality; and if so, at which point it would consider the N2 association

analysis. One possibility is that the initial N1 association analysis remains unchanged as in

(1.7).

(1.7) N1 association analysis unchanged

< T

RC N1 N2
[doctor-NOM palpating] girl-GEN brother

Because both N1 and N2 association analyses are grammatical, the parser is not required by
syntax to change the initial N1 association analysis for the N2 association analysis.
Nonetheless, another possibility is that the parser considers changing the N1 association

analysis to the alternative N2 association analysis as in (1.8).



(1.8) Change from the N1 association analysis to the N2 association analysis

RC N1 N2
[doctor-NOM palpating] girl-GEN brother

This possibility arises when the parser encounters the genitive case marker or the N2, which
triggers the change from the N1 association analysis to the N2 association analysis, as
indicated by the broken line in (1.8), even though such a change is by no means motivated by
syntax. We call this process unforced revision.

There is a puzzling fact about this RC head association ambiguity phenomenon. The
results of earlier studies have been mixed; some studies (e.g., Kamide & Mitchell, 1997;
Kamide, Mitchell, Fodor, & Inoue, 1998; Miyamoto, Gibson, Pearlmutter, Aikawa, &
Miyagawa, 1999; Miyamoto, Nakamura, & Takahashi, 2004; Nakano & Kahraman, 2013)
show a preference for the N1 association analysis, which is consistent with the first possibility
(1.7), and others (e.g., Kamide & Mitchell, 1997; Uetsuki, 2007; Nakano & Kahraman, 2013)
show a preference for the N2 association analysis, which is consistent with the second
possibility (1.8). One possible reason for these studies’ differing results is the difference in
their experimental methods, either on-line or oft-line. The results from on-line self-paced
reading experiments tend to support the N1 association preference while the results from
off-line questionnaire experiments tend to support the N2 association preference. The mixed
results of previous research led Kamide and Mitchell (1997) to suggest the possibility, which
remains unconfirmed, of unforced (i.e., syntactically not required) revision in resolving the
head association ambiguity in Japanese RC processing. They proposed that Japanese
comprehenders consider the N1 association analysis initially, and then revise it to the N2

association analysis even when the initial analysis remains grammatical. To verify whether



unforced revision actually does take place, we would need evidence both for the initial
commitment to the N1 association analysis and for the time course of the change from the N1
to the N2 association analysis. The previous on-line studies (e.g., Kamide & Mitchell, 1997,
Miyamoto, Nakamura, & Takahashi, 2004) tested only two conditions, in which readers are
forced to adopt either the N1 or N2 association analysis at the point of encountering the N2.
These studies showed that the participants experienced greater processing difficulty at the N1
when the N1 was implausible as the RC head noun, compared to when the N2 was the
implausible RC head noun. This is clear evidence for the parser’s consideration of the N1
association analysis upon encountering the N1. Although earlier studies (e.g., Kamide &
Mitchell, 1997) provided off-line evidence for the N2 association analysis preference, we still
know little about the exact time course of unforced revision from the initial N1 association
analysis to the alternative N2 association analysis.

The phenomenon of RC head association ambiguity in Japanese is highly relevant to test a

hypothesis known as Revision as Last Resort (1.9).

(1.9) Revision as Last Resort (hereafter RaLR)
[T]he partial phrase marker that has been constructed on the basis of previous words in
the sentence is not to be changed in response to subsequent words unless there is no
other way of proceeding.
(Fodor & Frazier, 1980: 427, emphasis original)

“The partial phrase marker” in (1.9) means the sentence structure under construction. The
reason revision is considered to be a /ast resort is that revision apparently is not applied unless
the unrevised analysis is ungrammatical or syntactically ill-formed (see Fodor & Frazier,
1980: 427, footnote 6). The idea of last resort has received both theoretical and empirical
support. Theoretically, it is consistent with the assumption that it is computationally efficient

not to apply revision unless it is forced by syntax (e.g., the Minimal Revisions Principle of



Frazier, 1990a, and the Minimal Revision Principle of Inoue, 1991).> Fodor and Frazier
(1980) argued that the parser abides by RaLR; otherwise, it would be very inefficient “for the
parser to switch from one analysis to another in the absence of any good reason to do so” (p.
427). Empirically, the RaLR hypothesis is supported by some earlier studies, which showed
that revision is indeed applied as a last resort (e.g., Kamide & Mitchell, 1999, in Japanese;
Schneider & Phillips, 2001; Sturt, Pickering, Scheepers, & Crocker, 2001, in English). We
will review these studies in detail in Chapter 2.

To verify the existence of unforced revision, which would counter the RaLLR hypothesis, is
of theoretical importance because it tells us about the nature of the human language
processing mechanism if it can incorporate syntactically unmotivated processes. Testing
unforced revision in head-final languages such as Japanese is helpful because disambiguating
information often appears at the clausal end in these languages. Although the RaLR
hypothesis does not permit unforced revision of any sort in the processing of structural
ambiguity, several studies in Japanese sentence processing have reported results that provide
support for revision that is not forced by syntax. Studies have demonstrated unforced revision
in the processing of left/right-branching modifier ambiguity in Japanese (Inoue & Fodor,
1995; Hirose, Inoue, Fodor, & Bradley, 1998; Hirose, 1999; Fodor & Inoue, 2000) and
main/embedded clause ambiguity in Japanese (Aoshima, Phillips, & Weinberg, 2004;
Kanamaru, Ito, & Hirose, 2009). This research will be reviewed in detail in Chapter 2. The
present dissertation tests the RaLR hypothesis by examining RC head association ambiguity
as another type of structural ambiguity in Japanese. In fact, the head association ambiguity in
Japanese provides an excellent testing ground for unforced revision because the two potential
head nouns, N1 and N2, both occur after the RC, and, more crucially, the N1 association

analysis can be considered before the N2 association analysis becomes available.

3 These principles as well as RaLR are sub-principles of Minimal Everything, “a general least effort
principle” (Inoue & Fodor, 1995: 35).



1.2. Theoretical Framework and Assumptions
This section outlines the theoretical framework and assumptions regarding the parser on

which this dissertation research is based.

Serial and ranked-parallel models of parsing

We first consider two contrasting types of processing account (e.g., Gorrell, 1987, 1989;
Gibson & Pearlmutter, 2000; Lewis, 2000, among many others). Broadly speaking, the parser
has been modeled as either serial modular or ranked-parallel interactive in terms of the kinds
of information it uses for an initial analysis in the processing of temporarily ambiguous
structures (e.g., Crocker, 1999; Clifton, 2000; Pickering, Clifton, & Crocker, 2000; Traxler,
Pickering, Clifton, & van Gompel, 2000; Pickering & van Gompel, 2006; van Gompel &
Pickering, 2007). The Garden-path Model is one of the serial modular approaches (e.g.,
Frazier, 1979). The basic assumption of this model is that a single analysis of sentence
structure is constructed at a time in consideration of parsing principles or strategies that are
exclusively based on syntactic information, and that other kinds of information are made
available for use in examining and revising (when necessary) the currently constructed
structure. Furthermore, in this ‘syntax-first’ model, comprehenders commit to a single
analysis based on parsing principles in the initial stage. Consider the left-to-right processing

of the familiar garden-path sentence in (1.10).

(1.10) The horse raced past the barn fell.
(Bever, 1970)*

The verb raced is temporarily ambiguous in that it can belong to the main clause or to the

(reduced) relative clause. Following a parsing principle called Minimal Attachment that

* Some recent studies suggest that the apparent garden-path effect in the sentence in (1.10) is
attributable not to processing difficulty but simply to grammatical unacceptability (e.g., McKoon &
Ratcliff, 2003; cf. Hare, Tanenhaus, & McRae, 2007). The sentence is used here, however, only to
provide a schematic illustration of the effect.



requires the parser to construct the simplest syntactic structure whenever possible (Frazier,
1979), English speakers prefer to adopt the main-clause analysis at first. Notice that this
analysis is correct until the sentence-final verb fell occurs. In other words, there is no
grammatical reason to revise the initial analysis up to the point of fe/l. The analysis, however,
turns out to be incorrect at fell, resulting in a garden-path effect. This effect suggests that
kinds of information other than syntactic are not used in the initial analysis. Moreover, it is
also consistent with Revision as Last Resort because revision from the incorrect main-clause
analysis to the correct relative-clause analysis is not applied until the sentence-final
disambiguating verb fell signals that the initially adopted main-clause analysis cannot be
maintained for grammaticality. In other words, the parser appears not to commit to the
alternative correct relative-clause analysis at raced, which causes the temporary ambiguity.
The serial models have been supported empirically (e.g., Frazier & Rayner, 1982; Rayner,
Carlson, & Frazier, 1983; Ferreira & Clifton, 1986; Frazier, 1987; Rayner, Garrod, & Perfetti,
1992; Frazier, 1995; Frazier & Clifton, 1996; Clifton, Traxler, Mohamed, Williams, Morris, &
Rayner, 2003, among many others).

As a ranked-parallel interactive model, the Lexicalist Constraint-based Model takes a
different approach to the processing of temporary ambiguity (e.g., MacDonald, Pearlmutter, &
Seindenberg, 1994). This model assumes that multiple analyses are considered simultaneously,
and that these analyses are ranked according to how likely each analysis is with reference to
multiple sources of information (called constraints) such as phonological, morphological,
lexical, syntactic, semantic, and pragmatic information, lexical/structural frequency,
plausibility, and so on. In other words, comprehenders evaluate more than one structural

analysis in terms of constraint satisfaction. Consider the sentences in (1.11a-b).

(1.11) a. The defendant examined by the lawyer turned out to be unreliable.
b. The evidence examined by the lawyer turned out to be unreliable.
(Trueswell, Tanenhaus, & Garnsey, 1994: 286)



Trueswell, Tanenhaus, and Garnsey (1994) examined the on-line sentence comprehension of
(1.11a-b) and found processing difficulty with (1.11a) only (cf. Ferreira & Clifton, 1986:
Experiment 1). In (1.11b), the animacy information of evidence is used to resolve ambiguity,
leading to the correct relative-clause analysis prior to the disambiguating main verb furned. In
(1.11a-b), at examined, the main-clause and relative-clause analyses are both activated (i.e.,
taken into consideration), but the degree of their activation is different between (1.11a) and
(1.11b). In (1.11a), the main-clause analysis is ranked higher for activation (i.e., closer to the
threshold of adoption), compared to the relative-clause analysis, because the verb examined
requires its subject to be animate and the subject defendant is animate. In (1.11b), on the other
hand, the relative-clause analysis is ranked higher because evidence is inanimate and thus not
a good candidate for the subject of examined. Hence, in (1.11a) the initial (incorrect)
main-clause analysis has to be re-ranked at turned, resulting in processing difficulty, whereas
the initial (correct) relative-clause analysis can be maintained at turned in (1.11b). The
ranked-parallel models have also been supported empirically (e.g., Tyler & Marslen-Wilson,
1977; Waltz & Pollack, 1985; Altmann & Steedman, 1988; Taraban & McClelland, 1988;
Bates & MacWhinney, 1989; Trueswell & Tanenhaus, 1991; MacDonald, 1993; Trueswell,
Tanenhaus, & Kello, 1993; Pearlmutter & MacDonald, 1995; Spivey-Knowlton & Sedivy,
1995; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995; Trueswell, 1996; Garnsey,
Pearlmutter, Myers, & Lotocky, 1997; Tabor, Juliano, & Tanenhaus, 1997; Boland &
Boem-Jernigan, 1998; McRae, Spivey-Knowlton, & Tanenhaus, 1998; Spivey & Tanenhaus,
1998; Tabor & Tanenhaus, 1999; Vosse & Kempen, 2000; Boland & Blodgett, 2001; Tabor &
Hutchins, 2004, among many others).

In the present dissertation, we temporarily follow both serial modular and ranked-parallel
interactive models of parsing and discuss theoretical implications of our experimental results

for both models.

10



Incremental parsing

Second, we assume that sentence parsing is incremental in that the parser constructs
syntactic structures roughly in a word-by-word fashion without delaying until more
information becomes available. For example, consider the sentence in (1.11a) again, repeated

as (1.12) here.

(1.12) The defendant examined by the lawyer turned out to be unreliable.

If the parser could delay its syntactic analysis, waiting for the disambiguating main verb, and
construct the correct relative-clause analysis at turned, no processing difficulty would occur,
contrary to the experimental results. There is a great deal of cross-linguistic literature that is
consistent with the incremental nature of parsing (e.g., Frazier, 1987; Altmann & Steedman,
1988; MacDonald, Pearlmutter, & Seidenberg, 1994; Inoue & Fodor, 1995; Mazuka & Itoh,
1995; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995; Kamide & Mitchell, 1999;
Schneider, 1999; Miyamoto, 2002; Aoshima, 2003; Aoshima, Phillips, & Weinberg, 2004;
Kamide, 2006, among many others).> In this dissertation, we explicate the time course of

unforced revision from the initial analysis to the alternative analysis in incremental terms.

Anticipatory parsing

Finally, we assume that sentence parsing is anticipatory in that it is possible for the parser
to construct the upcoming syntactic structures in advance on the basis of the previously
received information (e.g., Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995; Altmann
& Kamide, 1999; Kamide, Altmann, & Haywood, 2003; Knoeferle, Crocker, Scheepers, &
Pickering, 2005; Kamide, 2008, among many others). The so-called Surprisal or

Expectation-based Model considers the role of probabilities in the real-time processes of

5> Some previous studies, however, suggest that the use of certain types of information to construct
syntactic structures is delayed (e.g., Mitchell, 1987; Pritchett, 1991).

11



parsing (e.g., Hale, 2001; Levy, 2008). In parsing, we continuously generate expectations,
based on the previously received words, for the upcoming words or structures

(Marslen-Wilson, 1975). Compare the continuums in (1.13a-b), for example.

(1.13) a. At the hamburger shop, the man ate the ...
b. At the hamburger shop, the man saw the ...

In (1.13a), we strongly expect something edible to come (in fact, the incoming material is
biased towards foods provided in a hamburger shop, for example, a cheeseburger). In (1.13b),
however, we are open to many possibilities of what is to come (e.g., a girl, a car, a shop
manager, and so forth). The continuum in (1.13a) is proven to be easier to process than that in
(1.13b) (e.g., Ehrlich & Rayner, 1981). The degree to which a single word contributes to the
information for expectation differs from word to word; therefore, the cognitive load imposed
by the processing of a word is termed the surprisal of the word in the context in which it
shows up (Hale, 2001). This word-by-word expectation has been demonstrated to influence
sentence parsing, and lexically specific and independent (i.e., structural) probabilities have
been discussed as playing a role in processing (e.g., Jurafsky, 1996, 2003; Narayanan &
Jurafsky, 1998, 2002; Hale, 2001; Levy, 2008). In the target RC structure that we examine in
this dissertation, the genitive case marker attached to the N1 makes the parser expect that
another noun (i.e., the N2) will follow the marker. We will discuss how this expectation could

influence comprehenders’ processing of RC head association ambiguity.

1.3. Organization

In this introductory chapter, we have looked at the primary goal of this dissertation and the
theoretical framework and assumptions about the parser on which the dissertation study is
based. The goal is to examine the phenomenon of head association ambiguity in Japanese RC

processing, which will help us further explicate the nature of the human sentence parsing
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mechanism.

The subsequent chapters are organized as follows. Chapter 2 reviews earlier studies on
three relevant topics for this dissertation: revision in sentence parsing, RC attachment
ambiguity mainly in English, and head association ambiguity in Japanese RCs. Chapter 3
presents the four research questions that guide this study’s investigation of (i) whether the
parser can choose the N2 association interpretation based on the coherence of the whole
sentence, (i1) whether the parser can consider the N2 association analysis prior to the end of
the sentence during real-time processing, (iii) whether the parser can consider the N1
association analysis at the N1 initially when both the N1 and the N2 association analyses are
available at the N2, and (iv) whether RC production data show a structural frequency bias
towards the N2 association. Chapter 4 reports the results of an off-line questionnaire
experiment and provides a positive answer to Question (i), suggesting that the information of
the main and relative clauses influences comprehenders’ choice of the N2 association
interpretation. Chapter 5 reports the results of two on-line eye-tracking reading experiments
and provides a positive answer to Question (ii), implying that the parser considers the N2
association analysis at the N2. Furthermore, it is suggested that the parser does not necessarily
expect the N2 association analysis in advance at the genitive case marker attached to the N1.
Chapter 6 reports the results of two on-line probe recognition experiments and provides a
positive answer to Question (iii), implying that the parser initially considers the N1
association analysis at the N1 even when the N2 association analysis is available as well.
Chapter 7 presents the results of a corpus analysis, providing a negative answer to Question
(iv). In Chapter 8, we discuss the results from these chapters together and their theoretical
implications for human language parsing. Finally, Chapter 9 concludes this dissertation and

suggests issues for future research.
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CHAPTER 2

EARLIER STUDIES

2.1. Introduction

In this chapter, we review previous studies on three topics that are relevant for this
dissertation: (i) revision in sentence parsing, (ii) relative clause (RC) attachment ambiguity,
and (i11) head association ambiguity in Japanese RC processing. For (1), a variety of accounts
have been proposed in answer to the question of how we consider a second potential parse
after the initial one, but we will focus on the Revision as Last Resort hypothesis and review
both supporting and counter evidence for it. As for (ii), a great deal of research has been
conducted on the cross-linguistic variation in parsing preferences for resolving RC attachment
ambiguity. We will focus on previous findings on RC attachment in English. Finally,
regarding (iii), which is particularly important for the present dissertation, previous
investigations of head association ambiguity in Japanese RCs have reported mixed results for
the N1 and the N2 association preferences. Moreover, we still know little about the time
course of the process in which the parser arrives at the N2 association analysis after an initial

N1 association analysis.

2.2. Revision in Sentence Parsing
Initial analysis

Comprehenders process words incrementally and adopt one possible structural analysis
without delaying (i.e., without waiting for disambiguating information) when they are faced
with temporarily ambiguous sentences. The two approaches to parsing define the initial

analysis differently. In the serial modular models, the initial analysis is the one that is
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computed minimally in terms of syntactic information only (see, e.g., Frazier, 1979, 1987;
Frazier & Rayner, 1982; Ferreira & Clifton, 1986; Frazier & Clifton, 1996; Clifton, Traxler,
Mohamed, Williams, Morris, & Rayner, 2003). In the ranked-parallel models, on the other
hand, the initial analysis is defined as the one that is most supported by both syntactic and
extra-syntactic (e.g., pragmatic, visual, and so on) information (see, e.g., Waltz & Pollack,
1985; Altmann & Steedman, 1988; MacDonald, Pearlmutter, & Seidenberg, 1994; Trueswell,
Tanenhaus, & Garnsey, 1994; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995;
McRae, Spivey-Knowlton, & Tanenhaus, 1998; Vosse & Kempen, 2000; Tabor & Hutchins,

2004). Consider the following example:

(2.1) The evidence examined by the lawyer turned out to be unreliable.

For the serial modular models, the initial analysis at examined is the main-clause analysis
because it is syntactically the simplest. As for the ranked-parallel interactive models, on the
other hand, the initial analysis at examined is the relative-clause analysis. This is because at
examined both the main-clause and relative-clause analyses are activated and the
relative-clause analysis is ranked higher due to the animacy information of evidence (i.e.,
inanimate evidence is not a good candidate for the subject of examined, and thus provides less

support for the main-clause analysis).

Revision

If the initial analysis turns out to be right in the processing of a temporarily ambiguous
sentence such as (2.1) above, there is no problem. Otherwise, however, comprehenders have
to revise the initial analysis and consider the alternative correct one. In this dissertation, we
define the term revision as the operation in which a second possible analysis is considered
instead of the initial analysis (see Fodor & Ferreira, 1998, and references therein). For this

operation too, the two models of parsing have different assumptions. In the literature on serial
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modular parsing, the term reanalysis is often used to refer to this operation and defined thus:
the alternative analysis is adopted when the initial one becomes syntactically incompatible
with incoming material. In the literature on ranked-parallel interactive parsing, on the other
hand, the term re-ranking is used, and defined as follows: the alternative analysis is adopted
when the initial one becomes ranked lower according to the information available. For

example, consider the following sentence:

(2.2) The defendant examined by the lawyer turned out to be unreliable.

The serial modular parser adopts the main-clause analysis at examined, but that initial analysis
becomes syntactically incompatible at turned and is reanalyzed to the correct relative-clause
analysis. The ranked-parallel interactive parser activates both main-clause and relative-clause
analyses at examined, but at this point the main-clause analysis is ranked higher because the
defendant 1s a good candidate for the subject of examined. At turned, however, this initial
analysis turns out to be difficult to maintain for grammaticality; re-ranking has to occur, and
the initial analysis now ranked lower. In this dissertation, we temporarily use revision as it can
cover the concepts of both reanalysis and re-ranking, and we define the term as the process in

which a second analysis is considered instead of the initial one.

The Revision as Last Resort hypothesis
Revision as Last Resort, repeated here in (2.3), is a long-standing hypothesis about

revision processes in human language parsing.

(2.3) Revision as Last Resort (hereafter RaLLR)
[T]he partial phrase marker that has been constructed on the basis of previous words in
the sentence is not to be changed in response to subsequent words unless there is no

other way of proceeding.
(Fodor & Frazier, 1980: 427)
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Revision is assumed to be the last resort in that the human language parser should not change
or revise a currently constructed syntactic structure unless it turns out to be ungrammatical or
syntactically ill-formed (Fodor & Frazier, 1980: 427, footnote 6). RaLLR has been empirically
tested (e.g., Frazier, 1990a; Sturt & Crocker, 1996; papers in Fodor & Ferreira, 1998)°, but
Fodor and Inoue (2000) argued that it is too strong to explain all the available data. In what
follows, we first review supporting evidence for RaLR, and we then look at the counter

evidence, which motivates our research in this dissertation.

Supporting evidence for RaLR

Against Fodor and Inoue’s (2000) criticism, some empirical evidence appears to support
RaLR. For instance, Schneider and Phillips’s (2001) results from two self-paced reading
experiments support RalLR. The target items from the first experiment appear in (2.4a, c), with

their respective unambiguous counterparts in (2.4b, d).

(2.4) a. The creative woman [who knows the funny man wrote some comedy sketches

himself about the amusing escapades] thinks he should publish them.

b. The creative woman [who knows that the funny man wrote some comedy sketches
himself about the amusing escapades] thinks he should publish them.

c. The creative woman [who knows the funny man] wrote some comedy sketches
herself about the amusing escapades she had seen.

d. The creative woman [who knows Aim] wrote some comedy sketches herself about
the amusing escapades she had seen.

(Schneider & Phillips, 2001: 312, (7a-d), emphasis original, brackets added)

In (2.4a), the funny man is favored as the object of know in terms of locality, which captures
the fact that it is easier for the parser to process two elements that are close to each other

(Kimbeall, 1973; Frazier, 1987; Gibson, Pearlmutter, Canseco-Gonzalez, & Hickok, 1996;

% The empirical research on RaLR has been conducted mainly in the context of serial modular parsing.
The hypothesis is, however, worth investigating in the framework of ranked-parallel interactive
parsing as well (see Vosse & Kempen, 2000, for inclusion of RaLR in this model).
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Phillips & Gibson, 1997). However, this analysis has to be revised at the reflexive pronoun
himself in order for the funny man to be the subject of wrote and agree with himself. In (2.4c)
too, the funny man is favored as the object of know, but this analysis can be maintained
because the main-clause subject the creative woman agrees with herself. In sum, (2.4a)
requires revision, although man and wrote are linearly local and thus revision is relatively
easy to apply (Sturt, Pickering, & Crocker, 1999). On the other hand, (2.4c) needs no revision,
although the linear distance between the reflexive pronoun (Zerself) and its antecedent
(woman) becomes longer compared to (2.4a). As for the baseline conditions, the funny man is
interpreted unambiguously as the subject of wrote in (2.4b) thanks to the complementizer that,
whereas him is analyzed unambiguously as the object of know in (2.4d) due to its accusative
form. Schneider and Phillips (2001) observed a significant difference in reading times at
about, the word immediately following the disambiguating reflexive pronoun, between (2.4a)
and (2.4b), but not between (2.4c) and (2.4d). The participants took longer to read about in
(2.4a), compared to (2.4b). These results suggest that revision of the funny man from the
object of know to the subject of wrote was not attempted prior to the reflexive pronoun in
(2.4a). This is consistent with RaLR because, in (2.4a), the continuation knows the funny man
wrote with the funny man as the object is grammatical up to the reflexive pronoun. The
finding of the preference for high attachment of wrote to the main clause was replicated in the
second experiment of Schneider and Phillips (2001).

Sturt, Pickering, Scheepers, and Crocker (2001) provided another piece of self-paced
reading evidence that supports RaLLR. Three self-paced reading experiments were carried out
to distinguish three hypotheses about revision processes in parsing: (i) the
Revision-as-Last-Resort Hypothesis, as one extreme, that the parser should not make revision
unless forced to do so for syntactic reasons (in the sense of Fodor & Frazier, 1980), (ii) the
Revision-Irrelevant Hypothesis, as the other extreme, that the parser should follow structural

preferences like locality even if they lead to make revision, and (iii) the Intermediate
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Hypothesis that the parser should have a preference for avoiding revision simply as one of the
factors involved in its parsing decisions. The target items in (2.5a-d) were used in the first

experiment of Sturt, Pickering, Scheepers, and Crocker (2001).

(2.5) a. The troops [who discovered the enemy spy] had shot themselves and were later

mentioned in the present report.

b. The troops [who discovered the enemy spy had shot himself] were later mentioned
in the present report.

c. The troops [who found the enemy spy] had shot themselves and were later
mentioned in the present report.

d. The troops [who found the enemy spy had shot himself] were later mentioned in
the present report.

(Sturt, Pickering, Scheepers, & Crocker, 2001: 289, (8a-d), brackets added)

One manipulation was that revision of the enemy spy from the object of discovered/found to
the subject of had was required in (2.5b, d), but not in (2.5a, c¢). Another manipulation was
that the verb found in (2.5c-d) was strongly biased towards the object reading of the enemy
spy, whereas the verb discovered in (2.5a-b) was only weakly biased towards it. Sturt,
Pickering, Scheepers, and Crocker (2001) found longer reading times at the reflexive pronoun
himselfin (2.5b, d), compared with themselves in (2.5a, c). If the parser follows the locality
preference and revises its reading of the enemy spy from the object to the subject at had, the
results would have been reversed. Thus, the results were inconsistent with the
Revision-Irrelevant Hypothesis. Instead, they were consistent either with RaLLR or with the
preference for avoiding revision, because they suggest that revision was not attempted prior to
the disambiguating reflexive pronoun. The preference for high attachment of 4ad to the main
clause was replicated in the second and third experiments of Sturt, Pickering, Scheepers, and
Crocker (2001). Although the Revision-as-Last-Resort Hypothesis was supported, the authors
concluded that the Intermediate Hypothesis might be more plausible because avoiding

revision should be considered no more than one of the factors in parsing decisions.
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Counter evidence for RaLR

There is also empirical evidence that can be considered inconsistent with RaLLR. The
discussion is based on the observation that prosody, which is defined here, for simplicity, as
the length (or heaviness) of phonological phrasing, plays a role in overriding RaLR as in (2.6)

and (2.7) (Inoue & Fodor, 1995; Hirose, Inoue, Fodor, & Bradley, 1998; Hirose, 1999).

(2.6) sinsetuna gakusei-no  imoto
kind student-GEN (younger) sister
a. [kind student]’s sister = sister of kind student
b. kind [student’s sister] = kind sister of student
(Inoue & Fodor, 1995: 20, (14))

(2.7) kyokutanni sinsetuna gakusei-no imoto
extremely
a. [extremely kind student]’s sister = sister of extremely kind student
b. [extremely kind] [student’s sister] = extremely kind sister of student
(Inoue & Fodor, 1995: 23, (21))

The two strings of words in (2.6) and (2.7) are both globally ambiguous because the adjective
phrase (kyokutanni) sinsetuna (‘(extremely) kind’) can modify either (a) the linearly local
noun gakusei (‘student’) or (b) the linearly non-local noun iméto (‘sister’), and both readings
are grammatical. Based on the assumption of locality in parsing, the local reading (a) should
be always preferred. Inoue and Fodor (1995), however, found this to be the case for (2.6) but
not for (2.7), where they found a preference for the long adjective phrase’s modification of the
non-local noun. This suggests that Japanese speakers prefer the non-local reading in the
processing of structural ambiguity when the modifier is relatively prosodically heavy. This
can be interpreted as a violation of RaLLR, or as revision from the local reading (a) to the
non-local reading (b) that is syntactically not forced, because both readings are grammatical
in (2.7). Notice, however, that this interpretation relies on the comprehenders first committing

to the local reading (a) even in the processing of (2.7).
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Aoshima, Phillips, and Weinberg (2004) presented another piece of evidence that can be
considered a violation of RaLR. Two self-paced reading experiments and one sentence
completion experiment were conducted to examine whether Japanese comprehenders link a
fronted wh-phrase either with the embedded verb or with the sentence-final main verb. The
target items in (2.8a-b) were used in the first experiment with their respective control
counterparts in which the wh-phrase is in situ (i.e., remaining in its original position) in the
embedded clause (the brackets indicate the embedded clause, ACC an ACCusative case
marker, DAT a DATive case marker, DECL a DECLarative complementizer, Q a Question

particle, and TOP a TOPic marker).

(2.8) a. Dono-seito-ni tannin-wa [kocyo-ga hon-o yonda-to]
which student-DAT class teacher-TOP [principal-NOM book-ACC read-DECL)]
tosyositu-de sisyo-ni imasita-ka?

library-at  librarian-DAT said-Q
‘Which student did the class teacher say to the librarian at the library that the

principal read a book for?’

b. Dono-seito-ni tannin-wa [kocyo-ga hon-o yonda-ka]
which student-DAT class teacher-TOP [principal-NOM book-ACC read-Q]
tosyositu-de sisyo-ni imasita.

library-at  librarian-DAT said
‘The class teacher said to the librarian at the library which student the principal

read a book for.’
(Aoshima, Phillips, & Weinberg 2004 : 30, Table 2)

Importantly for the manipulation, readers can temporarily interpret the fronted dative
wh-phrase dono-seito (‘which student’) as included either in the main clause or in the
embedded clause, although the latter option is forced eventually because another dative NP
sisyo (‘librarian’) exists in the main clause. The results showed longer reading times at the
embedded verb yonda (‘read’) with a declarative complementizer in (2.8a), compared to the
embedded verb with a question particle in (2.8b). According to filler-driven parsing (e.g.,

Fodor, 1978; Crain & Fodor, 1985; Stowe, 1986; Frazier, 1987; Frazier & Clifton, 1989;
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Frazier & Flores d’Arcais, 1989), readers should search for the gap site for the sentence-initial
wh-phrase in the main clause instead of the embedded clause. If the main clause analysis is
maintained, longer reading times should be observed at the embedded verb with a question
particle in (2.8b), compared to the embedded verb with a declarative complementizer in (2.8a),
which is contrary to the experimental results. Thus, the results suggest that Japanese
comprehenders preferred the alternative embedded clause analysis to link the fronted dative
wh-phrase with the embedded verb.” This preference was supported in the second and third
experiments. Notice that this finding is inconsistent with RaLR because the parser made
revision from the initial main clause analysis to the alternative embedded clause analysis for
the filler-gap dependency even though it was syntactically not required to do so. This is taken
as evidence for unforced revision because the interpretation of the fronted dative wh-phrase is
temporarily ambiguous at the embedded verb and thus readers are not forced to revise their
initial main clause analysis there. Based on the experimental results, Aoshima, Phillips, and
Weinberg (2004) concluded that RaLR is too strong to capture all the empirical data, which is
consistent with Fodor and Inoue (2000).

Kanamaru, Hirose, and Ito (2009) provided another piece of counterevidence for RaLR.
One self-paced reading experiment was carried out using the target items in (2.9a-b) with their

baseline controls in (2.9¢c-d).

7 Cf. Kamide and Mitchell (1999) for a demonstration of RaLR in Japanese sentence processing. They
found that when a dative non-wh NP was positioned between the sentence-initial main nominative NP
and the embedded nominative NP, it was interpreted as part of the main clause both initially and
eventually (i.e., no revision happened).
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(29) a.

Asagohan-no kataduke-ga itumodori owatta ato-de titioya-ga
breakfast-GEN putting.in.order-NOM as.always finished after father-NOM
hahaoya-ni zibun-no sukato-o kurdzetto-kara toridasu yoni itta-to
mother-DAT self-GEN skirt-ACC closet-from  take  to told-that
cydnan-wa hanasita.

oldest.son-TOP said

Titioya-ga asagohan-no  kataduke-ga itumodori owatta ato-de
father-NOM breakfast-GEN putting.in.order-NOM as.always finished after
hahaoya-ni zibun-no sukato-o kurdzetto-kara toridasu yoni itta-to
mother-DAT self-GEN skirt-ACC closet-from  take  to told-that
cydnan-wa hanasita.

oldest.son-TOP said

‘ After finishing putting breakfast in order as always, the oldest son said that his
father; told his mother; to take *hisi/her; skirt from the closet.’

Asagohan-no kataduke-ga itumodori owatta ato-de

breakfast-GEN putting.in.order-NOM as.always finished after

cydzyo-ga hahaoya-ni zibun-no sukato-o kurozetto-kara toridasu
oldest.daughter-NOM mother-DAT self-GEN skirt-ACC closet-from  take
yoni itta-to  cydonan-wa hanasita.

to  told-that oldest.son-TOP said

Cyo0zyo-ga asagohan-no  kataduke-ga itumodori owatta

oldest.daughter-NOM breakfast-GEN putting.in.order-NOM as.always finished
ato-de hahaoya-ni zibun-no sukato-o kurdzetto-kara toridasu
after mother-DAT self-GEN skirt-ACC closet-from  take
yoni itta-to  cyOonan-wa hanasita.
to told-that oldest.son-TOP said
‘ After finishing putting breakfast in order as always, the oldest son said that the
oldest daughter; told his mother; to take herjj; skirt from the closet.’
(emphasis added)

One manipulation was that revision of the embedded clause from a single clause analysis to a

double clause analysis was required at sukdto (‘skirt’) in (2.9a-b), not in (2.9c-d), because

without such revision, we would have an unnatural interpretation that the skirt was the

father’s. This problem did not arise in (2.9c-d) because the oldest daughter was relevant as the

owner of the skirt. Another manipulation was the position of the long adjunct (underlined).

Due to the long adjunct, revision was predicted to be easier to apply in (2.9b, d), compared to
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(2.9a, ¢). Notice that, in the examples in (2.9a-b), the interpretation of the possessive pronoun
was temporarily ambiguous up to the critical region, sukdto (‘skirt’). The results showed
longer reading times at sukdto (‘skirt’) in (2.9a-b), compared to (2.9c-d), and a significant
interaction between the two manipulations at the spill-over region (i.e., one region after the
critical one), kurozetto (‘closet’), indicating longer reading times in (2.9a), compared to (2.9b).
This suggests that revision from the mono-clausal analysis to the bi-clausal analysis of the
embedded clause was attempted prior to the critical region in (2.9b) but not in (2.9a). The
parser should favor maintaining the simpler mono-clausal analysis for the embedded clause
on the assumption of Minimal Attachment (Frazier, 1987). Thus, the observed revision is
inconsistent with RaLR, which would require the parser to maintain the mono-clausal analysis
because the sentence was temporarily ambiguous up to the critical region. Moreover,
Kanamaru, Hirose, and Ito (2009) concluded that because the longer distance between the
possessive pronoun and its antecedent (due to the position of the long adjunct) affected the
application of revision, RaLR is not an absolute principle in Fodor and Frazier’s sense (1980),
but just one of the factors in parsing decisions, as Sturt, Pickering, Scheepers, and Crocker

(2001) suggested.

Motivation for the present dissertation

So far, we have reviewed previous studies suggesting that there is both supporting and
counter evidence for RaLR. Notice, however, that much of these studies’ empirical evidence
has come from the processing of temporarily ambiguous sentences. Due to the nature of
temporary ambiguity, one analysis wins the race, and thus revision has to be applied when
forced by grammaticality. As observed in the examples of Inoue and Fodor (1995), revision in
the processing of (fully) globally ambiguous sentences is particularly important because there
1s never a syntactic reason to make revision in these cases, and thus we can examine whether

the parser will perform unforced revision. Also notice that the supporting evidence for RaLR
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has come from English, a head-final language, whereas the evidence against RalLR has been
provided by Japanese, a head-final language. This situation suggests the possibility that
head-finality could be a key factor in the availability of unforced revision.

The goal of the present dissertation is to provide another piece of evidence that revision
can take place when it is syntactically not required by examining relative clause head
association ambiguity in Japanese, in which two analyses are both grammatical even at the
end of the sentence. Because the target structure is head-final, we will be able to observe such

unforced revision if head-finality is a key factor, as previous findings imply.

2.3. Relative Clause Attachment Ambiguity
Processing Preferences

The current dissertation focuses on the processing of global structural ambiguity with
relative clause (RC) modifiers in Japanese. Because the corresponding phenomenon known as
RC attachment ambiguity has been examined cross-linguistically, we will review previous

studies on it in English in this section. Consider the following example:

(2.10) Someone shot the servant of the actress [rRc who was on the balcony].
(Cuetos & Mitchell, 1988: 95, brackets added)

In (2.10), the RC in brackets can attach either to the structurally low NP the actress (i.e., low
attachment) as in (2.11a) or to the structurally high NP the servant (of the actress) (i.e., high
attachment) as in (2.11b) (D stands for Determiner, P for Preposition, and PP for Preposition

Phrase).
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(2.11) a. Low attachment

5 >
| N PP
the | /\
servant P NP
c|>f D/>\
| N’ RC
the |
N

actress  [who was on the balcony]

b. High attachment

| N’ RC

N PP [who was on the balcony]

servant of the actress

The low attachment analysis in (2.11a) means that the person who was on the balcony was the
actress, whereas the high attachment analysis in (2.11b) means that the person who was on the
balcony was the actress’s servant. Note that both structural analyses in (2.11a-b) are
grammatical in English (2.10), and thus the ambiguity is global, not temporary. Cuetos and
Mitchell (1988) found that English speakers prefer to attach the RC to the structurally low NP,
which is consistent with universal locality principles (e.g., Late Closure, Frazier, 1979, and its
variants, Recency Preference, Gibson, Pearlmutter, Canseco-Gonzalez, & Hickok, 1996, and

Locality, Gibson, 1998).%° It was also found, however, that Spanish speakers show the

8 A similar phenomenon was originally pointed out by Kimball (1973).
? Definitions of Late Closure, Recency Preference, and Locality are as follows:
Late Closure: When possible, attach incoming material into the clause currently being parsed.
(Frazier, 1979:20)
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opposite preference, that is, for high attachment, in the Spanish counterpart of (2.10). This led
to many cross-linguistic studies on the processing of RC attachment ambiguity in various
languages in order to explicate the nature of parsing (for summaries, see Mitchell, Cuetos, &
Zagar, 1990; Cuetos, Mitchell, & Corley, 1996, Mitchell & Brysbaert, 1998; Grillo & Costa,
2014).!% In these studies, factors other than locality were proposed to explain why in some
languages, high attachment is preferred over low attachment. For example, Predicate
Proximity (Gibson, Pearlmutter, Canseco-Gonzalez, & Hickok, 1996) and the Main Assertion
Principle (Traxler & Frazier, 2008), both of which are extensions of the Relativized Relevance
Principle (Frazier, 1990b), explain that the head noun of the complex NP (e.g., the servant in
the servant of the actress in (2.10) above), compared to the adjunct modifier (e.g., of the
actress in the servant of the actress in (2.10)) is more proximate to the main clause verb and
more directly contributes to the main assertion, i.e., the content of the main clause, and thus
that high attachment is preferred over low attachment in certain pragmatic contexts. Mitchell,
Cuetos, and Corley (1992) and Mitchell, Cuetos, Corley, and Brysbaert (1995) accounted for
high attachment in terms of linguistic experience. For instance, Mitchell, Cuetos, and Corley
(1992) compared the corpus frequency of RC attachment in English and Spanish, and found
that the relative frequency of low attachment was higher (62%) in English, whereas the
relative frequency of high attachment was higher (60%) in Spanish. These frequency biases in
production data are consistent with both English and Spanish speakers’ parsing preferences in
comprehension data.!! The results of previous studies are often discussed to evaluate

processing accounts, especially the Garden-path and Constraint-based models (see Fernandez,

Recency Preference: Preferentially attach structures for incoming lexical items to structures built
more recently.
(Gibson, Pearlmutter, Canseco-Gonzalez, & Hickok, 1996: 26)
Locality: Syntactic predictions held in memory over longer distances are more expensive, and
longer distance head-dependent integrations are more expensive.
(Gibson, 1998: 8)
10 For the comprehensive list of languages examined, see Miyamoto (2008).
1" Other factors proposed to be involved in high attachment preference include pragmatic effects (e.g.,
Frazier & Clifton, 1996), prosody (e.g., Fodor, 1998, 2002), and working memory (e.g., Mendelsohn
& Pearlmutter, 1999).
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2003; Papadopoulou, 2006, for summaries).

Implicit Causality Effects

The phenomenon of RC attachment ambiguity has rarely been discussed in terms of
revision. In the context of revision, however, implicit causality effects are worth reviewing.
Rohde (2008) and Rohde, Levy, and Kehler (2008, 2011) found that the implicit causality
between predicates of the main and relative clauses influenced native English speakers’
resolution of RC attachment ambiguity. The target items in (2.12a-b) was used by Rohde,

Levy, and Kehler (2008) in an off-line sentence completion experiment.

(2.12) a. John detests the children of the musician who ....
b. John babysits the children of the musician who ....

(emphasis added)

The main verbs (italicized) were manipulated as to whether they trigger implicit causality as
in (2.12a) or not as in (2.12b). A verb like detest in (2.12a), which triggers implicit causality,
strongly searches for its reason in terms of its inherent meaning. On the other hand, a verb like
babysit in (2.12b) does not necessarily trigger implicit causality. By this manipulation, Rohde,
Levy, and Kehler (2008) hypothesized that main verbs triggering implicit causality would
increase comprehenders’ expectation for high attachment RCs because the head noun for a
high attachment RC is an argument required by the main verb. The sentence completion
results supported this hypothesis. That is, high attachment RCs were observed more
frequently in the implicit causality condition as in (2.12a), compared to the baseline condition
as in (2.12b). For example, are arrogant was produced for (2.12a) (note that number
agreement allowed the experimenter to infer which noun was modified by the RC). These
experimental results suggest that the causal relationship between predicates of main and

relative clauses may override native English speakers’ low attachment preference and
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motivate the use of high attachment RCs.

2.4. Head Association Ambiguity in Japanese Relative Clauses
In this section, we review previous studies on the target phenomenon examined in the present
dissertation. Several studies have indicated that comprehenders may perform revision in the

processing of Japanese RCs such as the one in (2.13) (e.g., Kamide & Mitchell, 1997).

(2.13) [ barukoni-ni iru] joy-no mesitukai
[rc balcony-on is ]| actress-GEN servant
‘the servant of the actress who is on the balcony’
(Kamide & Mitchell, 1997: 249, brackets added)

For this globally ambiguous phrase, the prenominal RC can be associated either with the first
potential head noun (N1) joyii (‘actress’) (i.e., N1 association) as in (2.14a) or with the second
potential head noun (N2) (joyii-no) mesitukai (‘(actress’s) servant’) (i.e., N2 association) as in

(2.14b) (English glosses are presented in italics).

(2.14) a. NI association

T

RC N1 N2

[is on the balcony] actress-GEN servant

b. N2 association

T

RC N1 N2

[is on the balcony] actress-GEN servant
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The N1 association analysis in (2.14a) means that it is the actress who is on the balcony,
whereas the N2 association analysis in (2.14b) means that it is the actress’s servant who is on
the balcony. It is important to note that the structural analyses in both (2.14a-b) are
grammatical in Japanese (2.13), and thus that the structural ambiguity is not temporary but
global.

This Japanese phenomenon appears to be similar to the English counterpart, but, in fact, is
drastically different in terms of incremental parsing. First, we consider the English translation
of (2.13). The parser first processes a complex NP, but the following RC produces attachment
ambiguity (i.e., high and low attachment analyses are both grammatically possible) as in

(2.15).

(2.15) RC attachment ambiguity

NP
]D/>\
| N
the |
servant P NP High attachment

N

of the actress

Low attachment RC

[who is on the balcony]

This RC attachment ambiguity in English is not relevant to an examination of the possibility
of revision because the two attachment sites are both available prior to the RC as seen in
(2.15). To be more concrete, the parser can select high or low attachment at the point of the
RC in (2.15) without constructing a syntactic structure for the alternative analysis. On the
other hand, in Japanese (2.13), the RC precedes its head noun and the RC does not occur with

a relativizer or a special ending on the RC verb. Therefore, the parser first encounters a clause
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(i.e., the bracketed one in (2.13)). Second, the occurrence of the N1 signals that the preceding
clause is a RC, and at this point, the N1 association analysis is considered. The genitive case
marker attached to the N1 indicates that another noun will follow it, and may make the parser
expect the structure for the N2. Thus, either at the genitive case marker or at the N2, the
parser can consider the N2 association analysis as another grammatically possible option,

leading to ambiguity as in (2.16).

(2.16) Head association ambiguity

N2 association

.. A
N1 association -7 DR
RC N1 N2
[is on the balcony] actress-GEN servant

We term this phenomenon head association ambiguity or RC head association ambiguity
instead of RC attachment ambiguity as in English. Head association ambiguity in Japanese
RC processing is relevant to testing unforced revision in parsing because the two potential
head nouns, N1 and N2, both become available after the RC and, more importantly, the N1
association analysis can be considered before the N2 association analysis becomes available.
Hence, the possibility of revision to the alternative N2 association analysis is worth
examining from the perspective of the Revision as Last Resort hypothesis, which forces the
parser to maintain the initial grammatical N1 association analysis.

Previous studies show mixed results for the processing of head association ambiguity in
Japanese RCs. For example, in their off-line questionnaire experiment, Kamide and Mitchell
(1997) found that Japanese comprehenders preferred the N2 association interpretation. They
used exact Japanese translations of the English experimental materials used by Cuetos and

Mitchell (1988). The sentence in (2.17) is an example (LOC stands for LOCative case
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marker).

(2.17) Dareka-ga [ barukoni-ni iru] joyli-no mesitukai-o utta.
someone-NOM [rc balcony-LOC is] actress-GEN servant-ACC shot
‘Someone shot the servant of the actress who was on the balcony.’
(Kamide & Mitchell, 1997: 249)

The experimental results showed that Japanese speakers preferred the N2 association
interpretation (66%) to the N1 association interpretation (34%). Kamide and Mitchell (1997)
also conducted an on-line self-paced reading experiment, in which they manipulated the
plausibility of the relationship between the RC and its potential head nouns. In their target
items, either the N1 was an implausible head noun for the RC, thus forcing the N2 association
analysis, as in (2.18a), or the N2 was the implausible RC head noun, thus forcing the N1
association analysis, as in (2.18b). Kamide and Mitchell (1977) found that Japanese
comprehenders experienced greater difficulty in the N1 region in the former case (i.e., when
the N1 was an implausible head noun), compared to the latter case (i.e., when the N2 was the
implausible RC head noun). (The slashes in the examples mark where the sentence was

segmented for self-paced reading.)

(2.18) a. [ Hosekibako-no sumi-ni nokotteita] / hannin / -no/ simon/ -0/
[rc jewel.box-GEN corner-LOC remained] criminal -GEN fingerprint -ACC
keisatu-ga / nantoka mitukedasita.
police-NOM manage found.out
‘The police managed to find out the fingerprint of the criminal that remained in a
corner of a jewel box.’
b. [ Gozyldai danseito suitei sareru] /hannin/-no/ simon/ -o/
[rc fifties man that assume Passive] criminal -GEN fingerprint -ACC
keisatu-ga / nantoka mitukedasita.
police-NOM manage found.out
“The police managed to find out the fingerprint of the criminal that was assumed

to be a man in his fifties.’
(Kamide & Mitchell, 1997: 250, (3)-(4), brackets and slashes added)
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The results showed longer reading times at hannin (‘criminal’) and no (‘GEN”), which were
presented separately, when the N1 association analysis is implausible as in (2.18a), compared
to (2.18b), in which the N1 association analysis is plausible. Interestingly, the reading times
for the sentence-final main predicate region were longer when the N2 association analysis was
implausible as in (2.18b) compared to when the N2 association analysis was plausible as in
(2.18a). Based on these results, Kamide and Mitchell (1997) concluded that Japanese
comprehenders have an initial preference for the N1 association analysis and revise it to the
N2 association analysis at the end of the sentence. Their results, however, might reflect an
effect of segmentation. Because the genitive case marker was presented separately from the
N1, it would have been highly unlikely for readers to consider the N2 association analysis at
the N1. To address this issue, Kamide, Mitchell, Fodor, and Inoue (1998) tested the same
materials in another self-paced reading experiment, this time presenting the N1 and the
genitive case marker together. The results provided weak support for the N1 association
preference. This suggests that even if the N1 is presented together with the genitive case
marker, there is still a mild preference for the initial N1 association analysis. Miyamoto,
Nakamura, and Takahashi (2004) also tested the same materials used by Kamide and Mitchell
(1997) in another self-paced reading experiment in which they presented the N1, the genitive
case marker, and the N2 together. The results again supported the N1 association preference
(see Miyamoto, Gibson, Pearlmutter, Aikawa, & Miyagawa, 1999, for another piece of
evidence for the N1 association preference). Following these studies, we assume that when
the parser is processing sentences with RC head association ambiguity in Japanese, it will
consider the N1 association analysis as soon as it encounters the first possible head noun for
the RC.

In sum, the results from on-line self-paced reading experiments tend to support the N1
association preference (e.g., Kamide & Mitchell, 1997; Miyamoto, Nakamura, & Takahashi,

2004; Nakano & Kahraman, 2013) while those from off-line questionnaire experiments
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support the N2 association preference (e.g., Kamide & Micthell, 1997; Nakano & Kahraman,
2013).'2 These results suggest the possibility, which was discussed by Kamide and Mitchell
(1997), that the parser initially considers the N1 association analysis at the N1 and ultimately
revises it to the N2 association analysis at the end of the sentence. However, this possibility
has not been verified in the previous studies (e.g., Kamide & Mitchell, 1997; Miyamoto,
Nakamura, & Takahashi, 2004) because they have tested only two conditions, in which
readers are forced to adopt either the N1 or the N2 association analysis at the point of the N2
due to the plausibility of the relationship between the RC and its potential head nouns. These
studies showed that Japanese comprehenders experienced greater processing difficulty at the
N1 when the N1 association analysis is implausible, compared to when the N2 association
analysis is implausible. This is clear evidence for the initial consideration of the N1
association analysis immediately upon encountering the N1. However, the experimental
design was not relevant to examining the possibility of revision, and thus we still know little
about the real-time course of processing that results in the N2 association analysis. How do
comprehenders behave when the sentence is globally ambiguous, i.e., when both the N1 and
the N2 association analyses are viable at the point of the N2? Do they maintain their initial N1
association analysis? Or do they revise it to the N2 association analysis? The present
dissertation examines the time course of the parser’s process of revision from the N1 to the

N2 association analysis.

12 For more mixed results, see Hirose, Inoue, Fodor, and Bradley (1998); Aoyama and Inoue (2005);
Uetsuki (2006, 2007); Nakano, Hirose, Yamasaki, Liu, and Nishiuchi (2007); Nakano and Nishiuchi
(2007); Nakano (2008); Bai, Kobayashi, and Hirose (2014); Bai, Roland, and Hirose (2014). The
results suggest that head association preferences in Japanese RC processing are modulated by a variety
of factors such as prosody (i.e., short versus long RC), RC types (i.e., subject- versus object-extracted),
word order (i.e., canonical versus scrambled), working memory capacity (i.e., low versus high),
pragmatic plausibility, segmentation for reading, and indefiniteness of the N1. We will discuss some of
these in the chapters to come, but other factors are beyond the scope of this dissertation.
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2.5. Summary

In this chapter, we have reviewed earlier studies on three topics that are relevant to this
dissertation: (i) revision in sentence parsing, (ii) RC attachment ambiguity, and (iii) head
association ambiguity in Japanese RCs. As for (iii), we have pointed out the remaining issue
of the time course for the N2 association analysis. The next chapter presents the research
questions, which address this issue, and describes the methodology that we will use to answer

the questions.
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3.1. Introduction

CHAPTER 3

RESEARCH QUESTIONS

The previous studies on head association ambiguity in Japanese relative clause (RC)

processing have shown that Japanese comprehenders have an initial preference for the N1

association, which becomes a preference for the N2 association by the end of an ambiguous

RC sentence. (3.1) demonstrates the incremental parsing of RC head association ambiguity.

3.1) a

S

[RC] N1

[RC] N1-GEN

[RC] N1-GEN N2

[RC]N1-GEN N2 V

isi-ga syokusinsiteiru

doctor-NOM palpating

‘the doctor is palpating’

[isi-ga syokusinsiteiru] sy6zyo
doctor-NOM palpating girl

‘the girl (that) the doctor is palpating’

[isi-ga syokusinsiteiru] sy6zyo-no
doctor-NOM palpating girl-GEN

‘of the girl (that) the doctor is palpating’

[isi-ga syokusinsiteiru] sydzyo-no ani
doctor-NOM palpating girl-GEN  brother
‘the brother of the girl (that) the doctor is palpating’
[isi-ga syokusinsiteiru] sydzyo-no ani-ga
doctor-NOM palpating girl-GEN  brother-NOM
waratteiru

laughing

‘the brother of the girl (that) the doctor is palpating is
laughing’

First, in (3.1a), the parser receives a noun isi-ga (‘doctor’) and a verb syokusinsiteiru

(‘palpating’); at this point, it may construct an analysis of a single sentence (S) with an
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unpronounced object, with the meaning that the doctor is palpating someone. Second, in
(3.1b), it turns out that a simple S analysis cannot be constructed at the point of the following
noun syozyo (‘girl”). The parser has to introduce a new syntactic node and associate this first
potential head noun (N1) with the preceding material, leading to the RC analysis shown by
the brackets in (3.1b). Third, in (3.1c¢), based on the genitive case marker attached to the N1,
the parser can expect that another noun will follow, and it may construct the structure for the
complex NP in advance before receiving the second potential head noun (N2). Fourth, in
(3.1d), at the point of the N2 ani (‘brother’) or at the genitive case marker preceding it, a
second possibility arises that it is also grammatically possible to associate the N2 with the RC.
To achieve this, the parser would have to revise the current N1 association analysis by
introducing two new syntactic nodes, one for combining the N1 and N2 to form a complex NP
and the other for associating this complex NP with the preceding RC. Note that such revision
from the N1 association analysis to the N2 association analysis is syntactically not required
(i.e., it is unforced) because the ambiguity in question is global. Thus, the N1 association
analysis is grammatical and can be maintained. Finally, in (3.1¢), the parser receives the main
predicate (V) and chooses a final interpretation based on the syntactic structure it is currently
considering: either the N1 association analysis or the N2 association analysis.

The results of the previous research provided evidence for the parser’s immediate
consideration of the N1 association analysis upon encountering the N1 during real-time
processing. We still know little, however, about what might follow; that is, the exact time
course of the parser’s process of arriving at the N2 association analysis. An interesting
question is why the parser might perform the syntactically complex processing necessary to
consider the N2 association analysis when it does not have to for grammaticality. At which
point of processing does it consider the N2 association analysis and choose the interpretation
to which that analysis leads? How does the N2 association differ from the N1 association with

respect to the timing of considering the syntactic analysis and establishing the ultimate
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interpretation? To address these questions, this dissertation examines four research questions

through a series of off-line and on-line experiments and a corpus analysis.

3.2. Research Questions and Methodology
Research Question 1: Can the parser choose the N2 association interpretation based on the
coherence of the whole sentence?

The results of earlier studies on head association ambiguity showed an on-line N1
association preference (e.g., Kamide & Mitchell, 1997; Miyamoto, Nakamura, & Takahashi,
2004; Nakano & Kahraman, 2013) and an off-line N2 association preference (e.g., Kamide &
Mitchell, 1997; Nakano & Kahraman, 2013). These results suggest that the parser considers
the N1 association analysis initially, when it encounters the N1, and revises it to the N2
association analysis ultimately, at the end of the sentence. However, it is not clear at what
point the parser would perform such revision during on-line processing. One possibility is that
revision occurs at the N2, but the previous research has not provided on-line evidence for this.
It may also be the case that, after encountering the N2, the parser changes its analysis from the
N1 association to the N2 association by considering the coherence of the sentence as a whole.
This possibility leads to Research Question 1. The previous studies have already found that
Japanese comprehenders show an off-line preference for the N2 association interpretation.
Recall that earlier studies on RC attachment ambiguity in English (e.g., Rohde, Levy, &
Kehler, 2008) suggested that the relationship between the predicates of main and relative
clauses influences comprehenders’ ultimate interpretation. Based on these studies’ results,
Experiment 1 of this dissertation research employed a questionnaire to investigate Japanese
comprehenders’ off-line preference for RC head association. Using the results of the
questionnaire, we newly examined whether the relationship between the two predicates
affects the final choice between the two potential head nouns, specifically in order to test the

prediction that the N2 association interpretation is preferred more strongly when the predicate
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relationship is biased towards it. Chapter 4 reports and discusses the results of Experiment 1.

Research Question 2: Can the parser consider the N2 association analysis prior to the end of
the sentence during real-time processing?

Assuming the initial N1 association preference demonstrated in the previous research, we
hypothesize that revision from the N1 to the N2 association analysis that is syntactically not
required would occur at the N2 or at the genitive case marker attached to the N1. Earlier
studies do not provide evidence for such on-line unforced revision because they tested only
two conditions, in which readers are forced to adopt the N1 or N2 association analysis at the
point of the N2 (e.g., Kamide & Mitchell, 1997; Miyamoto, Nakamura, & Takahashi, 2004).
Experiment 1 of our study, with its off-line approach, cannot provide evidence regarding
whether the N2 association analysis could happen prior to the end of the sentence. Therefore,
to test this hypothesis, two on-line eye-tracking reading experiments (Experiments 2 and 3)
were carried out. Experiment 2 examined whether the parser considers the N2 association
analysis at the N2. If this is the case, processing difficulty should occur when the
sentence-final main predicate following the N2 is incompatible with the analysis. Experiment
3 examined whether the parser expects the N2 association analysis in advance at the genitive
case marker attached to the N1, that is, before encountering the N2. If this is the case,
processing difficulty should occur when the N2 is impossible as the RC head noun.

Experiments 2 and 3 are described in detail in Chapter 5.

Research Question 3: Can the parser consider the NI association analysis at the N1 initially
when both the NI and the N2 association analyses are available at the N2?

Experiments 2 and 3 investigate comprehenders’ real-time RC head association at the
points of the N1 and the N2 from the perspective of unforced revision. To further examine the

possibility of such revision and understand the time course of the N1 and the N2 association
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analyses, we need evidence for the parser’s initial consideration of the N1 association analysis
at the N1 when the N2 association analysis is also syntactically viable. Two on-line
experiments (Experiments 4 and 5) were conducted, adopting a post-sentential probe
recognition technique. Experiment 4 examined whether the N1 association analysis can be
considered when the N2 association analysis is available. If the N1 association analysis is
considered prior to the probe recognition task, comprehenders should respond to a word
related to the meaning conveyed by the N1 association analysis faster than they respond to a
non-related word. Experiment 5 examined whether the N2 association analysis can be
considered when the N1 association analysis can be maintained. If comprehenders perform
revision from the N1 to the N2 association analysis, they should respond to a word related to
the N2 association interpretation faster than they do to a non-related word. The details of

Experiments 4 and 5 are described in Chapter 6.

Research Question 4: Do RC production data show a structural frequency bias towards the
N2 association?

If we can demonstrate that revision takes place, the question remains of why the parser
would perform revision that is syntactically not required (i.e., from the N1 to the N2
association analysis). Earlier studies on RC attachment ambiguity in English (e.g., Mitchell,
Cuetos, & Corley, 1992) suggested that frequency can account for comprehenders’ attachment
preferences. Drawing on such studies’ results, we assume that, if the N2 association
interpretation is more often intended in production compared to the N1 association
interpretation, comprehenders will experience the N2 association more often and thus be more
likely to consider the N2 association analysis in their processing. A corpus analysis examined
how often the N2 association interpretation is intended in RC production data to investigate
whether structural frequency plays a role in triggering unforced revision. Chapter 7 reports

and discusses the results.

40



CHAPTER 4

OFF-LINE QUESTIONNAIRE EXPERIMENT

4.1. Introduction
The goal of the off-line questionnaire experiment is to examine whether the parser can choose
the N2 association interpretation based on the coherence of the whole sentence (Research
Question 1). The results of previous studies on relative clause (RC) head association
ambiguity in Japanese have shown comprehenders’ initial preference for the N1 association
analysis at the N1 and eventual preference for the N2 association analysis at the end of the
sentence. We still, however, do not clearly understand what triggers the change from the N1 to
the N2 association analysis. As shown in earlier studies on RC attachment ambiguity in
English, the implicit causality relationship between the predicates of main and relative clauses
influences comprehenders’ attachment preference (e.g., Rohde, Levy, & Kehler, 2008). Based
on such findings for English, our experiment newly examines whether the relationship
between the two predicates affects Japanese comprehenders’ ultimate interpretation in their
processing of RC head association ambiguity.

Experiment 1 is the off-line questionnaire experiment that was carried out to examine
Research Question 1. The sentence-final main clause verbs were manipulated as to whether
their relationship with the RC verb was implicitly “causal” or not. For example, consider the

following pair of sentences:
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(4.1) a. Causal condition
L ARYa/S S RIES/AY Sl
[  Odoroita] tantei-no Zyosyu-ga damatta.
[rc surprised.was] detective-GEN assistant-NOM became.silent
‘The assistant of the detective who was surprised became silent.’
b. Neutral condition
WO FAVEE L7,
[ Odoroita] tantei-no Zyosyu-ga ryorisita.
[rc surprised.was] detective-GEN assistant-NOM cooked

‘The assistant of the detective who was surprised cooked.’

The two conditions in (4.1a-b) are both globally ambiguous. That is, the person who was
surprised can be either the detective (i.e., the N1 association interpretation) or the detective’s
assistant (i.e., the N2 association interpretation), and both interpretations are grammatical. In
(4.1a), the relationship between the sentence-final main clause verb and the RC verb is
“causal” in that the RC verb odoroita (‘was surprised’) can be the cause and the main clause
verb damatta (‘became silent’) its result. Therefore, in this condition, the N2 association
interpretation (i.e., that the surprised person became silent) is more plausible than the N1
association interpretation (i.e., that the surprised person and the person who became silent
were different). In (4.1b), on the other hand, the relationship between the main clause verb
and the RC verb is not causal, and thus both interpretations are equally plausible; we call the
“neutral” condition and treat it as the baseline. This manipulation of Causality thus creates
two experimental conditions: the causal condition as in (4.1a) and the neutral condition as in
(4.1b). We predicted that if the N2 association interpretation is ultimately established by
considering the coherence of the whole sentence, comprehenders will choose it more
frequently in the causal condition and less frequently in the neutral condition. In contrast, if
comprehenders choose the N2 association interpretation without considering the meaning of

the whole sentence, no difference will be observed between the two conditions.
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4.2. Experiment 1
4.2.1. Method
Participants
Twenty undergraduate students at the University of Tokyo were paid to participate in this

experiment. They were all native speakers of Japanese.

Materials

There were 16 experimental sentences of the same form as in (4.1a-b) (see Appendix A for
the full set of experimental items). The syntactic skeleton of the sentences is as follows: [rc
Verb] NI-GEN N2-NOM Verb. The bracketed RC was always subject-extracted. The lexical
items were identical between the two conditions, except for the sentence-final main Verb, as
seen in (4.1a-b). The target items were counterbalanced in a Latin square design, yielding two
lists so that each participant saw only one of the two conditions for each item and experienced
the same number of sentences in each condition. Forty fillers were included so that the target
sentences were not presented consecutively. Eight out of the 40 fillers were ambiguous with
respect to pronoun interpretation; the participant’s responses to the questions accompanying

the 32 unambiguous fillers were used to assess his/her comprehension accuracy.

Norming studies

Two norming studies were conducted for the target items. Nine native Japanese speakers,
who did not take part in the main experiment, participated. The goal of the first norming study
was to ensure that both the N1 and the N2 could be the head noun for the RC. The
respondents were asked to evaluate the plausibility of 16 pairs of items similar to the pair in
(4.2a-b) on a six-point scale (1: very implausible to 6: very plausible; see Appendix B for the

questionnaire used in the first norming study).
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(4.2) a. Nl-association plausibility
AT,
Tantei-ga odoroita.
detective-NOM surprised.was
‘The detective was surprised.’

b. N2-association plausibility

BIFRE T,
Zyosyu-ga odoroita.
assistant-NOM surprised.was

‘The assistant was surprised.’

The subjects were the same as the nouns used for the N1 and N2 of the experimental items,
and the verbs were the same as the RC verbs of the experimental items. The plausibility of the
N1 associations and the N2 associations was evaluated separately. The results showed no
difference in head association plausibility between the two nouns in 11 pairs (5.5 for the N1
and 5.6 for the N2); five pairs that included items showing a difference in plausibility were
excluded from the experimental materials.

The second norming study was conducted to confirm that the two verbs of main and
relative clauses to be used in Experiment 1’s materials were considered either “causal” or
“neutral.” The respondents were asked to evaluate the causal relationship between the 11 pairs
of two verbs, as in (4.3a-b), on a six-point scale (1: non-causal at all to 6: very causal; see

Appendix C for the questionnaire used in the second norming study).

(4.3) a. Causal condition
[N ) — [BRo77)
“odoroita” - “damatta”
‘surprised.was’ ‘became.silent’
b. Neutral condition
Bz — TR LTZ)
“odoroita” - “ryorisita”

‘surprised.was’ ‘cooked’
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The verbs of the RC and main clause to be used in the target items were presented in pairs as
in (4.3a-b). The causal relationships between the two verbs in each pair were evaluated
separately for the two conditions. The results showed that in the 11 items, the relationship
between the verbs was significantly more likely to be judged “causal” in the causal condition
as in (4.3a) compared to the neutral condition as in (4.3b). (The mean scores were 5.7 for the

causal condition and 1.7 for the neutral condition (p <.001).)

Procedure
The questionnaire was presented to each participant individually on a PC using Linger

software.!® First, the participant read a sentence as in (4.4), which appeared on the screen.

(4.4) EOTEREOIMFRE -T2,
Odoroita tantei-no Zyosyu-ga damatta.
surprised.was detective-GEN assistant-NOM became.silent

‘The assistant of the detective who was surprised became silent.’

Upon finishing reading, the participant pressed the space key and the sentence disappeared.
Next, the participant saw a question, which was presented along with two possible answers, as

in (4.5).

(45) WAL RE BT

Dare-ga  odoroita ka? tantei  zyosyu
who-NOM surprised.was Q detective assistant
‘Who was surprised? detective  assistant’

The left/right position of the two possible answers was counterbalanced.
The participant was instructed to read the sentences well at a normal pace and answer the

accompanying questions without taking too much time. After a six-trial practice session, the

13 For Linger, see the website: http:/tedlab.mit.edu/~dr/Linger/.
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main session started. No feedback was given during the task, and no time limit was set. The
presentation of the items was randomized for each participant by Linger. Participants took

around thirty minutes to complete the experiment.

Data treatment

First, the participants’ mean accuracy was calculated by their responses to the
comprehension questions of the 32 unambiguous filler sentences.

Second, the mean ratios of the N2 association interpretation in the two conditions were
compared by generalized Linear Mixed-Effects (LME) modeling (Baayen, Davidson, & Bates,
2008; Jaeger, 2008). The dependent variable was the choice of the N1 association or the N2
association. Causality (causal or neutral) was the fixed effect, which was centered (i.e., effect
coding), and participants and items were the random effects. The best-fit model was chosen
by a backward selection approach. The maximal structure consisted of a random intercept and
slope of the fixed effect for both participants and items. Estimated coefficients (f), standard

errors (SE), and z and p values are reported in Section 4.2.2.14

4.2.2. Results
First, the participants’ mean comprehension accuracy for the 32 unambiguous fillers was
97.8% (SD =2.7).

Second, the RC head association results are summarized in Figure 4-1.

4 The p value was calculated automatically by glmer in the R package Ime4.0.
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Figure 4-1: The mean ratios of the N2 association in the two conditions (Experiment 1)
Note: The vertical axis stands for the mean ratio of the N2 association in percentage (error

bars for SEs) and the horizontal axis for the two conditions.

The mean ratios of the N2 association were 38.2% (SE = 4.7) in the causal condition and
11.8% (SE = 3.1) in the neutral condition. The best-fit model showed that the mean ratio of
the N2 association was significantly higher in the former condition than in the latter condition
(£ =0.93; SE=0.20; z=4.76; p < .001). This suggests that the participants chose the N2
association interpretation more frequently when the RC and main clause verbs were causal
compared to when they were not. The results also showed the participants’ overall preference

for the N1 association interpretation (i.e., both percentages in the two conditions were above

50%).

4.3. Discussion

The goal of Experiment 1 was to answer Research Question 1: Can the parser can choose the
N2 association interpretation based on the coherence of the whole sentence? The answer is
yes. As predicted, the results showed that the participants chose the N2 association

interpretation more frequently in the causal condition, in which the RC and main clause verbs
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were causally related with each other and thus supported the N2 association interpretation,
compared to the neutral condition, in which the two verbs were not causal. Consider the
sentence in (4.6) again as an example of the causal condition, in which the main verb is causal

to the RC verb.

(4.6) EWTEREDOIFNRE -T2,
[ Odoroita] tantei-no Zyosyu-ga damatta.
[rc surprised.was] detective-GEN assistant-NOM became.silent

‘The assistant of the detective who was surprised became silent.’

Because the N2 is an argument required by the main verb, the N2 association leads to a more
reasonable interpretation than the N1 association would when the relationship between the
two verbs is causal, as it is in (4.6). This is because the interpretation that the person described
by the main verb is identical with the one described by the RC verb (i.e., the N2 association)
is preferred from the perspective of semantic/discourse coherence, compared to the
interpretation that the persons described by the two verbs are different (i.e., the N1
association). In other words, it is semantically more reasonable to interpret the person who
became silent as the one who was surprised rather than as the one who was not surprised.

The results also showed that the participants preferred the N1 association interpretation in
both conditions. In the “neutral” condition, the ideal percentages of the N1 and N2 association
interpretations would both be 50% if the condition functioned eftectively as the baseline. The
percentages of the N1 association interpretation were, however, 88.2% in the neutral
condition and 62.8% even in the causal condition. We did not predict this overall bias towards
the N1 association interpretation, which is also different from the previous finding that
Japanese comprehenders have an oft-line preference for the N2 association interpretation (e.g.,
Kamide & Mitchell, 1997; Uetsuki, 2007; Nakano & Kahraman, 2013). We suspect that the
stimuli in the “neutral” condition themselves were already biased towards the N1 association

interpretation. For example, consider the following experimental item:
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(4.7) BN B DB F B L 72,
[ Odoroita] tantei-no Zyosyu-ga ryorisita.
[rc surprised.was] detective-GEN assistant-NOM cooked

‘The assistant of the detective who was surprised cooked.’

As shown in the previous research, the coherence of the relationship between the main and
relative clauses affects comprehenders’ ultimate interpretation. In our study’s “neutral”
condition as in (4.7), the RC and main clause verbs are completely unrelated, and thus seem to
link independently with the N1 and N2, respectively. That is, in (4.7), the person who was
surprised is the detective, and the one who cooked is his/her assistant. This might have led to
the participants’ preference for the N1 association interpretation in our “neutral” condition. If
this is the case, the participants might have been biased towards the N1 association
interpretation even in our “causal” condition.

Experiment 1’s major finding is that the percentage of N2 association interpretations in the
“causal” condition was significantly higher than in the “neutral” condition, even though both
conditions might have been biased towards the N1 association interpretation. If the parser can
choose the N2 association interpretation without considering the whole sentence’s coherence,
no such difference in percentages should be found between the conditions. Hence, the results
demonstrate that the parser can choose the N2 association interpretation by taking the
meaning of the whole sentence into consideration. The results can, however, be interpreted in
various ways. Do comprehenders consider the N1 association initially at the N1, maintain it at
the genitive case marker attached to the N1 or at the N2, and reinterpret it to the N2
association at the end of the sentence? Or do they consider the N1 association initially, revise
it to the N2 association at the genitive case marker or at the N2, and maintain the changed

interpretation at the end of the sentence? We investigate these questions with the on-line

experiments presented in Chapter 5.

49



4.4. Summary

The results of Experiment 1 show that the participants chose the N2 association interpretation
more often when the relationship between the verbs of the main and relative clauses was
implicitly causal. As discussed above, however, a question remains as to whether the parser
can consider the N2 association analysis prior to the end of the sentence. In other words, we
have to examine the detailed time course of arriving at the N2 association analysis by
observing the real-time processing of head association ambiguity in Japanese RCs. This is the

goal of the eye-tracking reading experiments that are described in detail in the next chapter.
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CHAPTER 5

ON-LINE EYE-TRACKING READING EXPERIMENTS

5.1. Introduction

This chapter’s concern is whether the parser can consider the N2 association analysis prior to
the end of the sentence during real-time processing (Research Question 2). Two on-line
eye-tracking reading experiments examined whether the parser can consider the N2
association analysis at the N2 (Experiment 2) and at the genitive case marker attached to the
N1 (Experiment 3) by manipulating the plausibility of the N2 association analysis at the
sentence-final main predicate following the N2 or at the N2 following the genitive case
marker. The experiments also investigated whether the rated typicality of the N1 as the RC
head noun would affect the parser’s willingness to revise the N1 association analysis and
consider the N2 association. The two experiments are described in turn in Sections 5.2 and 5.3

below.

5.2. Experiment 2

5.2.1. Introduction

The purpose of Experiment 2 is to examine whether the parser can revise an initial N1
association analysis to consider the N2 association analysis at the N2 when such revision is
syntactically not required (i.e., unforced). Earlier on-line self-paced reading studies (e.g.,
Kamide & Mitchell, 1997; Miyamoto, Nakamura, & Takahashi, 2004; Nakano & Kahraman,
2013) have used two conditions in which readers had to adopt either the N1 or the N2
association analysis at the point of the N2, and they clearly showed that the readers had

greater processing difficulty at the N1 when the N1 was implausible as the head noun for the
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RC, compared to when the N1 was the implausible RC head noun. Based on these previous
findings, we assume that Japanese comprehenders consider the N1 association analysis
initially upon encountering the N1. The results of the previous studies, however, are difficult
to interpret in terms of revision from the initial N1 association analysis to the alternative N2
association analysis because they did not include a baseline condition in which both analyses
were available at the N2. Hence, readers were able to consider only one of the two analyses at
the N2. In order to examine the real-time course of the N2 association analysis in terms of
such unforced revision, we adopt an interaction design for Experiment 2. First, the plausibility
of the N2 association analysis at the sentence-final main predicate following the N2 was
manipulated as to whether the main predicates were compatible with the meaning conveyed
by the N2 association analysis or not. We call this N2-association Compatibility. If the parser
considers the N2 association analysis at the N2, processing difficulty should occur when the
analysis turns out to be incompatible with the main predicate; otherwise, no such difficulty
should be observed even when the predicate is incompatible with the N2 association analysis.
In addition, the typicality of the N1s as RC head nouns was manipulated as to whether the
N1s were rated as “typical” for the N1 association analysis or “neutral” for both N1 and N2
association analyses. We call this N/-association Typicality. If the parser tends to retain the
initial N1 association analysis when the N1 is typical as the RC head noun, revision should be
more likely to occur when the N1 is neutral (i.e., not biased towards the N1 association
analysis); otherwise, the relationship between the RC and the N1 should have no influence on
comprehenders’ willingness to consider the N2 association analysis. These two manipulations
were fully crossed, resulting in a 2 (N2-association incompatible versus N2-association
compatible) x 2 (NI-association neutral versus N1-association typical) design, as seen in the

examples below.
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(5.1) a.

N2-association incompatible + N1-association neutral noun

BN FE ST LA > TW DD EDOLAGEDRINBHT THRZ L TV 2,

[ Keisatu-ga ima masani sagasimawatteiru]| syonen-no onna tomodati-ga

[rc police-NOM right now  searching for] boy-GEN female friend-NOM
keimusyo-de fukuekisiteiru.

prison-in  serving time

‘The female friend of the boy whom the police are searching for right now is serving time
in prison.’

N2-association incompatible + N1-association typical noun

BN E ST LA TW DI ANDLAGED B HT THRZ L TV 2,

[ Keisatu-ga ima masani sagasimawatteiru]| hannin-no onna tomodati-ga

[rc police-NOM right now searching for] criminal-GEN female friend-NOM
keimusyo-de fukuekisiteiru.

prison-in  serving time

‘The female friend of the criminal whom the police are searching for right now is serving
time in prison.’

N2-association compatible + N1-association neutral noun

BN ESITH LRI TWDDFEDOLIENRT /MITHE > T D,

[ Keisatu-ga ima masani sagasimawatteiru]| syonen-no onna tomodati-ga

[rc police-NOM right now  searching for] boy-GEN female friend-NOM
hoteru-ni tomatteiru.

hotel-LOC staying

‘The female friend of the boy whom the police are searching for right now is staying at a
hotel.

N2-association compatible + NI-association typical noun
BLENAESITHLEIS TODWADLKENR R T VITHE > T D,

[ Keisatu-ga ima masani sagasimawatteiru] hannin-no onna tomodati-ga

[rc police-NOM right now searching for] criminal-GEN female friend-NOM
hoteru-ni tomatteiru.

hotel-LOC staying

‘The female friend of the criminal whom the police are searching for right now is staying

at a hotel.’

In (5.1a-d), both the N1 and the N2 are grammatical and plausible candidates for the head of

the preceding RC at the point of the N2. In other words, both the N1 association analysis and

the N2 association analysis are viable at the N2. The N2 association analysis, however, would

later either become incompatible as in (5.1a-b) or remain compatible as in (5.1c-d) depending
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on the contents of the sentence-final main predicates following the N2. For example, in
(5.1a-b) the meaning based on the N2 association analysis is incompatible because it is
unnatural that the one whom the police are searching for is serving time in prison.'> In
(5.1c-d), on the other hand, the N2 association analysis is compatible because the one whom
the police are searching for can plausibly be staying at a hotel. We call the conditions
exemplified in (5.1a-b) N2-association incompatible and those exemplified in (5.1c-d)
N2-association compatible. Furthermore, different nouns were used as the N1s in (5.1a, ¢) and
(5.1b, d). Both types of noun are perfectly possible candidates for the RC head because both
syonen (‘boy’) and hannin (‘criminal’) can be searched for by the police. However, a criminal
as in (5.1b, d) is more likely to be modified by the RC because a criminal is more typical,
compared to a boy, as a person who is searched for by the police. On the other hand, a boy as
in (5.1a, c) is not particularly typical as a person searched for by the police and thus less likely
to be modified by the RC (although the N1 association analysis can still describe a plausible
enough situation). We call the latter conditions, as in (5.1a, ¢), NI-association neutral and the
former, as in (5.1b, d), N1-association typical.

Based on the results of previous studies, we assume that Japanese comprehenders initially
consider the N1 association analysis upon encountering the N1 without waiting for further
input. Therefore, our predictions concerning the four conditions described above are as
follows. First, if comprehenders consider the N2 association analysis at the N2 and maintain it,
they should experience difficulty at the main predicate when the predicate is incompatible
with the N2 association analysis, as in the N2-association incompatible conditions (e.g.,
5.1a-b), and no difficulty will occur when it is not, as in the N2-association compatible
conditions (e.g., 5.1c-d). (We will discuss the issue of lexical differences in the main

predicates in Section 5.2.4.) Because the compatibility of the N2 association analysis is made

15 Note that the sentences in (5.1a-b) are grammatical; the incompatibility is attributable to pragmatic
unnaturalness or oddness (although it is possible that the police are searching for someone even when
he/she is serving time in prison).

54



clear immediately after encountering the main predicate, the main effect of N2-association
Compatibility would be found in an early eye-movement measure at the predicate
(eye-movement measures are described in detail in Section 5.2.2). If the parser does not
consider the N2 association analysis at all, no such difference should be found. Second, if the
N2 association analysis occurs as a result of revision from the N1 association analysis, we can
expect that N/-association Typicality could affect comprehenders’ willingness to consider the
N2 association analysis. We therefore predict that if the parser tends to retain the initial N1
association analysis when the N1 is deemed “typical,” as in the N/-association typical
conditions (e.g., 5.1b, d), it would be more likely to perform revision when the N1 is
“neutral,” as in the N/-association neutral conditions (e.g., 5.1a, ¢). This is presumably
because comprehenders only weakly commit to the N1 association analysis when the N1 is
not as biased towards it as the “typical” N1 is. If this is the case, the participants should
display greater difficulty at the main predicates incompatible with the N2 association analysis
in the NI-association neutral condition than in the N/-association typical condition. No
difference should be observed between the other two conditions because both N1 and N2
association analyses are compatible with the main predicate in them. That is, we should
observe an interaction of the two manipulations at the main predicate. This interaction would
be found in a late eye-movement measure at the main predicate if the parser has to re-revise
the RC head noun from the N2 association analysis to the N1 association analysis. On the
other hand, if Ni-association Typicality does not influence comprehenders’ willingness to
revise their initial N1 association analysis and consider the N2 association analysis, no

interaction should occur at the main predicate.
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5.2.2. Method
Participants

Twenty-eight undergraduates at the University of Tokyo were paid to participate in
Experiment 2. They were all native speakers of Japanese and had normal or

corrected-to-normal vision.

Materials

There were 24 experimental sentences (see Appendix D for the full set of experimental
items). The syntactic skeleton of the experimental sentences was as follows: [rc Subject
Adverb Verb] NI-GEN N2-NOM Predicate. These six regions were used as segmentation for
the data treatment, as described below. The bracketed RC was consistently object-extracted.
In all four conditions, the lexical items were identical for RC Subject, RC Adverb, RC Verb,
and N2-NOM, but different for NI-GEN and the main Predicate, as seen in (5.1). The
experimental sentences were counterbalanced in a Latin square design, resulting in four lists,
so that each participant saw only one condition for each item and the same number of
sentences in each of the four conditions. The experimental sentences were interspersed with
48 filler sentences, which never contained relative clauses. True/false comprehension
questions followed ten of the filler sentences to help keep the participant’s attention on the

task.

Norming studies

To evaluate the validity of our conditions, we conducted three norming studies. The first
study examined the manipulation of N2-association Compatibility for individual items, 1.e., it
tested whether readers would reject the N2 association interpretation in the N2-association
incompatible conditions. Ninety-four native Japanese speakers, who did not participate in the

eye-tracking experiment, responded to a questionnaire in which they completed a
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forced-choice test, which evaluated their head association preference for the target items (see
Appendix E for the questionnaire used in the first norming study). Four lists were prepared for
the questionnaire. Excluding 29 respondents who chose the N1 association interpretation for
all 24 items and one respondent who chose the N2 association interpretation for all items, the
results showed that the mean percentages of the choice of the N2 association interpretation
were 3.1% in the N2-association incompatible + N1-association neutral condition, 3.4% in
the N2-association incompatible + N1-association typical condition, 15.9% in the
N2-association compatible + N1-association neutral condition, and 19.3% in the
N2-association compatible + N1-association typical condition. Generalized linear
mixed-effects models were used to analyze the data. For statistical modeling, N2-association
Compatibility (N2-association incompatible or N2-association compatible) and
Nl-association Typicality (N1-association neutral or N1-association typical) were entered as
two fixed effects, and participants and items were entered as two random effects. Both fixed
effects were centered (i.e., effect coding). The best-fit model chosen by a backward selection
approach showed a main effect of N2-association Compatibility (f = 3.96, SE =0.77, z=5.16,
p <.001), indicating that the participants were less likely to choose the N2 association
interpretation in the N2-association incompatible conditions (6.5% in total) than in the
N2-association compatible conditions (35.2% in total). This suggests that the participants
rejected the N2 association interpretation more often in the N2-association incompatible

conditions than in the N2-association compatible conditions as intended.®

16 As for the relatively low percentages of the N2 association interpretation in both N2-association
compatible conditions, a possible reason is that the N2-association incompatible sentences forced the
N1 association interpretation, and thus they may have made the respondents’ choice of the N1
association more dominant overall in the norming study. Although we cannot deny this possibility, the
results of the norming study showed the participants’ preference for the N1 association interpretation
when both N1 and N2 association analyses are available (i.e., in the N2-association compatible
conditions). We found the N1 association interpretation preference even when the N1 was neutral.
Recall that the results of Experiment 1 (Chapter 4) also suggest a bias towards the N1 association
interpretation that is consistent with the results of this norming study. Notice, however, that both sets
of results are different from the previous studies’ findings of an off-line preference for the N2
association interpretation.
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The second norming study was conducted with a new group of 16 native Japanese
speakers, who did not take part in the eye-tracking experiment, in order to examine the
manipulation of N/-association Typicality for individual items. The respondents completed a
questionnaire in which they were asked to rate the typicality of the events represented in the
items on a five-point scale from 1 for not typical at all to 5 for very typical (see Appendix F

for the questionnaire used in the second norming study).

(5.2) a. Nl-association neutral noun
BRENSESITPFELHE LE-> TV D,
Keisatu-ga ima masani syonen-o sagasimawatteiru.
police-NOM right now  boy-ACC searching for
“The police are searching for the boy right now.’
b. Nl-association typical noun
BRPESESITWAEZHLE STV D,
Keisatu-ga ima masani hannin-o sagasimawatteiru.
police-NOM right now  criminal-ACC searching for

“The police are searching for the criminal right now.’

In (5.2a-b), the two types of noun (i.e., NI-association neutral and N1-association typical)
used for the N1 of the full target items (as in 5.1) function as the direct object, and the RC
information of the target items functions as the main clause information. The typicality of
events was evaluated separately for the two conditions. An ordinal logistic regression showed
that the typicality rating in the N/-association typical condition, as in (5.2b), was higher than
that in the N/-association neutral condition, as in (5.2a) (the overall mean scores were 4.2 for
Nl-association typical nouns and 3.4 for NI-association neutral nouns) (f =-1.31, SE = 0.14,
z=-9.43, p <.001). This suggests that the N/-association typical nouns are related to the RC
context more strongly, and that the N/-association neutral nouns are also plausible as the RC
head nouns, as intended.

Finally, the third norming study was carried out with a new group of 14 native Japanese

speakers, who did not participate in the eye-tracking experiment. The purpose of this norming
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study was to avoid the possibility that the N1 association analysis could never be elicited by
our target items. Due to the characteristics of the complex NP in question, it is possible to

interpret it appositively. Consider (5.3), for example.

(5.3) LANDLKE
hannin-no onna tomodati
criminal-GEN female friend

‘the female friend of the criminal’ or ‘(someone’s) female friend who is a criminal’

The string of words in (5.3) is ambiguous. One interpretation indicates that there are two
persons, i.e., a criminal and his/her female friend. The other interpretation, which is an
appositive reading, indicates that there is only one person, i.e., someone’s female friend who
is a criminal. If comprehenders adopt the latter, appositive reading, they will not consider the
initial N1 association analysis. Hence, the eye-tracking data from such items could not be
interpreted in terms of the parser’s initial consideration of the N1 association analysis or the
possibility of revision from the N1 to the N2 association analysis. In the norming study, the
informants were asked to evaluate the possibility of the appositive reading for complex NPs
as in (5.4a-b) on a three-point scale: 1 for appositive reading impossible, 2 for appositive
reading possible but not dominant, and 3 for appositive reading dominant (see Appendix G for
the questionnaire used in the third norming study). (In (5.4), the second interpretation

(underlined) is appositive.)

(5.4) a. DHEOLKE
syonen-no onna tomodati
boy-GEN female friend
‘the female friend of the boy’ or ‘(someone’s) female friend who is a boy’
b. MADLLAKE

hannin-no onna tomodati

criminal-GEN female friend

‘the female friend of the criminal’ or ‘(someone’s) female friend who is a criminal’
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The overall mean score was 1.4, suggesting that it would be unlikely for comprehenders to
interpret the complex NPs in our target items appositively. This means that our target items
made it possible for comprehenders to initially consider the N1 association analysis and make

unforced revision.

Procedure

The experiment was carried out individually in a soundproof chamber. The participant sat
in front of a computer monitor. The participant’s eye movements while reading sentences
were recorded by an EyeLink II system (SR Research) at a sampling rate of 500 Hz. The
experimenter calibrated the eye-tracker at the beginning of the session, and recalibrated it
during the session as required. Participants were instructed to read the sentences well and at a
natural pace. At the beginning of each trial, a fixation box appeared near the left edge of the
monitor. A brief gaze at the box triggered the presentation of a sentence. After reading a
sentence, the participant pressed a button on a game pad (Microsoft Sidewinder), which
triggered the presentation of the next trial with a fixation box. When a comprehension
question appeared, the participant answered it by pressing either the left or the right button on
the game pad.

In the experiment, the participants first went through a practice session with six trials and
then the main session with 72 trials. The EyeLink II system presented the trials to each
participant in a random order, but in such a way that a participant never saw two target items
consecutively. The participant received no feedback. The task was untimed; each

experimental session took approximately thirty minutes.

Data treatment

For the analysis of the eye-movement data, the experimental sentences were segmented

into six regions: RC Subject, RC Adverb, RC Verb, N1-GEN, N2-NOM, and main Predicate.
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The results from four major eye-movement measures (Clifton, Staub, & Rayner, 2007) are
reported below: first-pass time (with regressions) (i.e., time spent from first entering a region
until leaving that region either to the left or right), regression-path (or go-past) time (i.e., time
spent from first entering a region until leaving the region to the right, including fixation
durations in the re-reading of earlier regions), second-pass time (i.e., time spent in a region for
re-reading after leaving the region to the right), and regressions-out (i.e., whether a reader
made a regressive eye-movement to earlier regions or not). Reading times beyond 3 SDs
above or below each participant’s mean were replaced with the boundary values (overall,
approximately less than 2% of the data were thus affected). The data were analyzed using
Linear Mixed-Effects (LME) models. For the LME modeling, we entered N2-association
Compatibility (N2-association incompatible or N2-association compatible) and
Nl-association Typicality (N1-association neutral or N1-association typical) as two fixed
effects, which were centered (i.e., effect coding), and participants and items as two random
effects. The best-fit models were chosen by a backward selection approach. The maximal
structure consisted of a random intercept and slope of each fixed effect for both participants
and items. The following are reported below: estimated coefficients (f), standard errors (SE), ¢

values (z for regressions-out), and p values.!”

5.2.3. Results'®
The results for the N1-GEN, N2-NOM, and main Predicate regions are reported in this
section.!” The means (with SEs) of the four measures in each of the three regions are shown

in milliseconds for the first-pass, regression-path, and second-pass times and in percentages

17 P values were calculated using the likelihood-ratio test (p values for regressions-out were calculated
automatically by gl/mer in the R package /me4.0). Note that the exact p values are reported if they are
less than 0.10.

'8 The results reported in this section are from all the participants because the whole group’s mean
accuracy for comprehension questions was 96.4% (SD = 6.2), and no participant’s data were excluded
from further analyses.

19 See Appendix H for the results of the first three regions.
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for regressions-out in Table 5.1, and the results from the best-fit LME models are presented in

Table 5.2. The results for each of these regions are then discussed in turn.
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Table 5-1: The means (and SEs) of four eye-movement measures (Experiment 2)

Measures N1-GEN N2-NOM Main Predicate
boy/criminal-GEN female friend-NOM prison-in serving time/

hotel-at staying

First-pass (with regressions)

N2-association incompatible + Nl-association neutral 304 (15) 311 (14) 594 (45)
N2-association incompatible + Nl-association typical 375 (16) 337 (14) 553 (39)
N2-association compatible + Nl-association neutral 321 (15) 322 (13) 526 (39)
N2-association compatible + Nl-association typical 382 (21) 336 (24) 514 (45)

Regression-path

N2-association incompatible + Nl-association neutral 394 (32) 535 (54) 2620 (288)
N2-association incompatible + Nl-association typical 463 (44) 553 (48) 3201 (381)
N2-association compatible + NI-association neutral 452 (37) 587 (45) 2917 (379)
N2-association compatible + Nl-association typical 503 (39) 510 (46) 2735 (321)

Second-pass

N2-association incompatible + NI-association neutral 406 (49) 419 (44) —
N2-association incompatible + N1-association typical 621 (74) 442 (5 5) —
N2-association compatible + NI-association neutral 488 (5 5) 477 (65) —
N2-association compatible + N1-association typical 557 (69) 364 (47) —

Regressions-out

N2-association incompatible + Nl-association neutral 13 (3) 28 (5) 79 (4)
N2-association incompatible + N-association typical 10 (3) 26 (4) 86 (4)
N2-association compatible + Nl-association neutral 17 (4) 28 (4) 82 (4)
N2-association compatible + Nl-association typical 14 (3) 23 (4) 87 (4)

Note: A hyphen (-) indicates data irrelevant for the sentence-final region.
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Table 5-2: The statistical results from the best-fit models for four eye-movement measures

(Experiment 2)
Measures N1-GEN N2-NOM Main Predicate
boy/criminal-GEN female friend-NOM prison-in serving time/
hotel-at staying
First-pass p SE ¢ p B SE ¢ p B SE t p
(Intercept) 34429 1579 32275 1516 54668 3536
N2Compatibility 985 1429 0.9 703 1350 052 5404 2667 203 04
NI Typicality 6207 2244 277 009%% 1844 1348 -1.37 2703 2667 1.01
Interaction 1159 3623 032 1096 2696 04l 2806 5335  -0.53
Regression-path B SE- 1 p B SE -t r B SE t p
(Intercept) 49980 29.61 54682 28.55 286501 32320
N2Compatibility 450 2936 152 646 4302 015 9086 20089  -0.45
NITypicality 5816 4587 -1.27 3084 4300 072 19371 21257 091
Interaction 1692 5873 029 9781 8599 114 77532 31119 249 013*
Second-pass p SE ¢ p B SE ¢ p B SE ¢ p
(Intercept) 51806  56.77 4565 50.10 - _
N2Compatibility 845 4559 019 11020 4544 023 - - _ _
NI Typicality 14217 5790 246 017* 4548 3755 121 - - - -
Interaction 14532 8801  1.65 13650 7223 189 06t - _ _ _
Regressions-out 7 SE  z p B SE 2z p b SE  z p
(Intercept) -2.06 0.19 -1.09 0.15 2.36 0.35
N2Compatibility 017 013 135 003 010 032 0.09 012 080
NI Typicality 014 013 110 008 010 081 -0.30 012 247 013
Interaction 001 013 007 006 010 061 0.03 012 027

Tp<.l,*p<.05, **p<.01, *** p<.001

Note: N2Compeatibility stands for N2-association Compatibility and N1Typicality for
Nl-association Typicality; a hyphen (-) indicates data irrelevant for the sentence-final region.
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NI-GEN region (e.g., boy/criminal-GEN)
The results of first-pass times in the NI-GEN region (Figure 5-1) showed a main effect of

Nl-association Typicality.
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+ N1 neutral + N1 typical + NI neutral + N1 typical
Conditions

Figure 5-1: The mean first-pass times in the N1-GEN region (Experiment 2)

Note: The vertical axis stands for mean reading times in milliseconds (the error bars for
SEs), and the horizontal axis for the four conditions (N2 incomp. + N1 neutral for
N2-association incompatible + N1-association neutral; N2 incomp. + N1 typical for
N2-association incompatible + N1-association typical, N2 comp. + N1 neutral for
N2-association compatible + NI-association neutral, and N2 comp. + N1 typical for

N2-association compatible + NI-association typical). The same holds in the

following figures.

This main effect indicates that this region was read more slowly when it included the
Nl-association typical nouns compared to the N/-association neutral nouns. The results of
second-pass times in the N1-GEN region (Figure 5-2) also showed a main effect of
Nl-association Typicality, suggesting that the participants spent more time in re-reading this
region when the N/-association typical nouns appeared, compared to the N/-association

neutral nouns.
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Figure 5-2: The mean second-pass times in the N1-GEN region (Experiment 2)

Because these results were not predicted, we will discuss some possible accounts for them

based on the lexical difference between the two types of noun in Section 5.2.4.

N2-NOM region (e.g., female friend-NOM)
The results of second-pass times in the N2-NOM region (Figure 5-3) indicated a marginal

interaction between N2-association Compatibility and N1-association Typicality without main

effects.
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+ N1 neutral + N1 typical + NI neutral + N1 typical
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Figure 5-3: The mean second-pass times in the N2-NOM region (Experiment 2)
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Further analyses showed that a simple effect of N/-association Typicality was significant in
the N2-association compatible conditions (f = 56.94, SE =25.03, t = 2.28, p <.05),
suggesting that when the N2 association analysis was compatible with the main predicate, the
participants re-read this region more slowly in the N/-association neutral condition compared
to the NI-association typical condition. No simple effect of NI-association Typicality was
found in the N2-association incompatible conditions. We did not predict these results.
Because they were observed in the late eye-movement measure, we will discuss a possible
account for them considering comprehenders’ final choice of the RC head noun in Section

5.24.

Main Predicate region (e.g., prison-in serving time/hotel-at staying)
The results of first-pass times in the main Predicate region (Figure 5-4) showed that there was

a main effect of N2-association Compatibility.
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N2 incomp. N2 incomp. N2 comp. N2 comp.
+ N1 neutral + N1 typical + NI neutral + N1 typical
Conditions

Figure 5-4: The mean first-pass times in the main Predicate region (Experiment 2)

This main effect indicates that the participants took longer to read this region when the N2
association analysis was incompatible with the main predicate compared to when it was not,

as we predicted. The results of regression-path times in the main Predicate region (Figure 5-5)
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showed that an interaction between N2-association Compatibility and N1-association

Typicality was significant but the main effects were not.
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Figure 5-5: The mean regression-path times in the main Predicate region (Experiment 2)

Further analyses showed that a simple effect of N/-association Typicality was significant in
the N2-association incompatible conditions (f = -290.80, SE = 140.90, ¢ = -2.06, p < .05).

This suggests that when the N2 association analysis was incompatible with the main predicate,
the participants took longer to read this region in the N/-association typical condition
compared to the N/-association neutral condition. We observed no simple effect of
Nl-association Typicality in the N2-association compatible conditions. This pattern of
interaction was opposite to our prediction. We will discuss some possible accounts for it based
on the results of a post-hoc norming study in Section 5.2.4. The results of regressions-out in

the main Predicate region (Figure 5-6) showed a main effect of NI-association Typicality.
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Figure 5-6: The mean ratios of regressions-out in the main Predicate region (Experiment 2)

Note: The vertical axis stands for the mean regressions-out in percentages (the error bars
for SEs), and the horizontal axis for the four conditions.

This main effect indicates that the participants made more regressive eye-movements in the
Nl-association typical conditions than in the N/-association neutral conditions. Because we
did not predict these results, we will discuss them considering the typicality of the N1s in

Section 5.2.4.

5.2.4. Discussion

In Experiment 2, we examined whether comprehenders can consider the N2 association
analysis at the N2. The finding of a main effect of N2-association Compatibility with
first-pass reading times in the main Predicate region confirmed our first prediction: the
participants showed longer reading times when the sentence-final main predicate following
the N2 was incompatible with the N2 association analysis compared to when it was not. As
we predicted, this main effect was found in the early eye-movement measure. These findings
suggest that the parser had already considered the N2 association analysis prior to the end of
the sentence (i.e., at the latest at the N2). There are however, some alternative accounts for

this main effect. One is based on the fact that the lexical items used for the main predicates
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were different between the N2-association incompatible and the N2-association compatible
conditions, which leads to the possibility that the main effect of N2-association Compatibility
is due to some difference in those lexical items, such as frequency. To examine this possibility,
we searched for the lexical items used in the two conditions in Amano and Kondo’s (2000)
corpus study, which reported 344,771 words for type frequency and 287,792,797 words for
total token frequency in the Asahi newspapers from 1985 to 1998. According to their
frequency count, the mean number of occurrences of the adverbs used in the N2-association
incompatible conditions was higher, at 18,505, than the mean number of occurrences of the
adverbs used in the N2-association compatible conditions, at 6,122. The mean number of
occurrences of the verbs used in the N2-association incompatible conditions was also higher,
at 9,229, than that of the verbs used in the N2-association compatible conditions, at 4,166.%°
Thus, the reading time difference cannot be reduced to the difference in frequency, which
would predict the opposite pattern. Another alternative account is based on the relationship
between the content of the RC and the main clause. Due to our manipulation, the main clause
predicates are harder for the parser to expect based on the RC information in the
N2-association incompatible conditions compared to the N2-association compatible
conditions, regardless of whether comprehenders consider the N1 or the N2 association
analysis. Hence, a possibility remains that it was this difference that resulted in the main

effect of N2-association Compatibility.?!

20 The occurrences of the words in question were counted only when those words were found in
Amano and Kondo’s (2000) corpus study.

2l To check this possibility, the main adverb and verb regions were analyzed separately because the
main adverb information in the N2-association incompatible conditions alone could be sufficient to
indicate the incompatibility of the N2 association analysis (see Appendix D). The separate results for
the first-pass times in the main adverb and main verb regions showed the same pattern of
N2-association Compatibility as the results for the main predicate as a whole (all s > 2). Because the
main adverbs are not hard to expect from the RC information for some items, these results may
support our interpretation that the parser considered the N2 association analysis prior to the main
adverb or the predicate as a whole, suggesting that it is unlikely that the main effect was caused only
by the differences in the relationship of the RC and the main clause between the N2-association
incompatible and the N2-association compatible conditions.
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As for our second prediction, the results from regression-path reading times in the main
Predicate region showed a significant interaction between N2-association Compatibility and
Nl-association Typicality (without main effects). Further analyses revealed that when the N2
association analysis became incompatible with the main predicate, the participants showed
longer reading times in the N/-association typical condition than in the N/-association
neutral condition. No difference was found when the main predicate was compatible with the
N2 association analysis.?? As predicted, a significant interaction of the two manipulations
was observed in the late eye-movement measure. The pattern of interaction was, however, not
consistent with our prediction. We predicted that when the main predicate was incompatible
with the N2 association analysis, we would observe greater difficulty at the main predicate in
the Ni-association neutral condition than in the Ni-association typical condition. This
prediction was based on the assumption that comprehenders would have a weaker
commitment to the N1 association analysis in the N/-association neutral condition than in the
N1-association typical condition and thus be more likely to perform revision in the former.
The results were opposite to our prediction.

A possible alternative account, though it seems counter-intuitive, is that the parser
commits to the initial N1 association analysis at the N1 more strongly and then to the
alternative N2 association analysis at the N2 more strongly in the N/-association typical
condition than in the N/-association neutral condition (i.e., it considers the N2 association
analysis at the N2 more strongly in the former condition). If so, it would be because, for
example, it is more likely that the police are searching for a criminal’s female friend, rather
than a boy’s female friend, and thus comprehenders consider the N2 association analysis more

strongly in the N1-association typical condition. If this is the case, it would be more difficult

22 The main adverb and verb regions were analyzed separately (see footnote 21). The results from the
main adverb region showed the same pattern of interaction for the regression-path and second-pass
times and regressions-out (all #s > 2). The results from the main verb region also showed the same
pattern of interaction for the regression-path times (¢ = 1.88). These results support our findings in the
sentence-final main Predicate region, possibly mitigating the concern that the results reflect a
“wrap-up” effect.
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to suppress the N2 association analysis when it becomes incompatible at the main predicate in
the N1-association typical condition, compared to the N/-association neutral condition. This
account is consistent with the results of our first norming study on the RC head association

preference in the experimental sentences, such as those in (5.1a-d), which are repeated here as

(5.5a-d).
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(5.5) a.

N2-association incompatible + N1-association neutral noun

BN FE ST LA > TW DD EDOLAGEDRINBHT THRZ L TV 2,

[ Keisatu-ga ima masani sagasimawatteiru]| syonen-no onna tomodati-ga

[rc police-NOM right now  searching for] boy-GEN female friend-NOM
keimusyo-de fukuekisiteiru.

prison-in  serving time

‘The female friend of the boy whom the police are searching for right now is serving time
in prison.’

N2-association incompatible + N1-association typical noun

BN E ST LA TW DI ANDLAGED B HT THRZ L TV 2,

[ Keisatu-ga ima masani sagasimawatteiru]| hannin-no onna tomodati-ga

[rc police-NOM right now searching for] criminal-GEN female friend-NOM
keimusyo-de fukuekisiteiru.

prison-in  serving time

‘The female friend of the criminal whom the police are searching for right now is serving
time in prison.’

N2-association compatible + N1-association neutral noun

BN ESITH LRI TWDDFEDOLIENRT /MITHE > T D,

[ Keisatu-ga ima masani sagasimawatteiru]| syonen-no onna tomodati-ga

[rc police-NOM right now  searching for] boy-GEN female friend-NOM
hoteru-ni tomatteiru.

hotel-LOC staying

“The female friend of the boy whom the police are searching for right now is staying at a
hotel.

N2-association compatible + NI-association typical noun
BLENAESITHLEIS TODWADLKENR R T VITHE > T D,

[ Keisatu-ga ima masani sagasimawatteiru] hannin-no onna tomodati-ga

[rc police-NOM right now searching for] criminal-GEN female friend-NOM
hoteru-ni tomatteiru.

hotel-LOC staying

‘The female friend of the criminal whom the police are searching for right now is staying

at a hotel.’

The results showed that the mean ratios of the N2 association interpretation were 3.1%, 3.4%,

15.9%, and 19.3% in the conditions exemplified in (5.5a-d), respectively. Interestingly, we

found a significant interaction of the two manipulations (f =4.13, SE=1.69,z=2.45,p

<.05). Although a simple effect of N/-association Typicality was not significant in the
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N2-association compatible conditions (p = .642), the results imply that the N2 association
interpretation was chosen numerically more often in the N2-association compatible +
Nl-association typical condition as in (5.5d) compared to the N2-association compatible +
Nl-association neutral condition as in (5.5¢) (19.3% in the former and 15.9% in the latter).
The results may be consistent with the above account that comprehenders commit to the N2
association analysis more strongly, and thus choose it as the final interpretation more often, in
the former condition than in the latter condition. This account may be consistent with the
results from the regressions-out measure in the main predicate region. They showed a main
effect of NI-association Typicality, indicating that the participants made regressive
eye-movements more often in the N/-association typical conditions compared to the
Nl-association neutral conditions. A stronger commitment to the N2 association analysis in
the former conditions, leading to greater difficulty when the N2 association analysis turned
out to be incompatible at the main predicate, could explain this behavior.

This alternative account would predict higher typicality ratings for events described by the
N2 association analysis in the N/-association typical conditions than in the N/-association
neutral conditions. To examine this prediction, a post-hoc norming study was carried out with
57 native Japanese speakers who had not taken part in the eye-tracking experiment. Each item

appeared in four conditions, as in (5.6a-d).
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(5.6) a. Nl-association neutral noun

BRNEESITDFEEE LEI-> TV D,
Keisatu-ga ima masani syonen-o sagasimawatteiru.
police-NOM right now boy-ACC searching for
“The police are searching for the boy right now.’

b. Nl-association neutral noun + GEN + N2
BEPESESITDFEOLKGEELM A>TV D,
Keisatu-ga ima masani syonen-no onna tomodati-o  sagasimawatteiru.
police-NOM right now boy-GEN female friend-ACC searching for
“The police are searching for the female friend of the boy right now.’

c. Nl-association typical noun
BREPSESITLAZEL LA > TN D,
Keisatu-ga ima masani hannin-o sagasimawatteiru.
police-NOM right now criminal-ACC searching for
“The police are searching for the criminal right now.’

d. Nl-association typical noun + GEN + N2
BENSESILANOLLEZH LIl > T 5,
Keisatu-ga ima masani haninin-no onna tomodati-o  sagasimawatteiru.
police-NOM right now criminal-GEN female friend-ACC searching for

“The police are searching for the female friend of the criminal right now.’

The respondents were asked to evaluate the typicality of the events in the experimental
sentences on a five-point scale from 1 for not typical at all to 5 for very typical (see Appendix
I for the questionnaire used in this norming study). The mean scores for sentences like (5.6b)
and (5.6d) were 3.3 and 3.2, respectively, showing no significant difference (the scores for the
other conditions did indicate a significant difference; see the discussion of the second norming
study in Section 5.2.2). This finding suggests that the event typicality of the N2 association
analysis was not dependent on N/-association Typicality. Although event typicality and the
probability of the parser’s considering the N2 association analysis in processing are not the
same, the results of the post-hoc norming study are not consistent with our prediction based
on the alternative account.

A remaining possibility is that our manipulation of N/-association Typicality did not work

as we predicted. If the parser is more likely to perform revision due to its weaker commitment
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to the N1 association analysis when the N1 is neutral, longer reading times should be found at
a main predicate that is incompatible with the N2 association analysis in the N/-association
neutral condition than in the N/-association typical condition. Only seven out of 24
experimental items were (numerically) consistent with our prediction in this way. On the other
hand, the other items showed the opposite pattern of interaction: (numerically) longer reading
times at a main predicate incompatible with the N2 association analysis in the N/-association
typical condition compared to the NI-association neutral condition. Because no systematic
patterns can be found in these two groups of items, we cannot assume that our manipulation
of Ni-association Typicality is reliable. Hence, it is difficult to interpret the results of the
interaction observed in the main predicate in terms of unforced revision from the N1 to the N2
association analysis.

The results from first-pass and second-pass reading times in the N1-GEN region showed a
main effect of NI-association Typicality (without a main effect of N2-association
Compatibility or an interaction of the two manipulations). These results suggest that the
participants experienced greater difficulty in this region in the N/-association typical
conditions compared to the N/-association neutral conditions. According to Amano and
Kondo’s (2000) frequency counts, the nouns used in the N/-association typical condition
were less frequent than those used in the N/-association neutral condition (the mean
occurrences were 5,123 for the former nouns and 12,637 for the latter nouns, out of
287,792,797 words for the total token frequency).”®> Hence, this reading time difference can
be attributed to the difference in frequency. Another possible account is that a difference in the
types of noun used for the neutral and typical N1s may have led to the main effect of
Nl-association Typicality. In our items (see Appendix D), the nouns used for the typical N1s
(e.g., hannin ‘criminal’) are semantically more specific and thus may require a longer time to

process, compared to those used for the neutral N1s (e.g., syonen ‘boy’). This varying

2 For lexical frequency, see footnote 20.
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specificity may also be involved in the observed main effect. Both accounts are related to
lexical properties of the N1s, not to the integration of the RC and the N1.

Finally, the results for the second-pass reading times in the N2-NOM region indicated a
marginally significant interaction of the two manipulations (without main effects). This
finding suggests that when the N2 association analysis was compatible at the main predicate,
the participants took longer to re-read this region in the N/-association neutral condition than
in the N-association typical condition. We did not predict these results; they might imply that
the participants experienced greater difficulty when the N1 and N2 association analyses were
both compatible at the main predicate and the N1 was neutral for the N1 association analysis
compared to when both analyses were compatible and the N1 was typical for the N1
association analysis. The difference in difficulty would most likely be related to the
disambiguation cost. That is, the typical N1s may have facilitated the disambiguation process,
resulting in the shorter reading times in the N/-association typical condition. The same
pattern of interaction was also observed for the second-pass reading times in the RC verb
region (see Appendix H). Because the RC verb can inform comprehenders’ choice of RC head
noun, these results may reflect their disambiguation process. The fact that these results were
found in the late eye-movement measure (i.e., the second-pass reading times) may also
support this disambiguation account.

In sum, the results suggest that the parser can consider the N2 association analysis prior to
the end of the sentence (i.e., at the latest at the N2) during real-time processing. The results of
a significant interaction in the main Predicate were suspect, as we discussed, and thus a
question remains as to whether the parser initially considers the N1 association analysis
before considering the N2 association analysis. In order to further investigate the time course
of the N2 association analysis, Experiment 3 examined whether the parser can consider the
N2 association analysis even at the genitive case marker attached to the N1, prior to

encountering the N2.
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5.3. Experiment 3

5.3.1. Introduction

Experiment 3 manipulated the plausibility of the N2 association analysis at the N2 and
examined whether comprehenders can consider the N2 association analysis even before
encountering the N2. This question is based on the possibility that the parser could expect the
N2 association analysis upon encountering the genitive case marker attached to the N1, which
signals that another noun will follow. First, the RC verbs and the N2s were newly manipulated
as to whether the N2s were lexico-semantically possible as the RC head nouns in terms of
animacy. We call this N2-association Possibility. In addition, the typicality of the N1 as the
RC head noun was manipulated as in Experiment 2, which we call N/-association
Typicality.** These two manipulations were fully crossed, resulting in a 2 (N2-association
impossible versus N2-association possible) x 2 (N1-association neutral versus NI-association

typical) design, as seen in the following examples.

24 As discussed in regard to Experiment 2, the manipulation of N/-association Typicality did not work.
The use of different lexical items for the N1s would therefore improve these experiments; however,

the same lexical items were used in Experiment 3 because both experiments were conducted at the
same time.
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(5.7) a. NZ2-association impossible + N1-association neutral noun

EBRNAE ST LEIS> TWLDEOHERNAT A R a —TIRY LiFbhi,
[ Keisatu-ga ima masani sagasimawatteiru] syonen-no seikaku-ga
[rc police-NOM right now searching for] boy-GEN character-NOM
waidosyo-de toriagerareta.
TV gossip show-in  taken up
“The character of the boy that the police were searching for right now was taken up in the
TV gossip show.’

b. N2-association impossible + N1-association typical noun
ERPASFE I LEI> TWLILANDHERRT A R a —TIRY LiFbhni,
[ Keisatu-ga ima masani sagasimawatteiru]| hannin-no seikaku-ga
[rc police-NOM right now searching for] criminal-GEN character-NOM
waidosyo-de toriagerareta.
TV gossip show-in taken up
“The character of the criminal that the police were searching for right now was taken up in
the TV gossip show.’

c. NZ2-association possible + N1-association neutral noun
BRNPESESITEA LTV DDEDOMEN Y A N a —TH]Y LiIF b7,
[ Keisatu-ga ima masani cyimokusiteiru]  sydnen-no seikaku-ga
[rc police-NOM right now paying attention to] boy-GEN character-NOM
waidosyo-de toriagerareta.
TV gossip show-in  taken up
“The character of the boy that the police were paying attention to right now was taken up
in the TV gossip show.’

d. NZ2-association possible + N1-association typical noun
BRERNPEESITEA LTODILADMES Y A N a —TH]Y LiF i,
[ Keisatu-ga ima masani cyGmokusiteiru]  hannin-no seikaku-ga
[rc police-NOM right now paying attention to] criminal-GEN character-NOM
waidosyo-de toriagerareta.
TV gossip show-in  taken up
“The character of the criminal that the police were paying attention to right now was taken

up in the TV gossip show.’

In the case of the sentences in (5.7), the inanimate N2 seikaku (‘character’) cannot be
“searched for” (a-b), but it can be “paid attention to” (c-d). We call the former conditions, as
in (5.7a-b), N2-association impossible and the latter conditions, as in (5.7¢c-d), N2-association

possible. As in Experiment 2, the nouns used for the N1s in (5.7b, d) are semantically typical
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as the RC head for the N1 association analysis, and those in (5.7a, c¢) are not semantically
typical as the RC head for the N1 association analysis but “neutral” for both N1 and N2
association analyses. We call the conditions (5.7b, d) Ni-association typical and the
conditions (5.7a, ¢) NI-association neutral. It is important to note that in Experiment 2, the
N1 and N2 were both lexico-semantically possible as the head noun for the RC in all four
conditions. In Experiment 3, on the other hand, the N1 is possible as the RC head noun in all
four conditions, while the N2 is impossible as the RC head in the N2-association impossible
conditions but possible in the N2-association possible conditions.

Given these four conditions, our predictions are as follows. First, if comprehenders expect
(or consider) the N2 association analysis in advance at the genitive case marker attached to
the N1, they should experience difficulty at the N2 in the N2-association impossible
conditions (5.7a-b), but not in the N2-association possible conditions (5.7c-d). Because in the
former conditions, the N2 association analysis turns out to be impossible upon receiving the
N2, this main effect of N2-association Possibility would be observed in an early
eye-movement measure. I[f comprehenders do not expect the N2 association analysis at all, no
such processing difficulty should be observed. Second, if unforced revision from the initial
N1 association analysis is involved, it is conceivable that NI-association Typicality will affect
comprehenders’ expectation of the N2 association analysis. As discussed, the effectiveness of
this manipulation is suspect, but we may find some difference at the N2s that are impossible
as RC head nouns between the N1-association neutral condition (5.7a) and the
Nl-association typical condition (5.7b). No difference should be found between the other two
conditions because the N1 and N2 association analyses are both viable. Thus, we may find an
interaction of the two manipulations. Any such interaction, however, cannot be attributed to
the manipulation of N/-association Typicality (i.e., not attributable to the parser’s initial
commitment to the N1 association analysis), because this manipulation does not work as we

intended. Therefore, we will discuss the experimental results mainly based on the
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manipulation of N2-association Possibility.

5.3.2. Method
Participants

A new group of 28 undergraduates at the University of Tokyo were paid to take part in
Experiment 3. They were all native Japanese speakers and had normal or corrected-to-normal

vision.

Materials, procedure, and data treatment

The same materials, eye-tracking procedure, and LME modeling for data treatment as in
Experiment 2 were adopted. Because the new manipulation was N2-association Possibility,
the lexical items were identical across the four conditions for RC Subject, RC Adverb,
N2-NOM, and the main Predicate while they were different for RC Verb and N1-GEN as seen

in (5.7) above (see Appendix J for the full set of experimental items).

Norming studies

Because Experiment 3’s materials employed lexical items for the RC verbs and N2s that
were different from those in Experiment 2, two norming studies were carried out to check the
validity of the two manipulations. One norming study examined whether N2-association
Possibility works (as well as N1-association Typicality). The participants were 32 native
Japanese speakers who did not participate in the eye-tracking experiment. They evaluated the
event typicality of items in four conditions as in (5.8a-d), which were separated into four lists,
on a five-point scale from 1 for not typical at all to 5 for very typical (see Appendix I for the
questionnaire, which is the same as that used in the post-hoc norming study for Experiment 2

discussed in Section 5.2.4).
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(5.8) a. Nl-association neutral noun

BRNEESITDFEEE LEI-> TV D,
Keisatu-ga ima masani syonen-o sagasimawatteiru.
police-NOM right now boy-ACC searching for
“The police are searching for the boy right now.’

b. Nl-association neutral noun + GEN + N2-association impossible noun
BRENEE SITDFEOMR A LIEl> T D,
Keisatu-ga ima masani syonen-no seikaku-o sagasimawatteiru.
police-NOM right now boy-GEN character-ACC searching for
“The police are searching for the character of the boy right now.’

c. Nl-association typical noun
BREPSESITLAZEL LA > TN D,
Keisatu-ga ima masani hannin-o sagasimawatteiru.
police-NOM right now criminal-ACC searching for
“The police are searching for the criminal right now.’

d. Nl-association typical noun + GEN + N2-association impossible noun
BRNASESITLAOHERZHE LE-> TV D,
Keisatu-ga ima masani hannin-no seikaku-o sagasimawatteiru.
police-NOM right now criminal-GEN character-ACC searching for

“The police are searching for the character of the criminal right now.’

The RC information of the target items in (5.7) functions as the main clause information in
(5.8a-d). The two types of noun (i.e., NI-association neutral and typical) used for the N1s of
the target items in (5.7) function as the direct objects in (5.8a, c¢) and as the adjuncts to the N2
in (5.8b, d). The results showed no significant difference in the mean scores for the two types
of sentences with the N2-association impossible nouns, as in (5.8b) and (5.8d), which were
1.7 and 1.8, respectively. This finding indicates that the inanimate N2s were very unlikely to
be considered plausible nouns as the objects of the RC verbs. In other words, in the
N2-association impossible conditions, the N2 association analysis is very difficult to adopt, as
intended. On the other hand, the mean scores for the other two types of sentences, as in (5.8a)
and (5.8c), were 4.0 and 4.5, respectively, and the difference was statistically significant (p
<.05). This suggests that the typical N1s, as in (5.8c), are related to the RC information more

strongly compared to the neutral N1s, as in (5.8a), as we intended (although N/-association
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Typicality is suspect to interpret the results).

The second norming study examined whether N/-association Typicality works (as well as

N2-association Possibility). (Note that, to reiterate, NI-association Typicality was not a

reliable manipulation.) A new group of 30 native speakers of Japanese was asked to evaluate

the event typicality of four conditions as in (5.9a-d), which were presented in four lists, on the

same five-point scale (see Appendix I for the questionnaire, which is the same as that used in

the post-hoc norming study for Experiment 2 discussed in Section 5.2.4).

(5.9) a.

Nl-association neutral noun

BN ESITOFITER L TN D,

Keisatu-ga ima masani syonen-ni cyimokusiteiru.

police-NOM right now boy-to  paying attention

“The police are paying attention to the boy right now.’

Nl-association neutral noun + GEN + N2-association possible noun
BRENAFE SITFEOMRICER LT 5,

Keisatu-ga ima masani syonen-no seikaku-ni cylimokusiteiru.
police-NOM right now boy-GEN character-to paying attention

“The police are paying attention to the character of the boy right now.’
Nl-association typical noun

EBENSESIPLANTER L TWD,

Keisatu-ga ima masani hannin-ni cylmokusiteiru.

police-NOM right now criminal-to paying attention

“The police are paying attention to the criminal right now.’
Nl-association typical noun + GEN + N2-association possible noun
NS E SITLADHERIZER LTS,

Keisatu-ga ima masani hannin-no seikaku-ni cylmokusiteiru.
police-NOM right now criminal-GEN character-to paying attention

“The police are paying attention to the character of the criminal right now.’

As in the first norming study, the RC information of the target items functions as the main

clause information; the neutral and typical N1s are used as the direct objects (5.9a, ¢) or

adjuncts to the N2 (5.9b, d). The mean scores for the NI-association neutral and typical

conditions as in (5.9a) and (5.9¢) were 3.1 and 3.7. This difference was statistically significant
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(p <.05), suggesting that the typical N1s were related to the RC information more strongly
compared to the neutral N1s. The results also showed that the mean scores for the
N2-association possible conditions as in (5.9b) and (5.9d) were 3.1 and 3.2, respectively; this
difference was not significant. This suggests that the N2s in the N2-association possible
conditions are plausible as RC head nouns, as intended. Furthermore, as already discussed,
the results imply that it is not the case that the event typicality of the N2 association is higher
when the N1 is typical for the N1 association analysis (5.9d) compared to when it is neutral

(5.9b).

5.3.3. Results®

The results for the N1-GEN, N2-NOM, and main Predicate regions are reported in this
section.?® The means (with SEs) of the four measures in the three regions are presented in
milliseconds for the reading times and in percentages for regressions-out in Table 5-3, and the
statistical results from the best-fit LME models are shown in Table 5-4. The region-by-region
results are reported. (Note again that we have to consider the results related to N/-association
Dypicality, particularly in interaction with N2-association Possibility, as not related to the

parser’s initial commitment to the N1 association analysis.)

2> The results from all the participants are reported in this section because the whole group’s mean
accuracy for comprehension questions was 96.8% (SD = 5.5) and no participant’s data were excluded
from further analyses.

26 See Appendix K for the results of the first three regions.
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Table 5-3: The means (and SEs) of four eye-movement measures (Experiment 3)

Measures NI1-GEN N2-NOM Main Predicate

boy/criminal-GEN character-NOM TV gossip show-in taken up

First-pass (with regressions)

N2-association impossible + N1-association neutral 322 (18) 381 (22) 598 (72)
N2-association impossible + Nl-association typical 383 (20) 339 (16) 613 (56)
N2-association possible + Nl-association neutral 318 (14) 347 (24) 595 (74)
N2-association possible + Nl-association typical 361 (28) 361 (16) 595 (61)

Regression-path
N2-association impossible + Nl-association neutral 380 (28) 477 (34) 2371 (246)
N2-association impossible + Ni-association typical 477 (30) 499 (38) 2283 (253)
N2-association possible + Ni-association neutral 396 (39) 594 (50) 2476 (261)
N2-association possible + Ni-association typical 477 (45) 513 (46) 2790 (335)

Second-pass

N2-association impossible + N1-association neutral 273 (44) 321 (3 5) —
N2-association impossible + NI-association typical 354 (5 5) 286 (42) —
N2-association possible + NI-association neutral 328 (40) 355 (44) _
N2-association possible + NI-association typical 483 (68) 367 (56) —

Regressions-out

N2-association impossible + Nl-association neutral 8(3) 14 (3) 84 (5)
N2-association impossible + Nl-association typical 12 (2) 17 (3) 80 ( 5)
N2-association possible + Nl-association neutral 11 (4) 19 (3) 86 (4)
N2-association possible + Nl-association typical 14 (4) 16 (4) 90 (4)

Note: A hyphen (—) indicates data irrelevant for the sentence-final region.
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Table 5-4: The statistical results from the best-fit models for four eye-movement measures

(Experiment 3)

Measures N1-GEN N2-NOM Main Predicate
boy/criminal-GEN character-NOM TV gossip show-in taken up
First-pass B SE ¢ P B SE t p B SE ¢ p
(Intercept) 34227 18.09 35389 17.12 59543 62.82
N2Possibility 152 1430 -0.81 415 13.00 032 1340 4024 033
N1Typicality 49.69 1959 2.54 015 1340 15.20 0.88 326 3855  -0.09
Interaction 2428 3366 072 5240 2598 201 .04 1505 6081 025
Regression-path S SE ¢ P B SE t p B SE ¢ P
(Intercept) 42942 27.94 519.48 2551 245154 282.64
N2Possibility 113 2627 042 63.61 4185 1.52 31129 15591 1997 051%
NlTypicality 9010 2622 -344  0006%** 2071 41.84 0.71 9489 16443 058
Interaction 2372 5247 045 10529  83.68 1.26 43590 26275 -1.66
Second-pass B SE ¢ 14 B SE t p B SE ¢t p
(Intercept) 35977 50.95 33235 39.99 - - - -
N2Possibility 9220 3503 263  .012* 5709  26.57 215 03* - - - -
NI1Typicality 11789 4463 264 011* 1133 26.57 0.43 - - - -
Interaction 7470 7169 -1.04 4677 5314 -0.88 - - - -
Regressions-out f SE  :z P B SE z P B SE  z P
(Intercept) 260 028 174 0.16 259 0.40
N2Possibility 017 014 121 008  0.11 0.76 0.34 0.14 250 014
Nl1Typicality 022 014  -1.55 001 011 -0.09 -0.00 013 -0.01
Interaction 003 014 022 013 011 121 -0.26 0.14  -1.92 067

Tp<.l,*p<.05, **p<.01, *** p<.001
Note: N2Possibility stands for N2-association Possibility and N1Typicality for N/-association
Typicality; a hyphen (-) indicates data irrelevant for the sentence-final region.
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NI-GEN region (e.g., boy/criminal-GEN)
The results of first-pass and regression-path times in the N1-GEN region (Figures 5-7 and
5-8) showed a main effect of Ni-association Typicality, indicating that this region was read

more slowly in the NI-association typical conditions than in the N/-association neutral

conditions.
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'—r.—: 150
~ 100
50
0
N2 imposs. N2 imposs. N2 poss. N2 poss.
+ N1 neutral + N1 typical + NI neutral + N1 typical
Conditions

Figure 5-7: The mean first-pass times in the N1-GEN region (Experiment 3)

Note: The vertical axis stands for mean reading times in milliseconds (the error bars for
SEs), and the horizontal axis for the four conditions (N2 imposs. + N1 neutral for
N2-association impossible + N1-association neutral, N2 imposs. + N1 typical for
N2-association impossible + N1-association typical, N2 poss. + N1 neutral for
N2-association possible + NI-association neutral, and N2 poss. + N1 typical for
N2-association possible + N1-association typical). The same holds in the following

figures.
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Figure 5-8: The mean regression-path times in the N1-GEN region (Experiment 3)

The results of second-pass times in the N1-GEN region (Figure 5-9) also showed a main
effect of NI-association Typicality, suggesting that the participants spent longer in re-reading

this region in the NI-association typical conditions compared to the N/-association neutral

conditions.
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Figure 5-9: The mean second-pass times in the N1-GEN region (Experiment 3)

We did not predict these results, and we will discuss them considering the lexical difference in

the types of noun used for the N1s in Section 5.3.4. The results presented in Figure 5-9 also
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showed a main effect of N2-association Possibility, indicating that the participants took
longer to re-read this region in the N2-association possible conditions compared to the

N2-association impossible conditions. We will discuss this finding in terms of disambiguation

costs in Section 5.3.4, as well.

N2-NOM region (e.g., character-NOM)

The results of first-pass times in the N2-NOM region (Figure 5-10) showed that an interaction

between N2-association Possibility and N1-association Typicality was significant but main

effects were not.
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Figure 5-10: The mean first-pass times in the N2-NOM region (Experiment 3)

Further analyses indicated that a simple effect of N/-association Typicality was significant in
the N2-association impossible conditions (f = 19.62, SE =9.08, t = 2.16, p <.05). This
finding suggests that when the N2 was impossible as the RC head noun, the participants took
a shorter time to read this region in the N/-association typical condition compared to the

N1-association neutral condition. The simple effect of NI-association Typicality was not
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observed in the N2-association possible conditions.?” As we predicted, a difference was
found at the N2 between the N2-association impossible conditions. This result, however, is
not attributable to the parser’s initial commitment to the N1 association analysis, as we
discuss in Section 5.3.4. The results of second-pass times in the N2-NOM region (Figure
5-11) showed a main effect of N2-association Possibility, indicating that the participants spent
a longer time in re-reading this region in the N2-association possible conditions than in the

N2-association impossible conditions.
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+ N1 neutral + N1 typical + NI neutral + N1 typical
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Figure 5-11: The mean second-pass times in the N2-NOM region (Experiment 3)

There was neither a main effect of N/-association Typicality nor an interaction of the two
factors for second-pass times. Although we did not predict these results, the data pattern is the
same as that found in the N1-GEN region, and therefore, in Section 5.3.4, we will discuss

these results too in terms of disambiguation costs.

Main Predicate region (e.g., TV gossip show-in taken up)
The results of regression-path times in the main Predicate region (Figure 5-12) showed that

the main effect of N2-association Possibility was almost significant, possibly indicating that

27 The same pattern of interaction was found for first-pass times without regressions as well (1> 2).
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the participants read this region more slowly in the N2-association possible conditions than in

the N2-association impossible conditions.
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Figure 5-12: The mean regression-path times in the main Predicate region (Experiment 3)

The results of regressions-out in the main Predicate region (Figure 5-13) also showed a main
effect of N2-association Possibility, indicating that the participants made regressive
eye-movements more often in the N2-association possible conditions than in the

N2-association impossible conditions.
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Figure 5-13: The mean ratios of regressions-out in the main Predicate region (Experiment 3)
Note: The vertical axis stands for the mean regressions-out in percentages (the error bars

for SEs), and the horizontal axis for the four conditions.

We did not predict these results, but they suggest that the participants experienced greater
difficulty when both N1 and N2 association analyses were possible compared to when only
the N1 association analysis was possible. In Section 5.3.4, we will consider how the
disambiguation process might be involved in these results. The results of regressions-out also
showed an almost significant interaction of the two manipulations, although further analyses
indicated that no simple effect of N/-association Typicality was found either in the

N2-association impossible conditions or in the N2-association possible conditions (ps > .05).

5.3.4. Discussion

In Experiment 3, we examined whether the parser can consider the N2 association analysis
prior to the N2 by expecting it at the genitive case marker attached to the N1. The experiment
yielded two major findings. First, the results indicated no main effect of N2-association
Possibility at the N2 in an early eye-movement measure, i.¢., the participants did not show
longer reading times at the N2 when it was impossible as the RC head noun compared to

when it was possible, contrary to our first prediction. This finding suggests instead that it is
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not always the case that the parser expects the N2 association analysis in advance at the
genitive case marker attached to the N1.

Second, the results from first-pass reading times in the N2-NOM region showed a
significant interaction between N2-association Possibility and N1-association Typicality
(without main effects). Further analyses for the simple effect of NI-association Typicality
revealed that when the N2 was semantically impossible to associate with the RC, the
participants took longer to read the N2-NOM region in the N/-association neutral condition
than in the NI-association typical condition. The simple effect of NI-association Typicality
was not observed when the N2 association analysis was possible. A significant interaction of
the two manipulations was found, as we predicted. Because we cannot assume that this effect
of Nl-association Typicality is related to the parser’s initial commitment to the N1 association
analysis, this difference in processing difficulty needs to be accounted for in another way. One
possible reason is that the parser considers the N2 association analysis when the N1 is neutral,
and thus experiences greater difficulty at the N2 when the N2 association analysis is
impossible, compared to when the N1 is typical. If we assume that the parser does not
consider the N2 association analysis when the N1 is typical, however, we cannot account for
the results of Experiment 2, which suggest that the N2 association analysis is considered at
the N2, irrespective of the rated typicality of the N1. An alternative account is that the nouns
used for the neutral N1s (e.g., syonen ‘boy’) are very general in terms of meaning and thus
comprehenders may not commit to the N1 association analysis at all but instead process the
complex NP as a whole as the RC head. On the other hand, the nouns used for the typical N1s
(e.g., hannin ‘criminal’) are semantically more specific and thus the comprehenders may
commit to the N1 association analysis. If this is the case, comprehenders have to expect or
consider the N2 association analysis in the N/-association neutral condition and thus will
experience processing difficulty when the N2 association analysis turns out to be impossible

due to the inanimate N2. This explanation may also account for the observed pattern of
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interaction. Note, however, that this account cannot explain why, in Experiment 2, the N2
association analysis was considered at the N2 not only when the N1 was neutral but also when
it was typical.

Furthermore, the results from second-pass reading times in the N1-GEN and N2-NOM
regions showed a main effect of N2-association Possibility, revealing that the participants
spent longer times re-reading these regions in the N2-association possible conditions than in
the N2-association impossible conditions (the same pattern was observed for the second-pass
reading times in the RC Adverb region; see Appendix K). The results from regression-path
reading times in the main Predicate region showed that the main effect of N2-association
Possibility was almost significant, indicating that the participants took longer to read this
region in the N2-association possible conditions compared to the N2-association impossible
conditions. The results from regressions-out in the main Predicate region also showed a main
effect of N2-association Possibility, suggesting that the participants made regressive
eye-movements more frequently in the N2-association possible conditions than in the
N2-association impossible conditions. We did not predict these results, but they showed the
same pattern, possibly implying that when the comprehenders can maintain the N2
association analysis, they might face the extra processing cost of disambiguation, as we
discussed in regard to Experiment 2 (Section 5.2.4).

The results from first-pass and regression-path reading times in the N1-GEN region
showed a main effect of N/-association Typicality (without a main effect of N2-association
Possibility or an interaction between the two factors), indicating that the participants took
longer to read this region in the N/-association typical conditions compared to the
Nl-association neutral conditions. The results from second-pass reading times in this region
also showed a main effect of N/-association Typicality, suggesting that the participants spent
a longer time in re-reading this region in the N/-association typical conditions than in the

Nl-association neutral conditions. The pattern of these reading times was the same as that
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observed in Experiment 2, and thus it is attributable to the lexical difference in frequency (or
specificity) because the nouns used for the N1s in the N/-association typical conditions are
less frequent (or more specific) and thus may be harder to process compared to those in the
Nl-association neutral conditions, as discussed in regard to Experiment 2 (Section 5.2.4).

To summarize, the results of Experiment 3 suggest that the parser does not always
consider the N2 association analysis in advance at the genitive case marker attached to the N1.
Although the difference in the N1s might have affected the comprehenders’ consideration of
the N2 association analysis at the genitive case marker, we were not able to discover exactly

what makes them expect, or not expect, the N2 association analysis.

5.4. General Discussion

Experiments 2 and 3 investigated the on-line processing of head association ambiguity in
Japanese RCs using an eye-tracking reading method, to answer Research Question 2: Can the
parser consider the N2 association analysis prior to the end of the sentence during real-time
processing? The answer is yes. The results of Experiments 2 and 3 together suggest that the
parser can consider the N2 association analysis as early as at the N2, although it does not
necessarily consider it at the genitive case marker attached to the N1. Our concern is whether
unforced (i.e., syntactically not required) revision from the N1 association analysis is involved
in the parser’s on-line consideration of the N2 association analysis. The results of Experiment
3 might support the possibility of such revision, because the results might imply that the
parser retains its initial N1 association analysis when the N1 is typical for the analysis, but is
more likely to perform revision when the N1 is neutral. The results of Experiment 2, however,
suggest that comprehenders consider the N2 association analysis at the N2, irrespective of the
rated typicality of the N1. Because our manipulation of N/-association Typicality was not
effective (see Section 5.2.4), we cannot conclude that the parser’s decision at the point of the

N2 or at the point of the genitive case marker during on-line processing can be subject to
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further revision downstream, or whether the N1°s typicality as the RC head noun has an effect.
While Experiments 2 and 3 provide evidence for the parser’s on-line consideration of the N2
association analysis, they were not able to provide evidence for the parser’s initial
consideration of the N1 association analysis. To conclude that unforced revision is possible
and takes place, we would have to demonstrate that the parser can indeed consider the N1
association analysis initially when both N1 and N2 association analyses are viable, which is

the purpose of the on-line probe recognition experiments presented in Chapter 6.

5.5. Summary

The results of two eye-tracking reading experiments have suggested that the parser can
consider the N2 association analysis at the N2 (or, possibly, even at the genitive case marker
attached to the N1) in the real-time processing of head association ambiguity in Japanese RCs.
Previous studies have provided clear evidence for the parser’s initial commitment to the N1
association analysis at the N1, leaving a question as to whether unforced revision to the N2
association analysis ever takes place. We presented a novel finding demonstrating the parser’s
on-line consideration of the N2 association analysis, but the question of whether the parser
indeed considers the N1 association analysis at the N1 initially, even when the N2 association

analysis is viable, remains. This is the research question that we will answer in Chapter 6.
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CHAPTER 6

ON-LINE PROBE RECOGNITION EXPERIMENTS

6.1. Introduction

Experiments 2 and 3 demonstrated that comprehenders consider the N2 association analysis at
the N2 (or sometimes at the genitive case marker attached to the N1) in the real-time
processing of relative clause (RC) head association ambiguity in Japanese. The remaining
question (Research Question 3) is: Can the parser consider the N1 association analysis at the
N1 initially when both N1 and N2 association analyses are available at the N2? We have to
demonstrate that this is the case before we can conclude that unforced revision takes place.
Therefore, two experiments were conducted to examine the parser’s initial consideration of
the N1 association analysis (Experiment 4) and the possibility of unforced revision
(Experiment 5). These experiments adopt a post-sentential probe recognition technique (e.g.,
Bever & McElree, 1988; Nakayama, 1995). Participants first read a sentence; they then see a
single word (i.e., the probe), and they judge whether it is a real word or a non-word. This
probe recognition task incorporates a priming effect by which comprehenders can access the
probe words quickly if the words are related to the overall meaning of the preceding sentence
or to the constructed sentence structure. Hence, if comprehenders consider the N1 association
analysis initially at the N1, they should respond to the words in the post-sentential probe
recognition task more quickly when those words are related to the N1 association analysis
compared to when they are not. If they do not commit to the N1 association analysis at any
point, no difference in response times between related and non-related words should appear.
These are the predictions to be examined in Experiment 4. Furthermore, if comprehenders

consider the N2 association analysis at the N2, they should respond to probe words related to
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the N2 association analysis more quickly than to probe words that are not. If they do not
consider the N2 association analysis at any point, no difference should be observed between
the two types of word. Experiment 5 investigated these predictions. Our participants read the
same experimental sentences in both experiments, but they encountered different words as
post-sentential probes in the two experiments. If unforced revision from the initial N1
association analysis is involved in comprehenders’ consideration of the N2 association

analysis, the predictions for both experiments should be borne out.

6.2. Experiment 4

6.2.1. Introduction

In Experiment 4, the words in the probe recognition task were manipulated as to whether they
were “related” to the meaning conveyed by associating the N1 with the RC or not (i.e.,
“non-related”). We call this manipulation N/-association Relatedness. Related words, but not
non-related words, were predicted to be primed by the N1 association interpretation (i.e., the
meaning based on the syntactic structure of the N1 association analysis). Furthermore,
sentence types in the reading task prior to the probe recognition task were manipulated: one
type of sentence contained RCs with head association ambiguity while the other type of
sentence contained different lexical items and no RCs. We call this manipulation Sentence
Type. These two manipulations were fully crossed for a 2 (experimental sentence versus
baseline sentence) x 2 (word related to the N1 association versus word non-related to the N1
association) design, as seen in the examples below (note that the terms related and

non-related are relevant only to the experimental sentences).
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(6.1) a.

Experimental sentence + Word related to the NI association
LADIPlER THIE L 72 BAPEDS BT A T 12> T,
[ Hannin-ga donki-de kogekisita] dansei-no gaisya-ga
[rc criminal-NOM blunt instrument-with attacked] man-GEN foreign car-NOM
bbohan kamera-ni ututteita.
surveillance camera-by recorded
‘The foreign car of the man that the criminal attacked with a blunt instrument was
recorded by a surveillace camera.’
A
sibod
death
‘death’
Experimental sentence + Word non-related to the N1 association
LD GlEE THIE L IZ BAEDS BT A T 12> T,
[ Hannin-ga donki-de kogekisita] dansei-no gaisya-ga
[rc criminal-NOM blunt instrument-with attacked] man-GEN foreign car-NOM
bdohan kamera-ni ututteita.
surveillance camera-by recorded
‘The foreign car of the man that the criminal attacked with a blunt instrument was
recorded by a surveillace camera.’
— HiEk
tikyQ
earth
‘earth’
Baseline sentence + Word related to the N1 association
N TAF 2 U =T 2PREICE— 20T b,
Kinai-de sucyuwadesu-ga jyOkyaku-ni biru-o kakerareta.
cabin-in flight attendant-NOM passenger-by beer-ACC splashed

B

‘The flight attendant was splashed with beer by a passenger in the cabin.
- BT

sibo

death

‘death’
Baseline sentence + Word non-related to the N1 association
N TAF 2 U =T ANFEICE =L 2T b,
Kinai-de sucyuwadesu-ga jyOkyaku-ni biru-o kakerareta.
cabin-in flight attendant-NOM passenger-by beer-ACC splashed

B

‘The flight attendant was splashed with beer by a passenger in the cabin.
— HER
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tikytQ
earth
‘earth’

The sentences in (6.1a-b) contain a RC with head association ambiguity while the sentences in
(6.1c-d) do not. We call the conditions in (6.1a-b) experimental sentence and the conditions in
(6.1c-d) baseline sentence.®® In (6.1a), the word sibé (‘death’) is related to the N1 association
analysis because it can be the result of the event described by the N1 association interpretation
(i.e., that a criminal attacked a man with a blunt instrument), whereas in (6.1b), the word tikyi
(‘earth’) is not. Although neither word is ever related to the baseline sentences, we call the
conditions in (6.1a, ¢) word related to the N1 association and the conditions in (6.1b, d) word
non-related to the N1 association. The lexical frequency of the words used for the probe
recognition task in the word related to the NI association condition was almost the same as
that of the words used in the word non-related to the NI association condition, according to
Amano and Kondo’s (2000) corpus study (the mean occurrences were 6,770 for the “related”
words and 6,992 for the “non-related” words out of the total token frequency of 287,792,797
words).

Given these four conditions, we make the following predictions. If participants consider
the N1 association analysis at the N1 during on-line processing, their response time in the
probe recognition task should be faster in the experimental sentence + word related to the N1
association condition, compared to the experimental sentence + word non-related to the N1
association condition. This is because the words in the former condition are primed by the N1
association interpretation and those in the latter condition are not. Moreover, no difference in

response times should be found between the two baseline conditions. These patterns will

28 For the probe recognition task, the experimental sentences and baseline sentences should consist of
similar lexical items (this matter is discussed further in footnote 32). The baseline sentences were,
however, composed of different words because they were the filler sentences used in Experiments 2
and 3. The reason for using the same non-target stimuli in all four experiments was to make the
experimental environments as similar as possible.
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result in an interaction of the two factors. Note that an interaction could be found even if
comprehenders consider the N1 association analysis not at the N1 but at the sentence-final
position. Although we cannot deny this possibility due to the post-sentential nature of the task,
such a processing time course would be inconsistent with the incremental nature of processing.
Therefore, this prediction is based on the assumption that the parser will consider the N1
association analysis at the N1 initially. If participants do not consider the N1 association

analysis at all, no interaction should be observed.

6.2.2. Method
Participants
Sixteen students at the University of Tokyo and 28 students at Gunma University (i.e., 44

in total) were paid to participate in the experiment. They were all native Japanese speakers.

Materials

There were 12 experimental sentences and 12 baseline sentences, as in (6.1) (see
Appendix L for the full set of items). The experimental sentences contained RC head
association ambiguity, and the RC was consistently object-extracted as in (6.1a-b). The
experimental and baseline sentences were counterbalanced in a Latin square design with two
lists so that each participant saw the experimental sentence and the baseline sentence for each
item in different conditions. For example, if one participant experienced the word related to
the N1 association condition for the experimental sentence in one item, he/she also
experienced the word non-related to the N1 association condition for the baseline sentence in
the same item. Then, in a second item, he/she experienced the word non-related to the N1
association condition for the experimental sentence and the word related to the N1
association condition for the baseline sentence. There were also 48 fillers, which were of

various syntactic types and never contained RCs. All 72 sentences were followed by

101



forced-choice comprehension questions. Both possible answers were correct for the 12
experimental sentences’ comprehension questions, as the answers depended on the
participant’s RC head association preference. Hence, the remaining 60 questions were used to
assess the participant’s comprehension accuracy.

As for the probe recognition task, only real words were used for the 24 experimental and
baseline sentences. For the 48 filler sentences, 12 real words and 36 non-words were used in
the recognition task.?’ That is, the numbers of real words and of non-words were the same for
the probe recognition task. All the words were two kanji characters in length, for example, Hf!
ER (tikyii (‘earth’)) used as a real word and *Hifif; (non-meaningful combination of two kanji
characters) used as a non-word (see Appendix L for all the real words and non-words used in
the experiment). For each of the 24 experimental and baseline sentences, the number of morae
of the related and non-related words was the same (for example, #E1C (sibé (‘death’)) and

HEK (tikyii (‘earth’)) both have three morae).

Norming studies

Three norming studies were carried out for the experimental items. The first tested
whether the N1s and N2s were plausible as the RC head nouns. Thirty native speakers of
Japanese, who did not take part in the main experiment, were asked to evaluate the
plausibility of 12 pairs of sentences as in (6.2) on a five-point scale from 1 for very unlikely to

5 for very likely (see Appendix M for the questionnaire used in this norming study).

2 None of the non-words used in the experiment were listed in a Japanese dictionary (Koujien, 6th
edition).
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(6.2) a. Nl-association plausibility
RAD B THRMEZ B LT,
Hannin-ga donki-de dansei-o  kogekisita.
criminal-NOM blunt instrument-with man-ACC attacked
‘The criminal attacked the man with a blunt instrument.’
b. N2-association plausibility
LN Higs THMEOHFEZ BB LT,
Hannin-ga donki-de dansei-no gaisya-o kogekisita.
criminal-NOM blunt instrument-with man-GEN foreign car-ACC attacked

‘The criminal attacked the foreign car of the man with a blunt instrument.’

In (6.2a-b), the N1 and the sequence of the N1, genitive case marker, and N2 in the target
items are used as the direct objects, and the subject and predicate are identical to the RC
subject and predicate in the target items. This norming study’s results showed no difference in
head association plausibility between the N1 and the sequence of the N1, genitive case marker,
and N2 (the mean scores were 4.6 for the former and 4.5 for the latter). These results suggest
that both the N1 and the N2 can be considered plausible as the RC head nouns.

The second norming study was conducted to test whether, for the experimental sentences,
the words in the word related to the N1 association condition were closely related to the N1
association interpretation while the words in the word non-related to the N1 association
condition were not, and that both types of word were never related to the baseline sentences.
Eighteen native Japanese speakers, who did not take part in the main experiment, were asked
to evaluate the ease of imagining the target words after reading sentences as in (6.3a-d) on a
five-point scale from 1 for very hard to imagine to 5 for very easy to imagine (the terms
related and non-related words are relevant only to the N1 association interpretation sentences

in (6.3a-b); see Appendix N for the questionnaire used in this norming study).

3% The words in the word related to the N1 association condition were chosen based on the results of
another questionnaire study. Thirty-four native Japanese speakers were asked to write as many words
as possible that could refer to an outcome of the events described by the N1 association interpretations.
For each item, the most frequent word was chosen from the words that could not also be related to the
N2 association interpretation. The words in the word non-related to the NI association condition were
chosen by considering length (number of morae) and lexical frequency based on Amano and Kondo’s
(2000) corpus study.
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(6.3) a. NI association interpretation sentence + Word related to the N1 association

LA THMEL LR L2, — BT
Hannin-ga donki-de dansei-o  kogekisita. — sibo
criminal-NOM blunt instrument-with man-ACC attacked  death
‘The criminal attacked the man with a blunt instrument.’ ‘death’

b. NI association interpretation sentence + Word non-related to the N1 association
RADHER TR LR Lz, — [THIEK]
Hannin-ga donki-de dansei-o  kogekisita. — tikyl
criminal-NOM blunt instrument-with man-ACC attacked  earth
‘The criminal attacked the man with a blunt instrument.’ ‘earth’

c. Baseline sentence + Word related to the NI association
BN TAF 2 U —=F ANE/EIZE—LENT BN, — BT
Kinai-de sucyuwadesu-ga jyokyaku-ni biru-o kakerareta. — sibo
cabin-in flight attendant-NOM passenger-by beer-ACC splashed death
‘The flight attendant was splashed with beer by a passenger in the cabin.” ‘death’

d. Baseline sentence + Word non-related to the NI association
BN TAF 2 U—FARERIZE— Va2 bz, — [HIEK)
Kinai-de sucyuwadesu-ga jyokyaku-ni biru-o kakerareta. — tikyQ
cabin-in flight attendant-NOM passenger-by beer-ACC splashed earth
‘The flight attendant was splashed with beer by a passenger in the cabin.” ‘earth’

The results indicated that the words in the word related to the NI association condition were
more closely related to the N1 association interpretation sentences compared to the words in
the word non-related to the N1 association condition (the mean scores were 3.7 for the related
words and 1.4 for the non-related words). No difference was found between the two types of
word in the baseline sentences (the mean scores were 1.4 for both types of word). These
results suggest that only the words in the N1 association interpretation sentence + word
related to the N1 association condition, as in (6.3a), were relatively easy to imagine, as
intended. Note, however, that although the ease of imagining the words in this condition is
related to the interpretation of the preceding sentence, we cannot deny the possibility of a
semantic priming effect from the lexical items. For example, each of the words hannin
(‘criminal’), donki (‘blunt instrument’), and kogeki (‘attack’) may be related to the meaning of

sibo (‘death’). If this is the case, semantic priming alone could account for the results of the
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probe recognition task, regardless of the RC head association (although such semantic
priming account is possible for only some of the stimuli; see Appendix L). We will consider
this issue in more detail when we discuss the experimental results in Section 6.2.4.

Finally, the third norming study was conducted to test whether the words used in the word
related to the N1 association condition were ever related to the N2 association interpretation
(i.e., the meaning constructed by associating the N2 with the RC). Eighteen Japanese speakers,
who did not participate in the main experiment, evaluated the ease of imagining the words
after reading sentences as in (6.4), on the same five-point scale (see Appendix N for the

questionnaire, which is the same that used in the second norming study).

(6.4) N2 association interpretation sentence + Word related to the NI association
WADBHZE THEMEO/NEZ R L7z, — [FET]
Hannin-ga donki-de dansei-no gaisya-o kdgekisita. — sibo
criminal-NOM blunt instrument-with man-GEN foreign car-ACC attacked  death

‘The criminal attacked the foreign car of the man with a blunt instrument.”  ‘death’

The mean score was 2.9, suggesting that it is less likely that the words in the word related to
the N1 association condition are related to the N2 association interpretation, compared to the
N1 association interpretation. In fact, the results of the second norming study above showed
that the words in the word related to the N1 association condition were more closely related

to the N1 association interpretation (the mean score was 3.7).

Procedure

The experiment was presented to each participant individually on a PC running Linger
software. The participant completed a series of three tasks for each item before moving onto
the next item. The items were presented in a random order, which was controlled by Linger.
The first task was self-paced reading in a moving-window, noncumulative fashion (Just,

Carpenter, & Woolley, 1982; Just & Carpenter, 1992), where a sentence appears on screen in
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segments, and the participant controls the speed with which each segment appears and
disappears. A series of dashes appears on the PC screen; when the participant presses the
space key, a single dash is replaced with a word or phrase. When the participant again presses
the space key, that word or phrase disappears, and another dash is replaced with a word or
phrase. In this task, the participant read sentences as in (6.5a-b). (The slashes show the

segmentation for the self-paced reading task.)

(6.5) a. Experimental sentence
LANDGlig CHEE LI BYEDSED | P A T2 | Mo T,
[ Hannin-ga donki-de kogekisita] dansei-no gaisya-ga /
[rc criminal-NOM blunt instrument-with attacked] man-GEN foreign car-NOM
bdhan kamera-ni / ututteita.
surveillance camera-by recorded
‘The foreign car of the man that the criminal attacked with a blunt instrument was
recorded by a surveillane camera.’
b. Baseline sentence
BNTAF 2U—F AN | TEIZ /| BE—LENT BT,
Kinai-de sucyuwadesu-ga / jyokyaku-ni / biru-o kakerareta.
cabi-in flight attendant-NOM passenger-by beer-ACC splashed
‘The flight attendant was splashed with beer by a passenger in the cabin.’

All the sentences were segmented into three regions as seen in (6.5a-b). For each item, after
pressing the space key for the final word or phrase, the participant started the second task. In
this probe recognition task, two kanji characters appeared in the center of the PC screen; for

example, the two-character word in (6.6) might appear after one of the sentences in (6.5a).

(6.6) T
sibd
death
‘death’
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The participant judged whether the two kanji characters were a real word or a non-word by
pressing keys labeled “yes” and “no.” His/her response time was measured in milliseconds.
The third task then began, as a forced-choice comprehension check appeared on the screen.
For example, the participant might see the question in (6.7) asking about the sentence in

(6.5a).

(6.7) LADPBZ THELIZDOIT? BrE A E
Hannin-ga donki-de kogekisita no-wa? dansei gaisya
criminal-NOM blunt instrument-with attacked thing/person-TOP man  foreign car

‘What/Who did the criminal attack with a blunt instrument? man  foreign car’

The participant pressed the left or the right key to select an answer. The left/right position of
the two possible answers was counterbalanced.

After eight practice trials, the participant started the main session with 72 trials. The
participant received no feedback. The tasks have no time limit. Most participants took

approximately twenty minutes to finish the experimental session.

Data treatment

First, the participants’ comprehension accuracy was calculated by their responses to the
questions accompanying the 12 baseline sentences and 48 filler sentences.

Second, the participants’ response times in the probe recognition task were analyzed. The
trails with incorrect responses either in the probe recognition task or in the comprehension
check task were first excluded (overall, 12.3% of the data were eliminated in this step). Next,
response times below 300 milliseconds and above 2,500 milliseconds were eliminated as
outliers (2.5% of the data were thus eliminated). Finally, response times beyond 2.5 SDs
above or below each participant’s mean were replaced with the boundary values
(approximately 3.2% of the data were aftected by this process). The remaining response time

data were analyzed by Linear Mixed-Effects (LME) models. For the LME modeling, Sentence
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Type (experimental sentence or baseline sentence) and NI-association Relatedness (word
related to the N1 association or word non-related to the NI association) were entered as two
fixed effects, which were centered (i.e., effect coding), and participants and items were
entered as two random effects. The best-fit model was chosen by a backward selection
approach from the maximal structure consisting of a random intercept and slope of each fixed
effect for both participants and items. The estimated coefficients (f), standard errors (SE), and
t and p values are reported in Section 6.2.3.

Third, the participants’ mean ratios of N2 association interpretation choices were
calculated and compared between the word related to the N1 association and word non-
related to the N1 association conditions. They were analyzed using generalized LME
modeling in which Ni-association Relatedness (word related to the N1 association or word
non-related to the NI association) was entered as one centered fixed effect, and participants
and items were entered as two random effects. The best-fit model was chosen by a backward
selection approach. The estimated coefficients (f), standard errors (SE), and z and p values are

reported in Section 6.2.3.

6.2.3. Results’!
First, the participants’ mean accuracy was 91.6% (SD = 4.5).
Second, the results of their mean response times in the probe recognition task are shown

in Figure 6-1.

31 One participant’s data were excluded from further analyses due to low accuracy in the probe
recognition task (50%).
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Figure 6-1: The mean response times in the probe recognition task (Experiment 4)

Note: The vertical axis stands for mean response times in milliseconds (the error bars for
SEs), and the horizontal axis for the four conditions (Experimental + Related for
experimental sentence + word related to the N1 association, Experimental +
Non-related for experimental sentence + word non-related to the NI association,
Baseline + Related for baseline sentence + word related to the N1 association, and
Baseline + Non-related for baseline sentence + word non-related to the N1
association).

The mean response times were 1020 milliseconds (SE = 34) in the experimental sentence +
word related to the N1 association condition, 1082 milliseconds (SE = 35) in the experimental
sentence + word non-related to the N1 association condition, 1122 milliseconds (SE =37) in
the baseline sentence + word related to the N1 association condition, and 1122 milliseconds
(SE = 35) in the baseline sentence + word non-related to the N1 association condition. The
best-fit model showed that there was a significant interaction between Sentence Type and
Nl-association Relatedness (f = -69.55, SE =29.02, t = -2.40, p <.05). Further analyses
indicated that a simple effect of N/-association Relatedness was not significant but was
nearly so in the experimental sentence conditions (f =43.50, SE =30.01, 1t =1.45, p = .15).
This finding suggests that when the experimental sentences with RC head association
ambiguity preceded the probe recognition task, the participants responded to the words related
to the N1 association interpretation faster compared to the non-related words. The simple

effect of NI-association Relatedness was not significant in the baseline sentence conditions (p
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= 1.0). As predicted, a significant interaction was found, implying that the participants
responded fastest to the words related to the N1 association interpretation. There was also a
main effect of Sentence Type (f = 82.08, SE =23.73, t = 3.46, p < .01), indicating that the
participants responded to the words, whether related or non-related, faster in the experimental
sentence conditions than in the baseline sentence conditions. We did not predict this result,
which we will consider in terms of the difference between these conditions in Section 6.2.4.
No main effect of N/-association Relatedness was observed (¢ = 0.89).

Third, the participants’ mean ratios of the choice of the N2 association interpretation are

shown in Figure 6-2.
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Word related to the N1 association Word non-related to the N1 association
Conditions

Figure 6-2: The mean ratios of the N2 association in the two conditions (Experiment 4)

Note: The vertical axis stands for the mean ratio of the N2 association in percentages (error
bars for SEs) and the horizontal axis for the two conditions.

The mean ratios of the N2 association were 70.7% (SE = 2.6) in the word related to the N1
association condition and 68.6% (SE = 3.6) in the word non-related to the N1 association

condition. The best-fit LME model indicated that there was no significant difference between

them (p = .69).
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6.2.4. Discussion

In Experiment 4, we examined whether comprehenders can consider the N1 association
analysis initially during on-line processing. The results of the response times in the probe
recognition task showed a significant interaction between Sentence Type and N1-association
Relatedness. Further analyses indicated that after reading the experimental sentences with
head association ambiguity, the participants responded to the probe words in the word related
to the N1 association condition faster compared to those in the word non-related to the N1
association condition. For the baseline sentences without RCs, on the other hand, no
difference in the response times was found between the “related” and “non-related” words.
This pattern of interaction is consistent with our prediction, suggesting that the participants
considered the N1 association analysis at the N1 (i.e., prior to the recognition task), because if
the N1 association interpretation were not already established, they would not respond faster
to the words that are considered to be related to the N1 association interpretation. An
alternative account is that only lexical semantic priming is involved in the difference in
response times between the experimental sentence + word related to the N1 association and
experimental sentence + word non-related to the N1 association conditions. That is, the
comprehenders may expect the words in the probe recognition task in the former condition
after encountering specific words in the preceding sentence (i.e., primes), and therefore be
able to respond quickly to the probe words even without considering the N1 association
analysis. We cannot deny that such semantic priming is a possibility based only on the results
of Experiment 4, but we will reconsider this account in light of the results of Experiment 5,

which follows (Section 6.3).3?

32 If the baseline sentences contained lexical items identical or similar to those used in the
experimental sentences, but did not contain RCs (see footnote 28), the semantic priming account
would predict faster response times to the “related” words, which are primed only when the N1
association interpretation is established, even in the baseline sentence condition. Examining this
prediction would be one way to assess the semantic priming account. This issue is left for a future
study.
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A question remains as to why the observed response times were relatively long. In earlier
studies employing the lexical decision tasks, native Japanese speakers’ mean response times
for real words composed of two kanji characters have been approximately 700 to 800
milliseconds (e.g., Tamaoka, 2007). Experiment 4’s longer response times raise the question
of whether factors other than lexical decisions had an effect. One possibility is that the
participants had difficulty deciding that the non-meaningful combinations of two kanji
characters were non-words, which might have led them to be particularly careful about their
lexical decisions even for real words, resulting in the increased response times.*> Because the
mean response times were more than 1000 milliseconds in the baseline sentence conditions as
well, it is not the case that this question is specific to the experimental sentence conditions.

The results of the comprehension check task for the experimental sentences with RC head
association ambiguity showed that the participants chose the N2 association interpretation
more frequently compared to the N1 association interpretation. This N2 association
preference was found in both word related to the N1 association and word non-related to the
NI association conditions. No main effect of N1-association Relatedness was observed,
implying that when the words related to the N1 association interpretation were presented prior
to the comprehension questions, they did not lead to a preference for the N1 association
interpretation. Instead, the results from the comprehension check questions showed the
participants’ N2 association preference.

These results together suggest that during their on-line processing in the reading task, the
participants considered the N1 association analysis at the N1 initially, that is, prior to the
probe recognition task, which resulted in the priming effect. Then, after that initial
consideration of the N1 association analysis, they reinterpreted the RC head noun as
associated with the N2, which led them to prefer the N2 association interpretation in the

comprehension check task after the probe recognition task. If Experiment 4°s results reflect

33 In fact, some of the participants told the experimenter that they had difficulty deciding whether the
meaningless two-character combinations were non-words or simply words that they did not know.
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unforced revision, comprehenders should respond faster to words related to the N2 association
interpretation when they associate the N2 with the RC during on-line processing prior to a
probe recognition task. Examining whether they do so is the purpose of Experiment 5.

The results of the response times in the recognition task also showed a main effect of
Sentence Type, indicating shorter response times to the probe words in the experimental
sentence conditions compared to those in the baseline sentence conditions. One possible
interpretation is that neither the “related” nor the “non-related” words were related to the
baseline sentences, whereas the “related” words, but not the “non-related” words, were
closely related to the experimental sentences. If this is the case, only the “related” words in
the experimental sentence conditions would have provided a response-time advantage, which

could have resulted in the main effect of Sentence Type.

6.3. Experiment 5

6.3.1. Introduction

In Experiment 5, the words in the probe recognition task were manipulated as to whether they
were “related” or “non-related” to the meaning constructed by the syntactic structure of the
N2 association analysis. We call this N2-association Relatedness. In addition, we manipulated
Sentence Type as in Experiment 4. These two manipulations were fully crossed to create a 2
(experimental sentence versus baseline sentence) x 2 (word related to the N2 association
versus word non-related to the N2 association) design, resulting in the examples below (note

again that the terms related and non-related are relevant only to the experimental sentences).
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(6.8) a.

Experimental sentence + Word related to the N2 association
LADIPlER THIE L 72 BAPEDS BT A T 12> T,
[ Hannin-ga donki-de kougekisita] dansei-no gaisya-ga
[rc criminal-NOM blunt instrument-with attacked] =~ man-GEN foreign car-NOM
bdohan kamera-ni ututteita.
surveillance camera-by recorded
‘The foreign car of the man that the criminal attacked with a blunt instrument was
recorded by a surveillane camera.’
— il
hakai
destruction
‘destruction’
Experimental sentence + Word non-related to the N2 association
LD GlEE THIE L IZ BAEDS BT A T 12> T,
[ Hannin-ga donki-de kougekisita] dansei-no gaisya-ga
[rc criminal-NOM blunt instrument-with attacked] =~ man-GEN foreign car-NOM
bdohan kamera-ni ututteita.
surveillance camera-by recorded
‘The foreign car of the man that the criminal attacked with a blunt instrument was
recorded by a surveillane camera.’
=L
tosyo
beginning
‘beginning’
Baseline sentence + Word related to the N2 association
N TAF 2 U =T 2PREICE— 20T b,
Kinai-de sucyuwadesu-ga jyOkyaku-ni biru-o kakerareta.
cabin-in flight attendant-NOM passenger-by beer-ACC splashed

B

‘The flight attendant was splashed with beer by a passenger in the cabin.
— T

hakai

destruction

‘destruction’
Baseline sentence + Word non-related to the N2 association
N TAF 2 U =T ANFEICE =L 2T b,
Kinai-de sucyuwadesu-ga jyOkyaku-ni biru-o kakerareta.
cabin-in flight attendant-NOM passenger-by beer-ACC splashed

B

‘The flight attendant was splashed with beer by a passenger in the cabin.
=L
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tosyo
beginning

‘beginning’

The experimental sentence in (6.8a-b) contains head association ambiguity while the baseline
sentence in (6.8c-d) does not. The word hakai ‘destruction’ in (6.8a) is closely related to the
N2 association interpretation because destruction could be the consequence of the
interpretation that, with a blunt instrument, the criminal attacked the man’s foreign car. On the
other hand, the word #dsyo (‘beginning’) in (6.8b) is not related to the N2 association
interpretation. Although neither of these words are related to the baseline sentences, we call
the conditions in (6.8a, ¢) word related to the N2 association and the conditions in (6.8b, d)
word non-related to the N2 association. As in Experiment 4, the lexical frequency of the
“related” words was almost the same as that of the “non-related” words according to Amano
and Kondo’s (2000) frequency counts (mean occurrences of the former and latter words were
5,881 and 6,098, respectively, out of 287,792,797 words for the total token frequency).
Given the four conditions exemplified in (6.8a-d), our predictions are as follows. If
comprehenders consider the N2 association analysis at the N2 as a result of revision from
their initial N1 association analysis, they should respond faster to the probe words in the
experimental sentence + word related to the N2 association condition as in (6.8a) compared
to the probe words in the experimental sentence + word non-related to the N2 association
condition as in (6.8b). In addition, no difference should be found in response times to the
“related” and “non-related” words in the baseline sentence conditions as in (6.8c-d). Such a
pattern of responses would lead to an interaction of the two manipulations. If comprehenders
do not consider the N2 association analysis at all, no such interaction will be observed. Note
that the alternative account based on lexical semantic priming, which we discussed in regard
to Experiment 4 (Section 6.2.4), instead predicts a significant interaction in such a case. That

is, if the “related” words are semantically primed by specific lexical items in the preceding
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sentence, then comprehenders should respond quickly to the “related” words in the

experimental sentence condition even if they do not consider the N2 association analysis.

6.3.2. Method
Participants

Fourteen undergraduates at the University of Tokyo and 34 undergraduates at Gunma
University (i.e., 48 in total) were paid to take part in Experiment 5. They were all native

speakers of Japanese.

Materials, procedure, and data treatment

The same materials, procedure, and data treatment as in Experiment 4 were used. As for
the data treatment, first, the trials with incorrect responses were excluded (overall, 7.7% of the
data were excluded through this process). Second, response times below 300 milliseconds and
above 2,600 milliseconds were eliminated as outliers in the probe recognition task (0.7% of
the data were thus excluded). Third, response times beyond 2.5 SDs above or below each
participant’s mean were replaced with the boundary values (approximately 2.7% of the data

were affected by this trimming).

Norming Studies

Due to the new manipulation of N2-association Relatedness, the “related” and
“non-related” words in experimental sentence and baseline sentence conditions were changed
(see Appendix O for all the words used in the probe recognition task in Experiment 5).
Because of this change, two norming studies were carried out. One was designed to test
whether the words in the word related to the N2 association condition are indeed closely
related to the N2 association interpretation while the words in the word non-related to the N2

association condition are not, and to verify that these two types of word are never related to
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the baseline sentences at all.>* The participants were 18 native Japanese speakers who did not
participate in the main experiment. They were asked to assess the ease of imagining the
“related” and “non-related” words after reading sentences, as in (6.9), on a five-point scale
from 1 for very hard to imagine to 5 for very easy to imagine (see Appendix N for the

questionnaire, which was also used in the second and third norming studies of Experiment 4).

(6.9) a. N2 association interpretation sentence + Word related to the N2 association
WPl TRMEDON KR LTz, — [
Hannin-ga donki-de dansei-no gaisya-o kogekisita.
criminal-NOM blunt instrument-with man-GEN foreign car-ACC attacked
‘The criminal attacked the foreign car of the man with a blunt instrument.’
— hakai
destruction
‘destruction’
b. N2 association interpretation sentence + Word non-related to the N2 association
BN TRMEON KR Lz, — 44
Hannin-ga donki-de dansei-no gaisya-o kogekisita.
criminal-NOM blunt instrument-with man-GEN foreign car-ACC attacked
‘The criminal attacked the foreign car of the man with a blunt instrument.’
— tosyo
beginning
‘beginning’
c. Baseline sentence + Word related to the N2 association
N TAF 2 V=T ARREICE— L E2DT b, — [
Kinai-de sucyuwadesu-ga jyokyaku-ni biru-o kakerareta. — hakai
cabin-in flight attendant-NOM passenger-by beer-ACC splashed destruction
‘The flight attendant was splashed with beer by a passenger in the cabin.” ‘destruction’
d. Baseline sentence + Word non-related to the N2 association
N TAF 2 V—FARREICE— L EDT bR, — 24
Kinai-de sucyuwadesu-ga jyokyaku-ni biru-o kakerareta. — tOsyo
cabin-in flight attendant-NOM passenger-by beer-ACC splashed beginning
‘The flight attendant was splashed with beer by a passenger in the cabin.” ‘beginning’

34 The words were chosen in the same way as they were chosen for Experiment 4 (see footnote 30).
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The results showed that for the experimental sentences, the words in the word related to the
N2 association condition were related to the N2 association interpretation more closely
compared to the words in the word non-related to the N2 association condition (the mean
scores were 3.9 for the former and 1.5 for the latter). The results also indicated no difference
between the “related” and “non-related” words for the baseline sentences (the mean scores
were 1.4 for the former and 1.6 for the latter).

The other norming study was conducted to verify that the words related to the N2
association interpretation are never related to the N1 association interpretation. The
respondents were 18 native speakers of Japanese, who did not take part in the main
experiment. They evaluated the ease of imagining the target words after reading sentences, as
in (6.10), on the same five-point scale (1 for very hard to imagine to 5 for very easy to

imagine; again, see Appendix N for the questionnaire).

(6.10) NI association interpretation sentence + Word related to the N2 association
BRADGER TR 2 BB LT, — T
Hannin-ga donki-de dansei-o  kogekisita. — hakai
criminal-NOM blunt instrument-with man- ACC attacked  destruction

‘The criminal attacked the man with a blunt instrument.’ ‘destruction’

The results indicated that the mean score was 2.6, suggesting that the words related to the N2
association are less likely to be related to the N1 association interpretation compared to the
N2 association interpretation, as intended. Note that the results of the above first norming
study showed that the words related to the N2 association were more closely related to the N2

association interpretation (the mean score was 3.9).

6.3.3. Results®

First, the participants’ mean accuracy was 89.2% (SD = 5.7).

35 One participant’s data were excluded due to low accuracy in the probe recognition task (48.6%).
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Second, Figure 6-3 shows the results of the participants’ mean response times in the probe

recognition task.
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Figure 6-3: The mean response times in the probe recognition task (Experiment 5)

Note: The vertical axis stands for mean response times in milliseconds (the error bars for
SEs), and the horizontal axis for the four conditions (Experimental + Related for
experimental sentence + word related to the N2 association, Experimental +
Non-related for experimental sentence + word non-related to the N2 association,
Baseline + Related for baseline sentence + word related to the N2 association, and
Baseline + Non-related for baseline sentence + word non-related to the N2
association).

The mean response times in the four conditions were as follows: 939 milliseconds (SE = 26)
in the experimental sentence + word related to the N2 association condition, 978 milliseconds
(SE = 26) in the experimental sentence + word non-related to the N2 association condition,
996 milliseconds (SE = 26) in the baseline sentence + word related to the N2 association
condition, and 1016 milliseconds (SE = 27) in the baseline sentence + word non-related to the
N2 association condition. The best-fit model, chosen through backward selection, showed a
marginal main effect of Sentence Type (f =44.33, SE =25.92,t=1.71, p = .095), indicating
that the participants responded faster to the probe words in the experimental sentence
conditions than in the baseline sentence conditions, regardless of the difference between

related and non-related words. Although we did not predict these results, the same pattern was
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observed in Experiment 4, as we will discuss further in Section 6.3.4. There was no main
effect of N2-association Relatedness (t = 1.16). Contrary to our prediction, we found no
significant interaction of the two factors (¢ =-0.63). We will discuss this finding in Section
6.3.4 as well, also considering it in light of the results of Experiment 4.

Third, the results of the participants’ mean ratios of choosing the N2 association

interpretation in the comprehension check task are presented in Figure 6-4.
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Figure 6-4: The mean ratios of the N2 association in the two conditions (Experiment 5)

Note: The vertical axis stands for the mean ratio of the N2 association in percentages (error
bars for SEs) and the horizontal axis for the two conditions.

The mean ratios of the N2 association were 74.4% (SE = 2.3) in the word related to the N2
association condition and 68.2% (SE = 2.5) in the word non-related to the N2 association
condition. The best-fit model indicated that this difference was significant (f = -0.44, SE =
0.21, t=-2.10, p <.05). This suggests that the participants chose the N2 association

interpretation more frequently in the former condition than in the latter condition.
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6.3.4. Discussion

The results of the response times in the probe recognition task did not show an interaction
between Sentence Type and N2-association Relatedness, contrary to our prediction. We
suggest that the lexical semantic priming effect that we discussed in regard to Experiment 4
cannot account for these results because it predicts a significant interaction. The results are
also inconsistent with our assumption that comprehenders consider the N2 association
analysis at the N2, which also would have led to a significant interaction. Our concern is why
we did not observe a significant interaction of the two manipulations as a result of the priming
effect. The results of the comprehension check task showed an overall bias towards the N2
association interpretation. Moreover, the results indicated a main effect of N2-association
Relatedness, suggesting that the participants chose the N2 association interpretation more
often in the word related to the N2 association condition than in the word non-related to the
N2 association condition. This finding possibly implies that because the words in the former
condition were related to the N2 association interpretation, the participants were more likely
to choose that interpretation. It might be the case that the N2 association interpretation was
established by the time of comprehension check task but not yet by the time of the preceding
probe recognition task. If so, a possible explanation could be that the N2 association
interpretation is the result of the comprehenders’ consideration of the coherence of the whole
sentence, as suggested in our discussion of Experiment 1 (Chapter 4), and thus may take a
longer time to be established than the N1 association interpretation. This explanation is
apparently contradictory to the results of Experiment 2, which suggested that the parser had
difficulty when the meaning conveyed by the N2 association analysis was incompatible with
the sentence-final main predicate (Chapter 5). We, however, do not suggest that the parser
never establishes the N2 association interpretation by the end of the sentence, but rather that
the N2 association interpretation may not have been completed in time to produce a robust

effect at the time of the probe recognition task, as observed for the N1 association
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interpretation in Experiment 4.

As we observed in Experiment 4, the results of the response times also showed a marginal
main effect of Sentence Type, indicating that the participants responded faster to the probe
words in the experimental sentence conditions compared to those in the baseline sentence
conditions. We considered a possible reason for this pattern in our discussion of Experiment
4: a response time advantage only for the related words in the experimental sentence
conditions. Such an advantage could lead to an overall advantage in processing the words in

the experimental sentence conditions compared to the baseline sentence conditions.

6.4. General Discussion

We have examined whether the parser can consider the N1 association analysis at the N1
initially during the real-time processing of RC head association ambiguity. In Experiment 4,
the results of the response times in the probe recognition task showed a significant interaction
between Sentence Type and Ni-association Relatedness, indicating that when the
experimental sentences with RC head association ambiguity preceded the probe recognition
task, the participants responded to the probe words related to the N1 association interpretation
faster than they responded to the non-related words. This suggests that the participants
considered the N1 association analysis prior to the recognition task. Furthermore, the results
of the participants’ head association choices showed a bias towards the N2 association. These
results together suggest that, even after comprehenders consider the N1 association analysis
initially, they may change their ultimate interpretation from the N1 to the N2 association
(although they do not have to do so). This suggestion is consistent with the possibility of
revision or reinterpretation of the RC head noun in the processing of head association
ambiguity in Japanese RCs, as demonstrated in Experiments 2 and 3 (Chapter 5). Note that
Experiment 1’s off-line questionnaire, with its forced-choice task, was able to ask the

participants only about their final interpretation (Chapter 4). In contrast, in Experiment 4, it
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was possible to infer which interpretation (i.e., N1 or N2 association) the participants were
considering at the point of the probe recognition task, while the comprehension check task
showed their final choice for the RC head noun.

In Experiment 5, we predicted that, if unforced revision took place, the participants should
respond to the words related to the N2 association interpretation faster, compared to the
non-related words, in the probe recognition task for the experimental sentence conditions.
Although we did not observe such an interaction of the two manipulations, the results of the
comprehension check task showed a bias towards the N2 association interpretation. These
results imply that the participants preferred the N2 association interpretation eventually, but
the priming effect as a result of that interpretation was not robust enough to be detected at the
time of the probe recognition task. Recall that in Experiment 4, we observed a robust priming
effect as a result of the N1 association interpretation. This observation leads us to tentatively
suggest that the N2 association interpretation takes longer to be established compared to the
N1 association interpretation because it relies on the comprehenders’ consideration of the
coherence of the whole sentence, as suggested by Experiment 1’s results. If this is the case,
then the N2 association interpretation may not have been sufficiently established to produce a
robust priming effect in the recognition task.

One more concern is that we observed a bias towards the N2 association interpretation in
the comprehension check tasks in both experiments. Recall that, in contrast, off-line tasks in
Experiment 1 (Chapter 4) and in a norming study for Experiment 2 (Chapter 5) showed the
participants’ preference for the N1 association interpretation. Because earlier studies have
reported an off-line preference for the N2 association interpretation, a question arises as to
why we observed this bias towards the N1 association interpretation in these two off-line
tasks. What causes such differences in association preference? One possibility is related to the
characteristics of the stimuli used in each study. In Experiment 1, there were two conditions,

one of which might have made the participants biased towards the N1 association
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interpretation as we discussed in Chapter 4. In the norming study for Experiment 2, two out of
four conditions forced readers to adopt the N1 association interpretation only. That is, some
stimuli were biased towards the N1 association interpretation in Experiment 1 and the
norming study for Experiment 2 due to the design of the conditions, and thus the participants
might have been biased towards the N1 association interpretation overall. On the other hand,
in Experiments 4 and 5, there were two conditions, but the same sentences were used in both
conditions of each item, because the two conditions were related only to the types of probe
word (i.e., “related” or “non-related;” note also that the same experimental sentences were
used in both experiments). In the two conditions, the N1 and N2 association interpretations
were both viable, and thus the stimuli were less biased compared to Experiment 1 or the
norming study in Experiment 2. This might have led to the participants’ preference for the N2

association interpretation in Experiments 4 and 5.

6.5. Summary

This chapter has reported the results of two on-line probe recognition experiments. We have
discussed how these results suggest that, even after the N1 association interpretation is
established, reinterpretation of the RC head noun from the N1 to the N2 association can occur.
We have also discussed why the N2 association interpretation would take longer to be
established compared to the N1 association interpretation. A question remains as to what
causes the bias towards the N2 association interpretation. Chapter 7 presents a corpus analysis
that examines a possible factor in this bias: the structural frequency of the head association in

RC production data.
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CHAPTER 7

CORPUS ANALYSIS

7.1. Introduction

The goal of the corpus analysis in this chapter is to examine Research Question 4: Do
production data of Japanese relative clauses (RCs) show a structural frequency bias towards
the N2 association? The experimental results reported in this dissertation so far have not
answered the question of why the parser would consider the N2 association analysis at the N2
in the real-time processing of RC head association ambiguity even when it is syntactically not
necessary to do so. To address this question, a corpus analysis was carried out to answer
Research Question 4. As seen in Chapter 2, corpus frequency has been discussed as one of the
factors leading to RC attachment preferences in English and Spanish (e.g., Mitchell, Cuetos,
& Corley, 1992; Mitchell, Cuetos, Corley, & Brysbaert, 1995). Our hypothesis is that if the
N2 association interpretation is intended in production more frequently compared to the N1
association interpretation, comprehenders should experience the N2 association more often
and thus be more likely to consider the N2 association analysis in their real-time processing.
The corpus analysis presented in this chapter examines whether structural frequency could be
a possible factor triggering unforced revision from the N1 to the N2 association analysis at the

N2.

7.2. Method
Corpus
The Kyoto University Text Corpus was used for this analysis. It consists of Mainichi

newspapers published in 1995 (http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?Kyoto%
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20University%20Text%20Corpus). The corpus contains a total of 38,400 samples (one sample
can contain more than one sentence). The Kyoto University Text Corpus was highly relevant
for our purposes because in the corpus, the RC dependencies are specified. That is, when a
RC modifies a complex noun phrase composed of the N1 and N2, the intended interpretation

(i.e., N1 or N2 association) is annotated in the corpus.

Target samples

We focus on the samples containing the ambiguous RC structure. Out of the 38,400
samples in the corpus, 3,559 target samples were collected, using a PERL script that detected
the dependent sequence of predicate (functioning as a RC) + N1 (as the first potential head
noun) + no (as a genitive case marker) + N2 (as the second potential head noun). An example

is given in (7.1).

(7.1) RDERWEEOEER ...
.. [ kakasenai] s0sa-no kokusai kyoryoku ...
[rc indispensable] investigation-GEN international cooperation

‘... the international cooperation of the investigation that is indispensable ...’

In (7.1), the predicate kakasenai (‘indispensable’) is dependent either on the N1 sdsa
(‘investigation’) or on the N2 kokusai kyoryoku (‘international cooperation’). Hence, such a
sample can be analyzed in terms of head association. That is, the N1 association is intended if
the predicate (i.e., RC) is dependent on the N1. On the other hand, the N2 association is

intended if the predicate depends on the N2.

Procedure

First, irrelevant samples were filtered out and excluded from further analyses if they met

any of the criteria in (7.2), based on the information given in the corpus.
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(7.2) Criteria for removing samples from the data set

a. A predicate for the RC is volitional (e.g., ik6 (‘going to (somewhere)’)),
conditional (e.g., mireba (‘(if someone) sees (something)’), or imperative (e.g.,
seyo (‘do (it)")).

b. A noun for the N1 is formal (e.g., monono (‘though’)), temporal (e.g., zenkaino
(‘last time”)), or adverbial (e.g., focyino (‘in progress’)).

c. Anoun for the N2 is formal (e.g., koto (‘the fact (that)’), temporal (e.g., naganen
(‘long years’)), numerical (e.g., 99%), or adverbial (e.g., tame (‘for the purpose of
(something)’)).

In the corpus, the samples are morphologically and syntactically annotated. For example, the
types of predicate are specified (e.g., the present or past tense, conditional, imperative), and
the nouns are also specified (e.g., common nouns, proper nouns, numerical nouns). The
irrelevant samples were therefore possible to remove by using the criteria in (7.2) without
looking at the content of each sample. Specifically, the samples were filtered out if they
contained the types of predicates listed in (7.2a) because such predicates are not RCs but
elements belonging to the preceding clauses. Samples containing nouns of the types listed in
(7.2b-c) were also filtered out because such nouns cannot be clearly analyzed as head nouns

for RCs. The total number of the remaining samples was 2,902.

Data treatment

First, the numbers of the N1 and N2 associations were counted in the initial data set of
3,559 target samples to observe the overall tendency of RC head association. Second, the
numbers of the N1 and N2 associations were counted in the 2,902 sample data set that
remained after the filtering procedure. A series of chi-square tests was performed to examine

whether the number of N2 associations was higher than that of the N1 associations.
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7.3. Results

First, Table 7-1 shows the overall results of the initial 3,559 samples.

Table 7-1: Head association frequencies out of 3,559 samples

Types of Head Association Numbers of Samples (%)
N1 association 2,481 (69.7%)
N2 association 1,078 (30.3%)
Total 3,559 (100%)

Out of 3,559 samples, there were 2,481 instances of the N1 association (69.7%) and 1,078
instances of the N2 association (30.3%). This difference was significant (y*(1, N = 3559) =
553.08, p <.001), indicating that overall, the N1 association was more frequently intended
than the N2 association in the production data of the analyzed corpus.

Second, Table 7-2 presents the results of the 2,902 samples that were left after the data

filtering.

Table 7-2: Head association frequencies out of 2,902 samples

Types of Head Association Numbers of Samples (%)
N1 association 1,963 (67.6%)
N2 association 939 (32.4%)
Total 2,902 (100%)

There were 1,963 instances of the N1 association (67.6%) and 939 instances of the N2
association (32.4%), and the difference was significant (y*(1, N =2902) = 361.33, p <.001).
This finding again suggests that the N1 association was intended in the production data more

frequently than the N2 association.
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7.4. Discussion

Research Question 4 asks: Do RC production data show a structural frequency bias towards
the N2 association? The answer to this question is no because we observe no advantage for
the N2 association; instead, the N1 association was intended more often, compared to the N2
association, in the corpus data that we analyzed. In Chapter 5, the eye-tracking data indicated
that comprehenders considered the N2 association analysis at the N2 even when the N1
association analysis remained viable at that point. If an on-line N2 association preference at
the N2 can be accounted for by structural frequency, there should be a strong bias towards the
N2 association in production data. The current results, however, do not support this
prediction.

Nakano (2015) analyzed the Balanced Corpus of Contemporary Written Japanese
(BCCW]J) and presented some supporting evidence for the N2 association preference in
production data. However, she concluded that both N1 and N2 association preferences existed,
because the preference depended on the contexts preceding the target RC sentences. Thus, it is
not the case that the N2 association is always preferred over the N1 association in production
data.’® Based on Nakano’s (2015) conclusions and our corpus analysis results in this chapter,
we suggest that a structural frequency bias cannot explain why comprehenders consider the
N2 association analysis at the N2 instead of maintaining the N1 association analysis. While
we were unable to find a strong bias towards the N2 association in the corpus that we
analyzed, it is still possible that distributional factors may lead to the N2 association bias. As
discussed in Chapter 2, the resolution of head association ambiguity in Japanese RCs is
affected by a variety of factors: prosodic (phonetic-phonological) factors such as the length of
the RC, the length of the N1 and the N2 (e.g., Hirose, Inoue, Fodor, & Bradley, 1998; Nakano

& Kahraman, 2013); morpho-syntactic factors such as RC type (i.e., subject- or

3¢ The fact that production data show there are both N1 and N2 association preferences is worth
considering because both preferences have been reported in comprehension data. Which association is
preferred in what contexts of comprehension and production is an issue for future investigation.
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object-extracted), the matrix position of the complex NP (i.e., subject or object), the
adjunctness of the N1 to the N2 (e.g., Uetsuki, 2006); semantico-pragmatic factors such as the
semantic relationship between the RC and the N1 and between the N1 and the N2 (e.g.,
Aoyama & Inoue, 2005), and so on. Further research should examine the role of these factors

using more data from a variety of corpora, not only written but also spoken.

7.5. Summary

In this chapter, we saw no strong frequency bias towards the N2 association in the analyzed
corpus. Therefore, a question still remains as to why the parser considers the N2 association
analysis at the N2 in the real-time processing of head association ambiguity in Japanese RCs.
In Chapter 8, we will discuss our experimental and corpus results together and propose

possible mechanisms that might answer this question.
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CHAPTER 8

GENERAL DISCUSSION

8.1. Introduction

The goal of this dissertation is to explicate the nature of the mechanisms by which we humans
comprehend sentences, with a particular focus on the phenomenon of head association
ambiguity in Japanese relative clauses (RCs). The previous research on this phenomenon has
suggested that comprehenders prefer the N1 association analysis initially at the N1, but then
tend to revise it to settle on the N2 association analysis by the end of the sentence. In the
present dissertation, we have inquired into why comprehenders consider the N2 association
analysis at all when they do not have to revise their initial N1 association analysis because
both interpretations are grammatically viable. As part of this inquiry, we investigated the time
course of the N2 association analysis as well as the N1 association analysis. In this chapter,
we first summarize the dissertation research’s major findings, and we then discuss these

findings’ theoretical implications for the human language parsing mechanism (i.e., the parser).

8.2. Major Findings
Answer to Research Question 1

An off-line questionnaire experiment (Experiment 1 in Chapter 4) was conducted to
answer Research Question 1: Can the parser choose the N2 association interpretation based on
the coherence of the whole sentence? The results of Experiment 1 indicate that the answer to
this question is yes. The results demonstrated that the parser establishes the N2 association
interpretation based on the coherence of the whole sentence, particularly the implicit-causality

relationship between the RC and the sentence-final main clause verbs.
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Answer to Research Question 2

Two on-line eye-tracking reading experiments (Experiments 2 and 3 in Chapter 5) were
carried out to answer Research Question 2: Can the parser consider the N2 association
analysis prior to the end of the sentence during real-time processing? According to the results
of Experiments 2 and 3, the answer to this question is yes. The results of Experiment 2
suggested that the parser considers the N2 association analysis at the latest at the N2. The
results of Experiment 3 implied that the parser does not necessarily expect the N2 association
analysis in advance, at the genitive case marker attached to the N1, before encountering the
N2. Because our manipulation related to the N1s did not work as intended, we were not able
to conclude that the parser’s on-line consideration of the N2 association analysis at the N2 is

affected by its initial commitment to the N1 association analysis.

Answer to Research Question 3

Two on-line probe recognition experiments (Experiments 4 and 5 in Chapter 6) were
conducted to answer Research Question 3: Can the parser consider the N1 association analysis
at the N1 initially when both the N1 and the N2 association analyses are available at the N2?
The results of Experiment 4 suggested that the parser establishes the N1 association
interpretation, which is based on the syntactic analysis in which the N1 is associated with the
RC, by the end of the sentence. The results of Experiment 5, on the other hand, implied the
possibility that although the parser considers the N2 association analysis at the N2 as
suggested in Experiment 2, it may take longer to complete the establishment of the N2
association interpretation based on that syntactic analysis, compared to the N1 association
interpretation. The reason for this difference in the time course of making the different
analyses may be that the N2 association interpretation is result of considering the coherence

of the whole sentence, as shown in Experiment 1.
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Answer to Research Question 4

A corpus analysis (Chapter 7) was carried out to address the remaining question of why
the parser would consider the N2 association analysis at the N2 by answering Research
Question 4: Do RC production data show a structural frequency bias towards the N2
association? The answer to this question was no, based on the data in the corpus we analyzed.
The results instead indicated a bias towards the N1 association, suggesting that structural
frequency cannot explain the parser’s on-line consideration of the N2 association analysis at
the N2 as a result of revision from the N1 association analysis. Therefore, we must conclude

that other factors are involved in such unforced (i.e., syntactically not required) revision.

8.3. Theoretical Implications
Considering the results reported in Chapters 4 through 7, this dissertation argues as follows.
The results of earlier studies have shown an on-line preference for the N1 association analysis,
and the results of our Experiment 4 suggested the establishment of the N1 association
interpretation by the end of the sentence. It follows that the parser first associates the N1 with
the RC immediately upon encountering the first potential head noun. The parser then revises
the initial N1 association analysis and newly associates the N2 with the RC when the second
potential head noun is introduced in the input, as demonstrated in Experiments 2 and 3.
Furthermore, the results of Experiment 5 suggest that the parser may take longer to establish
the N2 association interpretation based on the N2 association analysis, compared to the N1
association interpretation based on the N1 association analysis. The parser would need a
longer time to establish the N2 association interpretation because it considers the coherence of
the whole sentence, as shown in Experiment 1, to completely establish such an analysis.

In what follows, we focus on our finding of the parser’s reconsideration of the RC head
noun from the N1 to the N2 at the point of the N2 during on-line processing, and we discuss

the theoretical implications of such unforced revision. We first consider this finding as counter
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evidence for the Revision as Last Resort hypothesis. Second, we propose possible
explanations for the phenomenon of unforced revision by considering cross-linguistic data in
English and Japanese. Third, we return to the question of why the parser would perform
revision when it is syntactically not necessary, and discuss possible mechanisms involved in

such revision. Finally, we discuss what unforced revision tells us about parsing models.

Unforced revision as evidence against the Revision as Last Resort hypothesis

Our finding that revision from the N1 to the N2 association analysis does take place
suggests that unforced revision exists in human language parsing. In the processing of RC
head association ambiguity, the initial N1 association analysis is grammatical and thus does
not have to be revised in terms of grammaticality. Hence, our finding is clear evidence against
the Revision as Last Resort (RaLR) hypothesis (Fodor & Frazier, 1980). The RaLR
hypothesis predicts that the initial grammatical N1 association analysis should be maintained
unless it turns out to be incompatible with the incoming material. Contrary to this prediction,
our results showed that the parser considers the N2 association analysis at the N2 even though
the initial N1 association analysis can be retained because it is grammatically compatible with

the incoming information.

Cross-linguistic perspectives on unforced revision

Our finding of unforced revision contrasts with the results of quite a few studies, on both
Japanese and English, that have provided support for the RaLLR hypothesis (e.g., Kamide &
Mitchell, 1999, for Japanese; Schneider & Phillips, 2001; Sturt, Pickering, Scheepers, &
Crocker, 2001, for English). We thus need an explanation that accounts for the difference
between the results reported by the present dissertation and by these previous studies.

As reviewed in Chapter 2, the RaLLR hypothesis has previously been challenged by

Aoshima, Phillips, and Weinberg (2004). Providing evidence for unforced revision in the
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processing of filler-gap dependencies in Japanese, they concluded that the RaLLR hypothesis is
too strong to explain the empirical data (see also Fodor & Inoue, 2000). Their claim was that
the evidence makes it difficult to maintain the RalLR as the rigid principle originally proposed
by Fodor and Frazier (1980). To account for when unforced revision is possible and when it is
not possible, Aoshima, Phillips, and Weinberg (2004) proposed that cross-linguistic
differences such as the position of the verb (e.g., head-final Japanese versus head-initial
English) and the availability of overt scope markers (e.g., a question particle in Japanese) are
involved. Our results support the argument that the availability of unforced revision interacts
with lexico-semantic information such as animacy.

What is still puzzling is why unforced revision is observed in rather limited cases.
Aoshima, Phillips, and Weinberg (2004) proposed that unforced revision is possible when the
configuration leaves the initial analysis unconfirmed. Due to the head-final configuration of
Japanese, the initial main-clause analysis cannot be confirmed until the main verb at the end
of the sentence is encountered. In fact, the encounter with the embedded verb prior to the
main verb makes it possible for the parser to switch from the initial main-clause analysis to
the embedded-clause analysis. We argue that their proposal could account for our finding of
unforced revision in the case of RC head association ambiguity. Our results showed that
comprehenders tentatively associate the N1 with the preceding RC at the N1 and then revise
the RC head noun from the N1 to the N2 at the N2, and that they do not decide on their final
interpretation until they encounter the sentence-final main predicate. That is, even when the
initial N1 association analysis satisfies the thematic relation between a RC and its head noun,
the validity of the initial analysis is not confirmed until the sentence-final disambiguating
information is received. We argue that this head-final configuration makes it possible for the
parser to switch from the initial N1 association analysis to the N2 association analysis, and
this is consistent with Aoshima, Phillips, and Weinberg’s (2004) proposal regarding the

varying availability of unforced revision.
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In fact, there are some head-final configurations even in head-initial languages like
English, and it has been suggested that unforced revision may be performed during the

comprehension of these constructions. Consider, for example, the following NP in English:

(8.1) the recently divorced bishop’s daughter
(Fodor & Inoue, 2000: 43)

In incrementally processing the NP in (8.1), readers would initially commit to the
interpretation that the person who is recently divorced is the bishop. As Fodor and Inoue
(2000) discussed, however, readers would revise this initial interpretation to reach the second
interpretation, in which it is the bishop’s daughter, not the bishop himself, who is recently
divorced. Inoue and Fodor (1995) made the same claim for Japanese (see also Hirose, Inoue,

Fodor, & Bradley, 1998; Hirose, 1999; Fodor & Inoue, 2000), as in the example of (8.2).

(8.2) kyokutanni sinsetuna gakusei-no  imoto
extremely kind student-GEN sister
a. [extremely kind student]’s sister = sister of extremely kind student
b. [extremely kind] [student’s sister] = extremely kind sister of student
(Inoue & Fodor, 1995: 23, (21))

Inoue and Fodor (1995) suggested that readers of this string would initially adopt the
interpretation that a student is extremely kind, which, upon encountering the second noun,
they would revise to the alternative interpretation that his/her sister is extremely kind. Taking
these studies’ findings together with those of this dissertation, we suggest that head-finality
could be a key factor in determining when unforced revision is possible. Further research is
needed to test this proposal, particularly research examining the processing of head-final
constructions cross-linguistically.

Our proposal that head-finality may be a key factor in the availability of unforced revision

is in line with the proposal that the parser exploits a tentative attachment strategy to process
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head-final sentences in Japanese (Mazuka & Itoh, 1995). In such a strategy, performing any
single revision is not costly, but a more complex revision process can become highly costly,
for instance, when it involves lexical ambiguities, multiple revisions, and so on. According to
this view, revising the initial N1 association analysis to the N2 association analysis in the
processing of head association ambiguity should have little cost for the parser. In contrast,
revising the incorrect N2 association analysis to the initial N1 association analysis would be
more costly due to the involvement of multiple revisions, which would explain why readers
experience difficulty in the process. The tentative attachment strategy can also account for
Aoshima, Phillips, and Weinberg’s (2004) observation that readers easily revised an initial
main-clause analysis to the alternative embedded-clause analysis, which would be a single,
low-cost revision, but experienced greater difficulty adopting the initial analysis again by

revising the incorrect alternative, which would be a more complex, and more costly revision.

What triggers unforced revision?

The question remains of why the parser performs unforced revision to consider the N2
association analysis at the N2 even though it does not have to revise the initial, grammatically
viable N1 association analysis. What factors trigger unforced revision? We examined the
relative frequency of the two structural analyses in Chapter 7, but the results did not show a
bias towards the N2 association in the analyzed corpus. Therefore, structural frequency cannot
explain the preference for the N2 association analysis as a result of revision from the N1
association analysis.

An alternative possibility is that unforced revision takes place due to processing strategies
driven by head-finality such as the tentative attachment strategy (Mazuka & Itoh, 1995)
discussed above. According to this strategy, the parser actively attaches the incoming material
(e.g., N2) to the structure under construction (resulting in revision from the “tentative” N1

association analysis to the N2 association analysis), and evaluates the current analysis as it
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receives further incoming disambiguating information. Thus, revision from the N1 association
analysis to the N2 association analysis follows a natural course for processing head-final
structures.

Another possibility is related to general structure-building mechanisms for Japanese RC
sentences. Specifically, these may include a tree lowering operation (Sturt & Crocker, 1996).
In such an operation, the parser first associates the N1 with the preceding RC as in (8.3a).
Upon encountering the genitive case marker attached to the N1, it pushes down the N1 to the
modifier position, creating a complex NP headed by the N2 as in (8.3b). Finally, the parser

associates the N2 (i.e., the complex NP) with the RC as in (8.3c).

(8.3) a. Associating the NI with the RC (N1 association analysis)

/\

RC N1

[doctor-NOM palpating]  girl

b. Pushing down the N1 to a lower branch of the tree (unforced revision)

[doctor-NOM palpating] girl-GEN

c. Associating the N2 (i.e., the complex NP) with the RC (N2 association analysis)

T

RC N1 N2

[doctor-NOM palpating] girl-GEN brother
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On this view, as illustrated in (8.3a-c), the parser initially considers the N1 association
analysis at the N1, then applies a tree-lowering operation resulting in what we have called
“unforced” revision, and finally considers the N2 association analysis at the N2. If this is the
case, it follows that revision from the N1 association analysis to the N2 association analysis is
a natural transition in the processing of Japanese RCs with head association ambiguity. The
implication is that the N2 association analysis may not necessarily reflect syntactic revision in
the sense of the RaLLR hypothesis.

Note, however, that both the tree-lowering view and the tentative attachment strategy
would always predict a bias towards the N2 association analysis. Such a prediction would not
be consistent with the results of our Experiment 3, which suggested that the parser may not
consider the N2 association analysis in some cases, such as when the N2 is impossible as the
RC head noun. Hence, we have to discuss what parsing models can capture the fact that the

parser considers the N2 association analysis at some times but not at other times.

What unforced revision tells us about parsing models

The parsing models of particular interest to us are of the two types we discussed in
Chapter 1: the serial modular models and the ranked-parallel interactive models. What does
our finding of unforced revision tell us about these models? First, we discuss our results in
terms of serial modular parsing. Serial models assume that the parser entertains only one
analysis at a time. Our results suggest that the parser considers the N1 association analysis
initially at the N1 and then revises it to the N2 association analysis at the N2. Furthermore,
our results imply that depending on the animacy information of the N2, the parser does or
does not consider the N2 association analysis at the N2. This implication is not consistent
with the “deterministic” serial parser view, which assumes that only one analysis can be
considered at any ambiguous region, following parsing principles insensitive to

lexico-semantic information such as animacy. Alternatively, the “probabilistic” serial model
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(Lewis, 2000) assumes that at an ambiguous point, the parser can consider one analysis at
some times and another at other times, according to the probability of each possible analysis.
Such a model could therefore account for our finding that reconsideration of the RC head
noun from the N1 to the N2 sometimes happens, unlike the “deterministic”” models.

Modular models assume that different kinds of information are used at different times
during the construction of a syntactic analysis and the initial stage of parsing is driven
exclusively by syntactic information. Our results suggest that the parser’s on-line
consideration of the N2 association analysis at the N2 is driven by other kinds of information
than syntax or grammaticality, because revision from the N1 association analysis to the N2
association analysis is syntactically not required. Moreover, the parser’s consideration of the
N2 association analysis depends on the animacy of the N2. These findings suggest that the
parser’s on-line construction of the N2 association analysis at the initial stage is dependent on
lexico-semantic information such as animacy. This is inconsistent with a “syntax first”
modular parser like the strictly staged Garden-path Model because animacy is a different level
of information from syntax, and thus assumed by such models to have no immediate impact
on the initial stage of parsing.

Second, we discuss our results in terms of ranked-parallel interactive parsing.
Ranked-parallel models assume that more than one analysis is considered simultaneously, and
the most motivated analysis is ranked most highly. Our results imply that after the N1
association analysis is considered at the N1, the N2 association analysis is ranked higher at
the N2 compared to the N1 association analysis. Thus, reconsideration of the RC head noun
from the N1 to the N2 reflects such re-ranking.

Interactive models assume that multiple sources of information are used during on-line
consideration of the analyses. Our results suggest that because the initial N1 association
analysis is perfectly grammatical, sources of information other than grammaticality are

involved in the parser’s consideration of the N2 association analysis at the N2. Relevant
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sources of information are suggested by Predicate Proximity (Gibson, Pearlmutter,
Canseco-Gonzalez, & Hickok, 1996) and Main Assertion Principle (Traxler & Frazier, 2008).
The N2 is the head noun of the complex NP with the N1 as an adjunct. Therefore, compared
to the N1, the N2 is both linearly more proximate to the main predicate and informationally
more important to interpret the main assertion, i.e., the content of the main clause. Based on
such characteristics, these principles make the RC more likely to modify the N2 than the N1.
These interactive accounts are also in line with our finding that the parser’s consideration of
the N2 association analysis at the N2 is dependent on the animacy information of the N2. Our
results can be explained in this way: the parser considers the N2 association analysis at the N2
by interactively using various kinds of information in addition to the syntactic information
during on-line processing.

In conclusion, our finding of revision from the N1 to the N2 association analysis in the
processing of Japanese RCs tells us that, in a plausible model, the human language parsing
mechanism must possess three characteristics. First, it permits unforced revision (i.e.,
syntactically not required consideration of an alternative analysis). Second, it is probabilistic
(i.e., at each point, possible parses are evaluated according to their probability). Third, it is
interactive (i.e., on-line evaluation of each possible parse is based on multiple sources of
information available at the point in question). Our results do not provide grounds for a
decisive conclusion as to whether serial or ranked-parallel models are more plausible as the
human language parsing mechanism, because our results do not refute the possibility of a
“probabilistic” serial parser. These three characteristics, however, are all consistent with a
ranked-parallel interactive parsing model. Hence, our results, along with those of a number of
recent studies on sentence parsing (see Chapter 1), help make the case that a ranked-parallel

parser is more plausible, than a serial parser, to account for human language parsing.
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8.4. Summary

In this chapter, we have discussed the results reported in the present dissertation and argued
that the human language parsing mechanism permits unforced revision, contrary to the RaLR
hypothesis, and is driven by probabilistic and interactive processing. As one possible reason
that unforced revision is observed in rather limited cases, we have proposed that head-finality
might be a key factor in the availability of unforced revision on the basis of cross-linguistic
evidence from English as well as Japanese. We have also discussed the possibility that other
factors such as the tentative attachment strategy, the tree-lowering operation, the Predicate
Proximity, and the Main Assertion Principle could be involved in the availability of unforced
revision. Finally, we have argued that our results may be captured better by the
ranked-parallel interactive parsing models, which is in line with a number of recent

psycholinguistic studies on sentence processing.
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CHAPTER 9

CONCLUSIONS

9.1. Introduction
In this concluding chapter, we first summarize the dissertation’s major findings. We then point

out some limitations and offer suggestions for future research.

9.2. Findings

The goal of this dissertation was to explicate the mechanism of how people comprehend
sentences (i.e., the mechanism that we call the parser), with a particular focus on head
association ambiguity in Japanese relative clause (RC) processing. The previous research on
this phenomenon has shown that Japanese comprehenders initially show a preference for N1
association analysis at the N1, but eventually prefer the N2 association analysis at the end of
the sentence. These studies have provided clear evidence for comprehenders’ initial
commitment to the N1 association analysis, but little information about the time course of the
process in which the parser arrives at the N2 association analysis. The present dissertation
therefore investigated the time course of the N2 association analysis as well as the N1
association analysis by examining four research questions through a series of off-line and
on-line experiments and a corpus analysis. First, an off-line questionnaire experiment
(Experiment 1 in Chapter 4) examined Research Question 1: Can the parser choose the N2
association interpretation based on the coherence of the whole sentence? The results
suggested that the parser does establish the N2 association interpretation based on the
coherence of the whole sentence, particularly the relationship between the RC and the main

clause verbs. Second, two on-line eye-tracking experiments (Experiments 2 and 3 in Chapter
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5) investigated Research Question 2: Can the parser consider the N2 association analysis prior
to the end of the sentence during real-time processing? The results of Experiment 2
demonstrated that the parser considers the N2 association analysis at the N2, and those of
Experiment 3 suggested that the parser does not necessarily expect the N2 association analysis
in advance, that is, at the genitive case marker attached to the N1. Third, two on-line probe
recognition experiments (Experiments 4 and 5 in Chapter 6) tackled Research Question 3:
Can the parser consider the N1 association analysis at the N1 initially when both the N1 and
the N2 association analyses are available at the N2? The results of Experiment 4 demonstrated
that the parser establishes the N1 association interpretation, which is based on the syntactic
analysis in which the N1 is associated with the RC, by the end of the sentence. On the other
hand, the results of Experiment 5 implied that the N2 association interpretation, based on the
syntactic analysis in which the N2 is associated with the RC, might take longer to construct
and establish, compared to the N1 association interpretation. Finally, a corpus analysis
(Chapter 7) examined Research Question 4: Do RC production data show a structural
frequency bias towards the N2 association? The results from the analyzed corpus showed no
bias towards the N2 association, suggesting that structural frequency cannot motivate revision
from the N1 to the N2 association analysis, and therefore other factors must be involved in the
parser’s reconsideration of the RC head noun.

We have argued that, taken together, these results support four conclusions. First, revision
that is syntactically not required exists in human language parsing. Such unforced revision is
clear evidence against the Revision as Last Resort hypothesis because the initial N1
association analysis can be maintained in terms of grammaticality, but our results showed that
it can nevertheless be revised at the N2. Second, the parser’s reconsideration of the RC head
noun from the N1 to the N2 is consistent with the tree-lowering operation and the tentative
attachment strategy. Thus, revision from the N1 association analysis to the N2 association

analysis at the N2 is in accord with a natural way of processing head-final structures such as
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Japanese RCs with head association ambiguity. Third, unforced revision is observed
cross-linguistically but in rather limited cases. Because unforced revision appears to be
limited to the processing of head-final constructions such as head association ambiguity in
Japanese RCs, head-finality may be a key factor in its availability. Finally, our results are
consistent with the parsing models that posit a “probabilistic,” not “deterministic,” serial
parser; a ranked-parallel parser; and an interactive, not modular or strictly staged, parser. The
results suggested that at the N2, the parser maintains the N1 association analysis at certain
times such as when the N2 is impossible as the RC head noun, and considers the N2
association analysis at other times such as when the N2 is also a viable head noun. Such a
manner of proceeding can be captured as “probabilistic” serial processing but not as
“deterministic” serial processing. The results of the parser’s reconsideration of the RC head
noun during on-line parsing can be captured as re-ranking in ranked-parallel processing, and
such reconsideration can be motivated by interactive processing, but not by modular
processing. On this basis, we argued that a ranked-parallel interactive parser captures our
results better than a serial modular parser, which is consistent with a number of recent studies
on sentence processing.

In conclusion, the way we comprehend sentences, that is, the human sentence parsing

mechanism, includes the following characteristics:

(9.1) Characteristics of the human sentence parsing mechanism
a. Itdecides on its final interpretation based on whole sentence coherence.
b. It permits unforced (i.e., syntactically not required) revision.
c. It interacts with syntactic head-finality of languages or constructions in a language
to apply such operations as unforced revision.
d. It employs the tree-lowering operation and the tentative attachment strategy in the
processing of head-final constructions such as Japanese RCs with head association

ambiguity.
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These characteristics should be further examined along the lines suggested for future research

in Section 9.3.

9.3. Limitations and Suggestions for Future Research
This dissertation’s demonstration of the existence of unforced revision in human language
parsing leaves a number of important problems for future research. What follows is a series of

suggestions for further studies, considering the limitations of the present dissertation.

Suggestion 1: Examine what factors other than head-finality are involved in the availability of
unforced revision.

In this dissertation, we have found that unforced revision is involved in the processing of
head association ambiguity in Japanese RCs. Based on this finding, we expect that such
revision can be observed in equivalent phenomena in other head-final languages and
head-final constructions as well. That is, it should be possible to observe both on-line
preference for the N1 association analysis and off-line preference for the N2 association
analysis in head-final languages and constructions. For example, Korean has a corresponding
construction with the same word order (RC+N1+N2). In Korean, however, it is reported that
the N1 association analysis is preferred in off-line experiments (e.g., Kang, Speer, &
Nakayama, 2016; cf. Jun, 2003, for the off-line N2 association preference®’). Chinese is a
head-initial language with the same word order as English (i.e., subject-verb-object), but it has
a parallel construction (RC+N1+N2) to the Japanese ambiguous RC. In Chinese, the N1
association analysis is preferred in off-line experiments as well as on-line experiments (e.g.,
Shen, 2006). Against our expectation, the experimental results from Korean and Chinese are

not consistent with unforced revision. Note, however, that the RC structures are different in

37 No relevant on-line data from Korean were found in the literature. If the N1 association analysis is
preferred on-line and, as Jun (2003) reported, the N2 association analysis is preferred off-line, we
could argue for unforced revision in the processing of Korean as well. Hence, RC head association
ambiguity in Korean is worth examining with on-line techniques in future research.
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Japanese, Korean, and Chinese. In Korean, a special ending attaches to the RC verb, which
signals that the clause in question is a RC before comprehenders encounter the N1. In Chinese,
a relativizer follows the RC, which, again, tells comprehenders that the current clause is a RC
before they reach the N1. In Japanese, there is neither a relativizer nor a special ending on the
RC verb, and consequently comprehenders have no way of knowing that the clause in

question is a RC until they encounter the N1. These language-particular characteristics may
affect the availability of unforced revision. RC head association ambiguity with head-final
word order, RC+N1+N2, in other languages than Japanese is worth (re-)examining to narrow

down the factors motivating unforced revision from the N1 to the N2 association analysis.

Suggestion 2: Investigate whether unforced revision is observed in the resolution of other
relevant kinds of global structural ambiguity.

As we have discussed, unforced revision is found not only in head-final Japanese but also
in head-final constructions in head-initial English. Despite this cross-linguistic evidence, such
revision can be observed in rather limited cases. If unforced revision were available in every
global structural ambiguity in a head-final language or construction, we could always observe
the on-line preference for the initial analysis and the eventual preference for the alternative
analysis. As discussed in Suggestion 1, however, unforced revision is not supported by the
results from studies of RC head association ambiguity in Korean or Chinese. We also pointed
out that the RC structures in Japanese are different from those in Korean or Chinese.
Therefore, a possibility remains that while unforced revision exists, its availability can be
blocked by the characteristics of particular languages or constructions. The examination of
different kinds of global structural ambiguity, other than Japanese RC head association
ambiguity, would contribute to narrowing down the factors involved in the availability or
non-availability of unforced revision. For instance, left/right-branching modifier ambiguities

examined by Inoue and Fodor (1995) for Japanese and Fodor and Inoue (2000) for English are
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worth investigating further from the perspective of unforced revision.

Suggestion 3: Investigate whether the predictions of the unforced revision hypothesis are
borne out in other head-final languages and constructions.

We have proposed that head-finality may be a key factor in the availability of unforced
revision. If this is the case, then unforced revision should be observable in other relevant
head-final languages and constructions. As discussed in Chapter 8, unforced revision is
observed even in head-initial English when the construction being processed is head-final
such as the recently divorced bishop s daughter, which is consistent with this prediction. As
discussed in Suggestion 1, however, unforced revision is apparently not involved in the
head-final RC constructions with head association ambiguity in head-initial Chinese or
head-final Korean, which is not consistent with the prediction. Further cross-linguistic and
cross-constructional examinations of the unforced revision hypothesis would contribute to
explicating the universal and language- or construction-particular nature of human language

parsing.

Suggestion 4. Investigate the validity of the serial and ranked-parallel models of parsing by
making use of the RC head association ambiguity phenomenon in Japanese.

In the present dissertation, we have not been able to tease apart the serial and
ranked-parallel models of parsing. Our study was the first to use a (post-sentential) probe
recognition technique to examine RC head association ambiguity in Japanese. If we can
design a relevant (intra-sentential) probe recognition task, the two models could be teased
apart. Serial models assume that only one analysis is entertained at a time, while
(ranked-)parallel models assume that more than one analysis is considered simultaneously. On
these assumptions, the two models make different predictions about which analysis the parser

would consider at the point of the N2. Serial models predict that the parser considers either
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the N1 association analysis or the N2 association analysis, but not both, at the N2, whereas
parallel models predict that the parser considers both the N1 and the N2 association analyses
at the N2. A reading task that presents a probe recognition task immediately after the N2 could
test these predictions.*® Serial models predict faster response times to a probe word related to
the N1 association interpretation, compared to a non-related word, when the N1 association
analysis is considered but not when the N2 association is considered. Parallel models always
predict faster response times to related probe words because at the N2, both analyses are
considered. Serial models also predict faster response times to probe words related to the N2
association interpretation only when the N2 association analysis is considered. Meanwhile,
parallel models again predict faster response times in both cases. Testing these predictions

could tell us whether the serial or the parallel models are more plausible.

38 Recall that in the present dissertation, we were not able to obtain evidence for the parser’s on-line
consideration of the N1 association analysis at the N1 because our experimental manipulation did not
work as intended. An intra-sentential probe recognition task might be able to address this issue. If the
parser considers the N1 association analysis at the N1, it should show faster response times to a word
related to the N1 association interpretation, compared to a non-related word, when the word appears
immediately after receiving the N1. Furthermore, if the parser expects the N2 association analysis at
the genitive case marker attached to the N1, faster response times should not be observed when a word
related to the N1 association interpretation is presented immediately after the genitive case marker
appears. Examining these predictions is an intriguing direction for future research.
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Appendix A
Target Stimuli in Experiment 1

Conditions (a) and (b) correspond to the Causal and Neutral conditions, respectively. (Items 6,

11, 12, 13, and 15 were excluded for use and analysis.)

Item numbers Conditions  Stimuli

1 5 A TR DR DB 3T LT,

R A T2 B DR E N E - T,

fifl L7 R FEOZEE N X,

il L 72 FOHE B DA N,
W o 7o EOHRE D T,

o 7o EDOFEN Z S0V,
EEZ L7 R O H - 7=,

L L7 WEOHE N T L,
FHIE - 7 B O EH DNENTZ,

IR > T2 BB DEFENRK ST,

B LTt B DO ENREAT,

RIh LIz d B o E N E - 72,

I A TERHRRZE DFREER D3 AT LTz,
A TERIIRE ORREE Y L o~ oz,
RS TAKEN OFE LD E - 72,
AT T ARFEN DTt LM T,
BT BREOFENRE T,

BT BRI TR LTz,

KB LT BURR OeFamzx A L AT,
KA LU T-BUAR OFmE 1T LT,
FADLEEEZOETANMIEY LT,
F A LT BEZDOET VRN,
WEATEEZRRAND 7 7 VB L AT,
AT ERRAND 7 7 T T2,
J&E) LT ATE DT A RN,
J&E) LT ATRE DT A R AR,
KAG Uit B OEIR AR L,
JAG Uit B OEIRFRES LT,
T L7 RIEED e B3 HIA AT,
PP L RIEED =23 - 7=,
B2 o T RAE D@ER 2N 2225 LT,

Bh 7o T2 RAE D@ ER DS RAT L7

10

11

12

13

14

15

16

o O & O & o 0 o v O 0 o Y o v o v o v o 8 o v o v o e o v o e
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Appendix B
Norming Study I (Experiment 1)

What follows is the instructions to the respondents for the questionnaire used in the first

norming study (Norming Study I) in Experiment 1.

EAEL!
K4 (FEZRBH)

ROLXDERBZETHDLN (VDY) %2 6 B THE L T 7Zan,

1 [2RZE TRV —2 [ZE TR —3 [EE0nEE2ITHY TRV
—4 TELEEMEE2IERYTHDL) —5 Y THDH] —6 [&THLHYTH
5 |

U THEFEHOTHATEZTIIEIN,

BIZIE, [DEB S NEERAT, ] 252 TSN, BEEED X5 it i<k
HOELNL LNEREAN, EHEATEHVETEA, Z0HE, FHliz1 T4
REHE TV 12725 TL X9,

Pz X 572X H0 ET0, ELL0HRRYLTHLINEHBT50 Tt U
T 1 SCT O Z G PEZ T LT 72 &0,

Item example:

M LD

1. | BEEER AT, 1 2 3 4 5 6
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Appendix C
Norming Study II (Experiment 1)

The following is the instructions to the informants for the questionnaire of the second
norming study (Norming Study II) in Experiment 1.

'H IR 2
K4 - (FEZABH)

ROHRFEDOT (HKHE ASHEF B) ICHRBEREH 5008 5 & 6 Bl T
WrLT<7Zan,

1 TESREERBEIR A 20 ) —2 TIRERBERD 2] —3 TE 560 EF FRR
BIERD 2] —4 TEL 6 FIFXRREREH L] —5 TRREREH D]
—6 T THRRMEBRLED D]

U T HEFEHOTHATEZ TSN,

Bl I, HkFEA GEIELZ) > HRFEB B L) 28512 TEEN, [HEig
L7zl T HEEELZ) 2o Z&iZide i, Zo8A, FHii1 T2RK
RBRD 72 I BHTL X D,

=L 22T RH 0 T2, ELOOHNREREGRNH 502 1§ 2 0 Tid/s
<, AR 17 FOMSTIC KRR A HIB L T 72 &0y,

Item example:

HiskE A > Hek$ B [R]85 BEAR 0D |

1. | TizA77] e L7 1 2 3 4 5 6
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Appendix D

Target Stimuli in Experiment 2

Conditions (a), (b), (¢), and (d) correspond to the N2-association incompatible +

Nl-association neutral, N2-association incompatible + N1-association typical,

N2-association compatible + N1-association neutral, and N2-association compatible +

Nl-association typical conditions, respectively.

Item
numbers

1

Conditions

® o0 O ® A 60 o & A 60 o v o 60 o v oA o0 o e o 60 o v o o6 o e

Stimuli

}

BENEE SITH LEl> TW D DEO L RENS BT TR L TV 2,
BENAFE ST LEI> TV SILA DL FGEN BT TR L TV 5,
BENESE SICH LE> TWDMEO L RKENKRT MITIE > TN D
SN AEFE S LEI> TWAPANDLKENRT AT > TN D
NATA KRB LD ESFIRERLTWDLIDEOMNREETE TV,
NAHAL KRB L H ELBRLTVWBY 7T —FOMiNHE THE TV,
RAHA RRE L 9 EEBIRLTVBDEDHAEERTA—L LT,
RAHA RRB D EASBIRLTNDY T —ROUi SR TA—/L LTz,
I—FRBEI THE L TV 2 DEOLTENBIENE TR > Tz,
a—FRFE THRIE L TV 5 ERFOLENBIER CTHFo T,
A—F BB THE L TV 2DEOITEN ©F A8kl L TV,
I—FPHES CHE L TV SR ERFOLEEN BT AT LTV,
BRI E STV DI T A DMEDBRNFRETRF L TV,
BERAI A E SR DT TV D B FRADENFRTREEL T,
BG4 E ST D DU TW D DMEDBRDNEE TR Tz,
BEEMIN A F ST D DT TO BB T 2ADRMPEE TV T,
ERfiS 7z o 7o Al LTV 20D R THEW LTz,
ERfiN Tz o 72 Al LTV 2 BEDOLRTEIETHEW L T,
ERIN T e A2 L T 2D H DB FFTUo L& LTV,
RN Tz o To A fie L CO B BE DB T TLo L LTz,
FREFLHE D LB CHM L TV DD E DR B BIFITH T TN D
CE N LTI L TVD T A RAOMRPBFICTHINT TN D
EE M LBSETERM L TP DR A FIZBEL TV 5,
DEBLELETEM LTOWBET A RADHRBH A TIZEEL TN,
HENDSE SITARVEED TP L OB A RE TIEN L TWD,
A E SIZARVEED TV D K FRAEORNRE TIMEN LTV D,
BN E SIZABNEED TV DD DHENIHLTHE SR L TN D
BN E SIZEBVEED TV D ZFmEDH PP THE SR L TV D
HHFEE D E SITEBEDIL T TNV ID L OB EPFFEE TR L TV,
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HHFEEDESITEEDIL T TV DO REDEGENPFFEE TR L TV,
HHFEE D E SITEBEDIL T TWDOD LD ER A ThiFIZ > Tz,
FHFE DN E SITAEDILT TV D KREDERENR A TRFIZE - Tz,
VEZ N ER TR LT3 BRI AT L T 3,

VEZE 3 & Tk L TV 2R OHE RS RIT L T\ 5,

ERNER CTHEHR L TODBOMRN T — L F = 7IZEHNT T D

VEZ D Ew Tk L CODmEE OWERNRT — A F = 7T TV 2,
THA T —NEBHTHE LT BMEDTLH 7 PR T/ A LTV,
THA F =D HBEFTCLE L TWDBFOLh / BEER TV A LT,
THPAF—PREEHTTHELTCOIBMEOTS )RV 77 TEZETY LTV,
TYPAF—PHEFTTHREL TCWDHFOILH /RN 77 TRZHET Y LTV,
IENRD XD ESE L TWD B0 LRINEETE TV,

MIENRD X9 ESE L TWAEITEDZ ERINAETE TV,

BENL X O ESHE LTV EMOL ERINT A7 THENL TV,

REND & 5 EA4EH L TWLEITEOX ERINT A7 THRNL TV,
HFEMEETH L T D BHOENT /3— M TRELL T,
HIFEPEETHL TODEEE OENT 78— N TR L Tz,

FIEAEE THI L TV D B THIE L T,
HFEDEETH L TV D AEEEH OB THIEL Tz,

BRPRF v B TH LTV RMEDITH LR E—F TR T,

R F v B T LTV EERGFEEDOITLH LIS E—TF TN TV,
BENF vy B THLTWDEMDILH LA A L TRATWE,

RDPF v B T L TWIEERGEEDOITH LIS b L TRATVE,
BhEERASBEN TREDUE D TV B 2 DHETIRA T,

BhPERR S BEP TREONE D T D U df D A B B TR A TNz,

BFERRSBEN TREDE D TV D LD BN FTH S LT,

BhPERR 3 BEN TRENE D TV D IEIR DR BB~ FTH LT,

THBI LA E SITAHE) LTV D2 ERIDSRERAE COEL L Tz,

B 123 F SITERB L TO D45 D RIS IRAE T/LE L T,

B LY E S4B LT D&MD ERIDS K TR LTz,

B Y & S4B LT D85 O BRI R CTRGH L Tz,

GHEMMNTZ o725 TFY T L TN D EMEDENZ AT TR > Tz,

BRI IZ 2125 FY T LT DAEEDERZA TR > T,
FHHERIN T2 o725 FYE T LTV DD Ry R T o T,
HEMMPTZoT2ATFY T LTV DREEDENy N THZb o> T,
HIEFNRG L ) ESRAZI L LTWVDHIHADTELRHPETABEL TWD,
HIEFNRG L ) ESRAZI L LTVHAIEREDOTFELRHPETABE L TWD,
HWIRFERL LD EARAEI LLTVDMADTFELN Y — FTIELR N TWND,
HIRFERL LD EABAEI LLTVDIREDTFLELN Y — FTIELR TS,
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BREEE B AN L T > TW DI ADBF3 0 A F1ZB-> TU =,

BREEEE AN L Tl > TW D BB E OB F230 A Z1TBk> Tz,
N7 7 =B a—ATENEI L TSR ADREBIENR LA N T 2 THRA TN,
ANT 7 —=NA—AZEAF LTV DF YT 4 —DREN LA T U THRATVZ,
AT 7N a—AGEAE L TV DA DB ENNEICOE TV,
INT 7y —=Na—RHNE L TWD F v T ¢ —DBRIEDPNAICOET N,
HENRE THBEL TV DI ADEEKIENR~ v a  TRET LTV,
HENRZE THEAL TOLHRROEKNEDR <2 a U THT LTV,
HENKAE THBEL TV DI ADEKIERT =7V THEIRY LE S EoT,
MEP/RDR THAL TODHREDEHNENT -7V TREIRY LE STz,
FHELENS E SICEBERR L TODMEDOR LM EL TN D,
FHEENE FE SITHFEIER L TV A READORLAHINCEFE L T 5,
RS E SICHEREBR L TO A EORLNBEEICEL TV,
LA E SITHEEER L TO A KEADR LN EIRITEZA TV D,
AT NAZ TR L TV DR LOBREZL ETREAL T,
NAT2UMAEDFTHRE L TOBETAOBNEZETHREAL TV,
HA T2 VINALDHTERE L CODEOB N EE T > T,
HATGVNALZ A THRE L TODET VOENEE T > T,
MRENTZ T4 ML TV D FEORLZAMLIZIBE Y LTV D,
RN T o125/ L TV DS NOBW L A#HEIcEE D LT D,
RN -T2 A F L T L HFFEOHRLNES THAL TV D,
BREED TS T2A R L TS NOR LS TR L TV D,

B LREE TRFONNT TO 2 HFEORBN L TEf L T,

RE LREE THFOT TO 2 EEO BB TS TEd L T,

RE L DREE TIFONNT TO 2 HEEDBEBIAEH TR LT,
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Appendix E
Norming Study I (Experiment 2)

For the first norming study (Norming Study I) in Experiment 2, the following instructions
were used for the questionnaire.

ZOEX, AE~OZTHIIH VN E D TINET,
ZHEHRT-OFFEENIEZN DS O TIEIH Y WA, HE TE DIV E A IS
IR, FTEREREARTHIBRICIIEATITORE, HRI-OTTA N — %R ET
HZEF—UHY £HA,

i el
WEHLT, XONFICHEASNT IROERNICE 2 T &0,

i%-

IR EBEREINTOEHE LTS IEI N, B2 0T THhWET AN, IEfMEICHE
Af<téw

2. piAEZ TG, ZIROERIZEE LT ZSN, —DODOBRIEZERA T, TR~
7V w7 LTLIEEN,

(LLF, 1&20#03ELTY)

HEE

B, MExHz TRD ) R A3 S 72T SN, =279 —NEEXTLEVWET (7
— A WIEFIZEN e 72> T LEWVWET),

GRE-T RS 270V v7 LTCLESEHER. Bolzlmo Wk~ 2317
w7 L, HEZFHITTIZIW)

UTAHT 60 fHH D £,
REDLOERMICEE Lk 6, TEE) 270 v 7 LTIEEN,
MEF A LE L) LHEDL, EFICKboTzZ &2 £,

Item example:

252D SN LEl > TW B DD L KGED T CR%E LTV 5,
BN Ak SIZHEH LE S TWADITEHETT 22

DA

R E
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Appendix F
(Norming Study II) in Experiment 2.

Norming Study II (Experiment 2)

The following is the instructions used in the questionnaire of the second norming study
ZIEATLTES W,

b, 76O EFGATWIEIEE | [l 2 DICNEIT 5 FWN ENIZTEE
WZHVHE DD, DFEVIMEIZ LK C D00 (A 2 T1 ) (&< i

BTV ~ 5] (ETHHIAITHD) OSEBETIEEL W& ET,

B2, [NAEEFERANZRZ/RL TS, ) BETHMBNZLEES725 5]
FIBI 2T, N AEIEFEDTRATHE A FHE L TV D) e < il
MThRVWEE-S726 [1] Z28ATIEIN,
1156 50T, BERMICEARALRLME) XOICRETHILEITIHY A
(A CETRRHFICEL ELNTHENEVERTA), bEVMETIC, TXHETER
< EJETHIE L W2 kit ¢,
EIELALLLBBENLET,
B =YL ok b, #RHT, BHOS—JIEELRV T &L,
Item example:
1. BERESFINTDFEEELEI-> TV,
< HMYTRY 1 2

4 5

ETHIMMTH D
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Appendix G
Norming Study III (Experiment 2)

What follows is the instructions used in the questionnaire for the third norming study
(Norming Study III) in Experiment 2.

b, 52D [YDZ] Lo AGama ZEnicil&EEd, [YDZ) L)
REUZITWAWARBEHMRDNH Y 2 370 (B2, [EOFE] ThiuX, [MERFT
ALTWDHE], EPBETERE], ERBREEZHY L TWAE] L), AEIXIN
NI ThHDHZ EnoRE LT IRRAEN &2, T1) (AReTiwv), 2] (&
FNZENDNTEIRTIT AW AS,) ENHARETH D), 31 (mANTE VDN TZH R
IR CH D) O 3EMTHEL TWeEE £,

Bl ZIX, Ttk 7 o —@EiET) B, LEThoHr ¥ 7 v —@EiT, DF 0 Lotk
Z 7 —iBERTF, LW FERE L CORN AR L E oﬁ%FSJ%LAT<té
WV, FeBIzE, TBE0E B, BHETHDLIE, o0 BRI, W oREE L
TORNAHE TN EH o726 T1 ] ZRATIESWY (ZO%HE, BRIV T,
ZDONDIG, LW BEHMRIZZR S & EWET),

15 30T, BRIPICEARARLES XHICEET 20 TH D THA
(FUETFNRFICE < fFEONLTHENEVERTEA), FEVHKET, TXEHETERL
B CHIE L QW2 i, EoFLALLBEVWLET,

MEE . RS Likbo B, %05 E-> THMRE L2V TS0,

Item example:

1. MEO L KE

[Fk% & L CTRMRE T/aL kL LTHMRTE % [ & L COMRPERTH D
1 2 3
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Appendix H
The Results of the First Three Regions (Experiment 2)

Table H-1 shows the means (and SEs) of the four measures in each of the first three regions in
Experiment 2, and Table H-2 the results from the best-fit LME models.

Table H-1: The means (and SEs) of four eye-movement measures in the first three regions

(Experiment 2)
Measures RC Subject RC Adverb RC Verb
police-NOM right now searching for
First-pass (with regressions)
N2-association incompatible + Nl-association neutral 309 (22) 323 (21) 367 (23)
N2-association incompatible + Nl-association typical 282 (19) 310 (19) 378 (27)
N2-association compatible + Ni-association neutral 339 (21) 316 (15) 351 (20)
N2-association compatible + Nl-association typical 334 (26) 303 (23) 362 (23)
Regression-path
N2-association incompatible + Nl-association neutral - 406 (28) 450 (29)
N2-association incompatible + Nl-association typical — 418 (30) 472 (34)
N2-association compatible + Nl-association neutral — 411 (32) 463 (30)
N2-association compatible + Ni-association typical - 398 (28) 468 (27)
Second-pass
N2-association incompatible + Nl-association neutral 248 (44) 408 (77) 514 (72)
N2-association incompatible + Nl-association typical 346 (67) 477 (83) 558 (84)
N2-association compatible + Nl-association neutral 287 (56) 450 (72) 629 (86)
N2-association compatible + Ni-association typical 311 (65) 410 (78) 520 (82)
Regressions-out
N2-association incompatible + Nl-association neutral — 0.15 (0.03) 0.14 (0.03)
N2-association incompatible + Nl-association typical — 0.20 (0.04) 0.15(0.04)
N2-association compatible + Ni-association neutral — 0.14 (0.03) 0.14 (0.03)
N2-association compatible + Ni-association typical — 0.17 (0.03) 0.15 (0.03)

Note: A hyphen (-) indicates data irrelevant for the sentence-initial region.
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(continued)

Table H-2: The statistical results from the best-fit models for four eye-movement measures in

the first three regions (Experiment 2)

Measures RC Subject RC Adverb RC Verb
police-NOM right now searching for
First-pass B SE ¢ p B SE ¢ B SE t p
(Intercept) 305.87 22.80 310.36 18.88 362.32 21.53
N2Compatibility 39.31 19.01 2.07 .04* -8.81 14.09 -0.63 -14.55 17.31 -0.84
N1Typicality 14.20 17.63 0.81 12.68 14.08 0.90 -11.89 18.11 -0.66
Interaction -9.67 35.67 -0.27 -3.91 28.15 0.14 3.76 35.76 0.11
Regression-path SE t p B SE t B SE t p
(Intercept) — — 403.40 28.11 462.41 24.13
N2Compatibility — - - - -9.06 21.67 -0.42 5.65 23.87 0.24
N1Typicality — — — — -0.61 21.65 -0.03 -13.99 23.87 -0.59
Interaction - - - - 22.56 43.29 0.52 19.83 47.75 0.42
Second-pass B SE ¢ p B SE ¢ B SE t p
(Intercept) 298.11 56.33 435.87 78.20 555.18 78.75
N2Compatibility 2.32 32.99 0.07 -12.49 40.64 -0.31 38.76 42.66 0.91
N1Typicality -61.19 54.21 -1.13 -14.49 40.64 -0.36 32.34 42.66 0.76
Interaction 74.21 79.01 0.94 108.56 81.29 1.34 153.80 85.32 1.80 071
Regressions-out  f SE  z p B SE  z B SE z p
(Intercept) - - -1.86 0.21 -1.93 0.18
N2Compatibility — - - - -0.08 0.11 -0.72 -0.01 0.11 0.12
N1Typicality — — — — -0.15 0.12 -1.34 -0.05 0.11 -0.48
Interaction — - 0.04 0.11 0.37 0.01 0.11 0.05

Tp<.l,*p<.05, **p<.01, *** p<.001

Note: N2Compeatibility stands for N2-association Compatibility and N1Typicality for
Nl-association Typicality; a hyphen (-) indicates data irrelevant for the sentence-final region.

There was a main effect of N2-association Compatibility for the first-pass reading times in the

RC Subject region. As for the marginally significant interaction of the two factors for the

second-pass reading times in the RC Verb region, the simple effect of N/-association

Dypicality was marginally significant in the N2-association compatible conditions (f = 54.70,

SE=29.17, t=1.88, p = .06), indicating longer reading times in re-reading this region when

the N1 was neutral than it was typical . The simple effect was not significant in the

N2-association incompatible conditions.
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Appendix I:
Post-hoc Norming Study (Experiment 2); Norming Study I (Experiment 3); Norming
Study II (Experiment 3)

The following instructions were used for the questionnaires of the post-hoc norming study in
Experiment 2 and the first and second norming studies (Norming Studies I and II) in
Experiment 3.

Inb, 76O ETATWZEE, lx DXHRET LFNN ENLZTERECHHZ
I DEVIMPIZEE L DS (RE) 2, T1 ) (&<HRETRY) ~ 5] (&

THHTHD) OLSEBETHEL W& 9,
Bz X,

[NZERETF R ANAZFERL TV D, ] B e THMM7Z L o726
4 ST
1

ETHHMMYITH D
2 3 4

(5] ZOTHATLIEEY, 021X,

BTN E Bot= b,

ARG ATRATHE AL T L0 ) 94
2 < HREYTen

LTHIEITH B
1] 3 4 5
1) Z#OTHAT EEW,

(THAE T

1~5DRFIT, EHIICEARALRE) KO ICRET2LEIIH Y A (R CEFE T
WL EPNTHEPEVEREA), HFEVMETIC, TEXLHRTRESEETHE L TWeZirh

LHZELALL BEVNLET,
[EE 1 ~—TUan<l ok b, Hixic

HIO~N—DICRELANTL S0,
fEE 2 —ERA LELOIEENE LRV T E S0,

B3 HHETED O RRETOE BTSN,

Item example:

—
I
bl

A5 E SICEOMAREE LIS T 5,
4 < P TR
1

ETHIRTH D
4 5}
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Appendix J

Target Stimuli in Experiment 3

Conditions (a), (b), (¢), and (d) correspond to the N2-association impossible + NI-association
neutral, N2-association impossible + N1-association typical, N2-association possible +
Nl-association neutral, and N2-association possible + N1-association typical conditions,

respectively.

Item Conditions  Stimuli
numbers

1

}

BENSFE ST LEI > TWSDEDHERN T A R a—THlY Rifsini,

BENSFE ST LEIS> TWDILADHERN T A R a—THlY Bifsini,

BRNESESITER LTV EDEOWENRT A R a —TRY EiF bk,

BENESESITEA L TWDLADHERRY A R a—TIRY Lifoii,

RAHA RRE L9 EEBIRLTVBDED A=Y r—ZANATHENIZ,

WNATA KRB LI ESFRERLTNDY T —FDA—Yr—ARETHEN T,

NW2TFA RHRE £ 95 ES RS TWDDED A=Y r— 2N TR,

NRAHA KRB I ELRESTNDEY T —RDA—=Y r—ANATHENIZ,
A—FPEES THRE L TWOPEDE v 7 R EREITTIRER AT,
I—FRBEG THRE L TS LEFOE Y 7 U RERTRERAT,
I—FPREEGTRNBO TODLDEDOE v 7 o RERTRERAT,
I—FPEFEE TN TNDEERTOY v 7 BN ERTRERAT,

BGHATNE F SISV S TV B DEDHIRA R TR TV 5

HGERINA E SIZRE Y DI TV B HAEDOHIIRP N TRIL TV D

BGEAN A F SITHAR TV D MEOHIIRH TR TV D

BGEAIN A E SITRAR TV DB F2AEOHIIRPH TR TN D
BRI 2 o T2 A flie LT 20 o MR8 2 Ciliam STV D

RN 2 o T2 4 flie LT 2 BE O MRS 2 Tl STV b
ERID -5 72 AR L TV 2D HO MBI A FE THlm S LTV D

BRI T2 AR L TV BEOMRM A FE THEm STV D

ERERLH M LB THA L TV DD DS T L BIZB - T,

CED LB TEM L TWET A FAOEENT L BB Tz,

CENLEE TR TW DD HDMERERT L BB TV e,

CE N LB TR TWE T A RILVOEERT L EICH S TV,

HHRS E SIZABVEED TV 2D L OB BIE N HEITHE D T,

HHRN E SIZABVEED TV D K FEEDOE BN HEITHE D TV,
HHRS E SITAFEEIC L TV 2D R OB EE N HEITHE D T,

AN F SITAFEEIC L TV D E A AEDEER BN HEICE D T,

FHTENEIIZAEDILTTVDIDLZDOHTENA v F—F > N TAR ST,
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FHTENEIIZAEDILTTVDIREDHTENA v F—% > N TAR ST,
AN E SICAEL TWBDLOARENA v X —F v b TAB ST,
FHEEENE SICAH L TV A REOHRENA V¥ —F v hTAB ST,
VEZNER CTHAR L T DB TEERT TN LE LT,

EZ N EF CHR L TV DMET O THEENT —TANLE DT,

EZNER TROD TV DI B HEERT — TN LE LT,

EENREF TROD TV LMEE DO HTHEENT —TANLE DT,
THAF—NEEHTHE L TWDBEO Y o B3 EE TR,

TYA F—DFEFTTHRE L TWDHFO/Y a2 R E TN,

FWA F—RNHEBFT TS TOD B/ 2 RS TR,
THAF—PNEEFTHESTOEBTO Y a U BNEE TR,

KN DL LD EEBLTVWEBEBMEOT A NERD AT TE=F—INTWND,
BN L X O ESHELTVWDEITEDT A BERI AT TE=F—SNTN5D,
BN H LI ESERL TOWAEMEOT A BNERI AT TE=F—ShLTN5,
BN LS ESERL TWDHITEDT A BRI AT TE=F—IhTW5,
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HHEMEZETH L T D BHOIREENIEE BICEI LTV S,
HHAEETH L TV L EREE OIRENES BICEAIN TN,
HHEMEETHES LTS BHEORENIES RICEIM N TN D,
HEMEETHES LTV A RREE ORISR ICE T D,
BENRX v B TH L WD LB RN CREEIZ /2 - Tz,
HWRENRX ¥y B TH L TV D RERGE B O MSEN THE-EIC /2> T,
BENF ¥ B TIED TV D LEOEZR RN CREREIZ /2 - Tz,
HWENRX ¥ B TIED TV D RERG B O NEN THE-EIC /2> T,
BOPERMSBEN TREOUE D TV D DR RN ZMIT B T biviz,
BEERASBEN TREOUE D TV D AEIR ORI Z AT R 1T H ATz,
BIFERRISBEN TER L TV D e DR FE BT iIT vz,
BhEERABEN TR L TW D IR OB SN ZAITE T bl

HBIERE SITARBI L T 2 ZMEDIRIRAN T o XD Tz,

THBE L8 & SIZA R L TO D HHE DR AT > 212 H T,
THBI LR E SITABE LEI TO D LMEORRN T o FIHH Tz,
B2 E SIZAER LIl TW D KR DI~ T & FI2H B T,
BN 51245 F Y T LT D EMEDRIEMARIZE BT,

BRI T2 o124 F YT LTV HAEEORIEMDERICHE BT,

BRI T2 o 125 EA TV D LEDORIER D RICHE BT,

FA N T o T2 AT A TV D BB ORIERSRICIE D 72,

HIEFNRG L ) ESRAZE I L LTWVHIHADIRLIBOREREICH B TV,
HIEFNRG L) ESRAZ I L LTVAEREORIBOBEREITH B TV,
HIRFRD £ 5 EABIEL T AR ADIRSENPERIZHD TV,
HEIEFAD L O EABIEL TV IREDIRDFBVAEEITIH D TV,
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BRETEE DSBS Tk o TV D I ADBARDHUFEA EF b Tnd

BRI 3 BIG Tl > TV S BB O B ABHLICHEZ EF b T d

R R N B TRV DI A DB ARBHLUCHEA EIFbh T

BRI 3B TR T D BB O BRI BT b Tn D

I T 7 =B a—AEAEI LTSI ADIETF 23— MIENTH o7,
N7y =N —RHNE L TWDF v T ¢ —DE TR — MIBEWTH 7,
ANT 7 =R A=A L TE TN DWMADIEFLS I — MIENTH T,
ANT 7 —=NA— AL TETNDLIF YT 4 —OEFAT— MZEVWTH ST,
HEMA R THB L TW DI ANDORIERFHNT S b EicihoT,

HRBHAE THAL TWDHREDORENENT S b3l oT,
R AR THGEE L TOW DI ADRRIEARFHNT S b EicioT,
R E TERE L TW D REORESHENT ) b3l o T,

FHENSF SICHEREB L TO DD XA —Y RN THEATWD

FrE LA S E SICTEREREM L TOAEKBEAD A=Y PR THILTVD
FHINLSESITEE L TODMEO A=Y RRTIHEN TV D

TRV E SITER L TODIKEAD A=Y B THNATVND
AATZUWAZVF TR LTS EDHRRN =2 — A THLNI R o7,
NATGZUVMABZ VAT L TWDET LORIN =2 — A THL NI o T,
AT WAZ A TOHEL L TV AR EDORKN =2 — A TH M o7z,
HAATGZUWAZVFTHR L TNDET LDRRNB =2 — A THLNI R o7,
BRI 124 F LT D HFEOFMEBIEFFITHR S,

BENTZ->T=45 B L TODHE NOFHDEFETIR S iz,

RN T o TSR TV D HFEDOFMAFFFICTIR STz,

RN T2 o T ST TV D N DT JEEEICTIR S 47z,

RE LAEBETHEONT TW D FEDOKRER X FITEIIL TN D

B LREE TFFONT TO 2 EEOKRR RN FITEPN TN D
RELBEETRAD TV D HFFEOKBRRFITEINL TN D
RELBEETRAD T DREBOKERRFITEIPNL TN D

W
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Appendix K
The Results of the First Three Regions (Experiment 3)

Table K-1 presents the means (and SEs) of the four measures in each of the first three regions
in Experiment 3, and Table K-2 the results from the best-fit LME models.

Table K-1: The means (and SEs) of four eye-movement measures in the first three regions

(Experiment 3)

Measures RC Subject RC Adverb RC Verb
police-NOM right now searching for/

paying attention to

First-pass (with regressions)

N2-association incompatible + Nl-association neutral 393 (37) 345 (18) 448 (30)
N2-association incompatible + Nl-association typical 394 (33) 334 (18) 424 (24)
N2-association compatible + Nl-association neutral 330 (31) 372 (28) 389 (25)
N2-association compatible + Nl-association typical 401 (33) 355 (25) 376 (23)
Regression-path
N2-association incompatible + Nl-association neutral - 466 (33) 535 (39)
N2-association incompatible + Nl-association typical - 450 (30) 522 (41)
N2-association compatible + Ni-association neutral - 479 (41) 456 (32)
N2-association compatible + Ni-association typical - 469 (41) 458 (33)
Second-pass
N2-association incompatible + Nl-association neutral 291 (53) 389 (59) 377 (54)
N2-association incompatible + Ni-association typical 286 (54) 366 (50) 385 (54)
N2-association compatible + Nl-association neutral 310 (52) 443 (65) 407 (53)
N2-association compatible + Nl-association typical 354 (72) 479 (59) 420 (58)
Regressions-out
N2-association incompatible + Ni-association neutral - 0.16 (0.03) 0.10 (0.02)
N2-association incompatible + Nl-association typical - 0.16 (0.04) 0.12 (0.04)
N2-association compatible + Nl-association neutral - 0.15(0.03) 0.09 (0.03)
N2-association compatible + Nl-association typical - 0.17 (0.03) 0.11 (0.03)

Note: A hyphen (-) indicates data irrelevant for the sentence-initial region.
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(continued)

Table K-2: The statistical results from the best-fit models for four eye-movement measures in

the first three regions (Experiment 3)

Measures RC Subject RC Adverb RC Verb
police-NOM right now searching for/

paying attention to

First-pass B SE ¢ p B SE t p B SE ¢ p
(Intercept) 364.86 31.38 34798  21.30 405.92 23.84
N2Possibility -21.69 23.87 -0.91 26.05 15.28 1.70 .09t -56.39 22.81 -2.47 .017*
N1Typicality -39.88 24.34 -1.64 11.48 15.29 0.75 21.03 16.35 -1.29
Interaction -74.47 48.06 -1.55 -1.29 30.60 -0.04 -14.09 32.68 -0.43
Regression-path S SE ¢ p B SE t p B SE ¢ p
(Intercept) — — — — 459.85 3550 489.15 33.65
N2Possibility — — — — 1422 29.74 0.48 -75.06 25.17 -2.98 .003**
N1Typicality — — — — 8.88 2851 0.31 6.23 25.18 0.25
Interaction — — — — -14.40 55.64 -0.26 -20.51 50.33 -0.41
Second-pass B SE ¢ p B SE t p B SE ¢t p
(Intercept) 310.40 57.66 419.19  61.18 397.38 52.09
N2Possibility 43.18 30.00 1.44 83.68  31.66 2.64 .008** 32.89 45.40 0.72
N1Typicality -19.64 30.00 -0.65 -6.83 31.66 -0.22 -10.18 31.65 -0.32
Interaction -49.73 60.01 -0.83 -59.69 63.32 -0.94 -5.88 63.31 -0.09
Regressions-out S SE  z p B SE z p B SE  z p
(Intercept) - - - - -1.86  0.19 266 029
N2Possibility — — — — -0.01 0.11 -0.13 -0.06 0.14 -0.46
Nl1Typicality — — — — -0.06 0.11 -0.53 -0.01 0.23 -0.05
Interaction — — — -0.04 0.11 -0.35 -0.01 0.14 -0.07

Tp<.l,*p<.05, **p<.01, *** p<.001
Note: N2Possibility stands for N2-association Possibility and N1Typicality for N/-association
Typicality; a hyphen (-) indicates data irrelevant for the sentence-final region.

For the RC Adverb region, there was a main effect of N2-association Possibility for the
second-pass times, indicating that the participants took longer to re-read this region in the
N2-association possible conditions compared to the N2-association impossible conditions. As
for the RC Verb region, there were main effects of N2-association Possibility for the first-pass
and regression-path times. Note that in the RC Verb region, different lexical items were used
between N2-association impossible conditions on the one hand and N2-association possible

conditions on the other.
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Appendix L

Stimuli in Experiment 4

Conditions (a), (b), (¢), and (d) correspond to the experimental sentence + word related to the
N1 association, experimental sentence + word non-related to the N1 association, baseline
sentence + word related to the N1 association, and baseline sentence + word non-related to

the N1 association conditions, respectively.

Item Conditions  Sentence Word
numbers
1 a LNDGER CTHE L7 BYEOI BB A T IZBe-> T e, LA
b LNDGER CTHE L7 BYEOI BB A T IZBe-> T e, HER
c WNTAF 2T =T ARFRIZE—LENT B, FETS
d WNTAF 2T =T ANRFRIZE—LENT B, Hii Bk
2 a ELE NME BN O PEBIEZ D THERL TV, AT
b BB PNEBISHANE LD FRMNEI Y THA TV, Tk
c FEAEBICHEMRIZT LB RO LN, AT
d FEAEFICHEMRIZT LB bR LN, 9k
3 a TRH 2D LD MW DEDIEF D3 IRICE TN, R
b TRH 2 AN LD MW DEDIEFDIRICE TN, JtH
c MEETT 2 FLABBEIZTA Aa—b—Z@EAT, R
d BIKIECTY =4 PUARBERICT A ZAa—t —&#AT, gt H
4 a BT ENROTH LIZEROFMNT LETAKRINT, R
b BT ENROTH LIZEROFMNT LETAKRINT, p&(s
c ANV ATIEERBEIAUCTF I V&l -T2, ik
d ANV ATIEERBEIAUCTF I V&l -T2, XAk
5 a AT M bR Lo im AND SRS BN NS o Tz, (AN
b AT M bR Lo im AN SRS BN NS o Tz, SRR
c FEEERITE R 2580 TSRl & 2 i 7, (AN
d FEEERITE R 2580 TSRl & 2 i 7, SR
6 a WIS N & LIZBFFEDO/RY 2 U RIREICH > Tz, H
b Wt ISNT=2T B & L2 BFHEDONRY a U RIREIZH - Tz, 5L H
c B CRBOLE BTV FER LT, T
d R CEBCE N AT ER LN, 5EH
7 a FEBILRNSHWNIEH LIz O BB R TIOE - Tz, ST
b FEBLLRV o EWITHEE LoD FZ B0 R I > TV, Bk
c R TN EFICFREE ST, RET
d R TN EFICFREE ST, i)
8 a KBEDKREE R T OF TR T ADOXKEANE CHEEE -7, SESE
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10

11

12

KENKBBERT DT IR TLOERRRANE TCHREETE o7,
RERTHRE LR ALICB b bR 2 H 2T,
RBEETRELEARbLAICE bbb 2T,

TRAEF DO L < FEHE U 72 2B B O Rl 2N RS CTHEf L C U e,
TRAEF DO L < FEHE U 72 2B B O Rl 2N RS CTHEf L C U e,
BEXTT =T 4 AMBTANMIRU T Ly MEIRST,
BESTT =T 4 AMBTA NIRRT Ly MEIRST,
HHREHE S Lo Z < Eih Lo iR ETOREHE 13 7 P AT L Tz,
HHFEHE S Lo Z < Eih LI iR ETOREHE 1 7 P AT L Tz,
WEERICHT AL B Y BRI I 2 I - 72,

WEERICHT AL B BRI 2 I - 72,

FEREAD K WVICHE L2 S EEMOEEREENT v F TOEP,
BEADNKOICHE LR EMOBREREENT v X TOE TV,
[ S ot AN I DA el

[ S ot AN I DA el

U MMBINL RN T2 LB AD Y T —BNT=NF HEANTE T,

o

3

m

A

U MMBINL RN T2 LB AD Y T —BNT=NF HEANTE T2,
RS TEEAENBEECIEREZETONT,
RS TEEAENBEECIEREZETONT,

E

0 0 o ®» A 60 o 0 o 60 o v o 60 o v oo o o
%

AN
K
AN
NI

%

CE

iy
EHE
iy
Pt
T
Pt
)
e
I
e
I
il
it
il
it
=
Hisk
=
Hisk

The following is filler sentences (the asterisk indicates that the word in question is a non-real

word). These fillers were also used in Experiments 2 and 3.

Item

numbers

O© 0 3 &N U b~ W N =

—_ = = =
w o= O

Sentence

ZOBWRZILE T AL — AR RIETEIC OV THIZE L TO 2 < SRR R h o 72,
FlRIN AT ITHD ImWOIXEE R Z O B2 BTz &0 9 THHTE,
FHREPLMEE=ZDBR VAN T U fToTeNEDLTHIZEDRN T,

BT 2 2 OFARR 3D B A T2/ B Y H U CEEZ R LT,
ZORFFIZE ZMTIC BB FRITHERENTRERI AV AR HHN TV,
ZOWRNEFRENCEONTEEELIHTBES TH > T,
KEITHHEEEZFLWEIZELH LEBHESTZLOEE L TLENE STV,
Ry TNABRKNCHFFREES SN2 e Eiiicii- 7o,

D EENEFDENFREIRA TS VIR ESLLHA L TV EBEAICE T A L,
FLEBITET N D OUIENF ORICBLONERLAR L TN L2 LTz,
ERAEDH T NS T A RIVIZEWVITRTZDEIB L 2D Z N TE o Tz,
AEFER Z LICEARFAEEPHERICERZINVTHRTREHEITZ LTS,
THEIFR B T2 TEGEZEN7Z - 7o PR ATHERE S CTIEBIRRIC Ao 72,
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14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

BRECRAEBERICTZ VAL —2FT VALY — R TETHRTE,
RAEEPBEEIZAE—F DR EZ BN TIES L o2 Ui,
o7z Z LICZDOEREITFRZENTLE 27,
BOFN=a—FTNDNRA 7% LoLAODTNDLDOEJERNBRL TV,
WS 7R S D > THEBFTOLR 2O 72,

IRFRm Y 7 AZ— " /NFEZEDRETHENoT,

FIRBEDBRUCAY OFEF L2 S TR TR LT,
ZOFEIIER T /83— N T2 E > OB HE 20 ERERRITE 2 72,
ARy M THMFICAZ v 7R amEE L2 LR T LE TR S,
BEOLLANT =T NIHA R D LS5 HIIET R TE R o7,
JERNZERNE M LD TIEEMIENE BB EL AT LE T,
BLOoNRNN—THWRTZ XA DEEZHN OLIZFE LT T,

EX T FE OMBEOBRICB LIERNAZ T 4 v A N—va vk Lz,
BOFERICKEZDAED VA LV ORFREND Lo TRBEDO—RERAT,
ZOBEILH DBUERE DL E G S TV AN ENITHEL TV D
FEDARN—=YF v AL =I5 GPHEMR 2 L L ® Ui,

THHFTE RGP SN DERNIHEE R T S S ERE DT,

XY A ANEPRTEERRL > TRICDO THEENBELEAT,
TAAPETTLESTZDOT, FELRBLVHLAUILNENE S DT,
iz LT DIXHE R > BN D IR 2 AE S T DIZABANTZ 572,

TR VAT =PBIEIC A, TR afio T I ERD L) T L,
b HOETHEBOP TRPENEIRDBADBNANE F o722 LIZEWT,
FEPRRISRAMMPITH i E BIFD 2 & 2R LT,
FEENEAEDNSIEZ A L ERHREICERE L CLE -T2,
BAPNRRICESFHARICBWV W EBEWE LERATT T,

BRH3E & FE 2 720 K 9 ICRBL & CTHEEMZR IR 2 Faflc HE LT,
FHE-DITAEARBEPEEZ VLD & W) AR T—E L7,
FWBINIZIE A TR o TWE 3 m DI REIC 2 2 0o T,

2 =B TRTERE L2 OIFAMOFEERLZNRRZITR L TE UanoT,
FROREN LT REBEIZEAER B REINEES -7,

WHEN 7 0 — 7120 BiZE D a— F &2 2 L8 LICTAT 72,

FHEIIHPSEFEDO LM Z R A LTc L B o 72) ERICEE Sz,

Va vy EENTEICLRICHYE S E TEATHIT -,
E B BRIV A B OIITE T2 ERRAICR VBB E oo T,
T ELPRBE TR OITHEITL RO Z L2 L o T,
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Appendix M
Norming Study I (Experiment 4)

What follows is the instructions used for the questionnaire in the first norming study

(Norming Study I) in Experiment 4.

ZOEE, HE~DZH LDV N E D TENET,

ZHEHRTDEFEEANZND DO TIEH Y £ A, TE THE S AV IE NG BT
(CHD, FELEFRREARTHEIIZEATIT O R E, HRIZOT TA N —%2R2ET
22 EF—UIHY FHEA

AR

N EFEAT, TORNRNDEDRERZY ) (BEITEZVGELD) Z5EMTHEL T
<TEEWY,

(BFEZEZVESD) 5 4 3 2 1 (BT Z 0 ERW)

f1) (RN Ky 7—FREefx7-] = [5]
[ROBrpf A EiR L= = (1]
FIE :

L. IBERSNEORGE LTS, BRZNT THOHOEEAL, IS
ATLTZE 0,

2. BHHEATZD, 5~1DORET, XONENEOREBRFITE Z V1550 & HE
LTLIZEn, —DOBREZRERALT, R~ 27V v 7 LTSN,

(LT, 1&2080ELTY)

HEE

A R TRD ) RZ ARSI 2N TL SN, 27— CLEVWET (5
— A NIEFICEN L o TLENET),

FA-TIRD #7 Vv 7 LTLESTEHAIE. BozBEmo [k~ 23 <27
Vw7 L, BE&EEHIT T

LIIEET 2B £3, (15 5RETEKDY £7)
HEDOXDOEMIZHE K26, [EEF] 2270 v 7 LTLEEN,
MAIZZFLEkLE LTz EHED, ERICKboT2Z &2 7,

Item example:
RADGhgs THMEEZLE LT,

EOREBREIIHZIVELINE S ERETHIEL TSN,

5
4
3
2
1
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Appendix N
Norming Study II (Experiment 4); Norming Study III (Experiment 4); Norming Study I
(Experiment 5); Norming Study II (Experiment 5)

The following is the instructions in the questionnaire used for the second and third norming
studies (Norming Studies II and III) in Experiment 4 and the first and second norming studies
(Norming Studies I and II) in Experiment 5.

ZOEE, HE~ODZH DN E D TINET,

ZHEHRTDOFFEEANZND DO TIEH D £ A, THE THR O AV E NG R
(CHD, FLEFRREARTHEITIZEATIT O R E, HRIZOT TA N —ZRET
DT UIHY FH A

AR

LEaGAT, TOMEEBAB LT LT, FBESNDHEN EOREHLE LT W E
SEET, TEXAMRYFBBREIHELTLLIEEN,

(ETHEMALLTV) 5 4 3 2 1 (ETHEBELIZCW)
il (G D3 7K 2 i UL Z AL T2

- Dky = 1T5]
[HEDIN KB T2 |
N 9K | = M1 ]

FIE :

1. j(z’ﬁ%ﬂ?éh?’: HERFEA LT IE& N, B 20T THEWER AN, EfEICHE
JoC< 7R,

2. AKEZTH, 5~1DORET, HEINT-HEN EOBREHA LT WVINE,
TX5HRVFRCHTELTLIEEY, —ODBRBEEEAT, TR~ 27V v
7 LTLTEEN,

(LT, 1 & 200K LTT)

HEE

[, Mo TRD ] RY ISV TL 723, 27— EETCLEVWET (5
—ZBIEFICEN 2 2o T LEWNET),

B-oTIRD #27 Vv 7 LTLESTEAIE. BozBEO Kk~ 23 <27
Vw27 L, BEZFHTTIZIWN)

F7o, TEHIRVENRGITT, R L THEEELITT-o TS,

ST 150 flld V) £9,

BOXDOERIZEIZE LK T6, [RE] 227V v 7 LTLLEEN,
MEEZFELE Lz LHES, EFICKDTZ LI £,

Item example:

WA THMEZ B LT,

e 23, XOARZBBE LI LT, EOREEB LT WA 5 BEETHEL T
<TEE,

— DN W A~ Wn
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Appendix O

Stimuli in Experiment 5

Conditions (a), (b), (¢), and (d) correspond to the experimental sentence + word related to the
N2 association, experimental sentence + word non-related to the N2 association, baseline
sentence + word related to the N2 association, and baseline sentence + word non-related to

the N2 association conditions, respectively.

Item Conditions  Sentence Word
numbers
1 a LNDGER CTHE L7 BYEOI BB A T IZBe-> T e, il
b LNDGER CTHE L7 BYEOI BB A T IZBe-> T e, EF|
c WA TAT 2 U =T ZAREEIZE— L ENT BN, il
d WNTAT 2 V=T ANRREIZE—LENT T, 5]
2 a R NEEICHARTE O FENIZI Y THAL TV, PRI
b R NEEICHARTE O FENIZI Y THAL TV, AT
c FEAEBICHEMRIZT LB RO LN, PRI
d FEAEFICHEMRIZT LB bR LN, AT
3 a RG2S LD Z AW DEDIRF D3 RIZEN LTV, U7
b TRH 2D LD Z AN AFEDIEFRICE T, RS
c BIRIETY =4 PUARBRICT A ZAa—bt —&#AT, N7
d BRETY =4 FLVARBRIZT A Aa—t —&@EAT, Hr s
4 a BT ENROTH LIZEROFMNT LETAKRINT, R
b BT ENROTH LIZEROFMNT LETAKRINT, WEAF
c ANV ATIEERBEIAUCTF I V&l -T2, TR
d ANV ATIEERBEIAUCTF I V&l -T2, BEfF
5 a AT M bR Lo im AND SRS BN NS o Tz, e
b AT M bR Lo im AN SRS BN NS o Tz, L
c EERIZEE D TSR E 2 i 7o, 4 B
d EERIZEE D TSR E 2 i 7o, L
6 a WIS N & LIZBFFEDO/RY 2 U RIREICH > Tz, 34
b Wl NN 5% LTe BARAED Y a v N REIZH - Tz, IHETTER
c MR CTBOCE N AT T ER N, 4
d MR CTBOCE N AT ER LN, IETER
7 a FEBLLRVoEWITHER LoD FZ B0 R I - Tz, Bk
b FEBLLRV o EWITHEE LoD FZ B0 R I > TV, ElibES
c R TN EFICFREE ST, BREE
d R TN EFICFREE ST, i
8 a KEBKREERT DT TR T AVOXEANE THEETE -7, HIK

183



10

11

12

The filler sentences were the same as those used in Experiment 4 (see Appendix L).

0 0 o ®» A 60 o 0 o 60 o v o 60 o v oo o o

KENKBBERT DT IR TLOERRRANE TCHREETE o7,
RERTHRE LR ALICB b bR 2 H 2T,
RBEETRELEARbLAICE bbb 2T,

TRAEF DO L < FEHE U 72 2B B O Rl 2N RS CTHEf L C U e,
TRAEF DO L < FEHE U 72 2B B O Rl 2N RS CTHEf L C U e,
BEXTT =T 4 AMBTANMIRU T Ly MEIRST,
BESTT =T 4 AMBTA NIRRT Ly MEIRST,
HHREHE S Lo Z < Eih Lo iR ETOREHE 13 7 P AT L Tz,
HHFEHE S Lo Z < Eih LI iR ETOREHE 1 7 P AT L Tz,
WEERICHT AL B Y BRI I 2 I - 72,

WEERICHT AL B BRI 2 I - 72,

FEREAD K WVICHE L2 S EEMOEEREENT v F TOEP,
BEADNKOICHE LR EMOBREREENT v X TOE TV,
[ S ot AN I DA el

[ S ot AN I DA el

U MMBINL RN T2 LB AD Y T —BNT=NF HEANTE T,

o

3

m

A

U MMBINL RN T2 LB AD Y T —BNT=NF HEANTE T2,
RS TEEAENBEECIEREZETONT,
RS TEEAENBEECIEREZETONT,

E

%

AN
K
AN
NI

%

CE
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