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ABSTRACT

With the growing advancement in the field of Global Positioning System (GPS) technology, the
utilization of GPS in the field of science has increased significantly in the past recent years. One
of the prominent fields which have benefited from the GPS technology is the spatial information
science. Spatial information is essentially a digital data that provides information concerning
location, people and in times their activities as well. In such, the transportation sector is one of the
most benefitted sectors with GPS embedded technology. Whether it is navigation of a vehicle or
tracking, GPS technology has been the front-runner for providing the information which further
helps decision making. However, technology is not just limited to navigation or tracking. In a
recent year, many big cities like New-York and Beijing have started embedding GPS device in the
taxi vehicle to collect traffic information. Such vehicle is essentially known as floating car or a
probe car. Taxi service are ubiquitous all over the world as a convenient way of commuting in big
cities. Bangkok, capital of Thailand, is no exception as more than 100,000 taxis approximately
runs daily in and around the city. As, taxi are operational throughout city, mobility data from these
vehicles can be an asset for governing urban management and planning. Acknowledging the fact,
Toyota Tsusho Nexty Electronics (Thailand) Co. Ltd (TTNET) Bangkok, Thailand has equipped
approximately 10,000 GPS devices onto the taxi running in Bangkok city and surrounding
provinces. GPS device equipped onto the taxis collects spatial-temporal information every 3-5
seconds with approximately 50 million GPS points per day. Speed, direction and taxi meter status
are also collected. Due to the accuracy of GPS, collected data is not always precise and are not
always on the road segment. Primarily, GPS data from these probe taxies are utilized for providing
the traffic information on a major road segment, however utilization of probe data is not limited to
it. The existing literature does shows that there are issues related with the taxi operation in
Bangkok, Thailand whether it is from the driver perspective or it is from the passenger perspective.
Spatial and temporal data are available from the taxi operation from the Bangkok and surrounding
region. These data could be a value asset which could help improve the operation of taxi service
through data mining technology. However, lack of proper data infrastructure management system
could be the hindrance if proper and efficient mining technology needs to be applied. The detail

issue as related is presented as following.



Proper Data Infrastructure Management System: Without proper data infrastructure management
system, the data mining working could be a very challenge task especially when dealing with the
big data volume. Spatial data involving mobility data from the vehicle movement are constantly
increasing. In such cases, how to properly handle the data becomes the primary task before any

other data mining algorithm could be any applied.

Taxi Operation Modeling with Quantitative Data Evidence: The issue with the taxi operation
services are exist as shown from the past literature. However, model to understand the behavior
based on quantitative data evidence are not properly established yet. If the proper behavior model
is not established, it could pose a challenge when dealing with the ways to improve the service

level of the taxi operations.

Taxi Optimization Modeling: The main two fundamental objectives of the taxi business or the
service is to provide good service to the customer or passenger and in turn obtain the monetary
profit. However, from the data evidence it is clear that there are issues related with both providing
good service as well as getting better monetary profit. Taxi passenger are not happy when they are
not provided with the good taxi service or when they are rejected to the service itself. On the other
hand, taxi drivers are not getting enough passenger. Though the situation is ironic in nature itself,
the problem does exist. One of way to minimize the issue is to optimize the operation of the taxi
service. The optimization method as proposed will have ability for the driver in which driver can
choose passenger depending upon the passenger origin and destination as well as available demand
in the region. Optimization model is to provide recommendation to taxi driver which passenger
would be better to choose and which not through mobile application. The hypothesis behind the
model is that when driver have ability to choose the passenger then passenger rejection would be
drastically minimized as well as choosing passenger would give driver some degree of freedom on
how monetary profit could be improved. In addition, optimizing route for efficient taxi operation
also plays an important role determining how much profit the driver can make by reducing the

operation cost on fuel as well as its maintenance.



The main objective of this research is to help improve taxi operation in Bangkok region through
quantitative data analysis from the GPS probe data from taxi. The overall objective is subclass as

following

e Develop the data infrastructure management system for big mobility data handling and
operation.

e Develop the taxi simulation model of the taxi operation for the Bangkok and the
surrounding region

e Develop the optimization model for the improvement of the taxi operation

The objective is designed to address the issue for taxi operation in Bangkok which would provide
the taxi driver with assistance that would increase the income, reduce the working hour in turn

provide better service level for the passengers.

The research task starts with the development of the data infrastructure. The data infrastructure is
further categorized for handling probe data and road network data. Bangkok taxi survey is also
conducted for the data preparation. Finally, a data platform namely Horton Data platform is
developed to handle the big spatial dataset. The second research task includes taxi simulation
model. The simulation model is constructed with multiple variables that are derived from the GPS
probe taxi data. The third and the final task includes the optimization of the taxi operation based
on proving assistance to the taxi driver to improve the overall taxi operation in the Bangkok and

the surrounding regions.

The first part of the research is dedicated to analyzing various map matching techniques that can
be utilized efficiently and accurately for big GPS dataset. Road network for map-matching is
obtained from the Open Street Map (OSM). OSM road network is cleaned for topological error
like floating links, pseudo nodes using spatial operation on PostgreSQL. Total of 1,107,798 road
link feature is extracted for Thailand which is converted to Well Known Text (WKT) for using in
map matching process. Map matching is performed considering road geometry, topology, and
connectivity. The simplest geometry operation for matching operation is buffer operation which

finds line segment from GPS point within buffer distance. However, identifying optimum buffer
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distance is difficult as point accuracy and complexity of the road link is different at various
locations. Hausdorff distance matrix is applied for topological operation by taking consecutive 4
GPS points. The Hausdorff distance matrix measures degree of similarity between road link
geometry with the line segment geometry created from 4 consecutive GPS point. Topology
operation improved the accuracy, but its accuracy could be compromised near the road intersection
where consecutive GPS point lies between different road segments. Finally, probabilistic approach
in which both geometry, topology is considered along with new parameter of road link
connectivity. The probabilistic approach is performed using Hidden Markov Model with
Hausdorff distance matrix. Distance matrix provided road link candidate of GPS point for which
initial probability, measurement probability and forward transition probability is measured, and
GPS point is matched with road link. Accuracy assessment for all the map matching technique is
performed for various cases such as ‘single and multiple lane road’, ‘road intersection’ etc. As
mentioned, both data as well as road link are very huge, computation time is a critical factor for
efficient every operation. A distributed computing platform for large scale data which utilized
Hadoop/Hive is used for all computation involved in map-matching operation. The result obtained
is labelled GPS data, based on road network, which is utilized for accurately map traffic
congestion, improve taxi operations through optimizing taxi routes. By using OSM road networks,

the techniques could be replicated and implemented for other country where OSM is available.

The second part of the research is dedicated to model the taxi operation in the Bangkok. Taxi
behavior is a spatial-temporal dynamic process involving discrete time dependent events, such as
customer pick-up, customer drop-off, cruising, and parking. Simulation models, which are a
simplification of a real-world system, can help understand the effects of change of such dynamic
behavior. An agent-based modeling and simulation is utilized, that describes the dynamic action
of an agent, i.e., taxi, governed by behavior rules and properties, which emulate the taxi behavior.
Taxi behavior simulations are fundamentally done for optimizing the service level for both taxi
drivers as well as passengers. Moreover, simulation techniques, as such, could be applied to
another field of application as well, where obtaining real raw data are somewhat difficult due to
privacy issues, such as human mobility data or call detail record data. This research describes the
development of an agent-based simulation model which is based on multiple input parameters (taxi

stay point cluster; trip information (origin and destination); taxi demand information; free taxi

vii



movement; and network travel time) that were derived from taxi probe GPS data. As such, agent’s
parameters were mapped into grid network, and the road network, for which the grid network was
used as a base for query/search/retrieval of taxi agent’s parameters, while the actual movement of
taxi agents was on the road network with routing and interpolation. The results obtained from the
simulated taxi agent data and real taxi data showed a significant level of similarity of different taxi
behavior, such as trip generation; trip time; trip distance as well as trip occupancy, based on its
distribution. As for efficient data handling, a distributed computing platform for large-scale data
was used for extracting taxi agent parameter from the probe data by utilizing both spatial and non-

spatial indexing technique.

The last and final part of the research work focuses on the optimization of the taxi behavior model.
For the case of optimization scenario is considered i.e. how the driver pick up the passenger. In
this scenario, driver have the ability to choose which passenger to pick and which not to pick. The
reason behind of having driver choose the passenger is that the refusal rate would decrease
drastically. This does not guarantee that all taxi driver is willing to server the customer. However,
if certain number of taxi are not willing to server the customer, there will exist other group of
vacant taxi driver that are willing to serve the customer making the demand and supply

theoretically in the state of equilibrium unless demand out run the supply.
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CHAPTER 1

INTRODUCTION

1.
1.1 Background

With the growing advancement in the field of Global Positioning System (GPS) technology, the
utilization of GPS in the field of science has increased significantly in the past recent years. One
of the prominent fields which have benefited from the GPS technology is the spatial information
science. Spatial information is essentially a digital data that provides information concerning
location, people and in times their activities as well. In such, the transportation sector is one of the
most benefitted sectors with GPS embedded technology. Whether it is navigation of a vehicle or
tracking, GPS technology has been the front-runner for providing the information which further
helps decision making. However, technology is not just limited to navigation or tracking. In a
recent year, many big cities like New-York and Beijing have started embedding GPS device in the
taxi vehicle to collect traffic information (N. J. Yuan et al. 2013). Such vehicle is essentially known
as floating car or a probe car. Taxi service is ubiquitous all over the world as a fast and convenient
way of commuting in big cities. Bangkok, capital of Thailand, is no exception as more than
100,000 taxis approximately run daily in and around the city. Acknowledging the fact, Toyota
Tsusho Nexty Electronics (Thailand) Co., Ltd, Bangkok, Thailand has equipped approximately
10,000 GPS devices onto the taxi running in Bangkok city and surrounding provinces which
collects data at the sampling rate of 3 or 5 seconds. With such high sampling data, the average
volume of data point collected for the probe vehicle could exceed more than 40 million each day
easily. Mobility data as such location and time from these vehicles with GPS embedded can be an
asset for governing urban management and planning, however collection of data from the massive
fleet of the vehicle could significantly create a bottleneck for handling such big data. A proper data
management platform is required to handle the massive quantity of dataset. In this research, a
cloud-based data management platform namely Hadoop Distributed System (Witayangkurn et al.
2012) and Horton Data Platform (HDP) is utilized to handle big dataset. Spatial data processing,
Apache Hive based query HiveQL (Hive Query Language) developed including Hive UDF (User
Defined Function) and Hive UDAF (User Defined Aggregated Function) is prepared. The



distributed computing platform is not only for large-scale support but also for fast processing,
spatial support and scalable regarding both processing speed and storage (Witayangkurn et al.

2012).

Data obtained from the GPS probe vehicle cannot always guarantee its accuracy. The reason could
relate to GPS measurement device itself or due to the external environmental factors such as signal
obstruction from the high-rise building, multipath error or even ionospheric error etc. Error in
general could simple be the systematic error or the random error (Z. Zheng et al. 2014). Cleaning
of the erroneous data is an up most important preliminary task before further processing can be
made. In this research, multiple map matching operation with the road network provided by Open
Street Map (OSM), is compared together out of which the map matching operation with highest
accuracy is chosen. As similar, road network data from OSM is also affected by the its overall
accuracy. The network data is cleaned for error with performing network assessment and spatial
query and finally topology is validated. As the dataset is large in volume and size the distributed

computing platform comes in great usefulness when working with cleaning operation.

Talking about taxi services in Bangkok, as mentioned there are more than 100,000 registered taxi
running in and around the Bangkok, Thailand and the surrounding provinces (Peungnumsai et al.
2017). However, there are many issues related with the taxi services. The issue is primary
associated with driver’s perspective, passenger’s perspective as well as environmental perspective.
Regarding the issue from driver’s perspective, taxi drivers are working longer hour, however the
income generated does not justifies their working hour i.e. work long hour for less income which
suggest driver are not getting enough passenger. Also, taxi drivers are subjected for high price for
the fuel and gas. On the contrary, passenger’s perspective for the existing issue with the taxi service
is that, passengers are constantly rejected or denied for the service they are entitled to (S. Zhang
and Wang 2016). Moreover, taxi drivers often fix the fare charge to go to the passenger’s
destination place. And finally, with as the environmental perspective, taxi driver tends to work
with the intuition, caring less for the proper routing. If proper routing is not taken it could easily
cause taxi drivers to take more congested road network to go to the passenger destination. Getting
stuck on the traffic congestion means higher co2 emission without any productive means which

directly or indirectly could affect the environment. The optimization of the driver behavior model



could be one of the main aspect that could help address the issue. However, to make an
optimization, a micro level simulation of the driver behavior is required based on the quantitative
data evidence. In this research, an agent-based simulation and modeling is utilized to model the
taxi operation in the Bangkok and surrounding provinces. Agent based modeling, which works on
the state-rule-input architecture (Torrens 2010), each taxi behaves as an agent, interact with the
environment to capture dynamic behavior through reconstructing complex patterns by defined of
behavior rules (Baster et al. 2013). As such, agent described by spatial and temporal parameter
interacts with an environment which in turn provides the sets of behavior rule that directs the

outcome or a goal of the simulation.

1.2 Related Work

With the rapid increase of spatial data everyday it has become more and more important for high-
speed and efficient query on the data. Spatial index, is a data structure that refers to the location of
spatial objects. Spatial index is the vital technique for improving storage efficiency and affecting
spatial retrieve performance of spatial data for which many structure and technical of spatial index
have been proposed and implemented (Wei et al. 2013). Indexing structure SR- tree is based on R-
tree and SS-tree with corresponds to the nested hierarchy of region with utilization of bounding
spheres and bounding rectangles (Katayama & Satoh, 1997). (Francis et al. 2008) Proposed
indexing structure Q-hash that utilizes the concept of a region based Quadtree which is mostly
successful in handling the overlap queries. Moreover, HBSTR-tree supports real-time incremental
trajectory databases in which spatio-temporal R-tree is the principal part, which supports spatio-
temporal range query with Hash table as the accessorial structure (S. Ke et al. 2014). In searching
geometry, (Witayangkurn et al. 2012) looked up in SR-tree to find the nearest polygons which
works on Sphere/Rectangle based searching function. Proper indexing function is required for

faster and efficient implementation of map matching algorithm.

Map matching is the process of aligning a sequence of observed user positions with the road
network on a digital map. (Lou et al. 2009) proposed ST-Matching considers the spatial geometric
and topological structures of the road network and the temporal/speed constraints of the

trajectories. Based on spatio-temporal analysis, ST-Matching constructs a candidate graph from



which the best matching path sequence is identified. ST-matching algorithm have found to be
significantly outperforms incremental algorithm in terms of matching accuracy for low-sampling
trajectories. (Pink and Hummel 2008) incorporated road network topology in the matching process
using a hidden markov model with introducing constraints for vehicular motion in an extended
Kalman filter and reconstructing the original road network from the digital map using cubic spline
interpolation. (Newson and Krumm 2009) introduced algorithm based on the hidden markov
model that explicitly accounts for measurement noise and the feasible routes through the road
network. Map matching algorithm uses a hidden markov model to find the most likely road route
represented by a time-stamped sequence of latitude/longitude pairs. The algorithm was tested on
ground truth data collected from a GPS receiver in a vehicle and was found to be robust to location
data that is both geometrically noisy and temporally sparse. However, in vector-based map
matching, the algorithm utilized heuristic method for aligning sequence of observed GPS point on
to the road link segments. The vector-based algorithm searches for nearby links to the GPS points
and if the distance between the projected points on that link and the actual point is less than
matching error the points were added to array of possible map segments. Then map matching point
which was previously identified is used as starting point and next point as the ending point of the
GPS vector (Hadachi and Kibal n.d.). In addition, local path searching algorithm also adopted
heuristic information to reduce search space. The method is implemented by construction square
confidence region centered position fix from GPS that determined candidate matching path and
with vehicle heading and the distances between position fix to links were integrated to match
floating car data to the correct road segment (Chen et al. 2011). An online map-matching algorithm
based on the hidden markov model (HMM) is found to be effective and robust to noise and
sparseness as it focused on two improvements over existing HMM-based algorithms that are the
use of variable sliding window (VSW) method and the novel combination of spatial, temporal and
topological information using machine learning (Goh et al. 2012). (Raymond et al. 2012) also
adopted map matching algorithm which is based on the ideal hidden markov model which used
emission probability, state transition probability with initial state probability to find the sequence
of roads that corresponds to the given sequence of raw GPS points. (Ren and Karimi 2009)
presented a novel map matching algorithm to estimate wheelchair location in sidewalk networks
also based on hidden markov model. The HMM-based map-matching algorithm matches with high

accuracy GPS data to segments based on finding an optimal compromise between GPS data and



topological structure. However, some GPS points still gets mismatched due to failure in
differentiating between the two sides of narrow roads. (Szwed and Pekala 2014) implemented a
new incremental map-matching algorithm, which determine the vehicle trajectory by constructing
a sequence of hidden-markov models (HMMs). In this method HHM state were also corresponding
to a road segment and the sensor reading to an observation in HMM. A look ahead map matching
(LAMM) implemented arc look-ahead which is a common technique in incremental map matching
algorithms, used the road network topology to select future candidate paths by branching out n
number of arcs from the arc that was previously selected for a match (Weber et al. 2010). With
this an interactive voting-based map matching algorithm (termed IVMM) in which a voting
process among all the sampling points to reflect their interactive influence was implemented for
map matching operation in which each sampling point, their candidate road segments were
determined, and for each candidate, there exists an optimal path which is passes through it. Every
candidate will vote for their “best path”, and the global most optimal path was be chosen according
to the voting result (J. Yuan et al. 2010). In addition to the probabilistic approach trajectory
searching and matching was implemented using the Hausdorff distance; which is commonly used
for determining the similarity between two set of point. An incremental algorithm was used for
searching similar trajectories based on the Hausdorft distance in which the collection of trajectories

was represented by R-tree indexes (Nutanong et al. 2011).

Taxi service provides one of the important mean of mobility in the urban population, however, the
services itself is marred by many issues related to both driver and passengers (Peungnumsai et al.
2017). Also, the quality of service provided to the customers by the taxis are subject to the
assurance to the customer which is affected the frequency of the taxi usages as well. It is also
recommended that to improve the confidence level and service level for the taxi services the
relevant governing company should provide knowledge and skill to the taxi drivers
(Techarattanased 2015). Service model developed could enumerate the variable that would
characterized the taxi service (Salanova et al. 2014), which in turn could be utilized for the
decision-making process for the better taxi service operation. In computer modeling, the term
“model” describes the abstract or simplified representation of a real world that is already present
or planned for future. The simulation model is typically defined as a mathematical process or an

algorithm that depends on various input parameters, which when processed with mathematical



expressions will result in one or more than one output, encapsulating the behavior and performance

of a system in real-world scenarios (Abar et al. 2017; Raychaudhuri 2008).

Taxi service simulation is a dynamic process involving changing demand and supply as well as
urban traffic environment which suggests stochastic behavior of taxi services that governs the
movement as well as the distribution of taxis (Deng and Ji 2011; Maciejewski et al. 2016). Taxi
customer bilateral searching and meeting behavior in a network was proposed in (K. I. Wong et
al. 2005), which considered stochastic micro-searching behavior of both taxis and customers when
they are searching for each other based on customer origin-destination (OD). The model featured
location variation in the level of taxi services and stochastic microscopic searching behavior such
that the taxi searched for passenger locally in the network that incorporated Markov chain approach
as a route for which transition probability or the link choice probability was specified by the
customer pick up rate within the network. An hourly zone based origin-destination matrix with the
occupied vehicle was developed for evaluating the taxi service behavior which was then
implemented for evaluating time-based taxi demand and supply concerning given location

(Bischoff et al. 2015).

A probabilistic based model for time-dependent taxi behavior on a road segment as well as parking
space was devised for taxi passenger recommendation in which probability of picking up a
passenger was estimated when the taxi went for a specific parking space (J. Yuan et al. 2011). The
model was primarily a recommendation system used for suggesting the taxi driver with a location,
towards which they would pick up a passenger. Moreover, (B. Li et al. 2011) proposed passenger
finding strategies based on large real-world taxi data which utilized two passenger finding
strategies which were looking or waiting for a passenger that was analyzed using average pickup
number over the given period and location. The model focus was also predicting potential
passenger for the event before pick-up and after drop-off only. A time-dependent taxi behaviors
model was proposed which incorporated taxi picking up, dropping off, cruising and parking system
for both taxi drivers and passengers. The model was also primarily a recommendation system that
was developed considering the queue length at parking place along with including day type,
weather condition. The model provided some top parking places along with routes to them, given

the current location and time of the taxi driver or a passenger (N. J. Yuan et al. 2013).



A time-dependent logit based search models were propped using global positioning data from an
urban taxi in which profit per unit time was used as the factor characterizing taxi drivers search
behavior (Szeto et al. 2013). A cell-based local customer search behavior was implemented for
understanding vacant taxi behavior using a cell/grid-based approach which showed customer
search decisions were significantly affected by the probability of successfully picking up a
customer along the search route (R. C. P. Wong et al. 2014). The model was further improved by
introducing discrete choice behavior representing taxi search behavior of taxi customers for hailing
vacant taxis on the street was proposed by (R. C. P. Wong et al. 2015a) which adopted multinomial
logit approach to model the preference of taxi customers of hailing vacant taxis on streets.
Furthermore, study has been made for prediction model which employed learning algorithm to the
GPS data. Real-time streaming data was implemented for predicting taxi passenger demand at a
given taxi stand (Luis Moreira-Matias et al. 2013) in which the model predicted the passenger

demand over taxi stand for a given period in future.

Existing taxi behavior model primarily focuses on finding passenger strategies through demand
prediction with recommendation system. While only few studies are present that would provide
insight of effect of an oversupply of taxi in the given area or vice versa (R. C. P. Wong et al.
2015b), the reason for which real taxi behavior modeling is important that would replicate the real-
world system. The agent-based simulation model primary focus on understanding the real taxi
behavior by utilizing GPS data from the probe taxi, from which further investigation could be
made. Simulation model could be made for for efficient passenger finding system, managing taxi
fleet operation i.e. optimizing the taxi service operation as well as understanding the impact of
oversupply or undersupply taxi with respect to existing demand. Agent-based simulation in the
field of computational science has proved to become a powerful tool for analyzing complex
problem where random or stochastic behavior, as similar to the taxi behavior, can be presented
together with behavioral rules. In this regards, (Grau and Romeu 2015) proposed a discrete event
simulation model for modeling the behavior of agents operating in a city road network of which
agents makes their own decisions for making trips. Similarly, (S. F. Cheng and Nguyen 2011)

further provided a multi-agent based simulation which modeled taxi driver’s strategies as a



decentralized discrete-event focusing on modeling only the taxi driver’s behavior which was

designed to make an aggregated pattern of taxi movement as similar to the real world.

1.3 Problem Statement

Though taxi service as considerred as the fast and convienent way of commuting in the cites there
are many issues related to its service. From the driver perspctive it is working long hour with litte
income and taxi have to spend more on fuel and gas. As for the passenger perspective, taxi does
not wants to go to the passenger destination place and taxi driver wants to charge fix rate. In
addition there are lots of complain for the rejection from the taxi driver. These social issues the

taxi service face in daily basis as decipted in Figure 1.1.

Passenger Service Issue

Environment Issue

“Driver don't like to use the meters”
@@@QO Reviewed 19 February 2017

atically quote a price of 200 baut and if you

#

| Thai transport authorities crack down on
Uber, Grab drivers, seek ban

Driver Issue

Figure 1.1: Taxi operation issues in Bangkok

The issues presented are basically the social issues that the taxi service faces in the Bangkok. The
existing literature does shows that there are issues related with the taxi operation in Bangkok,
Thailand whether it is from the driver perspective or it is from the passenger perspective. Spatial
and temporal data are available from the taxi operation from the Bangkok and surrounding region.
These data could be a value asset which could help improve the operation of taxi service through
data mining technology. However there are technical issues also that are need to address the
problem. The lack of available proper data infrastructure management system could be the
hindrance if proper and efficient mining technology needs to be applied. In addition there are gap
in the existing taxi behaviour model that this research focuses. The detail problem statement is

presented as following.



Proper Data Infrastructure Management System: Without proper data infrastructure
management system, the data mining working could be a very challenge task especially when
dealing with the big data volume. Spatial data involving mobility data from the vehicle movement
are constantly increasing. In such cases, how to properly handle the data becomes the primary task

before any other data mining algorithm could be any applied.

Taxi Operation Modeling with Quantitative Data Evidence: The issue with the taxi operation
services are exist as shown from the past literature. However, model to understand the behavior
based on quantitative data evidence are not properly established yet. If the proper behavior model
is not established it could pose a challenge when dealing with the ways to improve the service

level of the taxi operations.

Taxi Optimization Modeling: The main two fundamental objectives of the taxi business or the
service is to provide good service to the customer or passenger and in turn obtain the monetary
profit. However, from the data evidence it is clear that there are issues related with both providing
good service as well as getting better monetary profit. Taxi passenger are not happy when they are
not provided with the good taxi service or when they are rejected to the service itself. On the other
hand, taxi drivers are not getting enough passenger. Though the situation is ironic in nature itself,
the problem does exist. One of way to minimize the issue is to optimize the operation of the taxi
service. The optimization method as proposed will have ability for the driver in which driver can
choose passenger depending upon the passenger origin and destination as well as available demand
in the region. Optimization model is to provide recommendation to taxi driver which passenger
would be better to choose and which not through mobile application. The hypothesis behind the
model is that when driver have ability to choose the passenger then passenger rejection would be
drastically minimized as well as choosing passenger would give driver some degree of freedom on
how monetary profit could be improved. In addition, optimizing route for efficient taxi operation
also plays an important role determining how much profit the driver can make by reducing the

operation cost on fuel as well as its maintenance.



1.4 Research Objective

The main objective of this research is to help improve taxi operation in Bangkok region through
quantitative data analysis from the GPS probe data from taxi. The overall objective is subclass as
following

e Develop the data infrastructure management system for big mobility data handling and

operation.

e Develop the taxi simulation model of the taxi operation for the Bangkok and the

surrounding region

e Develop the optimization model for the improvement of the taxi operation

The objective is designed to address the issue for taxi operation in Bangkok which would provide
the taxi driver with assistance that would increase the income, reduce the working hour in turn

provide better service level for the passengers.

1.5 Key contribution

The key contribution of this research is in three categories that are framework for the data
infrastructure, framework for the vehicle behavior simulation and framework for vehicle behavior

optimization which are as described as follows and presented in Figure 1.2 and Figure 1.3:

1. Framework for the data infrastructure

» Infrastructure development of the big data handling is provided which provided cloud-
based platform that include features such as centralized architecture, interoperable, and

importantly open to the users.

» Road network infrastructure development with open street map which can be replicated

to any country or cities where OSM data is widely available.
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» Proposed different map matching algorithm which is based on geometry, topology as
well as probabilistic approach. Measure of sensitivity analysis provided for different

map matching algorithm based on road type as well as GPS data itself.

Problem in Probe

Data Exist
Data Cleaning &
Map Matching is
b Prerequisite Existing studies
shows many map
b matching methods But there is no

detail accuracy
b evaluation of for
different methods

Evaluate detailed sensitivity analysis for different map
matching methods with parameter varying and classifying the
performance.

Figure 1.2: Research contribution on data infrastructure

2. Framework for vehicle behavior simulation

» Proposed a taxi agent regarding spatial and temporal domain based on a stay point

cluster of probe GPS data and a kernel density of its timestamp.

» Formulated a concept of free taxi movement based on the movement direction of the

taxi, which was introduced for searching passengers.

» Developed an agent-based simulation model which is based on multiple variable which

includes taxi stay point cluster; trip information i.e. origin and destination; taxi demand

11



information; free taxi movement and network travel time which were derived from

probe GPS taxi data.

» Utilized multiple spatial network data which are OSM road network and Grid network.
Such that the agent’s parameters were mapped into a grid network and the road
network, for which the grid network was used as a base for query/search/retrieval of
taxi agent’s parameters, while the actual movement of taxi agents was on the road

network, with routing and interpolation.
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Figure 1.3: Research contribution on simulation modeling
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3. Framework for vehicle behavior optimization
» Provide optimization of taxi operation based on driver’s ability to make decision for

choosing the passenger with optimized routing for better monetary benefit of the taxi

drivers.
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1.6 Research main tasks

The main research task is grouped into three main section that depicts the objective of the research
work. The research task is illustrated in the Figure 1.2 as following. The three main research task

includes ‘Data Infrastructure’, ‘Taxi Simulation Model” and ‘Taxi Optimization Model’.

Research Main Task
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Figure 1.4: Research main tasks

The research task starts with the development of the data infrastructure. The data infrastructure is
further categorized for handling probe data and road network data. Bangkok taxi survey is also
conducted for the data preparation. Finally, a data platform namely Horton Data platform is
developed to handle the big spatial dataset. The second research task includes taxi simulation
model. The simulation model is constructed with multiple variables that are derived from the GPS
probe taxi data. The third and the final task includes the optimization of the taxi operation based
on proving assistance to the taxi driver to improve the overall taxi operation in the Bangkok and

the surrounding regions.
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1.7 Scope and limitation

The scope of this research study stretches from data management, data manning to data mining for
the social benefit. The data management is the fundamental entity in any big data operation. The
proposed data management system is utilized for handling probe GPS data. However, the system
is not limited to the probe GPS data only. The system is capable of handling and storing any data
type and data structure. In this regard, the management system can provide support to other
research activity as well. For the simulation modeling, the model is constructed through the data
derived from the probe GPS data. Seemingly such model can be constructed without the need of
the primary spatial data. The advantage of having such simulation model is that in the case the
primary spatial data are too sensitive to be used for distribution to third party, the model could still
be constructed with just the secondary spatial which would have deemed less sensitive in terms of
privacy. As the matter or fact, the simulation model could be implemented in any cities not just
from the probe GPS data but also from other spatial data from mobile phone or from Call Detail
Record (CDR) data. As for the optimization model, model could also be implemented cities other
than Bangkok as more and more countries are starting to collect probe data from the vehicles. In
this regard, the overall system in this research could facilitate other research activity in terms of

data management, data manning and data mining.

1.8 Structure of the thesis

The main structure of the thesis is divided into three main part with 5 sub chapters as described

below.
Chapter 1 provides the general background of the research. The focus of the chapter is to provide
explanation on the existing issues prevalent and how the issue can be address as the objective for

the research work.

Chapter 2 provides the detail development of various data infrastructure for handling big data,

including network data as well as provide different algorithm for data cleaning.
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Chapter 3 provides the detail development of the data driver taxi behavior modeling as well as way
of validating the model with the existing dataset. Agent-based simulation and modeling is

proposed for the modeling taxi driver behavior in which taxi behaves as an agent.

Chapter 4 provides the detail implementation of the optimizing the taxi behavior for improving the

overall income of the taxi driver.

Chapter 5 provides discussion and conclusion for the overall research work.
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CHAPTER 2

DATA INFRASTRUCTURE

2.
2.1 Data Infrastructure Platform

2.1.1 Data Infrastructure Development

When developing the data infrastructure there is always a question i.e. why we need a data
infrastructure. The answer is quite simple, which is to handle the big data efficient and properly
that would assist the research work. As shown here in Figure 2.1, raw data itself are huge in size
and when secondary data are derived from it the size increases exponentially. Also, when working
with spatial data a proper good quality map is required. These map data need to be processed
through network assessment for cleaning and validating the topology. In adding the raw data, itself
could be erroneous with noises, these data need to be cleaned properly. The data infrastructure

could assist conduct task more efficiently as compare to working in a traditional system.
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Figure 2.1: Need for data infrastructure
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2.1.2 Big Data

Big data recently have been the paradigm shift in the field of data science. The term Big Data are
being used ubiquitously virtually any field from science and technology to finance market. So how
do Big Data can be defined. A 3 dimensional data management terminology was introduced by
(Laney 2001) regarding increase in data volume, data velocity and data variety which later became
3 V’s in big data paradigm. Volume described the amount of data being generated. Velocity
described how fast the data are being generated. Variety described different data type and data
source including structured or non-structured data. (Schroeck et al. 2012) introduced one more V
i.e. veracity that described the uncertainty and reliability referring to the quality of the data itself.
(De Mauro et al. 2014) Quoted a proper definition is required that would make a path for systematic
evolution of big data and defined big data regarding four key factors which were Information,
Technologies, Methods and Impact. Regardless of the definition, big data itself possess many
challenges. The challenges big data currently faces as described by (Intel 2012) in their report are
data volume & growth, data infrastructure, data governance & policy, data integration, data
velocity, data variety, data compliance & regulation and data visualization. One of important
challenge that comes with the Big Data is the Big Data Infrastructure. Without proper data

infrastructure data remains as only data for which a proper data infrastructure is required.

2.1.3 Hadoop Distributed System

One of the prominent technology associated with the Big Data Infrastructure is the Hadoop System.
Hadoop is a distributed computing platform designed to handle big data through parallel
processing capability. The hadoop primary framework is MapReduce frame work with Hadoop
Distributed File System as its file system (HDFS). The framework was which was originally
published by Google in (Ghemawat et al. 2003). HDFS has the master slave architecture, where
the master also known as NameNode manages the file system while the slave also known as
DataNodes manages storage that run on it (“HDFS Architecture Guide” 2013). One of the reason
hadoop has become powerful platform in the field of data science is that it has the capability of the

horizontal scaling. Means that the processing power of the entire system can be increased just by
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adding or increasing the DataNodes. MapReduce is the software framework for hadoop system
(“MapReduce Tutorial” 2013) for parallel processing. The basis MapReduce (MR) architecture
framework is shown in Figure 2.2 which operates on a <key, value> pair. The Map process divides
the job submitted to the hadoop system into several identical tasks depending upon the number of
available hardware for computation also known as data nodes. Each task is done in parallel
processing. The output of the Map process after framework sort out process is fed to Reduce

process. The Reduce process merges the data into single result.

M

Split }—>{ Key ‘ Value Shuffle }—>{ Key ‘ Value
Data Split H Key ‘ Value Shuffle H Key ‘ Value Result
Split ’—>‘ Key ‘ Value Shuffle }—>{ Key ‘ Value

Figure 2.2: MapReduce architecture of hadoop system

In addition to the hadoop MapReduce framework, Apache Hive provides the data warehouse
facility. Apache Hive is a data warehouse that provides capability of reading, writing as well as
managing large dataset which is built on top of hadoop within the distributed file system (“Apache
Hive” 2013). Hive provides the SQL like query known as HiveQL or HQL that which can be
implemented in Hive CLI. The advantage of Hive over the MapReduce is that instead of writing
MapReduce job for every task job could be implemented with the query. The utilization of Hive
makes implementation of the job easier as Hive translates query to MapReduce job while running
the job. Moreover, hive also features User Defined Function (UDF) and User Defined Aggregated
Function (UDAF) implementation. The advantage of UDF and UDAF is that, in the case when

there is no default function within hive, users can make their function as requirement within it.

2.1.4 Horton Data Platform

Hadoop and Hive systems provides scalability, flexibility when dealing with the big data. However,

recently many data management project under Apache license are in development which provides
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even greater advantage for handling big data. Some of the project are Apache Spark, Apache Tez,
Apache HBASE, Apache Pig, Apache Zookeeper, Apache Storm. However, integrating and
implementing different data management tool possess a challenge. Horton Data Platform (HDP)

however allows users to work on different data management platform within a single distribution.
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Figure 2.3: Horton data platform interface

Horton Data Platform is the enterprise-ready open source cloud based Apache Hadoop distribution
which is based on centralized architecture YARN (“Horton Data Platform” n.d.). YARN is the
architectural center for the hadoop enterprise that allows multiple data processing engine such as
batch processing, SQL query, real time streaming to work in the single platform (“Apache Hadoop
YARN” n.d.). Figure 2.3 shows the interface of the Horton Data Platform. The detail
implementation of HDP is described in Appendix D. An example of the Hadoop/Hive query with

user defined function and user defined aggregated function is shown in Appendix E.
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2.2 Probe Vehicle Data

Vehicle probe data are data on vehicle behavior collected through a communication network
(Nagashima et al. n.d.) which are being widely used for various Intelligence Transportation System
(Liu et al. 2008). Taxi service is characterized as a fast and convenient way of commuting in big
cities. As taxi are operational throughout the city, mobility data from these vehicles can be an asset
for governing various urban management. Acknowledging the fact, Toyota Tsusho Nexty
Electronics (Thailand) Co., Ltd, Bangkok, Thailand has equipped approximately 10,000 GPS
devices onto the taxi running in Bangkok city and surrounding provinces. The probe dataset
collected from the 10,000 GPS embedded taxi is at the sampling rate of 2 to 5 seconds. Figure 2.4
shows the basic working principle of the probe vehicle. The high sampling rate of the collection
sizes, the average total data point collection could easily exceed more than 40 million every day.
With the data being collected every day the data are increasing ever before. Data used for the
research purpose is from 1 June 2015 to 31 July 2015 with the total data points of 2.2 billion data

whose specification is shown in Table 2.1.

GPS Satellite
P A
X x Information

GPS Signal \ 2
é é
10,000 Probe Vehicle
Data element position and GPS probe data Data collection
time. Other sensor data transmission using and
speed, direction communication platform processing

Figure 2.4: Probe vehicle working
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Table 2.1: Probe data specification

Data Parameter Description Sample
International Mobile Equipment Identification
IMEI 10015646
Number.
Latitude Geographic coordinate of the taxi regarding decimal 13.749
Longitude degree. 100.553
Speed The speed of a moving taxi in km/hr. 42
Direction The direction of a moving taxi in degree. 208
Error Error status of for each GPS data point. 0
‘ Engine status (0/1): 0 indicates the engine is off; 1
Engine o o 1
indicates the engine is on.
Passenger occupancy status (0/1): 0 indicate taxi with
Meter o o 0
no passenger; 1 indicates taxi with a passenger.
Unix epoch timestamp. Time system which is
Timestamp described as a number of seconds elapsed since 1388509240
00:00:00 coordinated universal time, 1 January 1970.
Indicates the type of vehicle from which the data are
Data source ) ) 9
being transmitted.

Figure 2.5: Probe data example

Figure 2.5 shows the taxi probe data example. However, as mentioned the raw probe vehicle data

has error that need to be cleaned before future processing could be conducted. Figure 2.6 shows
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the type of different error the probe data contained. The raw probe data is from the Bangkok,

Thailand. However, some of the data are outside of the Thailand. Some data the value is recorded

as zero for both latitude and longitude. These are the completely incorrect data set that needs to be

remove all together. In addition, the valid probe data are also not exactly not on the road network

segment and hence need to be corrected.

Not Matched Data To Road Segment

IMEI Latitude Longitude Unix Time
16005874 +~ 0 0 "y 1438187403
16005884 I 0 0 - 1438187400 2
16006007 | 0 0 | 1438187395
10017194 | 24928  88.0567 . 1436619448
10017194 | 262372 863646 | 1436619478
10017194 ° 27.4787  84.6954, 1436619507

Data Outside Thiffand =~ =

Laos.

Banghok

2.3 Road Network Data

Figure 2.6: Probe data error example

The open street map data was obtained from (“geofabrik.de’ n.d.) which has Protocolbuffer Binary

Format (PBF) file type. The road network data was then generated by ‘osm2po’: which is a tool to

convert OSM data into road network.

Floating Road Link

Figure 2.7: Open street map topological error

Pseudo Nodes
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The extracted road network data, however contained various topological errors. The ‘floating road
links: links that are not connected to the any of the major road network segments’. The ‘pseudo
nodes: one or more than one false nodes that are present between the real road link nodes’. The
‘duplicate road links: same road link geometry appearing more than one time in the road network’.

Figure 2.7 shows the various topological error links that were present in the road network.

Before utilizing the open street map road network for map matching these topological errors were
first cleaned. Cleaning the OSM road network is conducted with various queries in PostgresSql in
which PostGIS extension is used. Detailed flow diagram for cleaning topological error is shown
in Figure 2.8. Road network data obtained from ‘osm2po’ conversion was first imported to the
PostgresSql database. Total of 1,107,798 road link feature were extracted for the whole of Thailand.
For each road link, total of 19 parameters were generate that are ‘gid’, ‘id’, ‘osm_id’, ‘osm_name’,
‘osm_meta’, ‘osm_source’, ‘osm_target’, ‘clazz’, ‘flags’, ‘source’, ‘target’, ‘km’, ‘kmh’, ‘cost’,

‘reverse_co’, ‘x1’, ‘yl’, ‘x2’, ‘y2’.

A new schema was first created with for which the road network data was altered to it. Network
assessment along with the various spatial queries were applied to the OSM road network to remove
the floating road link segments as the first step of cleaning the topology. The road network was
then cleaned for pseudo node error by first extracting and separating the road link with pseudo
nodes and those without pseudo nodes. Union operation was then applied for those road link which
contained the pseudo node. The process was iterated multiple times over those road link segments
which contained more than one pseudo nodes. With pseudo nodes removed from road links, it was
merged with the links that was originally free from pseudo nodes. As for cleaning the duplicate or
overlapping road link, distinct geometry features in combination with feature within function was
only selected. The obtained road network was then verified for topological error with GIS tool
such as ‘QGIS: Topological checker’ and ‘ArcMap: Geodatabase topology rules and topology
error’. Few topological error remaining were manually removed and verified until there was no
topology error remained in the road network. With this a new id were assigned for each of the road
link segment along with new source and target for each node of it. Finally, clean road network was

exported in the Well-Known Text (WKT) format which to be used for map matching process.
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Figure 2.8: Detailed flow diagram of topological error correction
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Figure 2.9 shows the OSM road network extracted for the entire Thailand. As mentioned a OSM
network provides us with the dense road network information, however for the data analysis

purpose, the OSM from the Bangkok region and the surround provinces were only used.
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Figure 2.9: Open street map (OSM) Thailand road network

2.4 Preliminary Data Analysis

Preliminary data analysis included filtering out of various outliner data set along with duplicate
position data and duplicate data from the probe dataset. Data analysis was conducted by first
validating each parameter of each data rows as shown in Table 2.1. Outliner data such as invalid
GPS points, GPS points out of bounding region of Thailand etc. were removed. Following this
data were further cleaned out for ‘duplicate position data which were continuous set of same GPS
positions data at different timestamp’ and for ‘duplicate data which were continuous set of same
IMEI and timestamp’. Both duplicate position data and duplicate data were filtered out by
comparing hash value of a current data row with hash value a previous data row. If the hash value
of current and previous data row matched it was considered as duplicate and thus rejected else the
data was kept for further processing. The dataset then subjected to the map matching which

mapped probe data to the open street map road network.
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2.5 Map Matching

Vehicle tracking data is an essential “raw” material for a broad range of applications such as traffic
management and control, routing, and navigation. An important issue with this data is its accuracy.
The method of vehicular sampling movement using GPS is affected by two error sources and
consequently produces inaccurate trajectory data (Brakatsoulas et al. 2005). One of the aim of data
infrastructure management is to analyze various map matching techniques that can be utilized
efficiently and accurately for big GPS dataset. To match an original GPS tracking data to a digital
map or a digital road network is often referred to as Map Matching. The general purpose of a map
matching algorithm is to identify the true road segment on which a user (or a vehicle) is/was
travelling (J. Yuan et al. 2010). As for a trajectory, it is defined as the path of a vehicle on a road
network in which map matching is to estimate trajectory path from noisy position data. In Map
matching the road map represents the topology of the road network and, since every point is
localized, as it also provides a geometric representation (Mattheis et al. 2014). Map-matching is
an integral part of various Intelligent Transportation Systems (ITS) including fleet management,
vehicle tracking, navigation services, traffic monitoring and congestion detection. Such systems
experience growing popularity due to proliferation of smartphone devices capable of receiving
positioning data and transferring them over cellular networks (Szwed and Pekala 2014). The road
network for the map-matching is obtained from the Open Street Map (OSM) which is cleaned for
various topological error. The map matching process is performed considering road geometry,

topology as well as the probabilistic approach.

Accuracy of the matched GPS points an essential parameter that determines the robustness of
different map matching algorithm. Accuracy is defined as the fraction of correctly matched
trajectory points in the ground truth path. A correct match is registered when the trajectory point
is mapped to any road segment contained in the ground truth path (Goh et al. 2012). The local
path-search map matching algorithm as mentioned in (Chen et al. 2011) provided the matching
accuracy of 85.2% with point to curve method giving the accuracy of 82.4%. Map matching
algorithm based on Hidden Markov Model yield the optimal accuracy of 92.1% in which
evaluation was done for rural routes and urban routes, for which rural route was better than urban

routes by a margin of 5% (Goh et al. 2012). (Newson and Krumm 2009) Mentioned map matching
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result ambiguous at the intersection with noisy measurement in which algorithm is based on
Hidden Markov Model with overall error of 0.11%. In all these map matching algorithm emphasis,
has been given more towards the performance of overall accuracy with little or no emphasis on the
type of road network the algorithm has been much tested. A comprehensive accuracy assessment
of map matching algorithm for various types of road network segment. In this regard, perform
accuracy assessment for road segment such as ‘single lane road’, ‘multiple lane road’, ‘simple road

intersection’, ‘complex road intersections’, ‘elevated road segment’ etc.

Moreover, the spatial and temporal data from the taxis are being collected from approximately
10,000 taxis with the sampling rate of 3 seconds or 5 seconds and with the dense open street map
data, computational time for map matching becomes very high. To overcome this issue, a
distributed computing platform for large scale data which utilized Hadoop/Hive that out performs
other techniques and is also horizontally scalable was used. Hadoop can store large number of data
and fast processing since it is a combination of multiple computer nodes. The main role of Hadoop
is to archive large data including raw data and process the whole data (Witayangkurn et al. 2012)
(Witayangkurn et al. 2013) (Mattheis et al. 2014). All computation involved in map matching
operation is performed in a distributed system. Furthermore, the utilization of open street map as
road link network, the techniques could be replicated and implemented for other country where

OSM is available.

Map matching was performed considering geometry, road topology and probabilistic approach.
Geometry map matching was done using buffer distance approach with the road link segment,
Topology map matching was done by analyzing hausdorff distance similarity between GPS point
sequence with road link segment and Probabilistic approach considered initial probability,
measurement probability, transition probability of a consecutive GPS point. Before applying any
map matching algorithm, it was first necessary to create an index of road network so that query
and candidate selection within the road network becomes efficient and faster. STR tree which is
Sort-Tile-Recursive algorithm was used to create index of the road network. STR tree index
structure works basically for the two-dimensional spatial data which utilizes R-tree but has less
overlap in between the nodes as compared to R-tree. Geometry of each road link as well as its

parameter i.e. source, target and linkid was built in the index structure.
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2.5.1 Buffer Operation

The simplest geometry operation for matching operation is a buffer operation which finds line
segment from GPS point within a given buffer distance. In buffer operation, GPS point were
searched in an index structure with pre-defined buffer distance. For each point the search result
from the index produced multiple candidate road link. Distance between the GPS point geometry
and candidate road link geometry were computed. Out of all the candidate, candidate with the least
distance between itself and GPS point were considered as the matching road link. Finally, GPS
point were projected on to the matched road link segment. In buffer operation, buffer distance was
predefined and fixed in each operation however algorithm was tested for several buffer distances

and the best optimal distance was identified based on accuracy assessment.
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Figure 2.10: Road link candidate selection at different buffer distance

The buffer operation for map matching as shown in Figure 2.10 shows how variable buffer distance
affects the candidate selection in this method. With smaller the buffer distance, fewer number of
candidate were selected and vice versa. However, for each operation the buffer distance was

predefined and kept constant starting from very small buffer distance to large buffer distance. In
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this method, ‘road link id’ and ‘projected point” were returned as a map matched result. In the case
when GPS points failed to identify any of the candidate road link, the original GPS point was kept
as it is with ‘Not Available’ flag for the candidate road link.

2.5.2 Hausdroff Distance Similarity

Hausdorff distance matrix was implemented for topological operation which considered
consecutive number of GPS points. A similar road link topology was searched that was defined by
hausdorff distance similarity index to the GPS point sequence. By definition, hausdorff distance is
a measure of the maximum of the minimum distance between two sets of objects (Nutanong et al.
2011). Given two finite point sets A = {al, ...., an} and B = {bl, ..., bn}, the Hausdorff distance
is defined as in Equation (2.1).

H(A,B) =Maxa € A{Minb € B{D(a,b)}}....... (2.1)
Set A is similar with Set B if every point in A is close to at least one point in B. The maximum of

the distance from an element of A to its nearest neighbor in B. In this method similarity comparison

was done between the set of GPS points with the road link segments.
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Figure 2.11: Sequence of GPS points for hausdroff distance analysis

As per definition hausdorff distance similarity was computed between the set of finite point, thus

the first set of point was built from several consecutive sequences GPS points. Number of GPS
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point to be collected for sequencing was set at the beginning. A line segment was then constructed
from the collected GPS points. Number of consecutive points were varied to find the optimum
number of combination that gave the higher map matching accuracy. The second set of point were
taken from the candidate road link segment as each road link segment are composed of finite set
of coordinates connecting them. Road link candidate was then searched from the road network
index which had similar topology as that of the point sequence. For each candidate road link,
hausdorff similarity measure was computed and stored in the list. The road link candidate with the
higher similarity measure was then identified, by sorting out the list from higher value to the lower
value. The candidate road link with the highest similarity measure was considered as a matched
road link. Process is continued for next consecutive sequences of GPS points by removing the

first point and adding point to the end of previous sequence and so on.

The hausdroff distance operation as shown in Figure 2.11, shows a sequence of three consecutive
GPS points considered. The first sequence took the first three GPS point then for the next sequence
first point was removed and next point is added to end of previous sequence. The process was
iterated until all the GPS point is considered. The returned result from this algorithm is ‘road link
id’ and ‘projected point’ with the case in which road link candidate fails to identify, original GPS
point is kept as it is. In the case when candidate road link failed to be searched, original GPS point

was kept as it is with ‘Not Available’ flag for the candidate road link.

2.5.3 Probabilities Map Matching

The probabilistic approach for map matching was implemented considering three probabilities i.e.
initial probability, measurement probability and transition probability. Figure 2.12 shows the

example for terms used for compute various probabilities.

Term Definitions
Road link segment: Candidate road link segment are represented by r; and rj where ‘i & j° =
{1,2,3...n}. GPS points: GPS points are represented by Z; & Zw+1 where t represented each

timestamp. Projected Coordinates: Projected coordinate are represented by X; & Xi+1,i. Great
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circle distance: Shortest distance between two points on the surface. Route distance: Distance

between two consecutive projected coordinates through the road link segment.

3
Great Circle Z-X; % I

Great Circle Z-Z,., Zi

O "‘“Xt:l

Route Distance X;,-X.1

Figure 2.12: Probabilistic map matching term definition
Initial probability: Initial probability was used for ranking each of the candidate based on the

Euclidean distance between the GPS point Z; and candidate road link segment r; selected from

searching the road network index. Initial probability is represented by Equation (2.2).
P(Zt - ri) = exp(_(lzt - riD euclidean) ------- (2-2)

Measurement probability: Measurement probability, also known as an emission probability shows

probability of an observation which is Z; such that the GPS points is on the road link segment ;.
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Term o, is the standard deviation of the GPS measurement (Newson and Krumm 2009), however
0, was set empirically in this paper. Term |Zt - Xt,l-| represented the great circle distance
between the observed GPS point Z; and projected coordinate point on the road link segment ;.

Measurement probability is represented by Equation (2.3).

exp<—0_5* <(|Zf_) Xt,i|) Great Circle>z>
23)

P(Z|r) = Voo,

Transition probability: Transition probability showed how likely the GPS observation point moved
between the candidate road link segment. The term |Z; — Z;, 1| represented great circle distance
between two consecutive GPS point i.e. Z; and Z;,,. Similarly, |X;; = X;,4 ;| represented the
route distance between the projected coordinates of the observed GPS points Z; and Z;,; on to the
road link segment 7; and 7; respectively. The parameter £ is a probability parameter as describe in
(Newson and Krumm 2009), however f was also set empirically. Transition probability is

represented by Equation (2.4).

(1Zt=Zt+1D) Great circle™ ( |Xt,i—>Xt+1,j|) Route
B

exp(
P(Xe = Xp4q) =

B

The map matching approach as shown in Figure 2.13 shows the flow diagram for conducting the
map matching using the probabilistic approach. For each point at first candidate road link segment
was searched from the index using buffer operation. To reduce the computational complexity only
five candidate road link segment was chosen based on the least distance from the point to the
candidate road link. Each candidate road link was tested whether a valid projection could be made
or not. If valid projection could not be made those candidate road links are removed otherwise
GPS points were projected on to it. With projected coordinates estimated, initial probability
followed by measurement probability were calculated using the Equation (2.2) and (2.3). The
process of estimating projected coordinate, initial probability and measurement probability was

done for the next consecutive GPS point. With the information, projected coordinates two
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consecutive GPS points, transition probability is estimated using Equation (2.4). Maximum

probability from three probabilities is then computed that identifies the matched road link segment.

/ GPS point /

Search road link
candidate with buffer

v

Consider top 5 road link candidate
based on least buffer distance

Is point
projectable
on selected
road link?

Reject the road
link candidate

Estimate projected
coordinate on the road link

v

Estimate initial probability

v

Estimate measurement probability

v

Collect two consecutive GPS
point with initial probability
and measurement probability

v

Estimate transition probability

v

Estimate maximum probability

v

Identify road link segment with
maximum probability as matched link

Figure 2.13: Flow diagram of map matching with probabilistic approach

Table 2.2 shows an example of a map matching operation using the probabilistic approach. In this

example two points are selected i.e. Point A and B respectively. For both point A and B, there are
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three candidate road link, however maximum of five candidate road link are possible depending
upon the search result. For each candidate road link at first initial and measurement probabilities
are computed represented by IP and MP in Table 2.2. Transition probability, represented by TP,
between candidate road link of Point A and Point B i.e. TP{C=>NPC} was then computed. From
these three probabilities, maximum probability is computed as shown in Equation (2.5). The road

link candidate with maximum probability is the matched road link.

Prax = Max{P(Z; » ;) * P(Z:|r;)) * P(X¢y = X31 )} oone. (2.5)

Table 2.2: Probabilistic map matching example

Point A: Point B:
14.21763, 14.21763,
100.68918 100.68918
Candidate(C) NPC TP Candidate(C)
200000183118 0.0344
IP =0.9998
200000183119 200000183115 0.0316 200000183118
MP =0.01261
200000183136 0.000699
200000183118 0.0265
IP =0.9998
200000183144 200000183115 0.0244 200000183115
MP =0.01222
200000183136 0.0085
200000183118 0.0326
IP =0.9999
200000183142 200000183115 0.03045 200000183136
MP =0.01367
200000183136 0.0343
Point = Observed GPS Point
C = Candidate Road Link
NPC: Next Point Candidate Road Link
IP = Initial Probability
MP = Measurement Probability
TP = Transition Probability
Matched Link: 200000183142 For Point P: 14.21763,100.68918
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2.6 Map Matching Accuracy Assessment Data Preparation

Accuracy assessment was conducted for all the map matching algorithm to evaluate its

performance. A valid ground truth data set was constructed which was selected such that GPS

point covers all of Bangkok as well as the surrounding provinces. Total of 22 different IMEI were

selected out of which 9224 GPS points were extracted for accuracy assessment of map matching

algorithm as shown in Figure 2.14. Assessment of the map matching algorithm was done for

various types of road link as well as the type of GPS data itself. In so multiple case were

constructed categorizing the road links. Following are number of cases constructed. A total of

seven various cases were selected which is shown graphically in Figure 2.15.
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Figure 2.14: Selected GPS data points for accuracy assessment

1) Normal (single lane) road link (Case 1)
2) Multiple lane road link (Case 2)

3) Simple road intersection (Case 3)

4) Complex road intersection (Case 4)
5) Elevated road link (Case 5)
6) Large gap between GPS points at large time interval (Case 6)

7) Random jump of GPS points at short time interval (Case 7)
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Figure 2.15: Different test cases including road type and GPS data type
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Figure 2.16: Ground truth data preparation with test case

Each selected ground truth GPS point was categorized per test case constructed based on where
those points were located. For an example, a GPS point can have case 2 and case 5 i.e. that point

in is multiple road link as well as in the elevated road link. Categorizing of all the ground truth

37



GPS point was done manually with visual inspection. At first GPS data set was separated and
sorted out based on its IMEI value and timestamp. For each IMEI, road link corresponding to the
GPS point was selected manually from the whole road network. The process of selecting road link
was done using ‘select tool’ in QGIS. A road link trajectory was then extracted for each of the
IMEL. This trajectory represented the true path of the GPS points. With this, each GPS points were
map matched on to the extracted trajectory using nearest neighbor as shown in Figure 2.16. The
mapped GPS point was then considered as a ground truth data set. Finally, test case was added for
each GPS points with corresponding to various base map like google map, open street map etc.

Table 2.3 shows the sample ground truth data set with test cases.

Table 2.3: Sample ground truth data
IMEI Latitude | Longitude | Mapped Linkid | Case Number 5

10000023 | 13.61122 | 100.6584 | 200000026510 *
10000023 | 13.60455 | 100.6543 | 200000026509 *
10000023 | 13.60058 | 100.6475 | 200000026509 *

Table 2.4: Distribution of GPS points with different test cases

Test Case Number of GPS points Percentage (%)
1 2574 2791
2 6639 71.98
3 283 3.07
4 875 9.49
5 1379 14.95
6 30 0.33
7 68 0.74
Total number of GPS point in Case = 11,848
Total number of ground truth GPS point = 9,224

The distribution of GPS points according its test case is shown in Table 2.4. Out of all Case 2 has
highest number of GPS points with 71.98% followed by Case 1 and Case 5 with 27.91% and
14.95%. Having high distribution GPS point for case 2 shows that most of the roads have multiple

38



lane in region though the GPS points were randomly sampled. As for Case 6 and Case 7, it
represented the least number of GPS point with 0.33% and 0.74% respectively. On note, total
number of GPS points in Case is more as compare to total number of ground truth GPS point as

single point can have multiple different cases.

2.7 Map Matching Evaluation

The evaluation of map matching accuracy assessment showed probabilistic approach performed
better as compared to hausdorff distance approach and buffer distance approach. Each of the
algorithm was tested and compared by varying its parameter to get maximum achievable accuracy
percentage. Out of all three hausdorff distance approach performed least with maximum
achievable accuracy percentage of only 49.1%. With this approach half of the total ground truth
points were either wrongly matched or not matched at all. The buffer distance approach, over all
map matching accuracy increased with maximum achievable accuracy percentage of 82.4%.

Finally, with probabilistic approach, maximum achievable accuracy percentage of 86.6% was

obtained.
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Figure 2.17: Map matching accuracy with hausdroff distance approach

39



In the case of hausdorff distance approach, number of consecutive GPS point sequence was varied.
The result showed, with two-point sequence the accuracy percentage was least and at three-point
sequence accuracy was maximum. However, with increase number of point sequence after that,
accuracy decreased gradually as shown in Figure 2.17. Since, road network was dense and not all
GPS point were following the path that matches the shape of a road link, similarity was lower and

thus the accuracy of matching.
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Figure 2.18: Map matching accuracy with buffer distance approach

As for the buffer distance approach, parameter varied was the buffer distance. When buffer
distance was less than a meter, accuracy percentage obtained was least. With buffer distance
gradually increased from a one meter to ten meters, accuracy percentage also increased. However,
with further increment beyond ten meters, there was no significant improvement in accuracy
percent and remained constant as shown in Figure 2.18 suggesting that the buffer distance has

reached the threshold value. This also suggested that most of the GPS points were in the ten-meter

40



buffer distance range. As for comparison buffer distance approach result was more significant

regarding matching accuracy than that of hausdorff distance similarity approach.
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Figure 2.19: Map matching accuracy with probabilistic approach

Varied parameter for probabilistic approach was standard deviation g, and probability parameter
f. With both parameter given same value and increment, accuracy percentage also gradually
increased as shown in Figure 2.19. In this approach, threshold value was obtained when g, = 29
and B = 29. Increment of parameter beyond threshold value did not increased overall accuracy
percentage. The result from the probabilistic approach was better in terms of accuracy as compared
to both buffer distance and hausdorff distance approach. In addition, probabilistic approach
algorithm leaves room for further improvement in terms of transition probability computation.
Here transition probability implemented was forward transition i.e. looking ahead of next GPS
point. However, improvement could be made by introducing backward transition probability in
addition to forward transition. Lastly, in all map matching algorithm, if GPS points failed to
identify any of the candidate road link, the original GPS point was kept as it is with ‘Not Available’
flag for the candidate road link. The detailed test case of single probe taxi data is shown in

Appendix A.
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2.8 Map Matching Test Case Accuracy Evaluation

Accuracy assessment conducted for each of seven test cases also showed probabilistic approach

performing better as compared to both hausdorff distance approach and buffer approach as shown

in Figure 2.20.
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Figure 2.20: Map matching accuracy evaluation for seven test cases

For Case 1, probabilistic approach and buffer distance approach could get 96.7% and 92.5%

respectively. However, hausdorff distance approach gave just about 52.7% accuracy only. As for

Case 2, which contain about 71.98% of the GPS point, accuracy percentage was 83.4%, 78.6%

and 47.5% respectively for three approaches. For Case 3-7, accuracy percentage was in 70% range

for probabilistic approach. As for buffer distance approach accuracy was in 60% range except for

Case 6 which had 80% accuracy and was also better than probabilistic approach. However, Case

6 has least number of GPS points associated with it, thus in overall performance, probabilistic

approach outperformed the others. Moreover, hausdorff distance approach for Case 6-7 gave no
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result at all in addition to lower accuracy percentage in other cases. The result clearly showed
probability approach was a better algorithm for map matching. However, result also indicated that
high matching accuracy are not always possible in every road link segments. In difficult road link

segments, matching accuracy results were moderate only.
2.9 Map Matching Variable Sampling Rate Accuracy Evaluation
Test carried out by varying sampling rate of GPS point at different intervals showed that for

probabilistic approach, 30 second time interval between two consecutive GPS points was good

enough for getting overall accuracy of more than 80%.
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Figure 2.21: Map matching accuracy with varying sampling interval

Accuracy evaluation as shown in Figure 2.21 shows the change in accuracy percent with change
in sampling interval. Interval ‘0’ represents the original data set which contains GPS point 3 or 5
second interval. Interval of 1-5 second was obtained by conducting simple linear interpolation on

the original data set. However, linear interpolation result was not satisfactory. In the case for
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sampling interval from 6-600 second, points in between the original data set were removed to
maintain fixed interval. Accuracy percentage of 80% was maintained up until 30 second interval
between consecutive GPS point. After 30 second, accuracy percentage dropped sharply at which
only 16.9% was obtained when the interval was 600 seconds. The result could help make data
collection from these probe vehicles more efficient as less amount of data could be collected with

maintaining relatively high accuracy and reducing storage load.
2.10  Map Matching Speed Test Performance
Speed test performance was conducted in a ten-node distributed system. Each node is a Xeon(R)

CPU with 16gb of memory. The total GPS probe data from the month of June and July 2015 is

about 2.2 billion data rows.
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Figure 2.22: Speed performance test of map matching
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Each data row consisted of a data specification as mentioned in Table 2.1. Since, buffer distance
approach and probabilities approach produced significant accuracy result, a Hadoop/Hive user
defined function script was created to process the whole two-month data set. As shown in Figure
2.22, probabilistic approach took about 1549 minutes to process two-month data with 25 minutes
an average for one day data set. On the other hand, buffer distance approach took about 920

minutes for two-month data with 15 minutes an average for one day data set.

2.11 Bangkok Taxi Survey

To assess the real situation of the taxi driver working, the real understand from the taxi driver itself
is very necessary. Such understanding can be only obtained when a real survey was conducted
among the drivers. Information from taxi driver about their issues and problem from their own
experience could be vital when modeling drivers service. A questionnaire survey was conducted
in the Bangkok in collaboration with the Asian Institute of Technology and Toyota Tsusho
Electronic Nexty Thailand in the year 2016. The objective of the questionnaire survey was to
understand the operation of taxi from the status of the taxi driver working perspective in Bangkok
and surrounding provinces. A hypothesis was developed about Taxi operation by general
understanding of the taxi operation. This survey when conducted provides the hypothesis to
validate or invalidate, which then will be used as means for behavior simulation of taxi operation.
The survey itself was conducted in three stages. In each stage, different number of taxis were
surveyed as well as question were modified based on the reply received from the taxi driver. One
important factor that needs to be considered while doing the questionnaire survey is that the drivers
need to be inform prior regarding the incentive of questionnaire survey and how it could help
benefit to their daily activity. In first stage of the questioner survey a total of 30 taxi drivers were
questioned for 20 questions. The detail of the stage 1 questionnaire survey is shown in Appendix
B The reply from the taxi drivers were assessed and modified for the next two stages of the
questionnaire survey. The second stage taxi survey was conducted from 150 taxi drivers with 34
questions and the final stage of questionnaire survey was conducted from 400 taxi drivers with 34
questions as well. The detail of the stage 2-3 questionnaire survey is shown in Appendix C. The

2-3 stage of questionnaire survey is divided into four sections.
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Section A: Personal Information
Section B: Taxi Working Information

Section C: Expenses
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Section D: Application

8. yandaliiavmiTnaans? (Is it easy to find passenger?) (391 responses)

1 (Yes) —111 (28.4%)

"13il2 (No) 280 (71.6%)

50 100 150 200 250

o

gfiudnisuiauanndiatfudr luiaaldluanshavindlaaansaaayladvialai
(Will you use application which we will develop that will optimize taxi route to
get more passenger and increase profit?)

(389 responses)

@ 121 (Yes)
@ 'Ltz (No)

Figure 2.23: Bangkok taxi questionnaire survey

The result from the survey revealed that there are issues related for the taxi operation based on taxi
driver’s perspective. One of the prominent issues was the amount of income they make as well as
how frequently the driver can get the passengers as shown in Figure 2.23. More importantly,
drivers were also interested in using the mobile application that would provide them with

recommendation for finding the passengers. The detailed questionnaire response is presented in

Appendix B and Appendix C.
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CHAPTER 3

TAXI BEHAVIOUR SIMULATION

3.

3.1 Introduction

Taxi behavior simulation model describes the behavior of taxi operation in the city level that shows
how the taxi operates business as usual. Hence the question arises why understanding the taxi
operation business as usual is important. As mentioned in Chapter 2, a Bangkok taxi survey was
conducted with the questioner form. The objective of the survey was to understand the real
situation of the taxi driver from the driver point of view. Out of many question asked, one of the
question asked was whether taxi driver could get the passenger easily. Out of 400 taxi drivers
asked the question almost 70% of the response was it is difficult to get the passenger. However,
on the passenger side there are many complains from the taxi drivers of being rejected by the taxi

drivers which is shown in Figure 3.1.
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The Bangkok land transport department has released figures for complaints made over the last four months.

Figure 3.1: Need for taxi behavior simulation
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Looking at the issue from both drivers’ perspective as well as the passenger perspective, the issues
is related with the passenger findability. Optimizing the taxi service operation could help
minimizes the passenger findability issue. In order to make an optimization, understanding the
business as usual is necessary. In this regard, business as usual could be obtained from simulating

the taxi behavior on which improvement could be introduced to make the optimized taxi service.

3.2 Taxi Behavior Modeling State

Taxi behavior modeling consist of a multiple state. A simple state diagram for the taxi behavior is
as shown in Figure 3.2. Moving from left to right side, when the taxi gets the passenger, the taxi
state could be described by ‘Taxi Pick Up State’. When the taxi has a passenger then the taxi has
to go to the passenger destination place to drop off the passenger for which the state could be
described as ‘Taxi Drop Off State’. Following the passenger drop off, the taxis are free to move
any direction to search the passenger which could be described as ‘Free Movement State’. In the
‘Free Movement State’, taxi could move to 9 cardinal direction including staying at the same
location. During this state taxi are searching for the passenger. As the taxi finally picks up the
passenger then the taxi state is changed back to the ‘Taxi Pick Up state. The state cycle continues

until taxi stop for working.

B yosongCr Searchine e
Taxi Drop Off Passenger Pick Up
State Successful
Free Movement State
l ﬁ--'gi “F,M_
Taxi Pick Up Taxi Pick Up
State State

Figure 3.2: Taxi behavior modeling state

Based on the taxi state diagram, taxi behavior is characterized by the dynamic discrete time

dependent events involving customer pick-up, customer drop-off, cruising, and parking within the
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spatial and temporal domain. Simulation models which are a simplification of a real-world system,
can help understand effects of change of such dynamic behavior. In this regard, agent-based
simulation and modeling, in which each taxi behaves as an agent, can capture such dynamic
behavior through reconstructing complex patterns by decomposing complex systems down to the
level of single agents that are administrated by sets of behavior rules (Baster et al. 2013). The
advantage of agent-based modeling is that, rather than modeling the entire system with a single
Equation, the entire system is modeled with the collection of autonomous taxi agent with rules
governing them, which makes complex individual agent behave more naturally (Bonabeau 2002).
In this way, agent-based simulation and modeling can highlight the effect of a change in taxi
services and its impact to driver’s income profitability through optimizing parameters (number of
trips, passenger waiting time) derived from simulation. As an example, what will be the impact on
taxi behavior service when the number of agents i.e., taxi is increased to the region of low taxi
demand or decreased to the region of high taxi demand. Understanding such causality could help
better management of taxi fleets with regards to the operational cost as well as improve taxi
driver’s income. Moreover, recently, many big cities, such as London and New York, have plans
to adopt electric taxis (Tu et al. 2016), and understanding discrete taxi behavior through agent-
based modeling could help optimize locations for charging stations, which are crucial for such

electric vehicles.

As taxis services are operational throughout the city, spatial and temporal information from these
vehicles can be an asset for governing different aspects of urban management. Information, as
such, could contribute mainly to helping make better decision-making processes at both
government and local level. Having said this, the constant advancement of collecting moving
trajectory data in space and time has opened up the possibility of a wide range of study in the field
of spatial information science (Sadahiro et al. 2013). One of the primary technologies for retrieval
of information of various traffic data is from stationary equipment, like loop detectors, for
automatic vehicle identification. However, they are limited to specific sections of road. On the
contrary, a probe car, also known as a probe vehicle or floating car, utilizes the running vehicles
to gather various traffic information, and has been an emerging ITS technology for modeling
vehicle behavior (Bischoff et al. 2015; S. F. Cheng and Nguyen 2011; Miwa et al. 2004). Big cities,
like New York and Beijing, have taxis already equipped with GPS sensors that collects spatial and
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temporal data to a data center to be processed to extract traffic information (N. J. Yuan et al. 2013).
The taxi driver mobility intelligence is an essential factor to maximize both profit and reliability
within every possible scenario, and the knowledge about the service can be an advantage for the
driver (Luis Moreira-Matias et al. 2013). However, to understand such stochastic dynamics of taxi
behavior, micro-level simulation models are required, which can be further analyzed for
optimization of taxi services by adjusting parameters like demand, supply, or altering dispatching

algorithm (Maciejewski et al. 2016).

Agent-based modeling and simulation (ABMS) was implemented, to capture the dynamic behavior
of taxi operation, for which in recent years, has been seen in many areas of application, such as
flow evacuation, traffic, and customer flow management (Bonabeau 2002). Agent-based modeling
and simulation describes the dynamic action of an entity i.e., taxi agent governed by behavior rule
and properties, similar to the work presented in (Abar et al. 2017; S. F. Cheng and Nguyen 2011;

Grau and Romeu 2015), to emulate the taxi behavior in Bangkok, Thailand.

The main task of the taxi simulation model is summarized as follows:

e Proposed a taxi agent regarding spatial and temporal domain based on a stay point cluster
of probe GPS data and a kernel density of its timestamp.

e Formulated a concept of free taxi movement based on the movement direction of the taxi,
which was introduced for searching passengers.

e Developed an agent-based simulation model which is based on multiple parameters (taxi
stay point cluster; trip information (origin and destination); taxi demand information; free
taxi movement and network travel time) that were derived from probe GPS taxi data. As
such, agent’s parameters were mapped into a grid network and the road network, for which
the grid network was used as a base for query/search/retrieval of taxi agent’s parameters,
while the actual movement of taxi agents was on the road network, with routing and

interpolation.

Agent Based Modeling (ABM), which works on the state-rule-input architecture (Torrens 2010),

such that taxi behaves as an agent that interacts with the environment to capture the dynamic
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behavior through reconstruction of complex pattern which is defined by the behavior rule. Figure

3.3 shows the conceptual design of the agent-based modelling.
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Figure 3.3: Conceptual design of agent-based modeling

Conceptual design of agent-based modeling consists of an Input ‘I’, Rule ‘R’ and the State ‘S’.
The input of the agent-based modeling is defined by the taxi spatial and temporal variable. The
agent spatial and temporal parameter is extracted from the stay point cluster from the probe GPS
data. The agent interacts with an environment which provides the rule to the agent. The
environment is defined by multiple variable including free movement taxi, taxi trip origin
destination, taxi passenger demand and routing & interpolation for the network travel time. The
rule then guides the agent to real the goal which is defined by agent State. The agent is defined by
two states. The first state is the taxi without passenger and the second state is the taxi with state.
Depending upon the current state and the rule provided by the environment, next state is defined
as the goal of an agent. Both input agent and environment are updated based on the goal reached.
The updating of the environment provides the indirect interaction of an agent among each other.
The motivation of taxi behavior simulation modeling is to optimize taxi service operation, through

an increased number of passenger trips, making drivers wait a less amount of time to get their next
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passenger, and making more extended passenger trips, as well as determine optimum working time
based on the spatial and temporal domain. However, to identifying and evaluating such optimizing
parameters, knowing real taxi behavior is a must. The proposed agent-based simulation and
modeling recreates the real taxi behavior i.e. business as usual from which optimizing parameters
could be derived, that would improve the taxi service for both driver, regarding monetary profit,

as well as for passenger, regarding service level of the taxi.

Also, spatial data, as such, probe GPS taxi data, with its ubiquitous properties, are enormous, and
in most cases, deemed confidential. In such cases, obtaining raw spatial data is somewhat
complicated. However, simulation and modeling techniques proposed in the study could
essentially recreate such spatial data, with secondary data derived, and with properties as similar
with the real data. In this regard, such simulation and modeling techniques are not only limited to
vehicle behavior, but also could be implemented in simulating human mobility behavior from GPS

or call detail record data.
3.3 System Overview
The taxi simulation model itself is conducted with the agent-based simulation. However, before
simulation operation is performed, data needs to be prepared and processed to extract the variable
to be used for the simulation. As for this, the overall system is divided in three stages as shown in
Figure 3.4. The three stages are as follows:

e Pre-processing stage

e Data preparation stage

e Taxi behavior modeling
In addition to the three stages that included preprocessing, data preparation and taxi behavior

modeling, the overall processing is handled with spatial and non-spatial data indexing with

distributed computing platform
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Figure 3.4: System overview

In the data preparation stage, multiple secondary datasets from cleaned probe data were extracted,
including stay point, passenger trip data, origin-destination probability data, demand probability
data, direction probability data, and grid network road network travel time data. In taxi behavior
modeling stage, agent-based modeling was implemented, that simulated the taxi behavior of the

urban city.

Managing a large volume of data requires an efficient indexing technique that would handle index,
search, and retrieval jobs (Chakka et al. 2003). Hence, both spatial and non-spatial indexing
technique was implemented for the simulation purpose. STR tree, which is sort-tile-recursive R

tree from Java Topological Suite (JTS), was implemented to index and search spatial data. As for
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non-spatial data, an index and search engine named Lucene, that works on vector space model
algorithms, was implemented for all query, search, and retrieval tasks during the simulating

operation (Y. Zhang and Li 2009).

In addition to the large indexing volume of data, the preprocessing of all the data to be utilized for
simulation, including cleaning, retrieving trip information, origin-destination, stay point
extraction, direction movement extraction, was conducted in Apache Hadoop/Hive large-scale
distributed computing system (Witayangkurn et al. 2013). The vehicle is the taxi that is running in
and around Bangkok, Thailand, of which data is provided by Toyota Tsusho Nexty Electronics
(Thailand) Co., Ltd, Bangkok, Thailand. The probe GPS data was collected from approximately
10,000 taxis with a sampling time of 3 or 5 second. The total GPS probe data preprocessed from
1 June 2015 to 31 July 2015 was about 2.2 billion data rows which were stored in Hadoop
Distributed File System (HDFS). Each data row consisted of a GPS data points with data
specification and sample data as described in Table 2.1. For spatial data processing, Apache Hive
based query HiveQL (Hive Query Language) was developed including Hive UDF (User Defined
Function) and Hive UDAF (User Defined Aggregated Function).

Each of the probe data collected belongs to the spatial trajectory generated by moving taxi in
geographical space such that trajectory Ti = {p1, p2, p3, ...,pj}, where p; = (Xj, yj, tj), such that x; =

longitude, y; = latitude, and tj = timestamp.

3.4 Road Network and Grid Network

Open street map data of Thailand was utilized for the road network for which topological error
was cleaned (Ranjit et al. 2017). Here, road network was represented by R such that R = {ri, 12, 13,
T4, ..., In}, Where 11, 12, 13, 14, ..., In is €ach road segment. The total of 228,416 OSM road network
features was extracted for Bangkok and the surrounding provinces. Following the preparation of
OSM road network data, taxi probe GPS data were preprocessed to remove erroneous datasets.
The cleaned GPS data were then map-matched with probabilistic map-matching process, with open
street map road network R (Ranjit et al. 2017), that mapped GPS data on the road segment which
is described in Chapter 2.
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Figure 3.5: Left Open street map of Bangkok road network; Right Grid network

The small grid size of 500 x 500 meters was chosen as grid network, in order to preserve spatial
patterns and characteristics in the grid (Nam et al. 2016), however, the optimum grid size selection
was still subjective, as larger grid size could be suitable for suburban or rural areas, but not suitable
for dense urban area (Castro et al. 2013). A grid network of 500 x 500 meters was constructed,
covering all of Bangkok region, as well as surrounding provinces. Here, grid network was
represented by G such that G = {g1, g, g3, g4, ..., gm}, Where g1, g2, 23, g4, ..., gn Was each grid
or cell. The total of 64,620 grid network features was prepared for Bangkok and the surrounding
provinces. In addition to the road network map matching, the cleaned GPS data were also mapped
to the grid network G. Figure 3.5 shows the OSM road network and grid network in Bangkok and

surrounding provinces.

Grid network was used as it simplified the computation while maintaining both spatial and
temporal relevance of the aggregated dataset. Also, use of grid network splits the given spatial
region into disjoint areas, which makes it easy to inspect for further qualitative analysis (Castro et
al. 2013). The road network was used during the preprocessing step of cleaning and map-matching

probe taxi data, and then later used routing and interpolation of the simulated taxi agent trajectory.

55



3.5 Data Preparation
3.5.1 Data Aggregation

Both road network and grid network mapped data, data were further categorized as “weekdays”
and “weekends” data. Mapped and categorized probe data were then aggregated to each road
segment and grid network at multiple time step of one hour, fifteen minutes and five minutes.

Figure 3.6 shows road network “R” overlapped over grid network “G” at time steps of At.

T,=t

Weekdays 5 . Tttt

Weekends I3

At

At = {one hour, fifteen minutes, five minutes}

Figure 3.6: Probe data aggregation in OSM road network and grid network

The flow diagram of a data aggregation process is shown in Figure 3.7. As mentioned, the probe
data were at first mapped into the road network and the grid network. The mapped data were then

partitioned based on weekdays and weekdays.

Aggregate data to
Road Network ID or
Grid Network ID at

Time Steps of At

Partition Mapped
—> Data by Day type —>
(Weekdays or Weekends)

Mapped
Probe Data

Figure 3.7: Flow diagram of a data aggregation process
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An aggregation function was used for aggregating the data for time steps of At at road network
and grid network for both weekday and weekend data partitioned. Hence, the probe data as
mentioned was categorized to weekday data and weekend data. In the period of two month of June
and July 2015, weekday count for 45 days and weekend count for 16 days. Figure 3.8 shows the
data aggregation example for every 1 hour interval. Each of the aggregated probe GPS data is
indexed to the Grid Id for the given time interval. The aggregation as mentioned was also
conducted for multiple time interval which were one hour, fifteen minutes and five minutes

depending upon the type of processing required.

Grid Id = 200000028175; Time = 8:00 - 9:00
Data
Weekdays 45 Days Weekends 1 6 Days IMEI Latitude Longitude Speed Direction Error Engine Meter Time Stamp _ Source
16005247 13.85492 100.5846 5 227 0 0 0 2015-06-06 8:28 9
| 2015-06-01 ” 2015-06-02 | l 2015-06-06 ” 2015-06-07 | 16005247 13.8571 100.5859 15 207 0 0 0 2015-06-06 826 9
16005707 13.85502 100.5847 22 211 0 0 0 2015-07-18 8:45 9
16005707 13.85625 100.5854 6 214 0 0 0 2015-07-18 8:44 9
T=t T=t X 5 5 )
l /r/, J 4/, 7 Grid Id = 200000028174; Time = 9:00 - 10:00
o 'd 1
T=t+1 T=t+1 Latitude Longitude Speed Direction Error Engine Meter Time Stamp
10016348 13.85755 100.581 18 82 0 0 1 2015-07-26 9:03 9
10016348 13.85752 100.5807 18 78 0 0 1 2015-07-26 9:03 9
16005015 13.8549 100.5788 3 0 0 0 0  2015-06-13 9:59 9
16005015 13.85478 100.5787 4 0 0 0 0 2015-06-13 9:59 9
Grid Id = 200000028175; Time = 9:00 - 10:00
Data
IMEI Latitude Longitude Speed Direction Error Engine Meter Time Stam, Source
10016982 13.855 100.5846 64 210 0 0 1 2015-06-28 9:55 9
10016982 13.85562 100.585 58 210 0 0 1 2015-06-28 9:55 9
At At 10015900 13.8575 100.5861 64 208 0 0 1 2015-06-27 9:37 9
10015900 13.85682 100.5857 52 208 0 0 1 2015-06-27 9:37 9

Figure 3.8: Data aggregation example

3.5.2 Stay Point Extraction

In order to conduct the taxi behavior simulation, the initial location and starting time of taxi agent
needs to be defined prior. Initial location and starting time for each taxi agent was extracted based
on the stay point cluster and kernel density of the cluster timestamp within the given spatial
location. Stay point denotes locations where the vehicle (taxi) have stopped or stayed at some
location for a certain interval of time, such as a parking place or a gas station, or while looking for
a passenger. Taxi stay point cluster location was extracted, which depicts the start location for each
taxi during the simulation. The stay point algorithm first checks the distance between the anchor
point P,y cnor P2, as shown in Figure 3.9, with the successor points Py ccessor (P3, P4, P5) within

the distance threshold Dipresnoia Value (Q. Li et al. 2008; Y. U. Zheng 2015). Depreshora Was
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chosen to be 50 meters, which was set empirically. Following this, the time span between anchor
point and last successor point P5, which was within the distance threshold, was measured. If the
time span measured was greater than the time threshold Typ,esn01q4 Value of 10 min, then stay point

locations were detected for the given taxi, as shown in Equation (3.1).

Stay Point = {(Panchorl Psuccessor) < Dthreshold & (Panchorl Psuccessor) > Tthreshold} ------- (3-1)

o N
/ Anchor point :
2l - P2 P5 \ P6
@ - >@
Threshold
Distance < 50 Meter
Time > 10 Minutes

Figure 3.9: Stay point extraction

Stay points were extracted for the clustering as to simplify the processing for the clustering
algorithm. As mentioned previously, the number of probe GPS data points from probe taxis was
about 2.2 billion data rows. Clustering of this vast dataset would take lots of time as well as clusters
would be difficult to separate as GPS traces would be dense in particular regions. To overcome
this difficulty, stay point was extracted that would reduce the computational processing time and

would provide meaningful clusters.

Next is the clustering of the stay point data extracted. Different clustering algorithm are available
depending upon the type of clustering required. Some of the clustering algorithm which are used
extensively are k-mean clustering (Kanungo et al. 2002; Macqueen 1967), mean shift clustering
(Y. Cheng 1995; Comaniciu and Meer 1999), clustering using gaussian mixture models (GMM)
(Verbeek et al. 2003), hierarchical clustering (Szymkowiak et al. 2001; Zhao et al. 2005), density
based spatial clustering of applications with noise (DBSCAN) (Ester et al. 1996). Each of the
clustering algorithm have their own pros and cons. As an example, k mean clustering can be easily

implemented however it may not be suitable when the required number of cluster are known.
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DBSCAN clustering are suitable for the spatial clustering however it may possess a challenge
when the data is dense and computational time becomes high. Initially DBSCAN clustering

algorithm was applied for the stay point data. DBSCAN produced the cluster from the stay point

data that showed location where taxi normally stayed for longer period of time as shown in Figure

3.10.

Figure 3.10: Stay point cluster with DBSCAN algorithm

However, normal DBSCAN algorithm produced some error cluster where some of the cluster did
not seems to be a location where taxi could stay for long period of time. An example for the error

cluster is shown in Figure 3.11.
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Figure 3.11: Example for the error cluster detected with DBSCAN
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To overcome the error cluster, DBSCAN algorithm was improved by using grid based DBSCAN
algorithm. A grid G based DBSCAN algorithm was implemented for each taxi stay point identified
as proposed in (Ester et al. 1996; Gan and Tao 2015; D. W. S. Wong and Huang 2016), where the
minimum number of points to form clusters (MinPts) and the maximum distance within two points
that belongs to the cluster (epsilon &) were chosen empirically, depending upon the number of
clusters required. The MinPts value was chosen as 100 points, and epsilon distance € was chosen
as 50 meters. However, both values could be adjusted depending upon the number of clusters
required. Improvement on the clustering algorithm could be achieved with HDBSCAN clustering
(Campello et al. 2013) which uses only single parameter, i.e., MinPts for the clustering algorithm.
However, as stay points were extracted before clustering, with a threshold distance of 50 meter,
all those points that were identified as stay points were within 50 meter threshold distance. Hence,
traditional DBSCAN, with an epsilon distance of 50 meter, was used for clustering instead of
HDBSCAN. Figure 3.12 shows the clustered stay point with the improved grid based DBSCAN
method. Finally, the centroid of each cluster was computed that represented the stay location for

each taxi.

Arnoma Grand Bangkok Ogfkarn Buildin
@ .?.:‘m nw"-Lg:"zg.o

o o0 fAuny

pental Bangkok

) Q‘o @Holiday Inn Bangkok
o

—S— 5 Qprrmara n °
— / rchibs
) OSAB Guest House £
¥ [ ~Female Only E 3
/ Somkid Gavmﬂso Fs
/ Condominium
PC Land )
Technologies Co., Ltd
PC s

Figure 3.12: Stay point cluster with grid DBSCAN algorithm

For each of the clusters, the start time was computed that represented the starting time for the taxi

during simulation, using the kernel density function (Harvey and Oryshchenko 2012; Zucchini
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2003) for the timestamp of each of the points in the clusters. High kernel density value of
timestamp was chosen as the start time. The left Figure 3.13 shows an example for stay point
cluster for taxi id “10012462” at grid id “200000036679”. The right Figure 3.13 shows the kernel
density of timestamp all the stay point cluster for taxi id “10012462” at grid id “200000036679”.
For this case, the density at timestamp “14292 seconds” (3:58:13 a.m.) was the highest, and hence,

start time for this taxi was chosen at 3:58:13 a.m. and the cluster centroid as the starting location.

N ".: 2 Kernel Density For Time Stamp Of Stay Point Cluster
Nt
o Pl 2.00E-04
° o Selected time stamp as start time for stay point cluster.
T ‘ N[ 2 1.60E-04 In this case Start Time =14292 Sec i.e. 3:58:13AM
- & S5e . é Taxi Id : 10012462 (IMEI)
= o ; S 120E-04 Grid ID = 200000036679
Stay Point Cluster of z
. £ 8.00E-05
Taxi Id : 10012462 (IMEI) at 3
Grid ID =200000036679 1.00E-05
o
5 0.00E+00 I\‘ A, .
CTEREIRNIELICLLREFAIRRISLZIERTIAR
o o e RN S 2223888 0aRneesS§
© SR8 -29RIFIBEFREANIBIGRILEBI]”
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Figure 3.13: Left: Stay point cluster; Right: Kernel density function of timestamp.

3.5.3 Vacant Taxi Movement

The taxi state diagram shows that when the taxi drops the passenger to the destination, taxi changes
its state to free movement state i.e. taxi with no passenger. When the taxi has no passenger, the
taxi has a total of nine possible cardinal directions to move for searching the passenger, including
north (337.5-22.5°), northeast (22.5-67.5°), east (67.5—112.5°), southeast (112.5-157.5°), south
(157.5-202.5°), southwest (202.5-247.5°), west (247.5-292.5°), northwest (292.5-337.5°), or stay

at the same location.
Figure 3.14 illustrated the nine possible cardinal directions for vacant taxi movement. Based on

this assumption, vacant taxi movement was directed for searching of a passenger, with a directional

probability which was estimated for both weekday and weekend data.
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Figure 3.14: Nine cardinal direction for vacant taxi movement

The free movement of taxi was modeled based on the direction probability which is as shown in

Equation (3.2), for each grid at a time interval of every 5 min.

n
V,€ G, P(d), = N_f, .................. (3.2)

where P(d), in Equation (3.2) is the direction probability for vacant taxi movement, moving to
direction d, for all grid g € G at time interval ¢, such that n; and N, are the number of vacant taxi

points moving to direction d, and the total number of vacant taxi points in grid g € G, and time
interval of t, respectively. The direction the vacant taxi would choose for searching for passengers

was estimated from the highest P(d)4 obtained for a given grid and time interval.
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Figure 3.15: Direction probability density of in a grid at given time interval
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An example of a directional probability density at a given time interval is shown in Figure 3.15.
Based on the density at this selected grid at a given time interval taxi is more likely to move to
northeast direction with directional value of 25 degree to search for the passenger. For each grid
at the five minutes time interval directional probability is pre-computed which was used for the
free movement taxi during agent-based simulation. Though the movement of taxi was from one
grid to another grid, the actual movement was based on the OSM road network during the taxi

agent simulation process.

3.5.4 Taxi Origin and Destination

In the taxi pick up state, the taxi simply need to go to the passenger destination. To model the
passenger destination, origin and destination of the passenger trip from the taxi probe data need to
be extracted and evaluated. Taxi origin and destination or simply OD refer to the location where
the taxi picked up and dropped off the passenger or customer (Gonzales et al. 2014). The OD of
the taxi was extracted from the taxi trip information, which is tracked through taxi “meter status”

of probe data, as described in Table 2.1.

000000000111111111111111111‘_];_‘0000000000
L )
0-1 transition ! 1-0 transition

»
(Passenger Pick Up) (Passenger Drop Off)

Figure 3.16: Passenger trip based on pick-up and drop-off transition

As for the trip itself, only those trips were considered whose origin and destination was within
Bangkok and the surrounding provinces, as shown in Figure 3.5. This also suggested that longer
trip information was eliminated, and simulation focused more on Bangkok region. Figure 3.16
shows the passenger trip based on pick-up and drop-off transition. Meter status 0 indicated that the

taxi has no passenger and meter status 1 indicated that the taxi has passenger. Meter status
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transition from 0 to 1 was considered as the start of a passenger trip, and transition from 1 to 0 was

considered as the start of the non-passenger trip.

One issue when estimation the trip from the probe taxi data was some of the taxi showed usual
high number of trip for a given day. As shown in Figure 3.17, one of the taxi with IMEI value of
16005934 has number of trip to 48 in one day. However, such high number of trip are uncommon
in Bangkok which was also verified from the questionnaire survey from the taxi driver as shown
in Figure 3.18. According to the questionnaire survey conducted among 400 taxi drivers in
Bangkok and surrounding region almost 50% of the driver respond as that they make about 10 to

15 trips per day.

Origin Origin B Destination | Destination | Destination* 5 I
IMEL latitude | longitude Onigin: Time latitude longitude Time | i
. on 2015-07-01 . 2015-07-01 1
16005934 | 13.7281 | 100.53318 23-03:08 13.72003 100.53857 23:07:09 | 46 &
2015-07-01 2015-07-01 1
2 2 2 ~ i
16005934 | 13.71973 | 100.53867 230739 13.7639 100.5469 232544 | 47 |
. . 2015-07-01 2015-07-01 =
16005934 | 13.76425 | 100.53965 239714 13.71997 100.55997 23-41:48 48 |
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Figure 3.17: Unusual high number of trip in certain taxi
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Figure 3.18: Number of taxi trip according to taxi questionnaire survey

One reason of this unusual high number of trip could be the error in the GPS probe data itself.
Upon conducting the meticulous check up on the probe data, it is found that the some of the taxi

data had error with frequent meter status being change from 0 to 1 and 1 to 0.

Reason for high trip count frequent transition of meter status
A oy

Ol i

Pick up

5 ol e
..... o

..o%...iﬂl":_e“..’ poogomeno e o

opre~ Qe

©0

Figure 3.19: Frequent transition between pickup and drop off

Figure 3.19 shows an example of a taxi trip with unusual high trip being made for one of the taxi.

When there is passenger location is shown in green color and where there is no passenger location

65



is shown in red color. As shown it is clear why some the taxi had high number of trip. The meter
status has been constantly changing from 1 to 0 and 0 to 1 for the short distance covered and time
travel. In some cases, there is continuous change from 0 to 1, 1 to 0 and 0 to 1. As the algorithm
detects this transition, each transition is considered as start of the trip or end of the trip. A simple
method was implemented to address this issue based on trip distance. Hence, only those trips were
considered whose trip distance was more than one kilometer. Considering this criterion even
though frequent transition is prevalent they were not considered as taxi trip. Figure 3.20 shows the
trip distribution when trip with more than 1 km distance was considered. As compared to the trip
without considering minimum threshold distance of 1 km in Figure 3.17, the trip with 1 km
threshold distance adjusted the mean trip considerable similar with the real situation as suggested

by the questionnaire survey as well.
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Figure 3.20: Trip distribution considering trip more than 1 Km

With trip data cleaned each of the transition locations were mapped onto the grid network G, along

with trip distance and trip time computed. A total of 3,081,230 passenger trips and a total of
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2,570,432 non-passenger trips were recorded for June and July 2015. Table 3.1 shows the

passenger and non-passenger trip examples for taxi id: 10012462 on weekday.

Table 3.1: Passenger and non-passenger trip

Date: 2015-06-01; Day Type: Weekdays

Passenger Trip

IMET Pick Up Drop Off Pick Up | Drop off |Trip Distance [Trip Time
Grid Grid Time Time (Km) (Minutes)
10012462| 200000035920 | 200000036681 | 9:04:56 9:09:57 2.34 5.02
10012462| 200000036680 | 200000040994 | 9:22:01 15:44:16 62.35 382.25
Non - Passenger Trip
IMEI Drop Off Pick Up Drop off | Pick Up | Trip Distance |Trip Time
Grid Grid Time Time (Km) (Minutes)
10012462| 200000036681 | 200000036680 | 9:09:57 9:22:01 2.95 12.07
10012462| 200000040994 | 200000037087 | 15:44:16 | 16:35:59 17.63 51.72

Based on passenger trip data, an Origin Destination or simply OD matrix was established for a
time step of 1 hour, for which pick-up location (origin) and drop-off location (destination) pairs

were aggregated, based on each grid network G = {g1, g2, g3, g4, ..., Em}.

As mentioned previously, there were about 30 million passenger trips recorded for a 2-month
period, hence there are about 500,000 OD matrixes derived for each individual day, approximately.
The OD matrix of this scale could be easily matched to the closest OSM road network. Doing so,
however, generated issues where many OD pairs became sparse, with only one transition between
origin and destination road network segment at the given time interval, as shown in Figure 3.21.
Figure 3.21A shows the case when the OD became sparse, with only one transition between origin
road segment and destination road segment, when created using OSM road networks as compared
to when created with the grid network, which had 10 transitions between origin grid and destination

grid, at the given time interval. Figure 3.21B shows the pick-up location at the origin with respect
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to the OSM road network. Similarly, Figure 3.21C shows the drop-off locations at the destination
with respect to the OSM road network.
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Figure 3.21: (A) OSM road network and grid network OD comparison; (B) Pick up

Origin

location at origin with respect to OSM road network; (C) Drop off location at destination

with respect to OSM road network



The Figure 3.21 shows each OD pair corresponding to road network were at different segments,
hence creating the sparseness in the OD matrix. Using grid network helped reduce the sparsity
problem when creating the OD matrix. In the case when a longer period dataset or larger numbers
of taxi data were available, using road network becomes a better option than using the grid network.
Other advantages of an OD matrix based in grid was that it could help anonymize the data where
data are sensitive, and privacy needs to be protected as well as; such an OD matrix could be applied

for understanding interzonal or intercity mobility as well (Ge and Fukuda 2016).

With the origin-destination matrix for passenger trip developed, OD transition probability was
computed for both weekday and weekend data as shown in Equation (3.3), which was to be used

for passenger trip simulation as.

Trivo-
V€ Gr,P(goop) = %‘;OD ................. (3.3)

where P(go_p) is the OD probability for all grids g that belongs to G at time interval t, such that
Tripo_p is the total number of passenger trips between the origin grid O and the destination grid

D, and Trip, is all the passenger trips that originated at grid O at time interval t.

Figure 3.22: Passenger trip OD at time interval. Left: 7-8 a.m.; Right: 18-19 p.m.
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The concept behind the use of conditional probability of the OD matrix as shown in Equation (3.3)
was to construct the transition probability matrix between origin and the potential destinations,
such that for any given passenger trip generated during simulation, taxis at the origin would move
to the destination estimated by the OD transition probability matrix for the given time interval.
The OD probability transition matrix, however, could be the subject of periodic update (Luis
Moreira-Matias et al. 2016) at specific time intervals as agents start to move along the
spatiotemporal domain, which could provide the indirect interaction between the agents during the
simulation process. Figure 3.22 shows the passenger trip OD visualization at a time interval of 7
a.m. to 8 a.m., and 18 p.m. to 19 p.m. Each line segment in the OD visualization represented the
passenger trip from origin grid O to destination grid D, while the width of the line segment
represented the number of trips. The higher the number of trips, the broader was the line segment,

and vice versa.

3.5.5 Taxi Demand

In the taxi modeling state of free movement state, taxis are constantly looking for the passenger
by moving to nine cardinal direction including the stay at same location. During the passenger
searching process whether the taxi would get the passenger was defined by the available demand
probability of success for a given spatial location and time interval. Passenger demand for the
given time interval was defined as the total number of passenger pick-ups within the given spatial
region at a given time interval. In general, demand is the passenger pick-up count in the spatial
and temporal domain (J. Ke et al. 2017; R. C. P. Wong et al. 2014; J. Yuan et al. 2011; D. Zhang
et al. 2016). Demand for a taxi was computed with the concept of probability of success or
probability of finding passenger, as proposed by (Lv et al. 2017a; R. C. P. Wong et al. 2014),
which was the demand that generated in the grid over the number of vacant taxis in that grid in
that given time interval for both weekday and weekend data, as shown in Equation (3.4).
Og

Vg€ Ge, P(dM)g =2 (3.4)
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where P(dm), is the probability of success for all grid g € G at time interval ¢, such that O, and

V,

y are the total number of demands generated and total number of recorded vacant taxis at grid

g € G and time interval t, respectively. The time interval for demand probability was chosen for
every 1 hour interval. Figure 3.23 shows the aggregated demand of taxi in morning hour from 7

a.m. to 8 a.m. and in the evening hour from 18 p.m. to 19 p.m.

Y,

Figure 3.23: Aggregated taxi demand at time interval. Top:7-8 a.m.; Bottom 18-19 p.m.

The passenger demand for each grid and each time interval varies as shown in Figure 3.23, which

also implies that the probability of success varies accordingly. This indicated that the probability
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of success was subject to spatial and temporal variation, which could be captured through demand
estimation. However, different levels of demand-related information (such as conservative,
empirical, informed in real time, and informed about predictions) using data-driven Artificial
Intelligence (AI) technologies, and how the information is shared among the driver, could alter
and improve the overall behavior and needs to be defined carefully for better demand estimation

(Grau et al. 2018).

3.5.6 Network Travel Time

Modeling of the taxi behavior is subjected to the movement of taxi from passenger pick up location
to passenger drop off location as well as free movement while searching the passenger. Both
movement are related on how taxi travel between the location along with travel time in the road
network. GPS probe data now enables us to collect the travel time information through the moving
vehicle, and has the given convenience to make travel time predictions in a complicated road
network, whereby road network travel time can be estimated by estimating the speed between the
nodes of the road segment (Liu et al. 2006, 2007). GPS probe data can essentially provide
information of a traffic condition of a given period, such as travel time estimation, as well as traffic
congestion, which directly relates to the distance travelled by a vehicle in that period (Wang et al.
2011). The average road network segment speed and average grid network speed was estimated
for the time step of every 15 min time interval for both weekday and weekend data, as shown in
Equations (3.5) and (3.6). The estimated average road network segment speed and average grid

network speed was used for estimating taxi travel time during the simulation movement.

V,ER,,5, =22 (3.5)
Nper
= _ ZSpEG
Vg€ Ge /Sy = 2L (3.6)

where, s,- and 5, are the average speed on the road network segment r € R, and grid network g €
G, respectively at a time interval of t, such that }; S,¢, and }; Sy, are the sum of the speed of all

the points p with N, and N,¢4 as the total number of points that belonging to its respective
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network. The use of two different average speeds was because not all road network segments had
the probe GPS point associated with it at a given time interval. In such cases, the road network
segment average speed could not be computed. Hence, grid network average speed was used
instead for the given road network segment associated with it at the given time interval. In this

regard, road network travel time was given by Equation (3.7).

Tdistance
Sy
Tripet = raistance (3.7)

Sg

where, T p¢; is the road network travel time with 7g;5¢ance as road network segment distance, such

that for any point p that appears on road network segment r € R and grid network g € G at time
interval t during simulation, would require T..5¢; unit time to cross or complete the road network

segment.

The average speed profile at different time interval is shown in Figure 3.24. The average speed on
the outer Bangkok region is higher as compared to the inner Bangkok region. This is due to the

reason that inner Bangkok region has high volume of traffic as compared to sub urban region.

Managing a large volume of data requires an efficient indexing technique that would handle index,
search and retrieval job (Chakka et al. 2003). Both spatial and non-spatial in indexing technique
was implemented for the simulation purpose. Various spatial indexing techniques are available
that based on tree data structure such as Rectangle tree R tree (Guttman 1984), similarity search
tree (SS-tree) (White and Jain 1996), Sphere/Rectangle tree (SR-tree) (Katayama and Satoh 1997),
Quadtree (Francis et al. 2008). However, Sort-Tile-Recursive (STR) packed R tree from Java
Topological Suite (JTS) was implemented to index and search spatial data. As for non-spatial data,
index and search engine named Lucene, that works on vector space model algorithm, was
implemented for all query, search and retrieval task during the simulating operation (Y. Zhang and
Li2009). As for the sample data for all the data extracted, an example is for it is shown in Appendix
F.
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Figure 3.24: Average speed profile on road network segment at different time interval

The preprocessing of all the data to be utilized for simulation, including cleaning, retrieving trip
information, origin-destination, stay point extraction, direction movement extraction, was
conducted in Apache Hadoop/Hive large-scale distributed computing system (Witayangkurn et al.
2012, 2013). Hadoop/Hive system utilized ten nodes of which each node was a Xeon(R) CPU with
16gb of memory. The total GPS probe data preprocessed from June and July 2015 was about 2.2
billion data rows which were stored in Hadoop Distributed File System (HDFS). Each data row
consisted of a GPS data points with specification as stated in Table 2.1. For spatial data processing,

Apache Hive based query HiveQL (Hive Query Language) were developed including Hive UDF
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(User Defined Function) and Hive UDAF (User Defined Aggregated Function). The distributed
computing platform was not only for large-scale support but also for fast processing, spatial

support and scalable in terms of both processing speed and storage (Witayangkurn et al. 2012).

3.6 Agent Based Model

An agent-based simulation model was designed to simulate the discrete event of real taxi
movement as it happens in the real-world situation. The entire model was subdivided into five
different submodules which were initialization module, passenger pick-up module, data logger

module & updater module, passenger drop-off module, as shown in Figure 3.25.
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Figure 3.25: Agent-based simulation model

In the agent-based simulation model, each taxi was treated as an individual taxi agent, for which
they were given a specific behavior rule, based on location and time, for its entire movement. This
approach makes modeling flexible, as it makes it easy to add individual variation in the behavior

rule, as well as external random influences (Helbing 2012). The result is an overall characteristic
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feature of the system from the collective individual entity with rule. Other features that make agent-
based simulation promising is the use of modularity, where different events are separated into

individual modules.

3.6.1 Initialization Module

In this module, various simulation spatial and non-spatial parameters were indexed. Spatial data
parameters included OSM road network and grid network data, whereas non-spatial data
parameters included stay point data, passenger trip data, origin-destination probability, demand
probability, vacant taxi movement probability (direction probability), OSM road network, and grid

network speed data. Figure 3.26 shows the initialization module of the simulation process.
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Figure 3.26: Initialization module
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3.6.2 Taxi Agent

Each of the taxi agents was created based on the taxi stay point cluster extracted from the probe
data. For each taxi agent, various parameters were set at the beginning of the simulation, including
start location regarding latitude and longitude, start time, trip type, i.e., whether the taxi have a
passenger or not, day type, i.e., whether simulation was for weekday or weekend, and some days

or hours to run the simulation.

Based on taxi agent start time and the number of days or hours for simulation, the end or stop
criteria for each taxi agent was determined. As for the starting condition, the assumption was made
that the taxi agent will not have any passenger, and hence, after initialization module, the taxi agent
would move onto the passenger pick-up module. Table 3.2 shows the taxi agent data which that

contains Agent IMEI, Grid ID, Latitude, Longitude, Grid Geometry and Start Time as its attributes.

Table 3.2: Agent data based on stay point cluster

Agent Start
Grid Id Latitude | Longitude Grid Geometry
IMEI Time

Polygon ((100.493642 13.682976,
100.498264 13.682976, 100.498264
10008773[200000042094| 13.680176|100.495436 0:27:35
13.678455, 100.493642 13.678455,

100.493642 13.682976))

Polygon ((100.604570 13.746270,
100.609192 13.746270, 100.609192
100089081200000036693| 13.741863 |100.605691 0:00:01
13.741749, 100.604570 13.741749,

100.604570 13.746270))

Polygon ((100.650790 13.814085,
100.655412 13.814085, 100.655412
10008917/200000031418| 13.811317 |100.651569 13:23:51
13.809564, 100.650790 13.809564,

100.650790 13.81085))
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3.6.3 Passenger Pick Up Module

In the passenger pick-up module, the taxi agent, based on location and time, would move,
searching for a passenger. The searching of the passenger was made based on vacant taxi
movement probability or direction probability for the grid that the taxi agent belongs to, and the
time interval. Two distinct types of movement could be observed, which were staying in the same

grid for searching passenger (taxi queueing event) or move adjoining grid (taxi movement event).

Passenger Pick Up Module
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Taxi Agent Estimate
Location = - »  Pick Up based on Demand
and Time Direction Passenger Trip Probability of Success
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l OSM Road Network P 1
Interpolate Route Estimated oad etwor | Grid Network Speed |
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to Pick Up Travel Time > N
Locgtion base_:d on Base_d on < ¥ [ Grid Speed
Estimated Time OSM/Grid Speed OSM Speed Indexed Data
l Indexed Data
Go To Pick Up
Location
Data Logger
& Updater
Module

Figure 3.27: Passenger pick up module

For each taxi agent free movement at grid level, an estimation was made as to whether the taxi
agent would get a passenger or not, based on demand probability of success. If there were no pick-
up events, then the taxi agent would either stay in the same grid or move to an adjoining grid to
look for a passenger. If there was a pick-up event in the grid, then pick-up location was estimated
based on the distribution of real passenger trips that had originated in that grid. With pick-up
location successfully estimated, the route to the pick-up location was implemented using the

Dijkstra algorithm (Sekimoto et al. 2011) which was based on OSM network. For each road
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network segment, travel time was estimated on which the taxi agent would move. The cumulative
travel time of each road segment of the route was then stored as passenger search time. Route
interpolation, as described in (Kanasugi et al. 2013), was then implemented to generate taxi agent
points P to the pick-up location, with the sampling rate of 30 seconds. The time period was chosen
as to maintain the overall trajectory (Ranjit et al. 2017) of the taxi agent, along with reducing the
data storage load. Data logger module was called in to log all the interpolated points, created during
the taxi agent simulation movement, on to the file system. Updater module then resets the
parameters for the taxi agent, such as location, as well as time for the succeeding module. Figure
3.27 shows the detailed passenger pick-up module. As described Figure 3.28 shows the passenger

pick up policy for the taxi driver when there is no passenger.
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Figure 3.28: Taxi passenger pick up policy

3.6.4 Passenger Drop Off Module

Passenger drop-off module subsequently was used for estimating taxi agent drop-off location.
Drop-off grid location was estimated based on trip origin-destination probability, for a given grid

as well as a time interval.
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Figure 3.30: Taxi passenger drop off policy
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The number of destination from a given origin could vary depending upon the location of origin.
Such that in the case when the taxis pick up location is at inner city then number of destination
could be large in number. In such case, distribution from top destination is selected that determined
the destination for passenger drop off. With drop-off grid estimated, drop-off location was then
estimated based on the distribution of real passenger trip that had destination in that grid. Following,
route selection, network travel time estimation, as well as taxi agent route interpolation, was
conducted as similar to the passenger pick-up module. Data logger was then called in to log all the
interpolated points on to the file system along with updater module to reset parameters for the
succeeding module. Figure 3.29 shows the detailed passenger drop-off module. As described

Figure 3.30 shows the passenger drop off up policy for the taxi driver with passenger

3.6.5 Data Logger and Updater Module

The purpose of the data logger module was to log all the simulated data generated during both

passenger pick-up module and passenger drop-off module. Following the data logger module,

updater module was called in, as shown in Figure 3.31.
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Figure 3.31: Data logger and updater module
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The updater module served mainly two purposes. The first purpose was to update the individual
local parameter of an agent, such as agent location and time. The second purpose was to update
the global parameters, which included taxi demand probability data which is regarded as the
improvement in model, direction probability data, taxi origin destination probability data, and
passenger trip data. The global parameter could be updated by merging the simulated data with the
real dataset. The new taxi demand probability data, direction probability data, taxi origin
destination probability data, and passenger trip data, then could be computed, based on merged
simulated and real dataset. The index of the parameters then needs to be updated, which would be
used by the agents subsequently during simulation. The update on global parameter provided a

mechanism where agent could interact with each other indirectly.

3.7 Model Evaluation

Model evaluation is one of the important aspect when designing and implementing the model to
any social use. Without proper evaluation of the model the accuracy of the model cannot be judges.
Simulation model is a process that shows real world system which shows behavior or help evaluate
different strategies (Gomez-Sanz et al. 2010). Agent-based modeling as suited for modeling
individual centered dynamics poses many parameter that can influence the behavior of the model
(Reuillon et al. 2015). Different evaluation method is available to evaluate the model one of which
is the use of statistical analysis for the evaluation proposes (Kleijnen 1996). Other approach of
evaluating the model includes the holistic approach as described in (Bharathy and Silverman 2012).
The simulation was conducted in two scenarios, i.e., weekday and weekend, each for an entire day,
such that overall properties of simulated taxi service behavior within the city was kept intact, as
that with the real taxi service, by adjusting various parameters within the simulation process.
Various property comparisons, based on distribution, were conducted between the simulated taxi
agent data and the real taxi data, that showed the level of similarity between them. The overlapping
coefficient, which is defined as a measure of the agreement between two probability distributions
(Inman and Bradley 1989), was computed to identify the similarity measurement with a scale of 0
to 1. The measured value of 1 indicated a perfect match, while the measured value of 0 indicated
no interaction between the distribution. Four different taxi attributes that included trip generated,

trip generated per grid, trip time, and trip distance were compared together regarding their
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distribution, whereas average taxi speed was compared for hourly variation. Finally, occupancy

between the simulated and real taxi data was also evaluated.

3.7.1 Distribution Overlapping Coefficient

The weekday’s distribution comparison is shown in Figure 3.32-3.35. Trip distribution comparison
between simulated taxi data and real taxi data showed the overlapping coefficient of 0.81, which
indicated some trips generated from the simulation were a close match with the real data. Similarly,
a number of trips generated per grid distribution showed a very high overlapping coefficient of

0.98, indicating high similarity for the trip generated on the grid level.

As for the trip time distribution, regarding minutes, an overlapping similarity of 0.93 was obtained,
which showed significant similarity between simulated trip time and real trip time. Finally, for trip
distance, regarding kilometers, a distribution of overlapping similarity of 0.88 was obtained
between simulated trip time and real trip time. The significant overlapping similarity for the
weekday simulation suggested that the simulated taxi agent emulated the real taxi, keeping overall
taxi behavior intact. Table 3.3 shows distribution properties of the four compared attributes of taxi

behavior for the weekday simulation.

Table 3.3: Weekday simulated trip data vs real trip data comparison

Weekday
Simulated Data Real Data
Overlapping
Type Standard Standard
Mean Mean Coefficient
Deviation Deviation
Trip Count 15.24 5.27 13.87 7.44 0.81
Grid Trip Generated 9.02 20.42 9.57 19.82 0.98
Passenger Trip Time
20.18 16.50 21.81 18.50 0.93
(min)
Passenger Trip Distance
9.09 7.87 10.31 9.78 0.88
(km)
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The weekend distribution comparison is shown in Figure 3.36-3.39. Trip distribution comparison
between simulated taxi data and real taxi data showed the overlapping coefficient of 0.7, which
indicated a number of trips generated from the simulation were in accord with the real data.
Similarly, a number of trips generated per grid distribution showed a high overlapping coefficient
of 0.91, indicating high similarity for trips generated on the grid level. For trip time distribution,
with respect to minutes, the overlapping coefficient of 0.96 was obtained, which showed a
significant similarity between simulated trip time and real trip time. Finally, for trip distance
distribution, regarding kilometers, an overlapping similarity of 0.86 was obtained between
simulated trip time and real trip time. The significant overlapping similarity for the weekend
simulation also suggested that the simulated taxi agent emulated the real taxi keeping overall taxi
behavior intact. Table 3.4 shows distribution properties of the four compared attributes of taxi
behavior for the weekend simulation. As described previously, only those trips that had origin and
destination in Bangkok and surrounding provinces were considered to construct the OD matrix,
and subsequently, OD probability. Hence, for both weekday and weekend, in the overlapping
coefficient similarity comparison, only those trips within Bangkok and surrounding provinces
were considered. Out of all the real passenger trips within Bangkok and surrounding provinces,
97% of the trip had a trip time of less than 2 hour, and 98% of the trip had a trip distance less than
100 km. This implies that the simulated result obtained could emulate taxi behaviors for a trip

distance within 100 km, and trip time within 2 hours.

Table 3.4: Weekend simulation trip data vs real trip data comparison

Weekend
Simulated Data Real Data
Overlapping
Type Standard Standard
Mean Mean Coefficient
Deviation Deviation
Trip Count 13.31 4.86 15.78 8.58 0.70
Grid Trip Generated 8.18 20.68 11.50 23.81 0.91
Passenger Trip Time
19.17 16.13 20.37 16.70 0.96
(min)
Passenger Trip Distance
9.01 7.91 10.74 10.02 0.86
(km)
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The simulated data results in parameters i.e., trip count, grid trip generated, passenger trip time
(min), and passenger trip distance (km), as compared to the real data result parameters, was
marginally lower, as shown in Table 3.4. However, simulated data result parameters could be
maintained by adjusting the demand probability success for which the current threshold value was
set empirically to 15%. In addition, the higher value of standard deviation for both simulated
weekday and weekend results especially for the grip trip generated and passenger trip time was
obtained as the distribution was computed at the grid level for which grip trip generated within the
inner city would have obtained more trip as compared to the grid which was located at the outskirts
of the city. Similarly, passenger trip time would also vary depending upon the individual trip

generated, which resulted in the high standard deviation in simulated result.

3.7.2 Average Speed Hourly Variation

OSM road network based average speed comparison was conducted for time intervals of 1 hour
between simulated and real datasets for both weekday and weekend. Figure 3.40 shows the hourly
variation of average speed for the entire region of Bangkok and surrounding provinces.
Comparison of an average speed showed an R squared value of 0.96 for the weekday comparison
and R squared value of 0.97 for the weekend’s comparison. The high R squared value for both
weekday and weekend simulated data suggested simulated taxi agents could keep the real taxi
properties intact. As mentioned previously, all query, search, and retrieval tasks were conducted

over grid network.

Simulated vs Real Average Speed: Weekdays Simulated vs Real Average Speed: Weekends
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Figure 3.40: Average speed variation concerning hourly time interval
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The routing was conducted with the shortest path algorithm and route interpolation conducted,
based on trip time interval over the OSM road network. The simulated data is shown in the Table
3.5. The simulated data is recorded during simulation for seven attributes where are IMEI, Latitude,
Longitude, Speed, Meter, Timestamp and Day Type. Current simulation is done in the standalone
server however using the distributed computing platform could enhance the performance in terms
of simulation time. The sample of the simulated trajectory for the weekday data at a time interval

of every 4 hour is shown in Figure 3.41.

Table 3.5: Sample simulated taxi data

IMEI Latitude Longitude | Speed | Meter Timestamp Day Type
10016792 13.874258 100.67198 11.88 0 2015-06-01 | 4:50:04 |[Weekdays
10016792 13.873953 100.672217 | 11.88 0 2015-06-01 | 4:50:34 |Weekdays
10016792 13.873953 100.672217 | 34.79 1 2015-06-01 | 4:50:34 |Weekdays
10016792 13.873676 | 100.669998 | 34.79 1 2015-06-01 | 4:51:04 |Weekdays
10016792 13.87193 100.668309 | 34.79 1 2015-06-01 | 4:51:34 |Weekdays

1-4 AM

13-16 PM

5-8 AM

17-20 PM

9-12 AM

21-24 PM

Figure 3.41: Simulated taxi agent trajectory visualization for weekdays simulation
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3.7.3 Taxi Occupancy Evaluation

One of the properties that characterizes taxi service behavior is its occupancy, which is defined as
the ratio of taxi driving time with a passenger to total driving time (Lv et al. 2017a). As the probe
data captures the taxi movement constantly which passenger status occupancy rate could be
extracted from the probe data (Leduc 2008; Z. Zheng et al. 2014). Occupancy ratio also shows the
driver satisfaction as the ratio number of minutes the taxi is occupied in a given location to total
minutes the taxi is available (Balan et al. 2008). Figure 3.42 shows the frequency distribution of

taxi occupancy ratio for the simulated taxi agent and real taxi data.

The occupancy ratio analysis showed for simulated taxi agent data occupancy was clustered around
37-41%, whereas for the real taxi data, occupancy ratio was clustered around 48—-52%. Though
simulated taxi data showed slight underestimation regarding occupancy ratio; the overall

distribution was kept similar to the real taxi data.
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Figure 3.42: Taxi occupancy. Left: Simulated taxi agent data; Right Real taxi data
. .
3.7.4 Taxi Fare Evaluation

The taxi fare structure is the key component that affectively determines the income for the taxi

driver. In Bangkok, Thailand taxi fare structure has gone through restructuration from the year
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2015. The new fare is prepared to make taxi driver at benefit as compared to the fare structure pre-

2015. The old and the new fare structure is shown in Table 3.6.

Table 3.6: Taxi fare structure in Bangkok, Thailand

Taxi Fare Structure (Old)

Distance in Kilometer Fare (Thai Baht)

0-2 35 THB

2-12 5.0 THB

12 -20 5.5 THB

20-40 6.0 THB

40 -60 6.5 THB

60 — 80 7.5 THB

80+ 8.5 THB

Minute (slow traffic) 1.5 THB

Taxi Fare Structure (New from 2015)

Distance in Kilometer Fare (Thai Baht)

0-1 35 THB

1-10 5.5 THB

10 -20 6.5 THB

20-40 7.5 THB

40 - 60 8.0 THB

60 — 80 9.0 THB
80+ 10.5 THB

Minute (slow traffic) 2.0 THB
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Taxi Income Distribution Weekday & Weekend
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Figure 3.43: Taxi income distribution for weekday and weekend
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As the data obtained is June and July 2015, new fare structure was used to evaluate the taxi driver
income. Figure 3.43 shows the taxi driver income distribution for both weekdays and weekends.
However, taxi driver income was under estimated as shown in Table 3.7, in both weekdays and
weekend simulation as compared to real data which could be the result of using shortest path

algorithm during simulation.

Table 3.7: Driver income distribution

Day Average Income in Baht
Weekdays Simulated 1340
Monday 1611
Tuesday 1447
Wednesday 1294
Thursday 1398
Friday 1486

Day Average Income in Baht
Weekend Simulated 1327
Saturday 1633
Sunday 1684

3.8 Model Improvement

The agent-based simulation model for taxi behavior can be subject for the improvement based on
multiple criteria at different stages of the simulation. The evaluation of the taxi behavior simulation
with multiple indicator i.e. trip distribution, trip per grid distribution, trip time distribution, trip
distance distribution showed significant level of similarity between the simulated taxi probe data
and the real probe data. However, some indicator did poses some level of variance between the
simulated probe data and the real probe data despite having reasonable overlapping coefficient. To
overcome the issue improvements were added to the existing simulation model. In addition,

simulation itself is heavy in terms of computation time. Varying variable within the simulation to
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re-simulate multiple time could be time consuming. Moreover, varying and increasing the number
of agents would further add computation overhead to the model. To address the issue, a distributed
computation platform was utilized that worked on number of machine working together to
complete the simulation. The improvement not only help improve the computation performance

but also number of agent could be easily changed for the simulation model itself.

3.8.1 Demand Update

In the Agent-based simulation model the probability of success which shows how likely the taxi
could get the passenger was constant with probability which was set at the start of the simulation.
The problem with this setting is regardless of the number of passenger, for a given grid and time
interval all the taxi could or could not get the passenger based on the probability of success value.
If probability of success was greater than or equal to 15% threshold value, the all the taxi would

get the passenger and if less than 15 % threshold value the taxi would not get the passenger.

Passenger Pick Up Module
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and Time Direction Passenger Trip Probability of Success
Prob. Index Index
True
Pick Up Location
1 Trip N(u,0°)
Search Route to
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- l OSM Road Network : 1
Interpolate Route Estimated Speed | Grid Network Speed |
to Pick Up Travel Time > )
Location based on Based on < ¥ [ Grid Speed
Estimated Time OSM/Grid Speed OSM Speed Indexed Data
l Indexed Data
Go To Pick Up
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N Recompute I Data Logger
Demand [e— & Updater
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Figure 3.44: Passenger updated pick up module
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However, in real practice the demand itself could change within the given grid and time interval.

Hence the dynamic demand probability of success was introduced. The idea for the dynamic

demand probability of success was to re-evaluate the probability of success as taxi start getting

passenger in a given grid and time interval. In this regard, the demand probability was recomputed

during the runtime simulation such that for the given grid and time interval, as the taxi starts to get

the passenger, probability of success was recomputed and reduced as shown in the equation 3.8.
04-1

V4€ Gy, Pr(dm), = Vj—l ........... 3.8

where Pr(dm), is the probability of success for all grid g € G at time interval t, such that 0, and
V; are the total number of demands generated and total number of recorded vacant taxis at grid

g € G and time interval t, respectively.

The result was that rather than all the taxi getting the passenger with respect to initial probability
of success, the recomputed probability of success makes that not all the taxi gets the passenger
even if they are in the same grid and time interval which is more natural way of taxi behavior
simulation. As this the passenger pick up module was also updated to accommodate the re-
computation of probability of success. The updated passenger pick-up module is shown in Figure
3.44. The setting would provide more natural behavior that allows only certain number of

passenger to be picked up by the taxi agent in the given grid and time interval.

The comparison results between the real taxi data and the simulated taxi agent data with updated
pick up module showed increase in the distribution overlapping coefficient as compared to pick
up module with constant probability of success. Figure 3.45 shows the trip distribution for the
weekdays simulated data. As evaluated the mean and deviation for simulated data was measured
at 13.78 and 5.48 while for the real data mean and deviation was measured as 13.87 and 7.44. The
introduction of the dynamic probability of success helped make mean to very close proximity.

However, there was still some difference between the deviation.
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Figure 3.45: Trip distribution for the updated pick up module (day type = weekdays)

3.8.2 Distributed System Implementation

The final improvement introduced to the simulation model is the implementation of the overall
simulation process in the distributed system. A 10 node hadoop/hive distributed cluster was
utilized for the overall computation. Hadoop/Hive user defined function was built to carry out the
operation for the simulation. As of this, simulation was tested for different number of taxi agent
which were derived from the probe taxi stay point cluster. Taxi agent of 3000, 5000 and 10000
were simulated in the distributed system and evaluated accordingly. Figure 3.46 shows the taxi

agents that are distributed along the Bangkok and the surrounding provinces.
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Figure 3.46: Taxi agent distributed across Bangkok and surrounding provinces
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CHAPTER 4

OPTIMIZATION OF TAXI OPERATION

4.

4.1 Introduction

Optimization is the process that finds the best possible way to use the available resources while
not violating any given constraints (Lindfield and Penny 2017). Optimization are key to solve
various mathematical problem in many disciplines (Rothlauf 2011) that would help find solutions
which are optimal with regards to the goal. In this regards taxi operation optimization is also a key

aspect on how taxi drivers could improve or increase their income.

As described in the Chapter 1, there are existing problems associated with the taxi operation in
Bangkok region. The problems are associated with the taxi drivers for not getting enough
passenger and hence low income. The vacant taxis are the waste of fuel and money as well as
problem to the environment (Lv et al. 2017b). On the other hand, there are problem within the
passenger for being refusal of the taxi service. The simulation model as described in Chapter 3
could help male better understand of the existing taxi operation. While the simulation model does
the help make improvement of the service within itself the job is left for the optimization model.
The optimization of the taxi operation could help reduce or minimize the issue faced by both
passenger as well as driver. Hence, the advantage of optimization of the taxi operation is not just

beneficial for the taxi driver but also for the passenger as well.

Different method for the optimization of the taxi operation have been proposed in the past literature
and researches. In recent years the utilization of the GPS trace for making prediction on a mobility
pattern (Castro et al. 2012) that included mobility of the taxi. Analyses of spatiotemporal behavior
of taxi services could make a better use for urban planners and managers (Deng and Ji 2011). A
time location sociality model where three dimensional properties of the city dynamic is considered
to predict the distribution of the passenger is proposed by (Yang et al. 2016). The model
recommended top N locations to the driver based on the historical traffic data where drivers would

have high chance of finding the passengers. A two layer model, in which the first layer model
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provide decision making recommendation to the taxi driver which zone to go for passenger pick
up and the second layer model provided routing decision for the taxi driver is proposed by (Tang
et al. 2016). The model used DBSCAN algorithm to cluster the of pick up and drop off record and
described the attractiveness of pick up location with Huff model. As for the routing behavior the
model implemented Path Size Logit (PSL) model considering travel time and distance as well as
path size with delay in intersections. On the other hand, demand prediction for the next time frame

has been proposed using deep learning algorithm as quoted in (Yao et al. 2018).
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Figure 4.1: Taxi operation optimization

For the case of optimization different scenario could be considered. A general model for the
optimized or the improved system is shown in Figure 4.1. The first scenario is how the driver pick
up the passenger. In this scenario, driver have the ability to choose which passenger to pick and
which not to pick. The reason behind of having driver choose the passenger is that the refusal rate
would decrease drastically. This does not guarantee that all taxi driver is willing to server the
customer. However, if certain number of taxi are not willing to server the customer, there will exist

other group of vacant taxi driver that are willing to serve the customer making the demand and
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supply theoretically in the state of equilibrium unless demand out run the supply. The second
scenario is the routing strategies for the taxi driver. Choosing the optimum route also plays the

vital role how taxi driver could efficient run the service with minimizing operational cost.

In addition, optimization itself could be conducted at multiple choices, such as ‘Route Choice’
optimization where optimized route for taxi with and without passenger could be established. Next
is the ‘Passenger Choice’ optimization where the driver has the means to choose the better
passenger out of all the available passengers. Lastly the fleet of taxi could be managed entirely for
the optimum operation. Figure 4.2 shows the available optimization or improvement choice that
could be implemented for the better operation. However, the scope here is limited to passenger

choice optimization only

. (- b
Improve Taxi Route Choice
Driver Income - » With passenger (fixed destination) x

* Free movement to find passenger

Optimization

i
or " . .
Improvement »' Passenger Choice .
L

( D
Improve '
Passenger - Fleet Management x

Service Level \. J

Figure 4.2: Optimization or improvement choice

4.2 Optimization Policy

Optimization of the taxi driver working behavior was introduced to improve the driver income as
well as improve the passenger service level. In order to quantitatively understand the optimized
taxi operation indicator explaining the optimized service need to be defined properly. The indicator
would essentially distinguish between the normal business as usual and the improved model. Three

different indicators were selected for the purpose which are shown as follows.
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Indicator for optimization

e Reduce passenger waiting time

e Reduce travel distance without passenger

e Increase number of passenger trip of the taxi drivers

Derived indicator for optimization

e Improve taxi driver daily income

Assumption was made for optimization or the improvement model that the taxi driver has
application that would search and give information about potential passenger within the given
search space. Driver would choose the passenger that would be better in terms of profit i.e.
choosing closer passenger as well as the passenger that can give better income. The optimized
model was similar with the on-demand taxi service but with recommendation to which passenger

to pick up.

4.3 Passenger Search Policy

Optimization or improvement of the driver behavior was introduced based on passenger choice.
Given a taxi agent in a grid cell ‘g’ at a given time ‘t’. Agent starts to search the passenger in and
around the grid. Passenger search space of 3x3 grid cell. Each grid cell of 500 meter. If there are
no passenger, the search space is increased to 5x5 grid cell and so on. For each increment search
time is added during the simulation. As the passenger is chosen it is removed from the available
passenger demand so that another taxi cannot select that passenger. When multiple passenger is
available within the search space the passenger is chosen getting high profit with low cost function.

Passenger Selection is done based on simple cost function as shown in Equation 4.1.

. Pick up distance
Cost Function = ——P2 2500 . 4.1
Trip distance
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Where, Pick up distance is the distance from the taxi agent to the passenger origin and
Trip distance is the passenger trip distance from the passenger origin to the passenger
destination. Based on the cost function lower the cost function better would be the recommendation

for the taxi driver.
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Figure 4.3: Passenger Search Policy

As shown, Figure 4.3 shows an example for the passenger search policy. For a given taxi present
at a grid was considered as the previous trip drop off location. Hence, the state of the taxi as defined
by taxi modeling state was the free movement taxi. However, in optimization model policy for
searching of the passenger was altered as compared to the business as usual simulation. In
optimized or the improved model, the taxi starts to search passenger at different search levels. In
a given example taxi search passenger at 1 level of 3x3 grid. As there are no passenger at the 1™

level, the search space was increased to 5x5 grid. For this search level there were two available
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passengers Pa and Pb. However, passenger Pa was closer to the taxi agent as compared to
passenger Pb. In addition, passenger Pa trip distance was longer as compared to passenger Pb.
With this available information evaluated for based on the cost function, passenger Pa would have
lower cost value than the passenger Pb and hence the choice of passenger for the taxi agent would
be Pa. This simple optimization or the improved method of passenger search choice was
implemented. The optimized model was then evaluated with business as usual model for different

number of taxi agent which were 3000 taxi agents, 5000 taxi agents and 10000 taxi agents.

4.4 Model Evaluation

Evaluation of the model is an important aspect for determining the effectiveness of the
implemented model. Three different number of taxi agents (3000 taxi agents, 5000 taxi agents and
10000 taxi agents) were simulated for business as usual and optimized or improved simulation.
Evaluation were conducted for three indicators and one derived indicator which were passenger
waiting time, distance traveled without passenger, driver’s daily income and driver’s total

passenger trip per day.

4.4.1 Passenger Waiting Time Evaluation

The evaluation between the business as usual and optimized model was done for the passenger
waiting time evaluation. Figure 4.4-4.6 shows the evaluation for three different taxi agent sizes.
For the case of 3000 taxi agents in Figure 4.4, there were many taxis had the waiting time for
passenger more than 60 minutes with few taxi less than 60 minutes waiting time. As compared to
the optimized simulation for the same number of agents, the number of taxi with waiting time to
get next passenger was reduced significantly. Similarly Figure 4.5 and Figure 4.6 shows the
waiting time to get next passenger for taxi agent 5000 and agent 10000. Result or the evaluation
was similar with business as usual simulation with many taxi having higher waiting time as
compared to the optimized simulation. When mentioning about the waiting time, if the waiting
time to get the next passenger is higher it will automatically reduce the number of passenger the
taxi driver could have served reducing its income. Hence, as the waiting time in the optimized

simulation model was reduced, taxi operation was deemed as improved.
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4.4.2 Distance Travel Without Passenger Evaluation

The evaluation between the business as usual and optimized model was done for the distance

travelled by the taxi without any passenger. Figure 4.7-4.9 shows the evaluation for three different

taxi agent sizes. For the case of 3000 taxi agents in Figure 4.7, the number of taxis driving more

than 60 km daily without passenger was large in size in the business as usual simulation model. In

this regard, the number of taxi driving more than 60 km daily without passenger was significantly

reduced in the optimized model. Similar result trend was established for the taxi agent with 5000

taxis and 10000 taxis as shown in Figure 4.8 and Figure 4.9. Business as usual simulation showed

significant high number of taxi driving with more than 60 km without passenger as compared to

optimized model. When mentioning about the distance travel without passenger, lower the better

as optimized model showed improvement in taxi operation for this model indicator.
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Figure 4.7: Daily distance travel without passenger comparison (3000 Taxi Agents)
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Figure 4.8: Daily distance travel without passenger comparison (5000 Taxi Agents)
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Figure 4.9: Daily distance travel without passenger comparison (10000 Taxi Agents)

4.4.3 Driver’s Income Evaluation

The evaluation between the business as usual and optimized model was done for the driver’s daily
income. Figure 4.10-4.12 shows the evaluation for three different taxi agent sizes. For the case of
3000 taxi agents in Figure 4.10, the number of taxis working with income less than 2000 baht was
significantly less. In this regard, the number of taxi working with less than 2000 baht was
significantly reduced in the optimized model. Similar result trend was established for the taxi agent
with 5000 taxis and 10000 taxis as shown in Figure 4.11 and Figure 4.12. When mentioning about
the taxi driver income the optimized model showed improvement in taxi operation significantly as

many taxis were getting income raised which was the sole purposed for the model.
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Figure 4.10: Driver’s daily income comparison (3000 Taxi Agents)
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Figure 4.11: Driver’s daily income comparison (5000 Taxi Agents)
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Figure 4.12: Driver daily income comparison (10000 Taxi Agents)

4.4.4 Passenger Service Level Evaluation

The evaluation between the business as usual and optimized model was done for the driver’s daily

passenger trip. Figure 4.13-4.14 shows the evaluation for three different taxi agent sizes. For the

case of 3000 taxi agents in Figure 4.13, the number of taxis having passenger trip was significantly

less. In this regard, the number of taxi with passenger trip was significantly increased in the

optimized model. Similar result trend was established for the taxi agent with 5000 taxis and 10000

taxis as shown in Figure 4.15 and Figure 4.16. When mentioning about the taxi driver passenger

trip the optimized model showed improvement in taxi operation significantly as many taxis were

getting more number trip. The result was the improvement in the taxi service level as getting large

number of passenger directly co-relates to reduction of the rejection rate of the passenger.
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Figure 4.15: Taxi passenger trip per day comparison (10000 Taxi Agents)

Optimization of the taxi behavior is an important aspect for improving the taxi driver’s profit up

to an extent. Even with simple optimization that focus on reducing waiting time and increasing
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trip could make help improve profit. Introducing simple improvement method as such selecting
passenger through smart phone application could benefit both driver’s income as well as improve

the passenger service level.
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CHAPTER 5

CONCLUSION

S.

5.1 Data Infrastructure

The development of the data infrastructure management system, for handling the big data
facilitates significantly for working with the probe vehicle data. The system not only supports the
probe taxi data but supports any type of big geo spatial data analysis whether it is from CDR data

or mobile GPS data. An advantage of having a data infrastructure is shown in Figure 5.1.
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Figure 5.1: Advantage of data infrastructure

Map matching is an important preliminary data analysis process in any spatial data analysis. The
result obtained from map matching is a labelled GPS data set which is based on a OSM road
network. Many matching algorithms are available, but choosing the best algorithm depends on
kind of data set we have. More importantly, sensitivity of these map matching accuracy depends
upon various factors such as road link types, GPS data points as well as the sampling interval of
the GPS points. Varying one factor could change the overall accuracy of the whole map matching

system. In addition, when dealing with a big spatial temporal data set, time factor may also play

111



important role. A large-scale computing platform as such distributed computing system would be
an option which allows faster computational performance and is well suited with horizontal scaling

for enhancing processing power even further.

With map-matched probe data set available that are operational and running throughout the cities,
spatial and temporal information can be an asset for governing various urban management. As
(Leduc 2008) indicated, accurate data from the probe vehicle can lead to a improvements in many
area and services such as “Congestion reduction”, “Improve origin-destination matrices for
commuter plans”, “Traffic queue detection”, “Improve incident management”, “Improve vehicle
fleet management”, “Shorten driving time with optimization”, “Reducing fuel consumption and
thus reducing co, emission” etc. Application from the accurate probe data are immense of which
benefits can be utilized by both urban planner as well as drivers. In addition, utilization of open
data as of open street map road network, the technology could be replicated and implemented for
any other country where open street map road network is readily available. Furthermore, with the
open data of road network, user can customize or enhance the data set as per their requirement and
need. Map matching methodology however, can be improved by introducing factors for better

accuracy for various road link segments.

5.2 Taxi Simulation Modeling

Modeling of taxi service is an important aspect of understanding the behavior of taxi service level
in the city. A data driven agent-based simulation model provided a way to simulated taxi behaviors
in a large-scale urban area with the taxi probe vehicle data. Analysis of the taxi agent simulation
showed a significant similarity with the real taxi data, indicating that the simulated result could
keep the real nature of taxi service behavior. In the agent-based modeling presented here, taxi
service modeling was categorized based on weekday and weekend. Nevertheless, with the
increasing utilization of GPS probe data, modeling of service can be made by adding other entities,
such as daily variation, monthly variation, etc. More importantly, such simulation can help
understand and predict the effect of having a large number of taxis in the spatial and temporal

domain with low demand, and vice versa. Understanding such taxi behavior in the city can
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significantly help managing and dispatching the fleet of the taxi that can make monetary profit for

the drivers.

The limitation of the current agent-based model is that the current agent-based model system
utilizes an offline learning method, which possesses constraints in terms of time and resources
when required to learn from a high-speed streaming dataset. The offline learning method, despite
having many use cases, possess a limitation in regards how it can handle new datasets. In such
cases, the model needs to be improved that would help accommodate learning from high-speed
steaming data, as proposed in (Luis Moreira-Matias et al. 2016), where the OD matrix constantly
evolves as time progresses, with the addition of new datasets and removal of the outdated datasets.
The model can further be improved in terms of free movement of vacant taxis, with regard to
replacing movement directed by direction angle to searching the next road network node at each
time interval. Furthermore, current agent-based modeling could describe the taxi behavior with a
trip time of 2 h and trip distance of 100 km. Though such trips accounted for about 98% of the
total trip, the model could be further improved to encapsulate both short and long trips, regarding
both time and distance. In addition, some of the simulation indicator does poses some level of
variance between the simulated and real behavior which may have caused due to homogeneity in
the simulation model. Driver’s skill factor could be added to introduce the heterogeneity among
the taxi drivers that influences the pick-up success of a given taxi. Routing is done using shortest
path algorithm which caused underestimation of simulated data in terms of travel distance and

subsequently the income for taxi driver.

5.3 Taxi Optimization Modeling

Optimization of the taxi behavior is an important aspect for improving the taxi driver’s profit up
to an extent. Even with simple optimization that focus on reducing waiting time and increasing
trip could make help improve profit. Introducing simple improvement method as such selecting
passenger through smart phone application could benefit both driver’s income as well as improve
the passenger service level. Optimization model provided recommendation to taxi driver to pick
up the better passenger among different passengers. The result was taxi driver could make more

overall income as well as the passenger service level was improved as rejection of the passenger
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was reduced. As the evaluation between the business as usual simulation and the optimized or
improved simulation, the waiting time to get the next passenger for the optimized simulation has
been significantly reduced. Moreover, the daily distance travelled by the taxi agents is also reduce
in the optimized model. Importantly taxi agents were able to make more number of trip in each
daily drastically improving the income to more than 2000 baht. All this suggest that with simple
change in the passenger search strategy improvement on the overall taxi operation could be
achieved. In addition, overall optimizing method could be optimizing route for efficient taxi
operation also plays an important role determining how much profit the driver can make by
reducing the operation cost on fuel as well as its maintenance. Lastly, taxi optimization model
could be improved by introducing route choice behavior along with passenger selection choice
with proper fleet management that could be introduced in the model by comparing the relationship

between supply and demand, for efficient driving.
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TEST CASES

1) Normal (single lane) road link (Case 1)

APPENDIX A

MAP MATCHING TEST CASE

2) Multiple lane road link (Case 2)

3) Simple road intersection (Case 3)

4) Complex road intersection (Case 4)

5) Elevated road link (Case 5)

6) Large gap between GPS points at large time interval (Case 6)

7) Random jump of GPS points at short time interval (Case 7)

IMEI | Latitude | Longitude Selected |No.| No. [No.|No.|No.|No. No.

Link id 1|12 3|4 |5(|6|7
10000023 | 14.2209 | 100.69523 (200000183142 * *
10000023 | 14.2176 | 100.68918 (200000183136 * *
10000023 | 14.2146 100.6834 (200000183136 * *
10000023 | 14.2113 100.67738 |200000183135 * *
10000023 | 14.2093 100.67355 |200000183135 * *
10000023 | 14.2047 100.6651 (200000183026 * *
10000023 | 14.2028 | 100.66162 (200000183026 * *
10000023 | 14.2008 | 100.65792 (200000183128 * *
10000023 | 14.1992 | 100.65473 (200000183128 * *
10000023 | 14.1972 100.651 |200000183129 * *
10000023 | 14.1949 | 100.64695 (200000183129 * *
10000023 | 14.1929 | 100.64325 (200000183129 * *
10000023 | 14.1913 100.64033 200000183060 * *
10000023 | 14.1889 | 100.63753 (200000183059 * o
10000023 | 14.184 100.63993 200000183061 * *
10000023 | 14.1783 100.64297 200000184806 * *
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10000023 | 14.1717 100.64668 200000184808
10000023 | 14.1645 100.65075 200000183252
10000023 | 14.1573 100.65477 200000183252
10000023 | 14.1502 100.6588 (200000183252
10000023 | 14.1426 100.66313 200000183252
10000023 | 14.1272 100.67187 200000183252
10000023 | 14.1196 100.67608 200000183252
10000023 | 14.1127 100.67997 200000183252
10000023 | 14.1054 | 100.68408 (200000183252
10000023 | 14.0982 100.68822 200000183252
10000023 | 14.0918 100.69175 200000183252
10000023 | 14.085 100.69487 200000185327
10000023 | 14.0775 100.6957 (200000185327
10000023 | 14.0682 100.6966 (200000185327
10000023 | 14.0596 100.69743 200000185328
10000023 | 14.0508 100.69823 200000185328
10000023 | 14.0416 100.69827 200000185328
10000023 | 14.0329 100.6983 (200000185328
10000023 | 14.0248 100.69827 200000185328
10000023 | 14.0178 100.70063 200000001064
10000023 | 14.0103 100.70397 200000001064
10000023 | 13.994 100.71118 200000011097
10000023 | 13.9863 100.7134 (200000011097
10000023 | 13.9831 100.7133 (200000112288
10000023 | 13.9783 100.71335 200000013607
10000023 | 13.9706 100.7131 (200000013607
10000023 | 13.9624 | 100.71293 (200000013607
10000023 | 13.954 100.71278 200000013607
10000023 | 13.9472 100.71203 200000013607
10000023 | 13.9393 100.70997 200000011100
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10000023 | 13.9317 100.70793 200000011100
10000023 | 13.9236 100.70585 200000011102
10000023 | 13.9165 100.70322 200000011102
10000023 | 13.9095 100.69962 200000003380
10000023 | 13.9021 100.69578 200000003380
10000023 | 13.8949 100.69208 200000003379
10000023 | 13.8876 100.68822 200000003379
10000023 | 13.8718 100.68008 200000003379
10000023 | 13.8635 100.67702 200000003379
10000023 | 13.855 100.67478 200000003407
10000023 | 13.8473 100.67265 200000003407
10000023 | 13.8399 100.6726 |200000003406
10000023 | 13.832 100.67418 200000003406
10000023 | 13.8237 100.67472 200000003406
10000023 | 13.8161 100.6766 200000003406
10000023 | 13.8074 100.6789 200000003404
10000023 | 13.8004 | 100.68078 (200000003404
10000023 | 13.7933 100.68272 200000013585
10000023 | 13.786 100.68463 200000013585
10000023 | 13.778 100.68722 200000013585
10000023 | 13.7703 100.69133 200000003386
10000023 | 13.7633 100.69523 200000003386
10000023 | 13.7575 100.69857 200000013659
10000023 | 13.7464 | 100.70275 (200000003402
10000023 | 13.7386 100.70288 200000013590
10000023 | 13.7304 | 100.70275 (200000013590
10000023 | 13.7226 100.7009 200000013590
10000023 | 13.714 100.70032 200000003391
10000023 | 13.7052 100.69993 200000003391
10000023 | 13.6964 | 100.69965 (200000003391
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10000023 | 13.6899 100.69972 200000003391
10000023 | 13.6899 100.69972 200000003391
10000023 | 13.6886 100.69963 200000003391
10000023 | 13.6828 100.69953 200000003391
10000023 | 13.6674 | 100.69877 (200000003391
10000023 | 13.6606 100.69465 200000003391
10000023 | 13.6543 100.69033 200000012255
10000023 | 13.648 100.68585 200000011731
10000023 | 13.6431 100.68212 200000026516
10000023 | 13.6415 100.68093 200000026502
10000023 | 13.6369 100.6774 (200000026502
10000023 | 13.6316 100.67307 200000026502
10000023 | 13.625 100.66762 200000026502
10000023 | 13.6188 100.66268 (200000012021
10000023 | 13.6112 100.65835 200000026510
10000023 | 13.6046 100.65428 200000026509
10000023 | 13.6006 100.64745 200000026509
10000023 | 13.6011 100.6391 (200000026509
10000023 | 13.604 100.63127 200000026509
10000023 | 13.6083 100.62487 200000026509
10000023 | 13.6109 100.62232 200000026583
10000023 | 13.6127 100.61923 200000026568
10000023 | 13.6097 100.6173 200000122030
10000023 | 13.6123 100.6188 (200000002685
10000023 | 13.6179 100.62193 200000002694
10000023 | 13.6243 100.62512 200000041988
10000023 | 13.6282 100.62572 200000002708
10000023 | 13.6286 100.62412 200000050941
10000023 | 13.6288 100.62427 200000050941
10000023 | 13.6308 100.62085 200000050699
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10000023 | 13.631 100.6195 (200000050818
10000023 | 13.6289 100.61808 200000050818
10000023 | 13.629 100.61658 200000050988
10000023 | 13.6291 100.61638 200000050988
10000023 | 13.6292 100.6159 (200000050988
10000023 | 13.6291 100.61643 200000050988
10000023 | 13.6287 100.61795 200000050818
10000023 | 13.6306 100.61925 200000050818
10000023 | 13.6317 100.61918 (200000051016
10000023 | 13.6335 100.61583 200000050688
10000023 | 13.6354 | 100.61235 (200000002689
10000023 | 13.6371 100.60913 200000002687
10000023 | 13.6392 100.60627 200000050683
10000023 | 13.642 100.60282 200000046743
10000023 | 13.6445 100.59497 |200000115775
10000023 | 13.643 100.5944 (200000115775
10000023 | 13.643 100.5944 (200000115775
10000023 | 13.6431 100.59307 200000088529
10000023 | 13.6442 100.58787 200000053663
10000023 | 13.6454 100.5814 (200000054195
10000023 | 13.6465 100.576  {200000036416
10000023 | 13.6479 100.56918 (200000054133
10000023 | 13.6489 100.56415 200000137048
10000023 | 13.6503 100.55762 200000137048
10000023 | 13.6509 100.55153 200000180407
10000023 | 13.6532 100.54565 (200000042512
10000023 | 13.6545 100.54117 (200000021616
10000023 | 13.6496 100.54138 (200000021625
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APPENDIX B

uUVARUINETIVTOY AN

TAXI SURVEY QUESTIONNAIRE STAGE 1

"o o C y 2 v ' Ao Yo o o a a ¢ o

Tﬂiﬂ“ﬁ?ﬂﬁuﬂﬂ‘ﬂﬂ’]ﬂ‘]uﬁqclu“ﬁﬂqj']ﬁ Iﬂﬂi]&'cl"]ﬂ"]a_lﬂiﬁll']m 5‘10 UM “Uf]ll"ﬁ@n\?c]n’iﬁ11!i]gu'Ill'Islslfﬁ']ﬁi‘ﬂﬂ’]im‘]\i']u"]'ﬂﬂ_luwuusllﬂqau
< ' o v 9 =
GUE)SUﬂuﬂﬂ!lﬂuﬂﬂWﬁﬂJ1ﬂﬁWW§UmﬂHa!ﬁa’]u

Please help me fill up this form. It will take about 5 — 10 Minutes of your valuable time. I will be
very grateful for your help to fill up this form for my research work. Thank you very much.
Survey Location:

1. luszezom 1) quidusa Taxi fAden? (How many months do you drive taxi?)
O W (All Year) 0 3-6 e (3 - 6 Month) O #eunh 3 i@eu (Less than 3

Month)

2. luwilsfugmiusa Taxi adaTue? (How many hours do you drive taxi in a day?)
O wnnd1 12 427w (More than 12 Hour) O 6-12 417w (6 - 12 Hour)

O vosnd1 6 421ua (Less than 6 Hour)

3. swldinaIgsvAaduswauiuniluideu? (How much do you earn per day?)
O 570091 1,500 vm (More than 1500 Baht) O 1,000 — 1,500 v (1000 - 1500 Baht)
O 500 — 1,000 v (500 - 1000 Baht) O +¥eoni1 500 v (Less than 500 Baht)

4. auinmsnasunsasuaudunielilu 1 5u? (Do you share the taxi with other each day?)

O3 (Yes) O '%isi (No)

5. uwazéil Sauramuanaulumsnldeusudunelu 1 5u? (If Yes with how many people do you share the

taxi?)
O snnnd1 4 au (More than 4 People) O 4 au (4 people)
0O 3 au (3 people) O 2 au (2 People)
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6. quiluswessa Taxi wienmissn? (Do you own your own taxi or rent taxi from company?)

0O 1% Whswesse (Taxi Yes, own a taxi) O wwnisem (Rent from a company)

fuanuiin qausiilusefundenedalue (if rent, do you rent by day or hour base)

dumnnusen qudesseauswazailsziusamlvg (If rent from company, how much do you have to pay

for the company for rent and insurance?)

' v Y. X a o o ' v
7. audesmeaniniuyemawazamihysnusaninsasdou? (How much do you pay for fuel and

maintenance of the taxi in a month?)

O wnna 2,000 v (More than 2000 Baht) O 1000 — 2000 11 (1000 — 2000 Baht)
O +¥eenir 1,000 v (Less than 1000 Baht)

8. nuiusailuszezmeinlamasmelu 1 5u? (How many about kilometer (in about) do you drive in a
day?)
O 110031 200 ATawas (More than 200 km) O 100 — 200 ATawas (100 — 200 km)

O veond 100 ATawas (Less than 100 km)

9. ndguivsallsudlasasisnelvu? (Where do you normally drive to get the passenger?)

O avelu nnw. (Inside Central Bangkok) [ wenituit nnu. (Outside Central Bangkok)

10. UnAgaissmEnaiiuilvu? (Where is your working area?)
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11. Tumswidlasans gauinezseds awgaae lewseli? (Do you prefer queue for passenger?)
O 15 Yes O %ils No

&4 filvuiiqueensem? If Yes, where do you normally queue?

12. swviselifivzvindlavas? (Is it easy to find passenger?)

0% (Yes) O 1% (No)

13. nalafiqaamsanidlasmns 18e? (What time you can find passenger easily?)

0O 0:00 - 3:00 O 3:00 — 6:00

O 6:00 — 9:00 O 9:00 — 12:00
0O 12:00 — 15:00 O 15:00 — 18:00
0O 18:00 — 21:00 O 21:00 —24:00

14. Undgaldnaiiniaes 183 Tasens i (How many minutes do you wait to get passenger?)

o

15. Swouveadlasmsiianmuanaaniunse liszuing Swihawind Sungaiaiferiad Juiiiduan uag Sungamumanianien
Tuiuin nnw. (Is there difference in taxi passenger number during week day/ week end/

rainy day/ any event in Bangkok?)
O dwiu (Yes) O lsiareiu (No)

Senatu udaslwuiidswaudlasmsmniiqa? (If Yes, which period you get more passenger?)
Tulsalounausiuaisil
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16. aaiianwdaiiuedialsnerdn Grab Taxi ludszmalne  lusuiludesmeudinaluisn Grab Taxi

(What do you think about Grab Taxi in Thailand? Not necessary to answer)

O &dwsuaudn Taxi (Good for taxi driver)

O lisdmSvaudyu Taxi (Not good for taxi driver)

17. quiljasdlasarsunsaisel (Do you reject passenger sometime? Not necessary to answer)

0% (Yes) O 1% (No)

ail s lugaidalfasdlesars (If Yes, why?)

O Bbilsdunsiiqadusudsdlasas (Not my usual route to drive taxi)

O yominedarensvesdlasas Inaiu’ll (Home location far from passenger destination)
O dusanmidesldounzdudduimsy (Time to change shift for another driver)

O szeznalnaann (Too long destination route)

O Resliiduuna (Time to refuel gas)

O meitl) egauazdusuiiisey (Different direction influence your decision)

O maiilstll sedesnn (High traffic density)

[

18. qauasiiszaumsaiinud Tasensiidideliathsie? (Do you have any experience of bad passenger

behaviors?)

O wo (Yes) O ime (No)

v
o

Wi Ianuanase sazfluFeudidvesls Tisaouasusuais (If Yes, how many times (about))

De

19. vesnTuide lifiga 187 Toma'l8 $u/ds flavasnnaumiiu? How often do you pick/drop passenger

from airport? (Little bit ambiguous question)
O wawnfs (Many times) O iia%a (Few time) O Nime (Not applicable)
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a a & o 4 o | 4 X y 2 o '
20. qauaeldisnsvseuenndmduaie Heanuduildlumsmidlasesiiniu weomusield1dnuguihawseld? (Would

you use a service/application which optimize taxi route to get more passenger and
increase profit?)

O we (Yes) O e (No)
duaw vimanionewndnduda wuiinalFlunssiemdlasans If Yes, which application you use for find

more passenger)
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APPENDIX C

stk 2w AT

(;’ THE UNIVERSITY OF TOKYO “352%7 Asian Institute of Technology

HUUFOUMNE T IVVONAUTING

TAXI SURVEY QUESTIONNAIRE STAGE 2-3

Ed '
Tisatroneumaaslugesing Tagszldnanlszia 5-10 wil deyasnqmariiagiiunlddmsumsmaninaiinus (lifeides
fumissnusrmslan) veveuwszamiluediunndmivdoyamairii Please help me fill up this form. It will take

about 5 — 10 Minutes of your valuable time. I will be very grateful for your help to fill up this form

for my research work. Thank you very much.

o . . 4 o o a o N o o b4 Ao
Sagilszasa  (objective):  sieAnddislduShsvessaudinglungunna  wasifiuama  Teoldd Seauu@gu

o =

A o o Y 2o g A o o 39 & Yoo o o Y oo ° ) Y o )
meriuisldusmisvessauingdwatanledl Sugmveus wf  dudise disoedeyall  dRenemiuayude
auydAs waziledva SwmSumsanilua havae i) )The objective of this survey is to understand the operation

of Taxi from the status of the Taxi Driver working in Bangkok and surrounding. We have
developed some hypothesis about Taxi operation by our general understanding. This survey when
conducted will help us validate or invalidate our hypothesis, which then will be used as an initial

parameter for our research work that involves the Taxi Probe Data.)

Survey Location: .................. Time: ...l

Section A: Personal Information

1. we ? (Gender)
O e (Male) O wdja (Female)

2. oy ? (Age)

O <201 O 20-307 O 30-4079 040 -507 0O>501%
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3. széumsdnw (Education)
O yszaudnw (Primary School) O siseudnun (High School)

O 15yapes (Bachelor Degree) O qendnfsamne’ (Master Degree or higher)

4. snerseguinu? (Where do you live?)

Section B: Taxi Working Information

1. auiuuindifluszeznaiiil? (How long have you been driving taxi?)

O<279 O2-549 O5-10% 0O 10-2079 O>201

2. Tennfquisududuuiindanilvu? (Where do you start your day?)
O thw (Home) O guiin® (Taxi service center) Tisa

R OO
O &uq (Others) Tilsa

13T P

3. auiudusaufindnainlue (What time do you start working?)

5. auiimldsunzduausundeilu 1 5u? (Do you share the taxi with other each day?)

O35 (Yes) O % (No)
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6. UndAnuiuuingnznarsiundenznaniu? (When do you normally drive a taxi?)

O naeiu (Day time) O nanedu (Night time)

7. ndquiusa Su-de dlasasisnelvu? (Where is your service area?)
a @ i @ @ d a Y = @

O nzunwnans (wanszuns e dondsudagwio duiused auuas #aov1a wan'ln 51107 nazfinesnas)
O ngamwld (uadlyusu 11s$n ams vuneuray 1w AasuAs AL W5z TUue @IUKAI 1AZLIIU)

A o A Y o A A
O nzunwmile (vaagins 11de aand 1 uand aowiles a1olvy naziavu)
O nyunwagfueen (vananzdl azmugs Ty duwien aanszals Hufs vuesen asssamwuazilszng)
O njssumile (vasuifi aassanu seunes vnenlua) venentfes 1anda aasFunazndfaun)

a a = J '
O ngesuld (waminsay vrawa vuewwy teywiiou 1ewen Mugiysusiazeng)

8. dwwlelifiszmiglavas? (Is it easy to find passenger?)

O (Yes) 0O Wily (No)

9. dilwufiaunsamilasensldin? (Where can you get passenger easily?)

o & Aa ~ o A ~
11. ﬂmmmmﬂmﬂumﬁmmnmaawwsm

O e@wudn (Main job) [ ev¥wses (Second job)

12. luszozna 1 ddani gaduse Taxi #5u? (How many days do you drive taxi in a week?)

O wosu (Everyday) O 5 su/dlanwi (5 days/week) [ wesndn 3 su/dlani (Less than 3 days/week)
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13. quivsnduszozmannTawasmelu 1 5u? (How many about kilometer (in about) do you drive in a

day?)
O 110031 400 ATawas (> 400 km) 0 300 — 400 ATawas (300 — 400 km)

0O 200 — 300 ATawas (200 — 300 km) O vfesni1 200 ATawas (< 200 km)

14. qusudlavasswaiiiereu? (How many trips do you make per day?)
O snnh 20 dien (> 20 trips) O 15 —20 idien (15 - 20 trips)
O 10— 15 sdien (10 - 15 trips) O ffesndr 10 den (< 10 trips)

15. Undgaldinaiinides 183 Tasens i (How long do you wait to get passenger?)

.............................................. Wi (minutes)

16. lumswidlavans guiinezseds awgaaie lanseli? (Do you prefer to queue for passenger?)

O (Yes) qaaoasedaiiluu? (If Yes, where?)

O il (No)

17. nalafiqaamsanidlasmns 18w? (What time you can find passenger easily?)
nqanlddamunnnnlifes 5 sudy Tavit 1 = winfiga (Highest) waz 5 = vosiign (Lowest)

O 0:00 —3:00 O 3:00 — 6:00 O 6:00 — 9:00 O 9:00 — 12:00
O 12:00 — 15:00 O 15:00 — 18:00 0O 18:00 — 21:00 0O 21:00 —24:00

18. donfuiitsnauvesdlasmsnnuinifes? (The number of passenger in different day?)
nqanlddanunnnnlies Tasit 1 = wniiga (Highest) oz 4 = douiiga (Lowest)

_ Awheowidnd (Weekday)

_ Aungaimieiind (Weekend)

_ Suiitiruan (Rainy day)

Tungamumanaaies (Festival day / Holiday)
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19. quownnlifu-de flasasiiaumiiuniei? Do you prefer to go to airports?
0% (Yes)
O % (No) sl (why) Tisesey

20. aaldmlasmsmasdeifionilui (How much is the average among you get in a trip?)

.............................................. wm/iien (Bath/trip)

21. szezma lnsfiguosin’a? (What is your preference for driving?)
O szeznalng dosnin 10 Alawas (Short distance < 10 Kilometers)
O szeznathuna sgnde 10 — 25 Alawas (Moderate distancel0 — 25 Kilometers)

0O szezna’lna wnnh 25 Alawas (Long distance > 25 Kilometers)

22. qunsilszaumsaiinudlasmsaiadeiathaie? (Do you have any experience of bad passenger

behaviors?)

Owo (Yes) O hiwe (No)
i dnannifluGesfoadues 15 Tdsadsuneuduar (If Yes, what is the usual issue?)

23. qaljesdlasansusel (Have you ever rejected passenger? Not necessary to answer)

O% (Yes) 0O Wil (No)

ail i lugadaljasdlasans (If Yes, please select the first five reason)

Tilsaiden 5 Sudy mimnnlifes Tasit 1 = wniiga (Most) uaz 5 = vosiiga (Least)

~ Wiladuneigeiusudedlasms (Not my usual route to drive taxi)

_ yamnedarenvesdlaeats lnaiiu i) (Home location far from passenger destination)

Fusrnafidesdsunzdudiuinasu (Time to change shift for another driver)
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_ szezmlnawnn (Too long destination route)

~ dedlilduuda (Time to refuel gas)

il edauagdusuiiteey (Different direction influence your decision)
_ naitl'll sedawn (High traffic density)

tuq (Others)

Section C: Expenses

24. auihuivesss Taxi wieninisim? (Do you own your own taxi or rent taxi from company?)

O 1% fhuswessa (Taxi Yes, own a taxi) O wr9nusenm (Rent from a company)

fuhnnisen qausniusionzwiesiwiu (if rent, do you rent by half-day or one-day)

O swene vie aseiu (Half-day) O swiu (One-day)

g0 qudestieausmazanlsziusamivs (If rent from company, how much do you have to pay for

the company for rent and insurance?)

25. qudeanieaniyeinyumnsaeaen? (How much do you pay for maintenance of the taxi in a month?)
O 119011 2,000 v (> 2,000 Baht) 0 1,000 — 2,000 v (1,000 — 2,000 Baht)
O veondr 1,000 vin (<1,000 Baht) O Nides1431s (No need to pay)

26. qudsstwmniiudemanirlniseu? (How much do you pay for fuel in a day?)
O 110031 400 v (> 400 Baht) O 300 — 400 v (300 — 400 Baht)
0 200 — 300 vw (200 — 300 Baht) O sfesni1 200 vn (< 200 Baht)
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27. swldiga g undsnninauda/iidadusauiusi Inidefu? (How much do you earn in a day? Net

income)

O 37001 1,500 van (> 1500 Baht) O 1,000 — 1,500 1 (1000 - 1500 Baht)
O 500 — 1,000 v (500 - 1000 Baht) O #esnin S00 v (< 500 Baht)

Section D: Application

= a & { o A L X § 2 o '
28. aauneldiznmsvsenenndmiuaie Meanuduililumsmglasasiiuiu meinsieldinuguihaseln? (Have you

ever used any application a service/application to get more passengers and increase profit?)

Owoe (Yes) Tdsaszyuewwdandu (Application

O Yime (No)

a

Siinsviouenndmdud lnuiiga 14 lumsdemiTasasgaing 19vie i (Will you use application which we will

develop that will optimize taxi route to get more passenger and increase profit?)

0% (Yes)
O %% (No) Tsaszyawng (Why)

29. audeadsarldie dmiuing, GPS, vwiodwaesiiia vie'l

O %% (Yes) dlufumilus oo, v/iden O lily (No)

30. qujisn Grab Taxi w3e'li? (Do you know about Grab Taxi or not?)

O 350 (Yes) O Midsn (No)

o

$2in quilmwdafiuedislsifeady Grab Taxi lulszmalne (If Yes, What do you think about Grab Taxi in

Thailand?)

O &dwmsuaudn Taxi (Good for taxi driver) O hiddmsvandy Taxi (Not good for taxi driver)
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wnqauiludld Grab Taxi aa'ldgndnmslduennamsuil Aseudesu?
O seonir 5 seu (Less than 5 times) O 5-10seu (5 - 10 times) O wnn1 10 seu (Less than 10

times)

waa Ivungaldgndwiniiga?
nzantaduavninnnhihfes 5 dudu Taeh 1 = mniige (Highest) waz 5 = vesnga (Lowest)

0 0:00 —3:00 O 3:00 — 6:00 O 6:00 —9:00 O 9:00 — 12:00
O 12:00 — 15:00 O 15:00 — 18:00 0O 18:00 — 21:00 O 21:00 — 24:00

— Thank you so much
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TAXI SURVEY QUESTIONNAIRE STAGE 2-3 RESPONSE

Survey Location (296 responses)

@ Suvarnabhumi Taxi Service Centre

@ Suvarnabhumi Airport

@ Bangkok Southern Bus Terminal (Sai...
@ Department of Land Transport

@ Don Mueang International Airport

@ Central Plaza Rama ll

@ Ladprao - The mall Bangkapi

@ Central Plaza Westgate

12V

@ 10:00-12:00
@ 12:00-14:00
@ 14:00 - 16:00
@ 16:00-18:00
@ Unknown

Section A: Personal Information

g)

1. LA ? (Gender) (395 responses)

@ 8 (Male)
® vielo (Female)
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2 a']f;! ? (Age) (395 responses)

® <201
@ 20-301
® 30-401l
® 40-501
® > 50il

Section B: Taxi Working Information

5. pafinsilanunzAuaudunialailu 1 5u? (Do you share the taxi with other
each day?)

(397 responses)

Tai (Yes) — 45 (11.3%)

il (No) 352 (88.7%)

0 50 100 150 200 250 300 360

7. Undinaudusa 5u-89 Wleadrsusnallvu? (Where is your service area?)

(374 responses)

ATIINAEN. .. 211 (56.4%)

o le So.. 253 (B7 6%)
250 (66.8%)
922 (59.4%)

—197 (52.7%)

194 (51.9%)

nsovivaiia.
AsALNMAS T
nyesuwiia N
nyasule Sou. .

Suburb — 54 (14.4%)

0 20 40 60 80 100 120 140 160 180 200 220 240
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8. yevdaliiagmaaans? (Is it easy to find passenger?) (291 esponses)

14 (Yes) 11 (28.4%)

itz (No) 280 (71.6%)

11. anduuiindifluanfiwnanwdaarinsa (Is this your main Job) (397 responses)

atiiwwan (M. 363 (91.4%)

andiwsas (Se... 34 (8.6%)

o
o
o

100 150 200 250 300 350

12. Tuszaziian 1 &lev aaudiusa Taxi ATu? (How many days do you drive taxi
in a week?)

(394 responses)

wniu (Every 353 (89.6%)
5 Swidlai (... —33 (8.4%)

daanan 35w 8 (2%)

0 50 100 150 200 250 300 350
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14. aaduslagansinuuAieaau? (How many trips do you make per day?)

(394 responses)

wan 20 4. 22 (5.6%)

15— 20 1igd 88 (22.3%)
10— 15 i, 189 (48%)

aanin 10 L.

0 20 40 60 80 100 120 140 160 180

15. UndinaldiiaiAuideaslenlaaanstui (How long do you wait to get

passenger?)
(392 responses)

@ < 10 minutes

@ 10 - 20 minutes

@ 20 - 30 minutes

@ 30 - 60 minutes

@ 1 hour - 1 hours 30 minutes
@ 1 hours 30 minutes - 2 hours
@ more than 2 hours

@ Depends (Not sure)

16. Tun1smidlagas Aainazsad auxaa19q Tawsa'li? (Do you prefer to
queue for passenger?)

(390 responses)

Tat (Yes) 182 (46.7%)

"lailai (No) 208 (53.3%)

0 20 40 60 80 100 120 140 160 180 200
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17. narladaaiaunsavdiaaans'ladna? (What time you can find passenger
easily?)asantdditauannauinililddaa 5 dudyu 1aan 1 = unanga (Highest) uag
5 =vauangen (Lowest)

N1 EE2 BE: EE: S

150
100
50
. - a | T

0:00 — 2:00 3:00 — 6:00 6:00 —9:00 9:00 — 12:00

17. warlaaatasavidlaaaisledna? (What time you can find passenger
easny’))ﬂsmﬂaﬁaLaﬁmﬂuwn“lﬂuaﬂ 5 dudu 1aav 1 = nnaa (Highest) uay
5 =vauangen (Lowest)

N1 EE2 BE: EE: S

150
100
50
" - i T

0:00 — 2:00 3:00 — 6:00 6:00 —9:00 9:00 — 12:00

18. ldanfusidruiunaslaaasainunnlihiaa? (The number of passenger in
different day?) nsanladltazannuinldias Taai 1 = uinnae (Highest) uay 4
= 1aungm (Lowest)

N1 EE: @e: N4

120

(s8]

Juvinaulné (Weekday) Tunaetaisavied (Weekend) Judidicluen (Rainy day) FUBHAR BN ANTAE 9
(Festival day / Holiday)
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20. ﬂm‘lﬁfﬁhiﬁﬂﬂ?itﬂﬁﬂﬁiﬂtﬁﬂlt‘!{iﬂﬂ‘i‘ (How much is the average amount
you get in a trip?) unwn/wiien (Baht/trip)

(386 responses)

@ = 50Baht

@ 50- 100 Baht

@ 100 - 150 Baht

@ 150 - 200 Baht

@ 200 - 250 Baht

@ 250 - 300 Baht

@ 300 - 400 Baht

@ 400 - 500 Baht

@ more than 500 Baht

Section C: Expenses

24. aauilutanuassa Taxi wdat1a1nusEn? (Do you own your own taxi or rent
taxi from company?)

(395 responses)

1o Hwnauae. 203 (51.4%)

AnUEEn. —102 (25.8%)

vzt w3a el 90 (22.8%)

6] 20 40 680 80 100 120 140 160 180 200

25. aatsavanaallsesnE Vit lusaatfau? (How much do you pay for
maintenance of the taxi in a month?)

{394 responses)

uan 2,000. .. 122 (31%)

1,000—2,000... —115 (29.2%)
vaansn 1,00
laitdaanTadan —98 (24 9%)

0 10 20 30 40 50 60 70 a0 g0 100 110 120
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26. aatsiavanamAlniudawdovinlusaaiu? (How much do you pay for fuel in
a day?)

(394 responses)

uan3n 400. . —82 (20.8%)
300 — 400 1. . 192 (48.7%)
200 — 300 1. 105 (26.6%)
vaanan 200, —15 (3.8%)
0 20 40 60 80 100 120 140 160 180

27. salaaallddundsanninaudaAnfudaduimuduvininssaiu?
(How much do you earn in a day? Net income)

(394 responses)

ana 1,500..

1,000 — 1,500... 118 (29.9%)

500 —1,000... 196 (49.7%)

vaani 500... 72 (18.3%)

0 20 40 60 80 100 120 140 160 180

Section D: Application

28. aauaaldusmsusanannataziueie s dudunidlunsminiaaasian
au tmanus1 e lalviduaalinersalii? (Have you ever used any application a
service/application to get more passengers and increase profit?)

(397 responses)

@ an (Yes)
@ liivan (No)
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arfdusnisviaLannadtatua lvuiiaaldlunasmhanielaassaalazldusa’lii
(Will you use application which we will develop that will optimize taxi route to
get more passengder and increase profit?)

(389 responses)

@ 1d(Yes)
@ 'Lailai (No)
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APPENDIX D

Horton Data Platform

System Configuration

Operating System: CentOS v 7
Web Page: https://www.centos.org/download/

Hardware Raid: Setup the hard ware Raid 5 for Master Node prior to the installation of the
Operating System. After Raid has been configured on the Master Node proceed with the
installation of Centos 7 using the DVD ISO disk. Use Gnome Desktop for Master Node and

Infrastructure Server for the Slave Nodes.

Network Configuration: Setup the network for all the host nodes and provide the IP address. For
all the hosts nodes set up virtual IP address as well. The benefit of virtual IP address is that in the
case the physical IP address gets changes; the system would still work based on virtual IP address

configuration.

Format Hard Driver: Format all the available hard driver in all the hosts if hard driver is not

formatted and mount the formatted hard drive.

Minimum System Requirement

The system requires browser capability as the for the web-based application. So, the operating

system should have at least one web browser.

Software Requirement: Each host i.e. both Master and Slave nodes requires the following software

installed
e yum
e r1pm
® scp
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e curl

* unzip
e tar
o wget

e python 2.7.x or higher

e Java 7 or higher

Database Requirement: Horton data platform for Ambari requires a relational database to store

information about the clusters. Relational data base could be Hive, Oozie or PostgreSQL.

Environment Setup

Before installing HDP through Ambari could, various environment needs to be set up.

Password Less SSH: For Ambari server to automatically install Ambari in all the hosts, password
less SSH needs to be setup. SSH public key authentication is utilized for remote access during

installation.

Network Time Protocol (NTP) Server: NTP server is required in all the hosts make clock of all the

nodes synchronized to each other.

Fully Qualified Domain Name: For Ambari to communicate between the hosts, a fully qualified

domain name need to be set up <fully.qualified.domain.name>.

Iptables Configuration: For Ambari to communicate between the hosts to deploy and manage posts
during setup, Iptables need to be disable for seamless communication. If Iptables is running, then
warning is displayed recommending user to disable it. In addition to the disabling the Iptables
SELinux also needs to be disable in all the host in the cluster. Finally, umask in each of the hosts

needs to be set as well accordingly.
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Ambari Server Installation

To setup HDP, Ambari needs to be installed in all the host of the cluster. Following is the step to
setup the Ambari:

e Ambari repository download.
e Ambari server setup

e Ambari server start up

Download Ambari repository file to all the host as

‘sudo wget -nv
http://public-repo-1.hortonworks.com/ambari/centos7/2.x/updates/2.4.3.0/ambari.repo -0
/etc/yum.repos.d/ambari.repo’

‘sudo yum install ambari-server’

Ambari server setup

‘sudo ambari-server setup’

Ambari server start up
‘sudo ambari-server start’
‘sudo ambari-server status’

‘sudo ambari-server stop’

Ambari Agent Installation

To set up Ambari agent, download Ambari Repo in the host of the cluster and install the agent.

‘sudo yum install ambari-agent’

Configure the Ambari Agent by editing the ambari-agent.ini to associate the ambari server IP

address.
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Ambari agent start in all host

‘sudo ambari-agent start’

Installing, Configuring, and Deploying a HDP Cluster

1. Login to Apache Ambari with default username admin from web browser

st Applications v Places v ({@irefox Web Browser ~ Mon11:57 O #) O ~

Ambari - Mozilla Firefox s x
# Ambari x|+
€ ) 192.168.77.11 I v € ||QSes T B 9 3 A =
Sign in
Username
admin
Password

|
esces

Welcome to Apache Ambari

Provision a cluster, manage who can access the cluster, and customize views for Ambari users,

Create a Cluster

Use the Install Wizard to select services and configure your cluster h

Launch Install Wizard

Manage Users + Groups Deploy Views
Manage the users and groups that can Create view instances and grant
access Ambari permissions

2 EEE
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2. Name Your Cluster

CLUSTER INSTALL WIZARD

Gt ind

ot Version This wizard will walk you through the cluster Installation process. First, start by naming your new cluster.

nstall Options
Name your cluster Leam more

1TU_Hadoop

3. Select Version

Select Version

Select the software version and method of delivery for your dluster. Using a Public Reposilory reguires Intemet connectivity. Using
a Local Repository requires you have configured the software in a repository available in your network.

HDP-’&.:‘&
HDP-2.4 P
HDP2.3 Ambarl Infra
Ambarl Melrics
HDP-2.2
Allas
Falcon
Flume
HBase

=) Use Public Repository

1.7.0
01.0
0.1.0
0.7.0
0.10.0
152
112

(»)Use Public Repository

)Use Local Repository

Repositories

Provide Base URLs for the Operating Systems you are configuring.

os Name

HDP-2.5
redhat7

HDP-UTILS-1.1.0.21

Skip Repository Base URL validation (Advanced) @

Use RedHat Satellite’Spacewalk @

Base URL

hitp/public-repo-1.hortonworks.comHDPcentos7/2 xupd:

hitpZ/public-repo-1 hortonworks comHDP-UTILS-1.1.0.21/

+ Add ~

Remove
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4. Install Options

Install Options

Enter the list of hosts to be Included In the cluster and provide your SSH key.

Target Hosts
Enter a list of hosts using the Fully Qualified Domain Name (FQDN), one per line. Or use Pattern Expressions

ITU-hadoop1.ut japan

ITU-hadoop2.ut japan
ITU-nadoop:i.g.;amﬂ I

Host Registration Information
«)Provide your SSH Private Key to automatically register hosts

Browse... No file selected

ssh private key
SSH User Account oot
SSH Port Number 22

_) Perform manual registration on hosts and do not use SSH

~ Back Register and Confirm —

5. Confirm Hosts

Confirm Hosts

Registering your hosts.
Please confirmthe host list and remove any hosts that you do not want to include in lheclusfv.

Show: LIRENN | Installing (0) | Registering (3) | Success (0) | Fail (0)
Host Progress Status Action

itu-hadoop1.utjapan Registering 8 Remove

() itu-hadoop2.utjapan B  Rcoisteing 8 Ramove

itu-hadoop3.ut Japan Registering & Remove

Show:| 28 v 1-3013 K € 24
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6. Choose Services

_ Service

vHDFS

Tez

vHive

w/HBase

+Sqo0p

WOozie

/' ZooKeeper
/Falcon

V/Storm

+YARN + MapReduce2

Choose Services

Choose which services you want 1o install on your cluster.

Version  Description
273 Apache Hadoop Distributed File System
273 Apache Hadoop NextGen MapReduce (YARN)
0.7.0
121000
storage management service
112
latency applications.
0.16.0 Scripting platiorm for analyzing large datasets
146 Tool for transferring bulk data bet
relational databases
420
the ExtJS Library.
346
0.10.0 Data management and processing platiorm
1.01 Apache Hadoop Stream processing framework

Tezis the nextgeneration Hadoop Query Processing framework written on top of YARN.

Data warehouse system for ad-hoc queries & analysis of large datasets and table &

A Non-relational distributed database, plus Phoenix, a high performance SQL layer for low

Apache Hadoop and structured data stores such as

System for workflow coordination and execution of Apache Hadoop jobs. This also
includes the installation of the optional Oozie Web Console which relies on and will install

Centralized service which provides highly reliable distributed coordination

7. Assign Masters

Assign Masters

Assign master components 10 hosts you want 1o run themon.
# HiveServer2 and WebHCat Server will be hosted on the same host

SNameNode:

NameNode:

App Timeline Server:

ResourceManager:

History Server:

Hive Metastore:

WebHCat Server.

itu-hadoop2.utjapan (3.7 GB,2¢ :J
ltlu-hadoop1.utjapan (4.5 GB,2¢ :J

itu-hadoop2.utjapan (3.7 GB,2¢ j

itu-hadoop2.utjapan (3.7 GB, 2 ¢ J
itu-hadoop2.utjapan (3.7 GB,2¢ j
Itu-hadoop2.utjapan (3.7 GB,2¢ :‘

itu-hadoop2.ut.japan+

ilu-hadoop1.utjapan (4.5 GB, 2 cores)

Activity Explorer HST Server
Spark Hislory Server

itu-hadoop2.utjapan (3.7 GB, 2 cores)

App Timelire Server
ResourceManager History Server

HiveServer2 ZooKeeper Server
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8. Assign Slaves and Clients

Assign Slaves and Clients

Assign slave and client components 1o hosts you want to run themon
Hosts that are assigned master components are shown with +.

ZooKeeper Client, Infra Solr Client, Spark Client and Slider Client.

“Client" will install HOF S Client, YARN Client, MapReduce2 Client, Tez Client, HCat Client, Hive Client, HBase Client, Pig Client,

| none all | none all | none all | none all | none all | none all | none
NFSGateway [ ) NodeManager [ )RegionServer | )PhoenixQuery Server [ LivyServer [ JSparkThrift Server () Client
NFSGateway [«fNodeManager [ |RegionServer () PhoenixQuery Server | Livy Server [ )Spark Thrift Server [ Client
NFSGateway (¥ NodeManager (w/RegionServer [ ) PhoenixQuery Server [ Livy Server [ Spark Thrift Server [w/Client
Show | 25 _'J 1-Ro!3 H e >N

9. Customize Services

Customize Services

We have come up with recommended configurations for the services you selected. Customize them as you seefiL

/hadoop/hdis/namenode

NameNode Java heap size DataNode failed disk tolerance

[168) =02}
e |

HDFS YARN MapReduce2 Tez Hive@) HBase Pig ZooKeeper Ambariinfra Ambanuelmso
Smansensen Spark  Slider Misc
Group  Default(3) ~ Manage Config Groups
Settings  Advanced
NameNode DataNode
NameNod directories DataNock direclories
L hadoop/hdfsidata
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10. Review

Review

Please review the configuration before installation

Admin Name : hadoop
Cluster Name : ITU_Hadoop
Total Hosts : 3 (3 new)
Repositories:

redhat7 (HDP-2.5)
ImpJ/pubIIc-repo-1 .hortonworks.convHDP/centos7/2. xupdates2.5.3.0

redhat7 (HDP-UTILS-1.1.0.21)
http//public-repo-1.hortonworks.convHDP-UTILS-1.1.0.21/reposcentos?
Services:

HDFS
DataNode : 2 hosts
NameNode : itu-hadoop1.utjapan
NFSGateway : 0 host
SNameNNode : itu-hadoop2.utjapan

YARN + MapReduce2
App Timeline Server | itu-hadoop1.utjapan
NodeManager : 2 hosts

ResourceManager : itu-hadoop1.utjapan
Tez

— Back

11. Install, Start and Test

Install, Start and Test

Please wait while the selected services are installed and started

4 %overall
Show: ERIG | In Progress (3) | Warmning (0) | Success (0) | Eal(0)
Host Status Message
itu-hadoop1.utjapan { 4% Installing Activity Analyzer
itu-hadoop2.utjapan l 5% Installing DataNode
Ilu-hadoop3.utjapan | 4% Installing DagNode
3 of 3 hosts showing - Show All

Show: 28 j 1-303 M € > M
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Install, Start and Test

Please wait while the selected services are installed and started.

e 100 % overall

Show: EHIEN | In Progress (0) | Waming (2) | Sucosss (1) | Eal(©)
Host Status Message
itu-hadoop1.utjapan S 100% | Warnings e
itu-hadoop2.ut japan B 100%  Success
itu-hadoop3.utjapan B 100% | Warnings encountered
3 of 3 hosts showing - Show All Show: 2s :] 1-30i3 H € 2N
Installad and started the servwces with some wamings

12. Complete

Summary

Here is the summary of the install process.

The cluster consists of 3 hosts
Installed and started services successfully on 1 new host
2 warmnings k

Master services installed
SNameNode installed on itu-hadoop2.ut japan
NameNode installed on Itu-hadoop1.ut jJapan
ResourceManager installed on itu-hadoop1.ut japan
History Server installed on itu-hadoop1.utjapan
HiveServer2 installed on itlu-hadoop1.utjapan
HBase Master installed on itu-hadoop1.utjapan

Starting services failed
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APPENDIX E

HADOOP-HIVE QUERY FOR TRIP ORIGIN DESTINATION

Taxi Trip Origin and Destination

-- create orgin destination matrix based on grid data for each imei and partition by dateonly

in array data type

drop table taxigps orgin_destination;

create table taxigps orgin_destination (imei string, record array<array<string>>)
partitioned by (dateonly string)

row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!'

lines terminated by "\n'

stored as sequencefile;

insert overwrite table taxigps orgin destination partition (dateonly="2015-06-01")
select 1imei, origindestinationmatrix  (record,/grid data location') as record from
taxigps_filter duplicate data where record is not null and size(record) > 0 and dateonly = "2015-

06-01";

-- convert origin destination array data type to lateral view data type

drop table taxigps orgin_destination_lateral;

create table taxigps orgin destination lateral (get in grid string, get off grid string, od count

int)

row format delimited
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fields terminated by "\t'
collection items terminated by ','
map keys terminated by '!"

lines terminated by "\n'

stored as sequencefile;

insert overwrite table taxigps_orgin destination_lateral

' nn

, value),",")[0], split(concat ws(',

1 nn '

select split(concat ws(', , value),",")[1], split(concat ws(',,

nn

value),",")[2] from taxigps orgin_ destination lateral view explode(record) adtable as value;

-- compute the overall aggregated origin destination count from one grid id to another grid

id

drop table taxigps orgin_destination aggregated;

create table taxigps orgin destination aggregated (get in grid string, get off grid string,
od_count int)

row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!"

lines terminated by "\n'

stored as sequencefile;
insert overwrite table taxigps orgin destination aggregated

select get in_grid, get off grid, sum(od count) from taxigps orgin destination lateral group by

get in_grid, get off grid;
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-- copy the table data from hive to local directory

insert overwrite local directory 'location_origin_destination'
row format delimited

fields terminated by ','

collection items terminated by ','

select * from taxigps_orgin_destination _aggregated where od_count>1;

-- create orgin destination matrix for a trip based on grid data for each imei and partition
by dateonly in array data type and time range. od with passenger trip and no passenger trip

information

drop table taxigps orgin_destination_trip;

create table taxigps orgin_destination_trip (imei string, record array<array<string>>)
partitioned by (dateonly string, daytype string, weathertype string, eventtype string)
row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!'

lines terminated by "\n'

stored as sequencefile;

insert overwrite table taxigps orgin destination trip partition (dateonly="2015-06-01",
daytype='weekdays', weathertype="n', eventtype=n') select imei, origindestinationmatrixtrip
(record,'location_grid data) as record from taxigps filter duplicate data where record is not null

and size(record) > 0 and dateonly = 2015-06-01";
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-- convert orgin destination trip array data type to lateral view data type partition by

dateonly, daytype, weathertype and eventtype of each imei

drop table taxigps_orgin_destination_trip lateral;

create table taxigps orgin_ destination trip lateral (imei string, get in_grid string, get off grid
string, trip_start time string, trip_end time string, trip_speed string, trip_time string, trip_type
string) partitioned by (dateonly string, daytype string, weathertype string, eventtype string)

row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!"

lines terminated by "\n'

stored as sequencefile;

-- query without daytype, weathertype and eventtype

insert overwrite table taxigps orgin_destination trip lateral

' nn

, value),",")[0], split(concat ws(',

1 nn '

select split(concat ws(', , value),",")[1], split(concat ws(',,

value),",")[2] , split(concat ws(',’, value),",")[3], split(concat ws(',, value),",")[4],
split(concat_ws(',’, value),",")[5], split(concat ws(',, value),",")[6], split(concat ws(','
value),",")[7]

from taxigps orgin destination trip lateral view explode(record) adtable as value where

size(record) > 0;

-- aggregate orgin and destination based on get in grid and time with trip type as partition

drop table taxigps_orgin_destination_trip aggregated;

create table taxigps orgin destination trip aggregated (timerange string, get in grid string,

get off grid string, od count int)
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partitioned by (trip_type string, daytype string)
row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!"

lines terminated by "\n'

stored as sequencefile;

insert overwrite table taxigps orgin destination trip aggregated partition (trip type =
'passengertrip', daytype= 'weekdays')

select hour(trip_start time) as timerange, get in grid, get off grid, count(imei) from
taxigps_orgin destination_trip lateral where trip_type = 'passengertrip' and daytype='weekdays'
group by hour(trip_start time), get in_grid, get off grid order by get in grid;

-- aggregate each orgin grid based on get in grid and time

drop table taxigps orgin_trip aggregated;

create table taxigps orgin_trip aggregated (timerange string, get in_grid string, o_count int)
partitioned by (trip_type string, daytype string)

row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!"

lines terminated by "\n'

stored as sequencefile;

insert overwrite table taxigps_orgin trip_aggregated partition (trip_type = 'passengertrip' ,daytype
='weekdays")
select timerange, get in grid, sum(od count) from taxigps orgin destination trip aggregated

where trip_type ='passengertrip' and daytype='weekdays’ group by timerange, get in_grid;
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-- transition probability matrix table based on orgin destination for each grid transition to

next grid at each time step for both trip and notrip

create table taxigps orgin destination transition (timerange string, get in grid string,
get off grid string, od count int, o count int, od_probability double)

partitioned by (trip_type string, daytype string)

row format delimited

fields terminated by "\t'

collection items terminated by ','

map keys terminated by '!"

lines terminated by "\n'

stored as sequencefile;

insert overwrite table taxigps orgin_ destination_transition partition (trip_type='passengertrip',
daytype = 'weekdays')

select a.timerange, a.get in grid, a.get off grid, a.od count, b.o count, a.od count/b.o _count
from

taxigps_orgin destination_trip aggregated a,

taxigps_orgin trip_aggregated b

where a.get in_grid =b.get in_grid and

a.timerange = b.timerange and

a.trip_type = b.trip_type and

a.daytype = b.daytype and

a.trip_type = 'passengertrip' and

a.daytype = 'weekdays'";
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APPENDIX F

EXTRATED SECONDARY DATA FROM GPS PROBE

Probe GPS Data Map Matched Sample

Map Map Map

IMEI Original | Original Timestamp | Matched Matched Matched
Latitude | Longitude Link Id Latitude | Longitude
353419036175292| 13.79268 | 100.7218 5:36:07 22912 13.792859 |100.722264
353419036175292 13.79274 | 100.72178 | 5:36:10 22912 13.792918 [100.722241
353419036175292| 13.79296 | 100.72169 | 5:36:19 22912 13.79314 |100.722156
353419036175292| 13.79335 | 100.72156 | 5:36:37 22912 13.793523 |100.722008
353419036175292| 13.7934 | 100.72155 | 5:36:39 22912 13.79357 100.721989
353419036175292| 13.79344 | 100.72153 | 5:36:42 22912 13.793611 |100.721973
353419036175292| 13.7935 | 100.7215 5:36:45 22912 13.793674 1100.721949
353419036175292| 13.79356 | 100.72147 | 5:36:48 22912 13.793736 |100.721925
353419036175292| 13.79362 | 100.72144 | 5:36:51 22912 13.793798 [100.721901
353419036175292| 13.79479 | 100.72105 | 5:37:43 22912 13.794947 |100.721458
353419036175292) 13.79482 | 100.72115 | 5:37:46 22912 13.79494 100.72146
353419036175292| 13.79484 | 100.72122 | 5:37:49 22912 13.794934 1100.721463
353419036175292| 13.79488 | 100.72131 | 5:37:52 22912 13.794938 [100.721461
353419036175292| 13.79491 | 100.72138 | 5:37:55 22912 13.794941 | 100.72146
353419036175292| 13.79495 | 100.72141 | 5:37:58 22912 13.794966 | 100.72145
353419036175292| 13.79504 | 100.72141 | 5:38:01 22912 13.795044 | 100.72142
353419036175292 13.79517 | 100.72136 | 5:38:04 22912 13.795174 | 100.72137
353419036175292| 13.79531 | 100.72131 | 5:38:07 22912 13.795313 |100.721317
353419036175292| 13.79546 | 100.72125 | 5:38:10 22912 13.795463 |100.721258
353419036175292) 13.79557 | 100.72121 | 5:38:13 22912 13.795572 1100.721216
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Taxi Agent Data Sample

Agent
IMEI

Grid Id

Latitude

Longitude

Grid Geometry

Start

Time

10000023

200000039739

13.709517

100.36367

Polygon ((100.359604 13.710102,

100.364226 13.710102, 100.364226

13.705581, 100.359604 13.705581,
100.359604 13.710102))

0:00:00

10008773

200000042094

13.680176

100.495436

Polygon ((100.493642 13.682976,

100.498264 13.682976, 100.498264

13.678455, 100.493642 13.678455,
100.493642 13.682976))

0:27:35

10008833

200000042864

13.673565

100.491946

Polygon ((100.489020 13.673934,

100.493642 13.673934, 100.493642

13.669413, 100.489020 13.669413,
100.489020 13.673934))

0:00:00

10008908

200000036693

13.741863

100.605691

Polygon ((100.604570 13.746270,

100.609192 13.746270, 100.609192

13.741749, 100.604570 13.741749,
100.604570 13.746270))

0:00:01

10008917

200000031418

13.811317

100.651569

Polygon ((100.650790 13.814085,

100.655412 13.814085, 100.655412

13.809564, 100.650790 13.809564,
100.650790 13.814085))

13:23:51

10008930

200000048800

13.602851

100.879059

Polygon ((100.877268 13.606119,

100.881890 13.606119, 100.881890

13.601598, 100.877268 13.601598,
100.877268 13.606119))

16:29:51
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Direction Probability Data Sample

Grid Id Time Interval | Direction | Direction Probability Day Type
200000001392 270 South 1 Weekdays
200000001416 975 West 1 Weekdays
200000001426 1190 West 0.923 Weekdays
200000001484 190 North 0.625 Weekdays
200000001530 1200 North West 0.6 Weekdays
200000001564 545 South 0.25 Weekdays
200000001617 750 West 1 Weekdays
200000001676 895 South East 1 Weekdays
200000001693 830 South 0.606 Weekdays
200000001751 1405 North 1 Weekdays
200000001813 680 North East 0.615 Weekdays
200000001860 1260 East 0.5 Weekdays
200000001877 670 South 0.5 Weekdays
200000002003 880 North 0.706 Weekdays
200000002127 795 North West 0.389 Weekdays
200000002248 215 North West 1 Weekdays
200000002457 855 North 1 Weekdays
200000002544 930 South 0.778 Weekdays
200000002626 635 South West 0.5 Weekdays
200000002648 415 South East 0.667 Weekdays
200000002663 1000 East 0.667 Weekdays
200000002668 845 South 1 Weekdays
200000002747 55 North 0.75 Weekdays
200000002847 840 South East 0.889 Weekdays
200000002917 980 South West 1 Weekdays
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Demand Probability of Success Data Sample

Total Total Probability
Pick Up Vacant Taxi of Success Time Interval Grid 1d Day Type
0 4 0 0 200000047513 Weekends
0 6 0 0 200000025550 Weekdays
0 1 0 0 200000019542 Weekdays
1 50 0.02 0 200000032424 Weekends
0 8 0 0 200000015905 Weekdays
0 6 0 0 200000062241 Weekdays
0 8 0 0 200000017014 Weekdays
5 140 0.0357143 0 200000038672 Weekends
16 171 0.0935673 0 200000047155 Weekends
0 1 0 0 200000018127 Weekdays
0 9 0 0 200000022649 Weekdays
4 127 0.0314961 0 200000033106 Weekdays
6 75 0.08 0 200000035901 Weekdays
32 640 0.05 0 200000029131 Weekdays
1 38 0.0263158 0 200000049470 Weekdays
1 48 0.0208333 0 200000054472 Weekends
0 43 0 0 200000027849 Weekends
0 3 0 0 200000025308 Weekends
0 7 0 0 200000035895 Weekdays
0 22 0 0 200000025322 Weekends
0 1 0 0 200000046735 Weekdays
389 877 0.444 0 200000037856 Weekdays
11 73 0.151 0 200000033424 Weekends
8 52 0.154 0 200000042870 Weekends
90 276 0.326 0 200000031395 Weekends
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Origin Destination Probability Data Sample

Time
Total Trip
Interval Total Trip
Between Origin
for Origin Destination Originated Trip Day
Origin Destination
Every Grid Grid in Origin Type Type
Grid to Probability
One Grid
Destination
Hour
Passenger | Week
4 200000020295 200000009391 24 52 0.462
Trip days
Passenger | Week
4 200000020297 200000024229 41 526 0.078
Trip days
Passenger | Week
5 200000016332 200000010275 29 31 0.935
Trip days
Passenger | Week
5 200000019599 200000019599 31 44 0.705
Trip days
Passenger | Week
6 200000020297 200000024229 23 322 0.071
Trip days
Passenger | Week
12 1200000020297 200000024229 23 459 0.050
Trip days
Passenger | Week
14 1200000017721 200000020297 22 99 0.222
Trip days
Passenger | Week
14 1200000020297 200000024229 36 526 0.068
Trip days
Passenger | Week
16 1200000017721 200000020297 34 145 0.234
Trip days
Passenger | Week
16 200000020297 200000024229 22 652 0.034
Trip days
Passenger | Week
9 200000036679 200000040994 21 102 0.206
Trip ends
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Trip Data Sample

IMEI Pick Up Pick Up | Pick Up | Drop Off Drop Off Drop Off
Latitude | Longitude Time Latitude Longitude Time
10011935 | 13.73412 | 100.56743 | 0:12:10 | 13.71458 100.59465 0:24:01
10011935 | 13.73393 | 100.57975 | 0:36:10 | 13.72167 100.5792 0:44:05
10011935 | 13.73665 | 100.57443 | 0:54:56 13.7377 100.5834 0:58:08
10011935 | 13.72415 100.5793 1:12:44 | 13.75008 100.53855 1:30:30
10011935 | 13.73818 100.5587 | 1:50:07 13.7058 100.60128 2:04:26
10011935 | 13.70505 100.6014 | 2:05:37 | 13.69995 100.67555 2:23:12
10011935 | 13.73843 | 100.55853 | 3:00:25 | 13.70968 100.62583 3:18:42
10011935 | 13.73427 | 100.58753 | 4:06:48 | 13.82668 100.65183 4:38:28
10011935 | 13.7698 100.62268 | 5:08:27 | 13.72802 100.54048 5:31:06
10011935 | 13.71995 | 100.56013 | 5:35:49 | 13.67495 100.6631 5:53:05
10011935 | 13.69373 | 100.63912 | 6:14:10 13.7064 100.60075 6:23:00
10011935 | 13.71218 | 100.60573 | 6:31:25 | 13.70772 100.61438 6:34:27
10011935 | 13.72905 | 100.59615 | 7:04:55 | 13.73325 100.56722 7:15:34
10011935 | 13.73878 100.5925 | 7:49:19 | 13.71932 100.5612 8:04:03
10011935 | 13.71968 | 100.56033 | 8:05:26 | 13.80522 100.56805 8:26:39
10011935 | 13.81208 100.563 8:32:48 13.8043 100.56733 8:37:56
10011935 | 13.80218 | 100.58078 | 8:51:44 13.8053 100.58333 8:54:56
10011935 13.822 100.57937 | 9:01:59 | 13.77823 100.56807 9:11:47
10011935 | 13.77392 | 100.56997 | 9:14:33 | 13.78392 100.57723 9:19:57
10011935 | 13.7713 100.5836 | 9:32:12 | 13.92012 100.60193 10:16:48
10011935 | 13.87127 100.6028 | 10:49:43 | 13.86855 100.59242 10:59:44
10011935 | 13.88162 | 100.58602 | 11:09:42 | 13.8034 100.55423 11:21:09
10011935 | 13.79073 | 100.54352 | 11:38:04 | 13.7467 100.52805 12:02:44
10011935 | 13.74602 100.5527 | 12:20:17 | 13.73257 100.5639 12:32:04
10011935 | 13.7323 100.56385 | 12:34:30 13.741 100.56085 12:41:50
10011935 | 13.72772 | 100.58545 | 13:34:28 | 13.72632 100.57655 13:42:38
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Grid Speed Data Sample

Grid ID Time Interval Fifteen Minutes | Grid Speed Day Type
200000001058 270 98.5 Weekdays
200000001058 435 89.33 Weekdays
200000001058 465 86 Weekdays
200000001058 585 77 Weekdays
200000001058 600 102.75 Weekdays
200000001058 615 99.6 Weekdays
200000001058 675 75 Weekdays
200000001058 720 75.14 Weekdays
200000001058 735 98.5 Weekdays
200000001058 810 89 Weekdays
200000001058 825 89.5 Weekdays
200000001058 840 71.69 Weekdays
200000001058 915 83.75 Weekdays
200000001058 930 75.64 Weekdays
200000001058 945 84.7 Weekdays
200000001058 960 70.67 Weekdays
200000001058 975 84 Weekdays
200000001058 1020 80 Weekdays
200000001058 1050 88.5 Weekdays
200000001058 1065 70 Weekdays
200000001058 1080 74.4 Weekdays
200000001058 1125 89 Weekdays
200000001058 1140 73.2 Weekdays
200000001058 1155 61.5 Weekdays
200000001058 1275 97 Weekdays
200000001059 270 95.5 Weekdays
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OSM Link Speed Data Sample

OSM Link ID Time Interval Fifteen Minutes Link Speed | Day Type
108256 225 29.25 Weekdays
108256 240 47 Weekdays
108256 255 44 .42 Weekdays
108256 270 45.44 Weekdays
108256 285 36.17 Weekdays
108256 300 36.73 Weekdays
108256 315 44 Weekdays
108256 330 35.25 Weekdays
108256 345 34.62 Weekdays
108256 360 37.33 Weekdays
108256 375 34.86 Weekdays
108256 390 29.29 Weekdays
108256 405 30.65 Weekdays
108256 420 31.79 Weekdays
108256 435 27.11 Weekdays
108256 450 23.51 Weekdays
108256 465 25.28 Weekdays
108256 480 21.8 Weekdays
108256 495 23.96 Weekdays
108256 510 23.59 Weekdays
108256 525 28.36 Weekdays
108256 540 22.75 Weekdays
108256 555 24.08 Weekdays
108256 570 25.86 Weekdays
108256 585 25.7 Weekdays
108256 600 23.97 Weekdays
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Database Schema Diagram
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Database Schema Diagram
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