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SUMMARY 

        Methane hydrates (MH) are well known to have an influential effect on the physical properties 

of MH-bearing sediments such as velocity and attenuation. Geophysical techniques such as VSP 

(Vertical Seismic Profiling) and well logging have been widely used for mapping and quantifying 

hydrate for MH-bearing sediments. Ultrasonic measurements for synthetic or core MH samples can 

provide insight on the exploration of MH-bearing sediments, and partially frozen system is considered 

to be an effective substitution for synthetic or core MH samples.  

          Most sonic logging data acquired in MH-bearing zones have shown an increasing velocity of 

compressional (P-) and shear (S-) waves accompanied by high attenuation of P- and S-waves. In 

addition to field data, ultrasonic experimental investigations also showed simultaneous high velocity 

and high attenuation of ultrasonic P- and S- waves near the freezing point of brine in partially frozen 

systems. More controversially, no significant or significant attenuation was observed at seismic 

frequencies in MH-bearing sediments of various geological environments. Intuitively, one would 

expect that the higher velocity would be corresponding to the lower attenuation. Unexpectedly, 

significantly large attenuation was observed at sonic frequencies in MH-bearing sediments and at 

ultrasonic frequencies for partially frozen systems. Due to the lack of understanding on how MH 

affects the physical properties of MH-bearing sediments, using geophysical methods to accurately 

identify and quantify the extent of MH-bearing sediments is remain challenging and unreliable. 

          The combined use of various measurement methods at different frequencies such as sonic, VSP, 

and ultrasonic transmission measurements provides an opportunity to examine the frequency-

dependent attenuation in MH-bearing sediments. For a more detailed understanding of the rock 

physical mechanisms responsible for the attenuation at different frequencies (VSP, sonic, and 

ultrasonic frequencies), different rock physics models are adopted to predict the P- and S-wave 

velocities and attenuations at MH-bearing sediments and partially frozen systems, and then the 

predicted values by rock physics modeling are compared with those derived from field sonic logging, 

VSP, and ultrasonic measurement data. In this study, two different rock physics models that have 

recently been developed to consider the squirt flow in porous/microporous hydrate and the interaction 

between sand and hydrate grains in MH-bearing sediments are applied. Also, an effective medium 

model is applied to partially frozen brine and a three-phase extension of Biot model is applied to 

partially frozen unconsolidated sands. 



 xxiii 

          By matching the predicted and measured values, the input parameters of the rock physics 

models are adjusted, (1) such as hydrate morphologies, water inclusion concentration, water inclusion 

aspect ratio, and initial sand sediment and hydrate permeability for MH-bearing sediments, (2) such as 

average pore radius of porous ice, viscosity and density of brine, and freezing point for partially 

frozen systems. I find influential input parameters for different rock physics models, and carefully 

make a definition for these parameters, and then provide a good agreement between measured and 

predicted values. Finally, for field data, I infer that this frequency-dependent P-wave attenuation may 

be due to the squirt flow caused by the combined effect of the degree of hydrate saturation and two 

permeable systems (one is between sand grains and the other is between hydrate grains), or due to the 

squirt flow caused by fluid inclusions with different aspect ratios in a microporous hydrate. 

Furthermore, the similar frequency-dependent S-wave attenuation is predicted by rock physical 

modeling, and I infer that both the Biot flow and friction between hydrate and sand grains dominate S-

wave attenuation at seismic frequencies, whereas friction alone is dominant at sonic logging 

frequencies. 

         In ultrasonic transmission measurements, for partially frozen brine, my rock physical study 

indicates that squirt flow caused by unfrozen brine inclusions in porous ice could be responsible for 

high P-wave attenuation around the freezing point. Decreasing P-wave attenuation below the freezing 

point can be explained by the gradual decrease of squirt flow due to the gradual depletion of unfrozen 

brine. For partially frozen unconsolidated sands, based on the rock physical study I infer that squirt 

flow between ice grains is a dominant factor for P-wave attenuation around the freezing point. With 

decreasing temperature below the freezing point, the friction between ice and sand grains becomes 

more dominant for P-wave attenuation. The increasing friction between ice and sand grains caused by 

ice formation is possibly responsible for increasing S-wave attenuation at decreasing temperatures. 

Then, further generation of ice with further cooling reduces the elastic contrast between ice and sand 

grains, hindering their relative motion and thus reducing the P- and S-wave attenuations. 

          The laboratory measurement results at ultrasonic frequencies and field data at seismic and well 

logging frequencies for MH-bearing sediments are separately discussed due to different performances 

of physical properties at different frequencies. This study tries to elucidate the underlying attenuation 

mechanisms responsible for P- and S-wave attenuations at various frequencies. This study also 

provides a geophysical basis for identifying the occurrence of MH and characterizing the amount of 

MH using P- and S-wave attenuations at various frequencies, and then the physical properties of MH-

bearing sediments inferred from rock physics modeling are beneficial for field production monitoring 

of MH-bearing sediments. 
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CHAPTER 1. INTRODUCTION 

        This thesis ultimately focuses on the frequency dependent velocity and attenuation of both P- and 

S-waves for methane hydrate (MH)-bearing sediments. To do this, the different responses of physical 

properties at different frequency domains must be investigated and the effect of the presence of 

hydrate on physical properties of MH-bearing sediments should be fully clarified. In this chapter, an 

overview of this study will be provided firstly. The basic crystal structure, the global distribution, 

impacts on economy and environment, and naturally occurring morphologies of MH will be 

introduced. Then the current geophysical exploration methods for MH-bearing sediments, including 

vertical seismic profile (VSP) method, surface seismic method, and well logging method will be 

described. The previous studies on velocity and attenuation of MH-bearing sediments at frequencies 

from VSP to sonic logging will be reviewed. In addition to geophysical techniques, laboratory 

measurements of in situ or synthetic MH samples are also a complementary method to study the rock 

properties of MH-bearing sediments. The measurements usually are conducted from seismic to 

ultrasonic frequency domain, and these measurements will be introduced in this section. Next, 

theoretical rock physics modeling also can be used for describing the rock properties of MH-bearing 

sediments, and a comprehensive review and comparison of previous rock physics models will be 

provided here. Finally, the aims and outlines of this thesis will be given. 

1.1 Gas hydrates 

1.1.1 What are gas hydrates 

        Gas hydrate is a crystalline compound consisting of water and guest molecules that forms under 

high pressure and low temperature (Sloan & Koh, 2006). When the guest molecule is methane and the 

crystal lattice is made up of water molecules, this compound is used in terms of methane hydrate 

(MH). For uniformity, the term “methane hydrate (MH)” will be used instead of  “gas hydrate” in the 

following section of this thesis. The most commonly encountered MH in nature comes in 

dodecahedral structure (see Fig. 1.1). The structure and physical properties of MH are very similar to 

that of ice in many ways, although unlike ice, their rigidity is slightly different and hydrate can forms 

under a temperature higher than 0 °C at high pressure but ice cannot (Buffett, 2000). 
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Figure 1. 1 Crystal structure of methane hydrate (MH) (adapted from Sloan & Koh, 2006). 

1.1.2 Impacts of gas hydrates 

        A great amount of efforts have been focused on several impacts of MH:  the potential of MH as a 

main alternative energy resource, and important effects on global climate change and sub-marine 

geohazards (Haq, 1999).  

        The discovery of MH accumulations in terrestrial permafrost and beneath the ocean along the 

continental margins worldwide have triggered our interest on MH as a potential and unconventional 

energy resource for the next few decades (Kelland, 1994). Although there still is disagreement over 

the concentration of MH within MH-bearing sediments and the total amount of methane stored in MH 

accumulations, the estimated amount of methane in MH accumulations worldwide is considered to 

contain more potential energy than conventional oil, gas and coal deposits (Dawe & Thomas, 2007; 

Demirbas, 2010; Demirbas et al., 2016; Singh, 2015). There are two factors to make MH as a potential 

energy resource: the enormous amount of methane within MH accumulations and widespread 

distribution of MH-bearing sediments (Kvenvolden, 1993). Previous estimates of the available amount 

of methane in MH are highly varied over a wide range because direct sampling and analysis of MH in 

the natural state are an almost impossible task (Haq, 1999) . Kvenvolden (1993) roughly estimated 

that the available amount of methane worldwide in MH will be up to 2 × 1016  m 3 . Demirbas (2010) 

estimated that the amount of methane within MH was about 2.1× 1016  m 3 , which is more than all 

conventional fossil fuel. Kelland (1994) concluded that the in situ MH estimate is within the range of 

1.4 × 1013 − 3.4 × 1016m 3  for the onshore continental margins, and 3.1× 1015 − 7.6 × 1018m 3  for the 

ocean offshore. Based on an exhaustive review of other assessments and existing drilling programs, 

!
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Boswell and Collett (2011) indicated that the amount of MH accumulations appears most likely to be 

3× 1015m 3 . Collett (2002) indicated that whether an estimation is precisely accurate or not is 

dependent on following five primary reservoir parameters: (1) coverage of the MH occurrence, (2) 

reservoir thickness, (3) sediment porosity, (4) MH saturation, and (5) the methane yield volumetric 

parameter, which defines how much free gas (at standard temperature and pressure) is stored within an 

MH. The five reservoir parameters can be estimated by field measurements such as remote seismic 

and down-hole methods (Kvenvolden, 1993).  

        Besides being potential energy resource, MH also leads to global climate change and submarine 

geohazards (Boswell & Collett, 2011; Dawe & Thomas, 2007). The principal component of 

greenhouse gas is CO2 , and its concentration is presently increasing at a rate of about 0.35% per year. 

In contrast, methane is also one important component in the atmosphere and its concentration increase 

at a fast rate of about 1 to 2% per year.  Previous studies tended to speculate that the MH dissociation 

was a potential threat associated with global warming due to the following two factors: (1) because 

methane is radioactively active, it is a greenhouse gas that has a global warming potential 20 times 

more than an equivalent weight of CO2 , (2) if the enormous amount of methane trapped in MH 

accumulations releases out of control, this massive release might have a significant impact on 

atmospheric composition and thus on the global climate change (Harvey & Huang, 1995; Kvenvolden, 

1988, 1993). In fact, large-scale MH dissociation is not only as a potential driver for enhanced 

warming if released methane from MH reaches the atmosphere, but also is a consequence of warming 

because the global warming might change the sea level (pressure) and ocean temperature, thus affect 

the stabilization condition of intermediate-pressure and low temperature (Ruppel & Kessler, 2017). 

Kvenvolden (1988) indicated that the contribution of methane released from destabilized MH to 

greenhouse warming is probably small, and then this atmospheric methane on global climates will 

likely be minimal. Ruppel (2011) and Ruppel and Kessler (2017) indicated that some factors might 

mitigate the impact of MH dissociation on atmosphere greenhouse gas concentration: (1) the depth of 

MH-bearing sediments, (2) because the sediments and ocean column strongly sink, released methane 

at sea floor cannot reach to sea-air interface or atmosphere.  Therefore, they concluded that there is no 

convincing proof that methane associated with MH is reaching the atmosphere now. 

        In addition to the potential effect on global climate change, the dissociation of MH accumulation 

also might trigger submarine slope failure or sediment slump (Paull, 2001; Kvenvolden, 1993; Maslin 

et al., 2010; McIver, 1977; Paull et al., 2002; Paull et al., 2007). The lowering of sea level or an 

increase of ocean bottom will destroy the stability conditions of MH (high pressure and relatively low 

temperature), and then cause MH dissociation. Accompanied by this releasing of methane, submarine 

sediment slumps and slides can occur. The first submarine slope failure and slump possibly caused by 
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dissociation of MH is recognized by McIver (1977). Kvenvolden (1993) provided several possible 

examples related to the sediment slides and slumps on the continental slope including: the South West 

Africa (Summerhayes et al., 1979), the U.S. Atlantic continental slope (Carpenter, 1981), Norwegian 

continental margin (Bugge et al., 1987), the British Columbia (Bornhold & Prior, 1989), and the 

Alaskan Beaufort Sea continental margin (Kayen & Lee, 1991).  Although it is complicated to verify 

the interaction between geological slope failure and MH activity, Maslin et al. (2010) provided some 

recent and famous evidence of geologic slope failure which are believed to relate to MH 

decomposition including: U.S. Atlantic margin (Hornbach et al., 2007) and Storegga slide off Norway 

(Haflidason et al., 2004, 2005). If submarine slope failures occur, seismic mapping of the seafloor has 

shown that seismic evidence of gas and fluid pathways in the sediment is often recognized near slide 

(Maslin et al., 2010). 

1.1.3 Global distribution of gas hydrates 

        The presence of MH is a finely balanced system in equilibrium, and the reduction of pressure and 

increase of temperature will cause the decomposition of MH (Chong et al., 2016; Zatsepina & Buffett, 

1997). The occurrences of MH-bearing sediments are restricted to two types of geologic locations: (1) 

under permafrost in polar continental shelves, (2) sediments beneath the ocean floor. As shown in Fig. 

1.2, the section outlined by blue, red and green curves illustrates the stability zones of MH in 

permafrost (Fig. 1.2a) and oceanic sediments (Fig. 1.2b) where the pressure and temperature 

conditions and the concentration of methane are within the stability regions. The purple zones 

correspond to MH zones with dissolve methane, while yellow regions possibly coexist dissolved 

methane and free gas. The phase boundary curve (red curve) defines the stability of hydrate, and the 

geothermal curve (blue curve) along with ocean water temperature curve (green curve) defines the 

change of temperature with depth which are originated from Paull (2001) and Sloan & Koh (2006). 

Note that MH stability calculations usually use hydrostatic pressure in shallow sub-seafloor sediments 

owing to their high porosity (Dawe & Thomas, 2007; Ruppel & Kessler, 2017). As shown in Fig. 1.2, 

temperature decreases and then increases from sea level to the sea floor in marine sediments (Fig. 

1.2b), while monotonically increases from ground surface to sediments in permafrost (Fig. 1.2a). MH 

can exist when the pressure/temperature conditions are in the left side of the phase boundary (red 

curve) in Figs 1.2a and 1.2b (Merey, 2016; Ruppel & Kessler, 2017).  
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Figure 1. 2 Methane hydrate stability zones for (a) permafrost and (b) marine sediment 
(modified from Ruppel & Kessler, 2017). BSR in Fig. 1.2(b) refers to bottom simulating reflector 

that marks the boundary between free gas and overlying hydrate-bearing sediment in the 
marine reservoir. 

        A series of recent field expeditions have provided new insights into the nature of MH occurrence. 

The confirmed MH-bearing sediments occur in a wide variety of geologic settings, and the field data 

have indicated that MH-bearing coarse and fine sands are superior reservoirs due to their higher 

permeability (Boswell & Collett, 2011). The MH-filled fractures in clay-dominated reservoirs also 

became potential energy production targets (Boswell & Collett, 2011; Demirbas, 2010).  As shown in 

Fig. 1.3, MH-bearing sediments have been identified in marine environments near almost every 

continental margin, and also have been found in permafrost regions below the continental surface 

because these zones are organic-rich and temperature/pressure conditions are suitable for formation of 

MH accumulations (Merey, 2016). However, only a limited number of MH accumulations have been 

investigated in detail. Chong et al. (2016) and Collett (2002) reviewed and described some best-

known marine and permafrost MH-bearing sediments. They are located at: (1) the Blake Ridge along 

the southeastern continental margin of the U.S. (Borowski, 2004; Coren et al., 2001; Ghosh et al., 

2010b; Holbrook et al., 1996; Hornbach et al., 2003; Wood et al., 2000), (2) the Cascadia continental 

margin off the Pacific coast of Canada (Dash & Spence, 2011; Dillon et al., 1993; Riedel et al., 2006; 

Westbrook et al., 2008; Yuan et al., 1996, 1999), (3) the Nankai Trough off the eastern coast of Japan 
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(Ashi et al., 2002; Baba & Yamada, 2004; Konno et al., 2010, 2017; Nouzé et al., 2004; Tsuji et al., 

2004; Uchida et al., 2004), (4) the North Slope of Alaska (Collett et al., 2011; Lee et al., 2009; 

Winters et al., 2010), (5) the Malik site in the Mackenzie Delta, Canada (Bellefleur et al., 2006; 

Carcione & Gei, 2004; Riedel et al., 2009), and (6) the Krishna-Godavari basin of India (Collett et al., 

2014; Cook & Goldberg, 2008; Kumar et al., 2014; Lee & Collett, 2009; Priest et al., 2014). So far 

these field tests are conducted by using thermal stimulation method, inhibitor injection method, and 

depressurization method (considered to be the most economical and efficient) (Singh, 2015).  USGS 

(U.S. Geological Survey) provided the possible and challenging research prospects about MH from 

2015 to 2030 including the characterization of MH system, development of in situ sampling 

technologies, and development of production technology. In this thesis, my primary interest in MH-

bearing sediments is located at the Nankai Trough of Japan, which is subjected to extensive studies 

including various geophysical methods, core sampling, and rock physical modeling. The other best-

known MH reservoirs will be used as a reference in this thesis. 

 

Figure 1. 3 Global distribution of known MH-bearing occurrence in oceanic sediments of outer 
continental margins and permafrost regions (modified from Collett, 2002) (orange dot indicates 
gas hydrate samples recovered and red dot indicate inferred gas hydrate occurrence). Red boxes 

show the field names of MH-bearing sediments, which will be discussed in this thesis. 

1.1.4 Gas hydrate morphology 
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        Natural methane hydrate (MH) usually occurs in sediments with following morphologies: 

enveloping of grains (envelope cementing hydrate) (Fig. 1.4a), cementing of grain contacts (contact 

cementing hydrate) (Fig. 1.4b), connecting neighboring grains as a sediment frame (load-bearing 

hydrate) (Fig. 1.4c), and growth away from grains in pore spaces (pore-filling hydrate) (Fig. 1.4d) 

(Yun et al. 2005). It has been recognized that the MH morphologies significantly affect the overall 

rock physical properties of MH-bearing sediments, and the MH morphology is dependent on the 

sediment lithology, pore structure, and MH saturation (Waite et al., 2009). Unfortunately, MH in cores 

are almost impossibly survivor during the coring process due to the changing of temperature and 

pressure; therefore MH morphology is complicated to identify from field samples in situ.  

 

Figure 1. 4 Hydrate morphologies in sediment: (a) envelope cementing hydrate, (b) contact 
cementing hydrate, (c) load-bearing hydrate, and (d) pore-filling hydrate. The blue indicates 

hydrate, pink indicates sand grain, and light blue indicates ocean water. 

        There are few studies to investigate how natural MH grows in sediments. Hydrate morphology at 

the Blake Ridge site is inferred as load-being hydrate with a maximum hydrate saturation below 18% 

(Ecker et al., 1998, 2000; Helgerud et al., 1999). Hydrate morphology in the Mallik site is inferred as 

load-bearing or pore-filling hydrate with a maximum hydrate saturation between 80% and 90% 

(Chand et al., 2004; Lee & Waite, 2008). There are also few researches on the hydrate morphology at 

Nankai Trough. Jin et al. (2016) indicated that the hydrate morphology of MH-bearing sediments in 

the Nankai Trough demonstrated a load-bearing morphology type, and Jia et al. (2017) demonstrated 

that hydrate is attached to the grain surfaces of rock matrix rather than floating in pore space. 

Furthermore, patchy hydrate (100% hydrate saturated pore are embedded into hydrate-free sands) also 
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seems to be a reasonable hydrate morphology (Dai et al., 2012). The load-bearing and pore-filling 

hydrate morphologies are generally interpreted as natural hydrate morphologies from field data, 

especially for high hydrate saturation. In laboratory measurements for synthetic MH-bearing rock 

samples, hydrate could be designed to grow as cementing morphology by using “excess gas method” 

and as pore-filling morphology by using “excess water method”, or changing hydrate morphology 

with the growing hydrate saturation: initially cements at grain contacts, then fills the pore space, 

finally grows as load frame (Bu et al., 2017; Choi et al., 2014; Priest et al., 2005, 2009; Yun et al., 

2005).  

        Although hydrate morphology should be dependent on different geological environments, there 

seems to be no consensus even for the same location.  Many rock physical models were proposed to 

predict the rock physical properties (velocity, attenuation, hydrate saturation) of MH-bearing sediment, 

and it should be noted that hydrate morphology is required information in these predictions (Ecker et 

al., 1998, 2000; Helgerud et al., 1999; Jakobsen et al., 2000). However, the prediction for physical 

properties of MH-bearing sediments seems to be still problematic because of unknown prior 

information on hydrate morphology. In this thesis, I try to provide insights into the natural MH 

morphology at the Nankai Trough by using rock physics modelling. 

1.2 Geophysical exploration for MH-bearing sediments 

        The presence of MH essentially affects the properties of MH-bearing sediments as following: (1) 

physical properties, such as shear strength, porosity, permeability, (2) geophysical properties, such as 

resistivity, velocity and attenuation, (3) geochemical properties, such as fluid composition and 

movement (Kvenvolden, 1993; Waite et al., 2009). The presence of hydrate can significantly affect 

the properties of the hosted sediments. This results in geophysical anomalies allowing us to employ a 

corresponding geophysical method to characterize MH-bearing sediments. Among these geophysical 

anomalies, the velocity and attenuation of P- and S-waves have been extensively used to characterize 

the occurrence and distribution of hydrate and assess the hydrate saturation of hydrate-bearing 

sediments (Waite et al. 2009). This thesis mainly focuses on how the presence of MH affects the P- 

and S-wave velocities and attenuations.  

1.2.1 Wave propagation in MH-bearing sediments 

1.2.1.1 Wave velocity 

        Seismic velocity of MH-bearing sediments is known to increase compared to sediments without 

hydrate. The presence of MH makes the sediments stiffer, and it might cement the grains together, and 

then cause the bulk and shear moduli significantly increase, thus increase both P- and S-wave velocity. 
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However, the degree of increase of velocity is dependent on hydrate saturation and hydrate 

morphology (Yun et al., 2005, 2007).  

        To relate P-wave velocity (	
V
p
) and S-wave velocity (	Vs ) to hydrate saturation, bulk and shear 

moduli of MH-bearing sediments should be expressed as functions of mineral, sediment, pore fluid, 

and hydrate properties. MH-bearing sediments have been considered as an effective medium model 

(Helgerud et al., 1999; Jakobsen et al., 2000) or as a three-phase frameworks: sediments framework, 

hydrate framework, and pore fluid (free gas and water) (Carcione & Seriani, 1998; Carcione & 

Tinivella, 2000; Davide & Carcione., 2003; Lee & Waite, 2008). Previous rock physics modeling has 

taken into account the effect of hydrate morphology on velocity. The disseminated hydrate tends to 

form pore-filling hydrate at low hydrate saturation, while it tends to become load-bearing sediments as 

hydrate saturation exceeds 25%-40% (Yun et al., 2005, 2007). The velocities of P- and S- wave for 

cementing hydrate-bearing sediment sharply increase even at a low hydrate saturation (<3%), 

conversely those are insensitive to hydrate saturation until hydrate saturation exceeds 40% for load-

bearing and pore-filling hydrate (Lee et al., 2010; Priest et al., 2005, 2009). By using rock physics 

modeling, this thesis tries to provide physical insight into the relationship among hydrate morphology, 

hydrate saturation and P- and S-wave velocities of MH-bearing sediments.  

1.2.1.2 Wave attenuation 

        Since the attenuation is the main focus of this thesis, general attenuation of non-hydrate 

sediments will be provided firstly. Attenuation is a measure of energy loss when the elastic wave 

travels through a rock (Barton, 2007). It can be divided into apparent attenuation and intrinsic 

attenuation. Intrinsic attenuation refers to the seismic energy loss by conversion to heat such as inertial 

friction and attenuation related to fluid flow, while apparent attenuation refers to the redistribution of 

unobserved part of wave field such as scattering caused by random heterogeneities and geometric 

spreading caused by a non-planar wavefront (Lerche & Menke, 1986; Menke & Dubendorff, 1985). 

The intrinsic attenuation is more important because it can reflect rock and fluid properties. Several 

important intrinsic attenuation mechanisms are dependent on sediment lithology, fluid saturation, 

frequency, and strain amplitude, etc. as following (Barton, 2007; Johnston et al., 1979): 

1. Matrix anelasticity. 

2. Friction dissipation due to relative motions between grains and crack surfaces (Walsh, 

1966), and this friction dissipation increases with increasing strain amplitude (Winkler & 

Nur, 1982a), Winkler and Nur (1982) concluded that since sliding friction only could be 

observed at large strain and small confining pressure and this required condition 
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generally didn’t occur in seismic wave propagation in the earth, then suggested that 

friction was not a significant attenuation mechanism in situ.  

3. Squeezing gas pockets for the case of partial saturation (Tisato et al., 2015; White, 1975).  

4. Global Biot flow. Relative motion of matrix frame with respect to fluid in fully saturated 

rock. For water-saturated rock, the transition frequency of the Biot flow is proportional to 

viscosity and inversely proportional to the permeability (Biot, 1956a; Leclaire et al., 

1994). 

5. Local squirt flow. The local variations of pore pressure due to contraction and expansion 

of the pore space may trigger the pore fluid flow in partially or fully saturated rocks. The 

attenuation caused by local squirt flow maybe pronounced at the characteristic frequency, 

and the transition frequency is inversely proportional to the viscosity (Jones, 1986; 

Mavko & Jizba, 1991; Mavko & Nur, 1979;  Murphy et al., 1986;  Murphy, 1983).  

6. Wave-induced flow due to mesoscopic scale patches. The wave-induced fluid flow 

occurring at mesoscopic scale is capable of explaining the measured attenuation within 

the seismic frequencies (1 to 104 Hz) (Ba et al., 2008; Müller & Gurevich, 2005; Pride et 

al., 2004; Tisato & Quintal, 2013). 

        As referred above, it is believed that intrinsic attenuation for fluid-saturated rocks is frequency 

dependent over a broadband frequency range through a series of experiment data (Batzle et al., 2006; 

Best et al., 2001; Jones, 1986; Murphy, 1983; Sams et al., 1997), 

        The presence of MH makes the attenuation mechanism more complicated. The attenuation is 

affected by hydrate saturation and interaction between hydrate and sand grains (Best et al., 2013; 

Guerin & Goldberg, 2005; Marín-Moreno et al., 2017). The proposed attenuation mechanisms 

associated with MH-bearing sediments include global Biot flow and local squirt flow (Guerin & 

Goldberg 2005; Best et al. 2013; Marín-Moreno et al. 2017), cementation and frictional loss between 

hydrate and solid grain (Guerin & Goldberg 2005), mesoscale wave-induced fluid flow (Tisato & 

Quintal 2013; Mikhaltsevitch et al. 2014), the effect of hydrate morphology on attenuation (Priest et al. 

2006; Best et al. 2013; Marín-Moreno et al. 2017), and gas bubble damping (Marín-Moreno et al. 

2017) (Fig. 1.5).  
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Figure 1. 5 Proposed attenuation mechanisms associated with MH-bearing sediments. The blue 
indicates hydrate, pink indicates sand grain, orange indicates fluid inclusion, light blue indicates 

ocean water, and black indicates gas. 

        Unfortunately, estimation of intrinsic attenuation of MH-bearing sediments is easily disturbed by 

the effects of geometric spreading and spatially impedance heterogeneity (Huang et al., 2009; Lee & 

Waite, 2007). Moreover, the attenuation mechanisms for different frequency domain have not yet 

been clarified. These challenges have limited the reliability of attenuation as an effective tool for 

evaluation of MH-bearing sediments. By using rock physical modeling, this thesis tries to elucidate 

the attenuation mechanisms responsible for different frequency domains. 

1.2.2 Detection and quantification for MH-bearing sediments  

        Over the past few decades, several national MH programs exist in countries such as Japan 

(Uchida et al., 2004), the United States (Boswell & Collett, 2011), Canada (Guerin & Goldberg, 2002), 

China (Wang et al., 2011, 2012), India (Kumar et al., 2016), and Korea (Ryu & Riedel, 2017). A 

tremendous number of geophysical exploration expeditions and deep-drilling expeditions were 

conducted to understand the occurrence of MH-bearing sediments. Geophysical exploration is one of 

the important approaches to identify and characterize MH-bearing sediments such as hydrate 
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saturation, lithology, permeability, porosity, and extent and thickness of MH-bearing sediments 

(Boswell & Collett, 2011). 

        The physical property of MH is similar to that of ice (Sloan & Koh, 2006). MH behaves a higher 

seismic P-wave velocity (3300   m / s ), a lower density than water (0.9   g / cm3 ), and a comparable 

elastic moduli with ice (Riedel et al., 2010). The formation of hydrate in pore space will reduce the 

porosity and increase the resistivity of sediment, which is commonly described by Archie’s empirical 

relation (Archie, 1942). The presence of free gas, even a small amount, will drastically reduce P-wave 

velocity (almost has no effect on S-wave velocity). All these changes in the physical properties of 

sediments caused by the presence of MH or free gas will result in geophysical anomalies, and then the 

associated geophysical methods can be applied in the characterization of MH-bearing sediments such 

as seismic bright spot, high resistivity, and bottom-simulating reflector (BSR) in seismic profile, etc.  

1.2.2.1 Seismic technique 

        The most commonly used geophysical technique for detecting MH is the seismic method. The 

BSR in seismic reflection profile is often used to identify the base of MH stability zone in the marine 

environment (Holbrook et al., 1996). The MH-bearing sediments are buried so deeply that 

temperatures at the base of MH stability zones are no longer stable. Thus the base of MH-bearing 

sediment becomes unstable, and this instability will lead to a weak zone with low shear strength. The 

contrast of shear strength between free gas and MH layer would result in a sharp decrease in seismic 

velocity along the interface between overlying MH-bearing sediment (high seismic velocity) and the 

underlying free gas layer (low seismic velocity) (Paull et al., 2002). This contrast would trigger a 

seismic anomaly, which is called the bottom-simulating reflector (BSR) (Sloan & Koh, 2006). 

However, it is incapable to use the BSR alone to infer hydrate saturation. Moreover, it should be noted 

that hydrate can also be present in areas without BSR (Ashi et al., 2002; Ecker et al., 2000; Pecher, 

2003), and the BSR is considered to be only related to the top of free gas, and not necessarily the base 

of MH stability zones (Chand & Minshull, 2003). 

        Locating the seismic receivers at the ocean floor (ocean bottom seismometers, OBS) allows the 

accurate velocity and geologic structure analysis. This technique has been applied in several MH-

bearing locations (Hobro et al., 2005; Petersen et al., 2007; Riedel et al., 2010). Using rock physics 

modeling, seismic velocity estimated from seismic data can be related to hydrate saturation. Thus, the 

evaluation of MH-bearing reservoirs (structure, thickness, lateral extent) can be complemented (Dai et 

al., 2012). It should be noted that determination of hydrate saturation from the measuring P- and S-

wave velocities of MH-bearing sediments is still difficult because velocity is also strongly dependent 

on sediment composition, porosity and hydrate morphology. 
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1.2.2.2 VSP technique 

        The vertical seismic profiling (VSP) method can also be employed to help identify hydrate in the 

subsurface. VSP is a kind of measurement conducted inside wellhole, and can obtain higher resolution 

than seismic method but lower resolution than well logging method. This technique uses a source near 

or offsetting the well and the geophones are located inside the wellhole with a specific interval. It 

allows us to measure the in situ velocity and amplitude at seismic frequencies (Holbrook et al., 1996; 

Matsushima, 2006). Combined use of the surface seismic technique and VSP, it enables us to identify 

the lateral and vertical seismic velocity and amplitude. In addition to vertical resolution and source 

frequencies, VSP method is very similar to well logging method. 

1.2.2.3 Well logging technique 

         Logging techniques are beneficial for characterization of MH-bearing sediments. The physical 

properties of MH-bearing sediments can be measured in situ by well logging techniques including: 

caliper, gamma ray, resistivity, amplitude of the waveform, sonic velocity, and density and neutron 

porosity, etc. Sonic velocity logs of P- and S-waves have been used to identify MH-bearing sediments 

(Riedel et al., 2010). The resistivity of MH-bearing sediments is larger than that of non-hydrate 

bearing sediments, and resistivity logs are commonly used to estimate hydrate saturation by using 

Archie’s equation (Archie, 1942). Other parameters (gamma-ray, porosity, and density) are also very 

important for the evaluation of MH-bearing sediments. In the recent decade, the sonic amplitude of P- 

and S-waves becomes critical information to assess MH by using acoustic attenuation analysis (Guerin 

& Goldberg, 2002; Guerin & Goldberg, 2005; Matsushima, 2005).  

1.2.3 Geophysical exploration at the Nankai Trough  

        In the present study, the sonic and VSP data were acquired in the Nankai Trough, which is 

located beneath the Pacific Ocean off the southeast coast of Japan. The Japanese Ministry of 

International Trade and Industry (MITI) drilled six wells including the main well, two pilot wells, and 

three post survey wells with the narrow well spacing of 10-100 m at the position as shown in Fig. 1.6. 

The drilling program and geologic setting of this area are described in greater detail by Tsuji et al. 

(2004) and Uchida et al. (2004). The wireline logging and VSP data from two post survey wells 

(PSW1 and PSW3) are analyzed in the present study due to their high data quality (Matsushima 2005, 

2006).  
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Figure 1. 6  (a): bathymetry and physiographic features of the eastern Nankai Trough and the 
location of MITI Nankai Trough wells; (b): enlargement shows the configuration of the MITI 

Nankai Trough drilling campaign site. In this drilling campaign, a total of six wells were drilled 
within 100 m of the main well. Post survey well 1 (PSW1) was drilled 10 m ENE of the main well, 

while post survey well 3 (PSW3) was drilled 94 m SSE of the main well (Matsushima, 2005). 

        Fig. 1.7 shows 2D seismic section across the MITI well. Well-logging curves of caliper, natural 

gamma ray, neutron, density, resistivity, and VSP survey (zero-offset VSP, offset VSP, walk away 

VSP) were carried out in Nankai Trough. Wireline logging for PSW1 was conducted at depths of 998-

1296 m, while for PSW3 are 999-1293 m. VSP surveys were carried out at both PSW1 and PSW3 

over a depths of 1005-1350 m with recording interval of 5 m, while the walkaway VSP survey was 

carried out in the main well at depth of 1130-1210 m with recording interval of 10 m (the bottom of 

the ocean is 945 m) (Matsushima, 2006). As shown in Fig. 1.7, the existence of BSR can be clearly 

confirmed. 

(a)� (b)�
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Figure 1. 7 Depth converted seismic section across the MITI well. The strong reflector around 
1200 m is the BSR with opposite polarity relative to the seafloor (Matsushima, 2005). 

        In the present study, the results for PSW1 and PSW3 are shown. The presence of methane 

hydrate was confirmed by coring, and hydrate saturation was calculated by resistivity logging data. 

During the processing of sonic log data, the frequency band of the band-pass filter is 10 to 20 kHz for 

the P-wave and 500 to 1,000 Hz for the S-wave, and is 30 to 110 Hz for VSP survey (Matsushima 

2005, 2006). Suzuki and Matsushima (2013) calculated the stable attenuation values of P- and S-

waves for the primary hydrate-bearing zones of interest from sonic data using a modified median 

frequency shift method (Figs 1.8d and 1.8e). Matsushima et al. (2016) provided a stable P-wave 

attenuation profile for hydrate-bearing zones by combining seismic interferometry and the modified 

median frequency shift method from VSP data (Fig. 1.8f). 

        Four primary hydrate zones at PSW1 were identified: zone A at 1,139 to 1,145 m, zone B at 

1,150 to 1,155 m, zone C at 1,182 to 1,190 m, and zone D at 1,203 to 1,212. Among these zones, the 

principal hydrate-bearing layers with high hydrate saturation occur are zones C and D (Fig. 1.8a). The 

velocities of the P- (Fig. 1.8b) and S-waves (Fig. 1.8c) are enhanced accompanied by a significant 

increase in the attenuations of the P- (Fig. 1.8d) and S-waves (Fig. 1.8e) corresponding to hydrate-

bearing layers. However, the highest attenuation for VSP data (Fig. 1.8f) corresponds to the principle 

free gas zone. To compare the sonic attenuation with the calculated VSP attenuation, the measured 

hydrate saturation at the sonic scale is up-scaled from the sonic scale to the VSP wavelength scale by 

arithmetically averaging the sonic hydrate saturation in VSP wavelength. After up-scaling, hydrate 

saturation of 1.7% and 13.7% at the VSP scale are chosen to compare with sonic data as shown in Fig. 

8f (see samples 1 and 2) for PSW1.  Similar to Fig. 1.8, Fig. 1.9 shows sonic logging and VSP results 

WELL �
BSR �

Wireline logging 
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for PSW3, and the primary MH-bearing zones are identified as zone E at 1195-1202 m and zone F at 

1206 and 1213 m (Fig. 1.9a). The velocities of the P- (Fig. 1.9b) and S-waves (Fig. 1.9c) and the 

attenuations of the P- (Fig. 1.9d) and S-waves (Fig. 1.9e) corresponding to hydrate-bearing layers 

increase at the same time. Hydrate saturations of 15.8% and 17.0% at the VSP scale are chosen to 

compare with sonic data as shown in Fig. 1.9f (see samples 1 and 2) for PSW3. It should be noted that 

the P-wave velocity was significantly low within the intervals of 1215-1221m and 1237-1244 m for 

PSW1 (Fig. 1.8b), and 1218-1225 m and 1235-1260 m for PSW3 (Fig. 1.9b). In these intervals, sonic 

data could not yield effective P-wave velocity, and thus the constant velocity of 1600   m / s  derived 

from VSP data are used in these zones (Takayama et al., 2004).  

 

Figure 1. 8 Logging data (PSW1): (a) hydrate saturation derived from the log of resistivity using 
Archie’s equation (A, B, C, and D indicate hydrate-bearing layers); (b) velocity of the P-wave 
(arrows denote free gas corresponding to significant attenuation of the P-wave); (c) velocity of 
the S-wave; (d) attenuation of the P-wave (free gas corresponding to significant attenuation of 
the P-wave); (e) attenuation of the S-wave; and (f) VSP attenuation, and samples 1 and 2 are 

chosen for comparison with sonic attenuation in the following section (adapted from 
Matsushima, 2006). 

(a)	 (b)	 (c)	

(d)	 (e)	 (f)	
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Figure 1. 9 Logging data (PSW3): (a) hydrate saturation derived from the log of resistivity using 
Archie’s equation (E and F indicate hydrate-bearing layers); (b) velocity of the P-wave (arrows 

denote free gas corresponding to significant attenuation of the P-wave); (c) velocity of the S-
wave; (d) attenuation of the P-wave (free gas corresponding to significant attenuation of the P-
wave); (e) attenuation of the S-wave; and (f) VSP attenuation, and samples 1 and 2 are chosen 

for comparison with sonic attenuation in the following section (adapted from Matsushima, 2006). 

1.3 Laboratory measurements 

1.3.1 Laboratory studies for synthetic hydrate-bearing samples 

        It is challenging to retrieve intact MH samples during the coring process because the unstable 

temperature and pressure condition, therefore, laboratory analysis of artificial MH becomes an 

important part for the understanding of MH occurrence. There are several autoclave systems for 

laboratory measurements, which are developed to measure physical properties (P- and S-wave 

velocity, porosity, permeability, and electrical resistivity) of samples (Winters et al., 2009).  Priest et 

al. (2005, 2006) and Best et al. (2013) proposed a method based on a resonant column technique, and 
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measured the acoustic properties (P- and S-wave velocities and attenuations) over a much lower 

frequency domain (< 550 Hz), while the common laboratory measurements are conducted in the 

ultrasonic frequencies (several hundred kHz). The tetrahydrofuran (THF) hydrate system is proposed 

over the past few years to be an alternate methodology (Santamarina & Ruppel, 2010). Although there 

are some differences between THF hydrate and MH, quite similar mechanical properties between 

them have been observed at a hydrate saturation lower than 40% (Lee et al., 2007). 

        There are two main challenges for laboratory measurements of natural or artifical MH samples. 

The way of formation of MH samples affects the hydrate morphology, thus in turn affects the physical 

properties of MH-bearing sediments samples. The previous studies about the in situ MH exhibit a 

specific pore-filling or load-bearing hydrate morphology, while laboratory synthetic samples formed 

from free gas generally result in cementing hydrate morphology at lower hydrate saturation (Priest et 

al., 2005, 2006; Sloan & Koh, 2006; Waite et al., 2009). However, Best et al. (2013) also indicated 

that using “excess water” method tends to result in pore-filling hydrate morphology. These 

discrepancies allow us to investigate the effects of hydrate morphology on physical properties of MH 

sediment samples in laboratory measurements. In addition, when the measured physcial properties of 

small hydrate samples in laboratory is applied to data obtained from logging or seismic method, there 

will be a problem of scale difference (Riedel et al., 2010; Waite et al., 2009).  

1.3.2 Laboratory studies for partially frozen systems 

        In addition to tetrahydrofuran (THF) hydrate, partially frozen system is also a possible candidate 

because of the similarity of mechanical properties between MH and ice (Riedel et al., 2010; Sloan & 

Koh, 2006). In addition to the great insight into the rock physical properties of MH-bearing sediments 

(Guerin and Goldberg, 2005), the knowledge of partially frozen systems is also critical to the 

permafrost regions (Dou et al., 2016) and glaciers (Peters et al., 2012). There are several ultrasonic 

transmission measurements for the rock physical properties of partially frozen systems in the past 

several decades (Timur, 1968; Spetzler and Anderson, 1968; Prasad and Dvorkin, 2004; Matsushima 

et al., 2008; Lee et al., 2004; Nakano et al., 1972; Nakano and Arnold, 1973; Zimmerman and King, 

1986; Sondergeld and Rai, 2007; Dou et al., 2017). Matsushima et al. (2016) conducted ultrasonic 

measurements on partially frozen unconsolidated sands and measured ultrasonic P- and S-wave 

attenuations as a function decreasing temperature. In this study, the comparison between measured 

ultrasonic attenuations and predicted values by rock physics modeling might provide an insight into 

the attenuation mechanisms at ultrasonic frequencies for MH-bearing sediments.        

1.4 Rock physics modeling 
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         Theoretical rock physics modeling can improve the understanding of physical properties of MH-

bearing sediments. Rock physics modeling provides a method to link hydrate saturation in MH-

bearing sediments with the measurable physical properties (P- and S-wave velocities and attenuations, 

resistivity) (Guerin & Goldberg, 2005; Yuan et al., 1996). The commonly used rock physical 

modeling method for MH-bearing sediments includes: the weighted equation method (Carcione & 

Seriani, 1998; Chand et al., 2004; Lee et al., 1996), three phase effective medium model (Best et al., 

2013; Ecker et al., 1998, 2000; Helgerud et al., 1999; Marín-Moreno et al., 2017), differential 

effective medium model (Chand et al., 2004; Jakobsen et al., 2000), and three-phase Biot extent 

theory (Carcione & Gei, 2004; Carcione & Tinivella, 2000; Davide & M., 2003; Guerin & Goldberg, 

2002; Guerin et al., 1999; Leclaire et al., 1994). 

        When using rock physics modeling to investigate MH-bearing sediments, the selection of input 

parameters is most important. More in situ information (such as coring information) makes the input 

parameters closer to rock properties of given MH-bearing sediments, thus allowing us to obtain more 

accurate prediction for physical properties of MH-bearing sediments.  

1.5 Aims and outlines of the thesis 

1.5.1 Definitions of problems of this thesis 

        The presence of MH is known to affect the physical properties of MH-bearing sediments. 

Seismic velocity increases with the increasing hydrate saturation. However, apart from hydrate 

saturation, the degree of increase is strongly dependent on hydrate morphology, and this dependency 

will become more complicated for the complex MH-bearing reservoir. At Nankai Trough, the 

previous studies basing on the assumption of sole hydrate morphology indicated that hydrate 

morphology tends to pore-filling or load-bearing morphology (Jia et al., 2017; Konno et al., 2015). By 

using rock physical modeling, the measured velocity was used to predict hydrate saturation of MH-

bearing sediments. The information of hydrate morphology is required information for estimation of 

hydrate saturation, but the hydrate morphology at Nankai Trough needs further investigation. 

        It is generally accepted that both the P- and S-wave velocities increase with increasing hydrate 

saturation. However�significantly high attenuation has been widely observed along with the increase 

in velocity for both P- and S-waves in MH-bearing sediments in the sonic logging frequency range 

(Guerin & Goldberg, 2002; Guerin et al., 1999; Guerin & Goldberg, 2005; Matsushima, 2005; Nittala 

et al., 2017; Suzuki & Matsushima, 2013). However, the attenuation mechanisms responsible for this 

counterintuitive P- and S-wave attenuation at sonic frequency domain at Nankai Trough are not fully 

clarified.   
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        In contrast to high attenuation at sonic frequencies in MH-bearing sediments, attenuation at 

seismic frequencies (typically 10 to 150 Hz) is more contentious in existing studies (Bauer et al., 2008; 

Bellefleur et al., 2007; Best et al., 2013; Davide & M., 2003; Dvorkin & Uden, 2004; Madrussani et 

al., 2010; Matsushima, 2006; Matsushima et al., 2016; Nittala et al., 2017; Priest et al., 2006; Rossi et 

al., 2007). The attenuation mechanisms in the frequency range from VSP to sonic data have not yet 

been fully clarified. 

        Contrary to our intuition that higher velocity corresponds to lower attenuation, the increasing 

velocity accompanied by an increasing attenuation in partially frozen systems is a widely observed 

phenomenon (Bellanger et al., 1996; Dou et al., 2016; Matsushima et al., 2015; Prasad & Dvorkin, 

2004; Spetzler & Anderson, 1968; Wu et al., 2017). The attenuation mechanisms responsible for the 

ultrasonic wave propagation in partially frozen systems have not yet been clarified. Meanwhile, there 

are extremely limited numbers of rock physical modeling focusing on elucidating the ultrasonic 

attenuation of the partially unfrozen system during the freezing process. 

1.5.2 Aims of thesis 

        The aims of this thesis are summarized as the following:  

1. To investigate how hydrate morphology affects the P- and S-wave velocities and 

attenuations, and to infer possible hydrate morphology at Nankai Trough. 

2. To clarify the attenuation mechanisms responsible for the frequency-dependent P-wave 

attenuation between sonic logging data (Suzuki & Matsushima, 2013) and VSP data 

(Matsushima et al., 2016), and the frequency-dependent S-wave attenuation between 

sonic logging data (Suzuki & Matsushima, 2013) and w-VSP data (Matsushima, 2015) in 

the MH-bearing sediments at the Nankai Trough. 

3. To elucidate the velocity and attenuation observed in the ultrasonic measurements on 

partially frozen brine (Matsushima et al., 2008) and unconsolidated sands (Matsushima et 

al., 2016) and to clarify the attenuation mechanisms responsible for both partially frozen 

systems. 

        The goal of this thesis is to investigate how hydrate affects the physical properties (P- and S-

wave velocities and attenuations) of MH-bearing sediments at seismic, sonic, and ultrasonic frequency 

domains by using various rock physics modeling. The final result would provide insights into the 

hydrate morphologies at Nankai Trough, the attenuation mechanisms at different frequency domains, 

and mechanisms responsible for frequency dependent P- and S- attenuations of MH-bearing sediments 

(Fig. 1.10). 
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Figure 1. 10 Broadband frequency attenuation (P- and S-waves) (Matsushima, 2005). 

1.5.3 Outlines of thesis 

        The schematic diagram of rock physics modeling in this study is shown as Fig. 1.11. By using 

VSP (w-VSP) and sonic data, the attenuation mechanisms at frequencies from VSP to sonic 

frequencies can be investigated. Although lacking of knowledge of natural hydrate samples, the 

attenuation mechanisms for partially frozen systems can be used to infer attenuation mechanisms for 

MH-bearing sediments. This thesis consists of the following chapters: 
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Figure 1. 11 Schematic diagram of rock physics modeling by using VSP (w-VSP), sonic, and 
ultrasonic data. 

        Chapter 2 begins with a review of the current rock physics models on methane hydrate (or ice), 

followed by the calculation workflows, main characteristics, assumptions, and attenuation 

mechanisms of the rock physics models applied in this thesis. 

        Chapter 3 discusses the possible attenuation mechanisms of P- and S-waves at sonic frequency 

domain by using an effective medium model (the Marin-Moreno model) and three-phase Biot 

extension models (the Leclaire model, the Carcione model, the Guerin model).  The velocity and 

attenuation of P- and S-waves are predicted as a function of hydrate saturation by using these rock 

physics models, and then the predicted velocity and attenuation are compared with those derived from 

field sonic logging data at Nankai Trough.  In this chapter, in addition to possible attenuation 

mechanisms, the sensitivity analysis of input parameters of these rock physics models, the selection of 

input parameters, and the effect of hydrate morphology on velocity and attenuation are also 

investigated. 
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        Chapter 4 discusses the attenuation mechanisms responsible for frequency dependent attenuation 

for P- and S-waves at sonic and VSP frequency domains by using an effective medium model (the 

Marin-Moreno model) and three-phase Biot extension models (the Leclaire model, the Carcione 

model, the Guerin model). The velocity and attenuation of P- and S-waves in the broadband frequency 

range are predicted, and then the predicted velocity and attenuation are compared with those derived 

from field sonic logging and VSP data. In this section, comprehensive investigations of the effects of 

hydrate saturation, frequency domain, and physical properties (permeability and pore structure) on 

velocity and attenuation of P- and S-waves are conducted. 

        Chapter 5 discusses the possible attenuation mechanisms of P- and S-waves for partially frozen 

brine and partially frozen unconsolidated sands during the freezing process. An effective medium 

model (the Leurer model) and a two-phase Biot extension model [the Carcione (2007) model] are 

adopted for partially frozen brine, while three-phase extension of Biot models (the Leclaire model, the 

Carcione model, the Guerin model) are adopted for partially frozen unconsolidated sands to predict 

the velocity and attenuation of P- and S-wave as a function of temperature. Then the predicted 

velocity and attenuation are compared with those derived from ultrasonic measurements. The effects 

of some key parameters such as viscosity, average pore radius, and freezing point on P- and S- wave 

velocity and attenuation during the freezing process are also investigated. 

        Chapter 6 addresses the conclusion of this thesis. Some limitations of this thesis and 

recommendations for future study are also provided in this chapter. 
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CHAPTER 2. ROCK PHYSICS MODELING 

        In this chapter, I provide the main characteristics, assumptions, workflows, attenuation 

mechanisms, and input parameters for the effective medium models (the Marin-Moreno model) and 

the three-phase Biot extension models (the Leclaire model, the Carcione model, and the Guerin model) 

applied to MH-bearing field data. I also present the main characteristics, assumptions, workflows, 

attenuation mechanisms, and input parameters for the effective medium model (the Leurer model) and 

a two-phase Biot extension model [the Carcione (2007) model] applied to partially frozen brine, and 

the three-phase extension of Biot models (the Leclaire model, the Carcione model, and the Guerin 

model) applied to partially frozen unconsolidated sands. Using different rock physical modeling in a 

joint study allows different but complementary attenuation mechanisms to be taken into consideration. 

The combined study on VSP (w-VSP) data and sonic data from MH-bearing sediments and ultrasonic 

measurements from partially frozen unconsolidated sands provides more robust inference on 

attenuation mechanisms responsible for frequency dependent attenuation of MH-bearing sediments.  

2.1 Review of rock physics models 

        Rock physics modeling is an effective method to investigate the effects of hydrate on velocity 

and attenuation for MH-bearing sediments, and is categorized into two approaches: effective medium 

model (Leurer 1997; Leurer & Brown 2008; Best et al. 2013; Marin-Moreno et al. 2017) and three-

phase Biot extension model (Leclaire et al. 1994; Guerin & Goldberg 2002, 2005). Best et al. (2013) 

adopted inclusion theory based on self-consistent model (SCA) (Wu 1966; Walsh 1969; Berryman 

1995), and considered the effect of pore-filling hydrate morphology (Dvorkin & Nur 1996; Ecker et al. 

1998, 2000; Dvorkin et al. 1999; Helgerud et al. 1999; Jakobsen et al. 2000; Chand et al. 2004; Lee & 

Waite 2008), then proposed hydrate effective grain (HEG) model including the attenuation 

mechanisms caused by squirt flow in microporous hydrate, viscoelasticity of hydrate frame and global 

Biot flow. Marin-Moreno et al. (2017) further extended HEG model to introduce the local viscous 

squirt flow between connected pores due to the formation of hydrate and gas bubble damping. On the 

other hand, Leclaire et al. (1994) extended Biot theory to a three-phase model (sand, ice, water), then 

incorporated Biot flow in sand grains and ice grains respectively, but they made an important 

assumption that there is no contact between ice and sand grain. Carcione & Tinivella (2000) modified 

the Leclaire model to introduce the interaction between sand grains and hydrate, and the cementation 

effect between sand grains and hydrate. Furthermore, Guerin & Goldberg (2005) reformulated a BISQ 

(Biot-squirt) attenuation mechanism proposed by Diallo & Appel (2000) to introduce squirt flow in 

sand grain and hydrate based on Carcione model, and introduced a viscous friction loss between sand 
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grain and hydrate. Each of above mentioned rock physical models has a particular focus on different 

attenuation mechanisms. Therefore, the application of different rock physical models possibly allows 

us to investigate different effects of different attenuation mechanisms in MH-bearing sediments.  

        Rock physical modeling of the velocity and attenuation for partially frozen systems under various 

physical conditions is also an effective method to interpret laboratory observations quantitatively. 

Carcione et al. (2007) proposed a poroelastic model based on the Biot theory to calculate ultrasonic 

velocity and attenuation in partially frozen orange juice. Matsushima et al. (2011) employed this 

poroelastic model to describe the propagation of ultrasonic P-wave through the partially frozen brine. 

They concluded that Biot flow could not completely predict the measured attenuation. Leurer (1997) 

and Leurer and Brown (2008) assumed an effective medium made up of homogeneous elastic mineral 

phase that is isotropically interspersed with penny-shaped inclusion of low aspect ratio representing 

intracrystalline water layer, and then proposed “effective grain model” to calculate the velocity and 

attenuation of unconsolidated fine-grained and coarse-grained saturated marine sediments. The Leurer 

model and the Carcione (2007) model are applied to describe the wave propagation in partially frozen 

brine. Similar to the rock physical modeling for MH-bearing sediments, the hydrate is substituted with 

ice, and then the Leclaire model, the Carcione model, and the Guerin model are applied to partially 

frozen unconsolidated sands to describe the wave propagation in the partially frozen system. A review 

of attenuation mechanisms in different rock physical models applied in this study is shown as Table 

2.1. The Marin-Moreno model, the Leclaire model, the Guerin model, and the Carcione model are 

applied to VSP (w-VSP) data and sonic data from MH-bearing sediments. The attenuation 

mechanisms associated with these models include global Biot flow and squirt flow in pores between 

hydrate and sands, friction between hydrate and sands, hydrate frame viscoelasticity, cementation 

between hydrate and sands, and inertial coupling among sands, hydrate and water. The Leurer model, 

the Carcione (2007) model, the Leclaire model, the Guerin model, and the Carcione model are applied 

to partially frozen systems. The attenuation mechanisms associated with these models include global 

Biot flow and squirt flow in partially frozen ice and sands, friction between ice and sands, cementation 

between ice and sands, and inertial coupling among sands, ice and brine. 
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Table 2. 1 Comparison of attenuation mechanisms between different rock physics models  

  Mechanisms 

Model 
Biot flow Squirt flow 

Friction between sand 

grains and hydrate 
Frame 

Viscoelasticity 
Cementation between 

sand grains and hydrate 

Inertial coupling 

among ice/hydrate, 

sand, and water 

Leurer model × ○ (Ice) × × × × 

Carcione (2007) model ○ (Ice) × × × × × 

Leclaire model ○ (Ice/hydrate, sand) × × × × ○ 

Carcione model ○ (Ice/hydrate, sand) × × × ○ ○ 

Guerin model ○ (Ice/hydrate, sand) ○ (Ice/hydrate, sand) ○ × ○ ○ 

Marin-Moreno model ○ (Sand) ○ (Sand) × ○ ○ × 

Footnote: “○”means consideration, “×” means no consideration. 
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2.2 Effective medium models 

2.2.1 The Leurer model 

       The Leurer model is applied to calculate P- and S-wave velocities and attenuations of partially 

frozen brine as a function of decreasing temperature based on a combination of the effective medium 

model (Leurer, 1997; Leurer and Brown, 2008) and Leclaire model. A detailed description of the 

calculation formulas in the Leurer model is given in Appendix A, and the input parameters and 

symbols of the Leurer model are described in Tables 2.2 and 2.5. Fig. 2.1 provides the calculation 

workflow of the Leurer model.  

  

Figure 2. 1 Workflow of the Leurer model. Attenuation mechanism in the Leurer model is squirt 
flow caused by brine inclusions in porous ice. 

Table 2. 2 List of symbols of the Leurer model (Leurer, 1997) 

Parameters Value 
K f
'   Effective bulk modulus of fluid inclusion 

Kr
'  Effective bulk modulus of ice with fluid inclusion 

ε  φ0Sici /φ , ratio of the volume of inclusion to pore 
γ  3ηKi / [2α

2K f (1+ ε )] , relaxation time 

Ice: 

Brine:�K f

Effective complex elastic moduli 

of ice grain with penny-shaped 

brine inclusions: �Kr ',  µr '

Velocity and attenuation of P- 
and S-waves as a function of 

unfrozen brine saturation�

Velocity and attenuation of P- and S-
waves as a function of temperature�

Squirt flow caused 
by brine inclusions 
in microporous ice�

Leclaire Model: estimation of 
unfrozen brine saturation as a 

function of temperature�

Footnote: ice (blue) and brine (light blue)�

	�
Ki ,µi

Figure	1�

Attenuation Mechanism�
Effective medium  Model�
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η  Effective viscosity as a function of reducing temperature  
µ f
'  Effective shear modulus of fluid inclusion 

µr
'  Effective shear modulus of ice with fluid inclusion 

ρe  ρ f (1− Si )+ ρiSi , effective density of partially frozen brine 

 

        Introducing fluid inclusions into ice grains is an effective method for relating the geometrical 

shape of micropores and the physical properties of inclusions to the velocity and attenuation of the 

effective grain (Berryman, 1995). The elastic grain is finally replaced by an effective medium 

composed of homogeneous, isotropic elastic mineral and interspersed ellipsoidal inclusions. The squirt 

flow due to brine inclusions in porous ice is incorporated by applying the correspondence principle to 

the bulk and shear moduli of fluid inclusion (Johnston et al. 1979). In this way, the effective bulk and 

shear moduli of ice with fluid inclusions become complex numbers (Fig. 2.1). The final P- and S-wave 

velocities and attenuations can be calculated by the effective and complex moduli of effective medium 

as a function of unfrozen brine saturation (Appendix A). Using the Leclaire model, the unfrozen brine 

saturation can be estimated as a function of decreasing temperature, and then the P- and S-wave 

velocities and attenuations are transformed as a function of temperature. 

        Due to the two-phase nature of the effective grain model, I can match it to a two-phase binary 

ice-brine system and then evaluate the effect of squirt flow caused by brine inclusions in porous ice on 

the attenuation of P- and S-waves in partially frozen brine. Application of the Leurer model to the ice-

brine system has two advantages. First, by applying the distribution of aspect ratio α m , ranging from 

0.0005 to 0.05, I can avoid a negative value for the shear modulus of effective hydrate grains when 

applying the effective medium model due to the violation of the non-interaction assumption for higher 

inclusion concentrations (Kuster and Toksoz, 1974). Moreover, it can dynamically describe the 

decreasing concentration of brine inclusions with decreasing temperature and formation of ice. Leurer 

(1997) assumed that total water inclusion concentration ci  corresponds to the volume fraction of 50% 

of the water in a montmorillonite-water system. In this study, I assumed that ci  corresponds to 50% 

brine saturation in the ice-brine system. As a result, ci  decreases with decreasing brine saturation as 

temperature decreases. 

2.2.2 The Marin-Moreno model 

        The Marin-Moreno model is applied to calculate frequency dependent P- and S-wave velocities 

and attenuations of MH-bearing sediments based on the combination of effective medium model 
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(Leurer 1997; Leurer & Brown 2008), hydrate contact model (Ecker et al. 1998, 2000), and Biot-Stoll 

model (Stoll & Bryan 1970). Fig. 2.2 provides the calculation workflow of the Marin-Moreno model. 

The detailed description of calculation formulas of the Marin-Moreno model is given in Appendix B, 

the symbols of the Marin-Moreno model are listed as in Table 2.3, and the description of input 

parameters are shown as in Table 2.6. 

Table 2. 3 List of symbols of the Marin-Moreno model (Best et al., 2013; Marín-Moreno et al., 
2017). 

Parameter Description 
a   
A1  Ksolid

' [1+ φ(Ksolid
' / K fp

' −1)]  
  
  

  

 the viscodynamic operator (Marín-Moreno et al. 2017)  

 Fs = (1−φ0 ) / {1− [1− Sh (1− cpf )]φ0} , fraction of sand 
  

 , intrinsic permeability 

 bulk modulus of the dry frame for contact cementing hydrate (Ecker et al. 1998) 

 bulk modulus of the frame for pore-filling hydrate (Ecker et al. 2000) 

 , effective bulk modulus of the dry frame 

 , effective bulk modulus of fluid phase 

K f
'

 
effective bulk modulus of fluid inclusion 

Kh
'

 
effective bulk modulus of hydrate with fluid inclusion 

 Ksolid
' = {FsKsand + (1− Fs )Kh

' + [Fs / Ksand + (1− Fs ) / Kh
' ]−1} / 2 , effective solid 

bulk modulus  
  

 3, intrinsic permeability exponent for contact cementing hydrate 

 2, intrinsic permeability exponent for pore-filling hydrate 

  
 , ratio of the volume of inclusion to pore 
,  , real porosity 

  
  
 , relaxation time 

C12 − MH

b Hq + Mρe − 2C1ρ f

c ρ f
2 − 2ρeq

C1 [(Ksolid
' − Kdry

' )Ksolid
' ] / (A1− Kdry

' )
F(ξ )
Fs
H Kdry

'
+ 4µdry

'
/ 3+ (Ksolid

' − Kdry
' )2 / (A1− Kdry

' )
k {cpf / [k0 (1− Sh )

nkp ]+ (1− cpf ) / [k0 (1− Sh )
nkc ]}−1

Kdryc
'

Kdrypf
'

Kdry
' [cpf / Kdrypf

' + (1− cpf ) / Kdryc
' ]−1

K fp
' [φ0 (1− Sh ) / K f + Shcpf / Kh

' ]−1

Ksolid
'

M Ksolid
' 2 / (A1− Kdry

' )
nkc
nkp
q tρ f /φ − jηF(ξ ) / (2π fk)
ε φ0Shci /φ
φ φ f φ0 (1− Sh )
φh φ0Sh
φs 1−φ0
γ 8ηKh / [αK f (1+ ε )]
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µ f
'

 
effective shear modulus of fluid inclusion 

µh
'
 

effective shear modulus of hydrate with fluid inclusion 

  

 shear modulus of the dry frame for contact cementing hydrate (Ecker et al. 1998) 

 shear modulus of the frame for pore-filling hydrate (Ecker et al. 2000) 

 µsolid
' = {Fsµsand + (1− Fs )µh

' + [Fs / µsand + (1− Fs ) / µh
' ]−1} / 2 , effective solid shear 

modulus  
 ρsandφs + ρ fφ f + ρhφh  

           

            In order to investigate the effects of inclusion concentration ( ci
) and inclusion aspect ratio (α ) 

on the physical properties of MH-bearing sediments, single inclusion aspect ratio (α ) value rather 

than distribution in a specific range is adopted, and an inclusion concentration ( ci
) that is not related 

to water saturation is applied. In addition to these differences in the implication of effective model 

between the Leurer model and the Marin-Moreno model, the calculation of effective medium model in 

the application of the Marin-Moreno model is similar to that in the Leurer model. By incorporating the 

squirt flow due to fluid inclusion in a microporous hydrate through the application of correspondence 

principle to the bulk and shear moduli of fluid inclusion (Johnston et al., 1979), the effective bulk and 

shear moduli of the hydrate with fluid inclusion become complex number and frequency dependent 

(Leurer, 1997; Best et al., 2013; Marín-Moreno et al., 2017) (see Fig. 2.2). Then the real bulk and 

shear moduli of hydrate in the hydrate contact model proposed by Ecker et al. (1998, 2000) can be 

replaced with the abovementioned complex bulk and shear moduli of the effective hydrate (see Fig. 

2.2). The dry effective bulk and shear moduli of MH-bearing sediment with four modes of hydrate 

morphologies (contact cementing, envelope cementing, load-bearing, and pore-filling) can be obtained. 

In the present study, multiple hydrate morphologies (contact cementing and pore-filling) are assumed. 

Note that in this formulation the assumption that contact cementing hydrate forms part of the solid 

frame and pore-filling hydrate is part of the fluid is considered. Therefore, the effective elastic moduli 

for solid phase (sand grains and contact cementing hydrate), and fluid phase (water and pore-filling 

hydrate) also become complex number (Marín-Moreno et al., 2017). Finally, The abovementioned 

effective and complex moduli of solid and fluid phases are then introduced into Biot-Stoll model 

(Stoll & Bryan, 1970), and then the final frequency dependent P- and S-wave velocities and 

attenuations can be calculated (see Appendix B). 

µdry
' [cpf / µdrypf

' + (1− cpf ) / µdryc
' ]−1

µdryc
'

µdrypf
'

µsolid
'

ρe
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Figure 2. 2 Workflow of the implication of the Marin-Moreno model. The text boxes on the right 
indicate the corresponding attenuation mechanisms. The total attenuation in our application is 

attributed to the squirt flow in microporous hydrate, and the energy loss due to the 
viscoelasticity of the hydrate frame, as well as the global Biot flow. I neglect the attenuation 

mechanisms caused by gas bubble damping and local squirt flow between connected pores with 
different aspect ratios that are included in the original Marin-Moreno model. 

         

        The original Marin-Moreno model considers the attenuation caused by two types of squirt flow: 

flow of fluid inclusions between micropores in hydrate and pore, and connected pores with different 

aspect ratios formed during the growth of hydrates. In addition, it also introduces attenuation caused 

by Biot flow and gas bubble damping. The Marin-Moreno model allows us to consider the effect of 

different hydrate morphologies on P- and S- wave velocities and attenuations (Marín-Moreno et al., 

Figure 1. Workflow of the implication of the Marin-Moreno model. The text boxes on the right indicate the 
corresponding attenuation mechanisms. The total attenuation in our implication is attributed to the squirt flow 
in microporous hydrate, and the energy loss due to the viscoelasticity of the hydrate frame, as well as the global 
Biot flow. We neglect the attenuation mechanisms caused by gas bubble damping and local squirt flow between 
connected pores with different aspect ratios that are included in the original Marin-Moreno model. 
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 �
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2017). Here, we need to consider that, although the evidence of existence of free gas in hydrate-

bearing sediments has been provided by several authors (Matsushima, 2005, 2006), and the presence 

of free gas, even a small amount, will significantly increase the attenuation of the P-wave. In addition, 

the effect of viscous local squirt flow between pores with different aspect ratios appears to be mainly 

active in the ultrasonic frequency range (Marín-Moreno et al., 2017). With these considerations in 

mind, since our primary interest is the attenuation occurred in the pure hydrate-bearing layer in the 

sonic and VSP frequency bands, the attenuations caused by gas bubble damping and local squirt flow 

between connected pores with different aspect ratios are neglected in our application of the Marin-

Moreno model. 

2.3 Three-phase Biot extension models 

        The common three-phase Biot extension models are based on the Leclaire model. The Carcione 

model and the Guerin model extended it to include attenuation caused by the cementation and friction 

between hydrate and sand grains, squirt flow in pores between sand grains and pores between hydrate. 

In this thesis, the Leclaire model, the Carcione model, and the Guerin model are applied to predict the 

frequency dependent velocity and attenuation of P- and S-waves for MH-bearing sediments at Nankai 

Trough. The detailed description of calculation formulas of these three models is given in Appendix C, 

and symbols of these three models are listed as in Table 2.4, and the description of input parameters 

are shown as in Table 2.6. 

2.3.1 The Leclaire model 

        Fig. 2.3 provides the calculation workflow of the Leclaire model. By using of percolation theory, 

the Leclaire model incorporates the Biot flow (Biot, 1956a, 1956b) in sand grains and ice, and 

described the transition from a continuous to a discontinuous state during the freezing process. 

However, the Leclaire model made an important assumption that there was no contact between ice and 

solid grains (Leclaire et al., 1994). Therefore, as shown in Fig. 2.3, the rigidity coefficient ( Rsh
), mass 

density coefficient ( ρsh
), friction coefficient ( bsh

), and shear modulus ( µsh
) between sand grains and 

hydrate equal to 0. The Leclaire model includes the attenuation mechanisms due to energy dissipation 

caused by inertial coupling among three different phases, and global Biot flow (Fig. 2.3). 
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Figure 2. 3 Workflow of the Leclaire model. The text boxes on the right indicate the expressions 
including attenuation and corresponding attenuation mechanisms. Attenuation mechanisms in 

the Leclaire model include energy dissipation caused by inertial coupling among different 
phases, and global Biot flow. 
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2.3.2 The Carcione model 

 

Figure 2. 4 Workflow of the Carcione model. The text boxes on the right indicate the expressions 
including attenuation and corresponding attenuation mechanisms. Attenuation mechanisms in 

the Carcione model include energy dissipation caused by inertial coupling among different 
phases, cementation between sand grains and hydrate, and global Biot flow. 
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         The Leclaire model assumes no contact between ice and sand grains, but Carcione and Tinivella 

(2000) took this contact ( Rsh ) into consideration (see Fig. 2.4). In addition, Carcione and Tinivella 

(2000) added the apparent mass density between sand and hydrate grains ( ρsh ) (see Fig. 2.4), which 

was neglected in the Leclaire model. Carcione and Tinivella (2000) also introduced the viscous Biot 

dissipation of shear waves between a solid (sand and hydrate) and a fluid, which was neglected by 

Leclaire et al. (1994). Although extremely small, this effect is included in my simulation. Carcione et 

al. (2000) showed that some shear energy is transmitted between solid grain and ice (Carcione & 

Tinivella, 2000). However, the Carcione model is failed to predict obvious attenuation for hydrate-

bearing sediments. The Carcione model includes the attenuation mechanisms due to energy dissipation 

caused by inertial coupling among three different phases, cementation between sand grains and 

hydrate, and global Biot flow (Fig. 2.4). 

2.3.3 The Guerin model 

        With regard to the inertial coupling coefficients among sand grains, hydrate, and fluid, Carcione 

and Tinivella (2000) set the coupling coefficients of rsh  and rhs  to 0, and Guerin and Goldberg (2005) 

showed that the coupling coefficients of rfh  as 0 (which indicates the absence of inertial coupling 

between hydrate and fluid) significantly increase attenuation. In the present study, I follow this 

definition. Moreover, Guerin and Goldberg (2005) suggested that the cementation between hydrate 

and sand grains ( µsh ) would sharply increase the velocity of the S-wave at higher hydrate saturation. 

Furthermore, Guerin and Goldberg (2005) introduced squirt flow in sand grains and hydrate grains 

( Rsf , Rff , and Rfh ) and the friction between sand grains and the hydrate ( bsh ) (see Fig. 2.5). The initial 

friction coefficient ( bsh0 ) and shear coefficient ( µsh0 ) are the few free parameters when applying the 

Guerin model. Table 2.4 provides the required symbols in the Guerin model, and the required input 

parameters are given in Table 2.6.  

        The resulted Guerin model considers the BISQ attenuation mechanisms in sand grains and 

hydrate respectively. It also employs cementation between hydrate and solid grain, and friction 

between hydrate and solid grain. In addition, the effect of inertial coupling among hydrate, sand grains, 

and fluid has been taken into account in the Guerin model. In the implication of the Guerin model, I 

fully follow the original Guerin model to consider the associated attenuation mechanisms. 
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Figure 2. 5 Workflow of the Guerin model. The text boxes on the right indicate the expressions 
including attenuation and corresponding attenuation mechanisms. Attenuation mechanisms in 

the Guerin model include squirt flow between hydrate and sand grains, energy dissipation 
caused by inertial coupling among different phases, friction between sand grains and hydrate, 
and global Biot flow. In the implication of the Guerin model, I fully follow the original Guerin 

model to consider the associated attenuation mechanisms. 

 

Figure 2. Workflow of the Guerin model. The text boxes on the right indicate the expressions including 
attenuation and corresponding attenuation mechanisms. Attenuation mechanisms in the Guerin model 
include squirt flow between hydrate and sand grains, energy dissipation caused by inertial coupling among 
different phases, friction between sand grains and hydrate, and global Biot flow. In our implication of the 
Guerin model, we fully follow the original Guerin model to consider the associated attenuation mechanisms. 
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Table 2. 4 List of symbols of the Guerin model (Carcione & Tinivella, 2000; Guerin & Goldberg, 
2005) 

Parameter Description 
 , tortuosity for solid flowing through hydrate 
 , tortuosity for water flowing through hydrate 

 , tortuosity for hydrate flowing through solid 
  

  

 , consolidation coefficient for the solid  
 , consolidation coefficient for hydrate 

  
  
  

 , consolidation coefficient for the solid  
 , consolidation coefficient for the hydrate 

 , average thickness of the water layer 

 1
2
[γ cKclay + (1− γ c )Ksand +

KsandKclay

Ksandγ c + Kclay (1− γ c )
] , solid bulk modulus

 

 Bulk modulus of the matrix formed by solid given by Dvorkin et al. (1999) 
 , bulk modulus of the matrix formed by hydrate 
 Kuster-Toksoz’s bulk modulus for the hydrate matrix(Zimmerman and Kingt 1986) 

  

 Geometrical aspect of the boundary separating fluid from sand (0.5 in our study)
 

 
Geometrical aspect of the boundary separating solid from hydrate (0 in our study) 

 Geometrical aspect of the boundary separating hydrate from sand (0 in our study) 

 Geometrical aspect of the boundary separating fluid from hydrate (0 in our study) 

 
50 , average radius of sand grain 

  
  
  
 

 
, , Q1 = Ks / (1−φ1 − Ksm / Ks ) , , 

, ,  

 , α1 = (1− Ksm / Ks + 2φ1) / 3  

 ,α 3 = (1− Khm / Ks + 2φ3 ) / 3  

 
, real porosity, 

 
  
  

ash 1+ rshφh (φsρs + φhρh ) / [φsρs (φs + φh )]
a fh 1+ rfhφh (φ f ρ f + φsρs ) / [φ f ρ f (φ f + φs )]

ahs 1+ rhsφs (φsρs + φhρh ) / [φhρh (φs + φh )]
bss ηDφ f

2 / ks
bhh ηDφ f

2 / kh
cs Ksm /φsKs

ch Khm /φhKh

Re[F(ξ )] 1+ (1 / 0.7178)e[0.7178(ξ−3.2)] / 12,ξ ≤ 3.2
Re[F(ξ )] 0.5 + [2ξ + e−0.7178(ξ−3.2) ] /12,ξ ≥ 3.2
Im[F(ξ )] ξ / 6
gs µsm / (φsµs )
gh µhm / (φhµh )
h rs[(1+ φ f /φs )

1/3 −1]

Ks

Ksm

Khm Kmax[φh / (1−φs )]
3.8

Kmax
Kav [(1− cs )φs / Ks + φ f / K f + (1− ch )φh / Kh ]

−1

rsf
rsh
rhs
rfh
rs µm

Rss [(1− cs )φs ]
2Kav + Ksm + 4µss / 3

Rsh (1− cs )(1− ch )φsφhKav + 2µsh / 3
Rhh [(1− ch )φh ]

2Kav + Khm + 4µhh / 3
Rff Rff = f1φ1 + f3φ3 φ1 = φ f / (1−φh ) φ3 = φ f /φ

f1 = 1 / [1 / K f +1 / (φ1Q1)] Q3 = Kh / (1−φ3 − Khm / Kh ) f3 = [1 / K f +1 / (φ3Q3 )]
−1

Rsf Rsf = f1(α1 −φ1)

Rfh Rfh = f3(α 3 −φ3 )

φ f φ0 (1− Sh ) φ

φh φ0Sh
φs 1−φ0
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 , fraction of clay content (Guerin & Goldberg 2005) 
 , dynamical viscosity of interstitial water 

ks0c  ks0 (1− γ c )
3
 

 ks0c[φ f / (1−φs )]
3

 

  
µs  1

2
[γ cµclay + (1− γ c )µsand +

µsandµclay
µsandγ c + µclay (1− γ c )

] , solid shear modulus
 

 Shear modulus of the matrix formed by solid given by Dvorkin et al. (1999) 
 Kuster-Toksoz’s shear modulus for the hydrate matrix(Zimmerman and Kingt 1986) 

 , shear modulus of the matrix formed by hydrate 
 1 / [(1− gs )φs / µs + φ f / jωη + (1− gh )φh / µh ]  

  
  
  
  

  

  
  

  

  

ρs  
γ cρclay + (1− γ c )ρsand , solid phase density

 
  

 

        It should be noted that the Leclaire model, the Carcione model, the Guerin model are applied to 

partially frozen unconsolidated sands and MH-bearing sediments in this thesis. In the original Guerin 

model, the effect of clay on permeability of MH-bearing sediments has taken into account (Guerin & 

Goldberg, 2005). Because the presence of clay at Nankai Trough has been testified, I follow this 

definition when applying the Guerin model to MH-bearing sediment at Nankai Trough. Obviously, 

there is no clay in partially frozen unconsolidated sands, therefore, in the application of the Guerin 

model to partially frozen unconsolidated sands, this effect of clay is neglected, thus the input 

parameters of the Guerin model for partially frozen unconsolidated sands (Table 2.5) and MH-bearing 

sediments (Table 2.6) are slightly different. Moreover, whether there is clay also makes initial 

permeability in sand grains ( kso
) and hydrate ( kho

) or ice ( kio
) of the Guerin model for partially frozen 

unconsolidated sands (Table 2.5) and MH-bearing sediment (Table 2.6) different. Only the calculation 

γ c 0.8 − 0.6Sh
ηD

ks

kh kh0[(1−φs ) /φh ]
2[φ f /φs ]

3

µsm
µmax
µhm µmax[φh / (1−φs )]

3.8

µav
µss [(1− gs )φs ]

2µav + µsm
µsh (1− gs )(1− gh )φsφhµav + µsh0
µhh [(1− gh )φh ]

2µav + µhm
ρss φsρsash + φ f ρ f (asf −1) + φhρh (ahs −1) − j(bss + bsh ) /ω

ρsf −φ f ρ f (asf −1) + jbss /ω

ρsh −φsρs (ash −1) −φhρh (ahs −1) + jbsh /ω
ρhh φhρhahs + φ f ρ f (a fh −1) + φsρs (ash −1) − j(bhh + bsh ) /ω

ρ ff φ f ρ f (asf + a fh −1) − j(bss + bhh ) /ω

ρ fh −φ f ρ f (a fh −1) + jbhh /ω

ξ ξ = (h / 2)(ωρ f /η)
0.5
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workflow of the Guerin model for the partially frozen unconsolidated sands is listed as Appendix C, 

and it is similar for MH-bearing sediments. However, the input parameters of the Guerin model for the 

partially frozen unconsolidated sands (Table 2.5) and MH-bearing sediments (Table 2.6) are listed 

respectively. 

2.4 Description of input parameters 

2.4.1 Input parameters of rock physics modelling for partially frozen systems 

         The input parameters of rock physics models applied to the partially frozen systems are listed in 

Table 2.5. The initial salinity of brine in the measurements was 2% (Matsushima et al., 2016). I 

speculated somewhat for the initial freezing point T0  for the two partially frozen systems but finally 

set it at –2 °C, similar to the freezing point of ocean water (Adkins, 2002), if not otherwise specified. 

The initial porosity !! of brine-saturated Toyoura sand was given as 41% (Matsushima et al., 2016). 

The critical porosity was set to 38% (Ecker et al., 1998, 2000). As in previous studies, the initial 

viscosity of brine was 1.798 mPa·s (Carcione and Seriani, 1998). The effective pressure was assumed 

to be the atmospheric pressure of 0.1 MPa because the ultrasonic measurements by Matsushima et al. 

(2008, 2016) were conducted under atmospheric conditions. Since the sand grain coordination number 

n is usually assumed to be 8–9 for grain packs, a value of 8.5 was used in this study based on previous 

studies (Ecker et al., 2000; Marín-Moreno et al., 2017). In the estimation of ice saturation with 

decreasing temperature, the average pore radius rav , standard deviation of capillary pore radius Δr , 

and free parameter r0  need to be specified. I assumed r0  as 0.228 µm and Δr  as 10 µm, following the 

definition proposed by Carcione et al. (2007). I found that rav  significantly affected the estimation of 

the unfrozen brine saturation and then disturbed the predicted attenuation versus temperature curve. 

Therefore, the results section (Chapter 5) includes a discussion of the effect of rav  on velocity and 

attenuation. 

         The key free parameters for the Leurer model are the brine inclusion aspect ratio α m  and the 

total brine inclusion concentration ci . I assumed that α m  had a distribution from 0.05 to 0.0005 

(Leurer, 1997) and ci  corresponded to 50% brine saturation in the ice-brine system, following the 

definitions of Leurer (1997) and Leurer and Brown (2008). The Guerin model introduced double 

permeability ks 0  and ki 0  to consider the BISQ mechanism in sand and ice, respectively. ks 0  is set as 

5 × 10−13  m2 and ki 0  as 1× 10−12  m2 in the application of the Guerin model to unconsolidated sand. The 
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two key free parameters for the Guerin model are the friction coefficient bsi 0  and the shear coefficient 

µsi 0 . I applied the values used by Guerin and Goldberg (2005). 

Table 2. 5 Input parameters for the Leurer model and the Guerin model 

Parameters and units Value 
Ks : solid bulk modulus, Pa 38×10! (Guerin and Goldberg,2005) 
Ki : ice bulk modulus, Pa 7.9×10! (Guerin and Goldberg,2005) 
K f : fluid bulk modulus, Pa 2.67×10! (King and Marsden, 2002) 

µs : solid shear modulus, Pa 44×10! (Guerin and Goldberg,2005) 
µi : ice shear modulus, Pa 3.3×10! (Guerin and Goldberg,2005) 
ρs : sand grain density, kg/m3 2700 (Guerin and Goldberg,2005) 
ρi : ice density, kg/m3 900 (Guerin and Goldberg,2005) 
ρ f : brine density, kg/m3 1040(King and Marsden, 2002) 

φ0 : porosity, % 41 (Matsushima et al., 2015) 

φc : critical porosity, % 38 (Ecker et al. 2000) 

η0 : viscosity of water at freezing point, mPa s 1.798 (Carcione and Seriani, 1998) 

Δr : standard deviation, µm  10 (Carcione et al., 2007) 
r0 : free parameter, µm  0.228 (Carcione et al., 2007) 
rav : average pore radius, µm   
f : source frequency (ω = 2π f ,angular frequency)  
Si : ice saturation 

 
Case dependent parameters (the Leurer model)  
ci : brine inclusion concentration  
α i : brine inclusion aspect ratio  
Case dependent parameters (the Guerin model)  
ks0 : solid matrix permeability, m2 5×10!!" 
ki0 : ice matrix permeability, m2 1×10!!" 

µsi0 : coupling shear modulus between solid grain 
and ice, Pa 

4.4×10!"(Guerin and Goldberg,2005) 

bsi0 : friction coefficient between solid grain and ice, 
kg/(m3 s) 

2.2×10!(Guerin and Goldberg,2005) 

 

2.4.2 Input parameters of rock physics modelling for MH-bearing sediments 

        The input parameters of rock physics models for MH-bearing sediments are listed in Table 2.6. 

Two considerations are crucial to the successful prediction of velocity and attenuation: (1) avoiding an 
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excessive number of free parameters and (2) approximating the input parameters to the real rock 

properties of the Nankai Trough. The porosity estimated from the core samples of hydrate-bearing 

sediment in the Nankai Trough appears to vary approximately in the range of 35% to 43% (average 

porosity: 40%) (Jin et al., 2016). Therefore, when using the hydrate contact model, the actual porosity 

is set to 40%, and critical porosity is set to 38% (Ecker et al., 1998, 2000). Although we have no 

knowledge of the change of strata pressure with depth at Nankai Trough, we can roughly estimate the 

effective pressure according to the ocean depth (about 945 m) and the depth of hydrate-bearing 

sediments (about 1200 m) (Matsushima, 2006). Moreover, because the limited thickness of the 

primary hydrate-bearing layer of interest is less than 100 m, the variation of effective pressure with 

depth is ignored in the theoretical calculation. I also evaluate the effective pressure (P) on the P- and 

S-wave velocities and attenuations, and then compare the predicted values calculated from various 

effective pressure (P) with the sonic data, finally assume the effective pressure as 0.5 MPa. As in 

previous studies, the viscosity of water is chosen as 0.0018 Pa·s (Guerin & Goldberg, 2005). For a 

random system of pores with all orientations, the tortuosity (t) in the Biot-Stoll model is usually used 

set to 3 (Stoll & Bryan, 1970). Since the sand grain coordination number (n) is usually assumed to be 

8 to 9 for grain packs, a value of 8.5 is used in the present study based on previous studies (Ecker et al., 

2000; Marin-Moreno et al., 2017). The frequencies of P- and S-waves for sonic data in my simulation 

are chosen as 14,000 Hz and 1,000 Hz, respectively, and 100 Hz is used for VSP data.  

        In addition, the key free parameters for the Marin-Moreno model are the inclusion aspect ratio 

(!), the inclusion concentration ( ci ), and the fraction of pore-filling hydrate ( cpf ). Best et al. (2013) 

indicated that for a given frequency, ci  controls the position of attenuation peaks with respect to 

hydrate saturation ( Sh ), whereas ! controls the magnitude of the attenuation peak. Marin-Moreno et al. 

(2017) suggested that for a given frequency, the maximum P-wave attenuation occurs at a particular 

inclusion aspect ratio (α ), and the magnitude of attenuation depends on inclusion concentration ( ci ). 

Best et al. (2013) and Marin-Moreno et al. (2017) compared their simulation results with experiment 

data at 200 Hz (Priest et al., 2006; Best et al., 2013). The fraction of pore-filling hydrate ( cpf ) is 

considered to be dependent on the hydrate saturation ( Sh ). The fraction of pore-filling hydrate ( cpf ) of 

0 means that there is no pore-filling hydrate and 100% contact cementing hydrate is present. The 

effects of the inclusion concentration ( ci ), the inclusion aspect ratio (α ), and the fraction of pore-

filling hydrate ( cpf ) on P- and S-wave velocities and attenuations are evaluated firstly. Then the sonic 

data is used to compare with the predicted values with various parameter combinations, and finally I 

found that the inclusion concentration ( ci ) of 0.3, and the inclusion aspect ratio (α ) of 0.0004 seem to 

fit the sonic P- and S-wave velocities and attenuations at the whole hydrate saturation best. 
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        On the other hand, two key free parameters for the Guerin model are the friction coefficient ( bsh0 ) 

and the shear coefficient ( µsh0 ). Since the hydrate-bearing zone in the Nankai Trough is composed of 

a sandy reservoir, which is similar to the Mallik field, the values used by Guerin and Goldberg (2005) 

is applied here. With respect to permeability, although the effect of changing permeability caused by 

the formation of hydrate on attenuation was considered by the Guerin model and the Marin-Moreno 

model (Guerin & Goldberg, 2005; Marín-Moreno et al., 2017), the influence on the attenuation 

mechanism is completely different. In fact, the permeability affects the relaxation frequency of the 

Biot flow, but does not affect the characteristic frequency of squirt flow in microporous hydrate for 

the Marin-Moreno model (Best et al., 2013; Marín-Moreno et al., 2017). In other words, the 

attenuation in the sonic and VSP frequency bands for the Marin-Moreno model is insensitive to the 

permeability, and the initial sand permeability ( k0 ) without hydrate was set to be 5 × 10−11
 m

2 as the 

initial sand permeability ( ks 0 ) by Guerin and Goldberg (2005). Unlike the Marin-Moreno model, the 

Guerin model introduced double permeability to consider the BISQ mechanisms in sand and hydrate, 

respectively ( ks 0 and kh0 ). I follow the definition of ks 0  and kh0  as in Guerin and Goldberg (2005). 

Table 2. 6 Input parameters for the Marin-Moreno model and the Guerin model 

Parameters and units Value 
Ksand : sand bulk modulus, Pa 38×109 (Guerin & Goldberg, 2005) 
Kh : hydrate bulk modulus, Pa 7.9×109 (Best et al., 2013) 

K f :water bulk modulus, Pa 2.67×109 (Guerin & Goldberg, 2005) 
µsand : sand shear modulus, Pa 44×109 (Guerin & Goldberg, 2005) 
µh : hydrate shear modulus, Pa 3.3×109 (Guerin & Goldberg, 2005) 
ρsand : sand grain density, kg/m3 2700 (Guerin & Goldberg, 2005) 
ρh : hydrate density, kg/m3 900 (Guerin & Goldberg, 2005) 
ρ f : water density, kg/m3 1000 (Guerin & Goldberg, 2005) 
φ0 : porosity, % 40 (Jin et al., 2016) 

φc : critical porosity, % 38 (Ecker et al., 2000) 
η : viscosity of water, kg/(m·s) 0.0018 (Guerin & Goldberg, 2005) 
P : effective pressure, MPa 0.5 (Priest et al., 2006) 
f : monopole source frequency, Hz 14000 
f : dipole source frequency, Hz 1000 
f : VSP source frequency, Hz 100 
Sh : hydrate saturation  
ω : angular frequency(ω = 2π f )  
Case dependent parameters (Marin-Moreno model)  
k0 : intrinsic permeability without hydrate 5×10-11 (Guerin & Goldberg, 2005) 
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α : aspect ratio of inclusion 0.0004 (Marín-Moreno et al., 2017) 
ci : concentration of inclusion 0.3 (Best et al., 2013) 
cpf : fraction of pore-filling hydrate  
t : tortuosity 3 (Stoll & Bryan, 1970) 
n : sand grain coordination number 8.5 (Ecker et al., 2000) 
ν : sand grain Poission’s ratio 0.062 (Marín-Moreno et al., 2017) 
νh : hydrate Poission’s ratio 0.32 (Marín-Moreno et al., 2017) 
Case dependent parameters (Guerin model)  
Kclay : clay bulk modulus, Pa 21.2×10! (Guerin & Goldberg, 2005) 
µclay : clay shear modulus, Pa 6.67×10! (Guerin & Goldberg, 2005) 
ρclay : clay grain density, kg/m3 2580 (Chand et al., 2006) 
ks0 : initial sand matrix permeability, m2 5×10!!! (Guerin & Goldberg, 2005) 

kh0 : initial hydrate matrix permeability, m2 1×10!! (Guerin & Goldberg, 2005)   
µsh0 : coupling shear modulus between sand grain 
and hydrate, Pa 

4.4×10!" (Guerin & Goldberg, 2005) 

bsh0 : friction coefficient between sand grain and 
hydrate, kg/(m3 s) 

2.2×10! (Guerin & Goldberg, 2005) 
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CHAPTER 3. APPLICATION OF ROCK PHYSICS MODELLING TO WELL-

LOGGING DATA AT NANKAI TROUGH 

        In this Chapter, the sensitivity of input parameters of the Marin-Moreno model and the Guerin 

model to sonic data at the Nankai Trough is tested firstly, and then the best parameters setting is 

confirmed, thereby possible mechanisms for P- and S-wave attenuations of MH-bearing sediments at 

sonic frequency domain are discussed. The possible hydrate morphology at Nankai Trough will be 

inferred based on the application of the Marin-Moreno model. 

3.1 Introduction 

        It is generally accepted that both the P- and S-wave velocities increase with increasing hydrate 

saturation because the presence of hydrate stiffens the bulk and shear moduli of MH-bearing 

sediments. Therefore, sonic velocities have been widely used to estimate hydrate saturation (Lee & 

Collett, 2009; Lee & Waite, 2008). In addition to hydrate saturation, hydrate morphology and 

distribution also have a profound influence on the velocity of MH-bearing sediments (Ecker et al., 

1998, 2000; Konno et al., 2015; Priest et al., 2009). Hydrate saturation was estimated using sonic P- 

and S-wave velocities obtained from well logging profiles based on different effective medium models 

and hydrate morphologies (Carcione & Gei, 2004; Chand et al., 2004; Collett & Ladd, 2000; Helgerud 

et al., 1999; Kim et al., 2011; Lee & Waite, 2008; Shankar & Riedel, 2011). Obviously, uncertainties 

in the estimation of hydrate saturation stem from the choice of effective medium model and hydrate 

morphology. Some studies showed that hydrate saturation obtained from sonic velocity were different 

from those calculated from sonic resistivity logs by Archie’s equation (Kim et al., 2011), while some 

studies indicated good agreement between them (Carcione & Gei, 2004; Lee & Waite, 2008). 

Carcione and Gei (2004) indicated that the estimation based on the P-wave velocity was more reliable 

than those based on the S-wave velocity. In addition, existing rock physics models are mostly based 

on the isotopic assumption, and are easy to yield misleading hydrate saturation for anisotropic clay-

rich or fractured sediments (Ghosh et al., 2010a;  Lee & Collett, 2009).  

        Seismic attenuation is generally considered to be more sensitive to changes in sediments 

properties than velocity (Winkler & Nur, 1982). This high sensitivity may facilitate characterization of 

the rock properties of MH-bearing sediments using sonic logging attenuation. Significantly high 

attenuation has been widely observed to accompany the increase in velocity for both P- and S-waves 

in MH-bearing sediments in the sonic logging frequency range (typically 10 to 30 kHz for monopole 

data and 300 Hz to 8 kHz for dipole data) in several geologic environments: Blake Ridge site (Guerin 
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et al., 1999), Nankai Trough (Matsushima, 2005; Suzuki & Matsushima, 2013), Mallik field (Guerin 

& Goldberg, 2002; Guerin & Goldberg, 2005), and Krishna-Godavari Basin (Nittala et al., 2017) (no 

obvious S-wave attenuation).  

        Guerin & Goldberg (2005) have made an exhaustive investigation on the attenuation mechanisms 

responsible for P- and S-wave attenuations at sonic frequency domain. However, because of the nature 

of percolation theory in the Guerin model, the attenuation mechanism related to microporous hydrate 

and hydrate morphology cannot be included and it is necessary to be further investigated. There are 

extremely few studies on the effect of hydrate morphology on P- and S-wave attenuation (Best et al., 

2013). Using the sonic P-and S-wave attenuations at Nankai Trough, the effect of hydrate morphology 

on attenuations is systematically investigated, thereby the possible morphology at Nankai Trough is 

also inferred.  

3.2 Sonic data description at Nankai Trough 

 

Figure 3. 1 Averaged sonic velocities of P- and S-wave.  (a) Averaged P-wave velocity at PSW1. 
(b) Averaged S-wave velocity at PSW1. (c) Averaged P-wave velocity at PSW3. (d) Averaged S-

wave velocity at PSW3. 

(a) (b) 

(c) (d) 
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Figure 3. 2 Averaged sonic attenuations of P- and S-wave.  (a) Averaged P-wave attenuation at 
PSW1. (b) Averaged S-wave attenuation at PSW1. (c) Averaged P-wave attenuation at PSW3. (d) 

Averaged S-wave attenuation at PSW3. 

        Suzuki and Matsushima (2013) calculated the stable attenuation of P- and S-waves for the 

primary hydrate-bearing zones of interest from sonic data using a modified median frequency shift 

method. In order to compare predicted P- and S-wave velocities and attenuations curves from rock 

physical modeling with sonic data, scattered sonic velocities and attenuations at specific hydrate 

saturation ranges are averaged. The measured sonic velocities of the P- and S-waves (Fig. 3.1) and 

measured sonic attenuations of P- and S-waves (Fig. 3.2) are averaged for hydrate saturation ranges of 

0 to 0.5%, 0.5 to 1%, 1 to 5%, 5 to 10%, 10 to 20%, 20 to 30%, 30 to 40%, 40 to 47%, 47 to 58%, 58 

to 69%, and 69 to 78% for PSW1, while 0 to 0.1%, 0.1 to 0.5%, 0.5 to 1%, 1 to 5%, 5 to 10%, 10 to 

18%, 18 to 28%, 28 to 43%, 43 to 51%, 51 to 66%, 66 to 79%, and 79 to 84 % for PSW3. These 

velocities and attenuations are shown as black fitting curves in Figs 3.1 and 3.2. In the low hydrate 

saturation interval below 5%, we can see that initial significant increasing for velocity (Fig 3.1) and 

attenuation (Fig 3.2), which may be caused by cementing hydrate as indicated by Priest et al. (2005) 

and Priest et al. (2006). After the significant increasing below a hydrate saturation of 5%, the velocity 

(a) 

(c) 

(a) (b) 

(c) (d) 
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and attenuation of P- and S-waves increase gently until the hydrate saturation below 50-55%, then 

increases dramatically again until hydrate saturation up to the maximum around 75-80%. 

        With regarding to the averaged method, taking the hydrate saturation range of 0 to 0.5% as an 

example, I arithmetically average the sonic hydrate saturation ranging from 0 to 0.5% estimated from 

resistivity data, and then the averaged hydrate saturation is considered as representative of the hydrate 

saturation ranging from 0 to 0.5%. At the same time, the sonic P- and S-wave velocities and 

attenuations at the hydrate saturation ranging from 0 to 0.5% are also averaged by the same method, 

and are considered as representative of velocities and attenuations ranging from 0 to 0.5%. 

3.3 Sensitivity of input parameters of rock physics modeling 

3.3.1 The Marin-Moreno model 

3.3.1.1 The effect of inclusion aspect ratio on velocity and attenuation 

 

Figure 3. 3 Measured velocities and attenuations at PSW1 and those predicted by the Marin-
Moreno model for P- and S-waves with various inclusion aspect ratios (α ) changing from 

0.0001 to 0.0004.  The inclusion concentration ( ci
) is assumed as a value of 0.3 and hydrate is 

assumed as pore-filling morphology. (a) P-wave velocity. (b) P-wave attenuation. (c) S-wave 
velocity. (d) S-wave attenuation. 

(a) (b) 

(c) (d) 
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        It should be noted that the frequencies of the monopole and dipole sources are assumed as 14,000 

and 1,000 Hz respectively in this study. About the input parameters for the Marin-Moreno model, the 

input parameters are shown as Table 2.6 in Chapter 2. We can find that inclusion concentration ( ci ) 

and inclusion aspect ratio (α ) have an extremely small impact on the P- and S-wave velocities, while 

the P-wave attenuation strongly depends on inclusion concentration ( ci ) and inclusion aspect ratio 

(α ). Before application of the Marin-Moreno model to the Nankai Trough, many tests for input 

parameters are made. For Fig. 3.3, ci  is assumed as 0.3 and  
cpf  is assumed as 1 (totally pore-filling 

hydrate). For S-wave velocity (Fig. 3.3c) and attenuation (Fig. 3.3d), because pore-filling hydrate is 

seemed as a part of fluid, and has no effect on the calculation of shear modulus, and thus aspect ratio 

(α ) of inclusion in hydrate has no effect on S-wave velocity (Fig. 3.3c) and S-wave attenuation (Fig. 

3.3d). The S-wave velocity (Fig. 3.3c) remains constant at a low value, and S-wave attenuation (Fig. 

3.3d) also performs an extremely low value and keeps constant. The P-wave velocity (Fig. 3.3a) and 

attenuation (Fig. 3.3b) increase with increasing hydrate saturation. We also can find that the inclusion 

aspect ratio (α ) has slight effect on P-wave velocity (Fig. 3.3a), while the P-wave attenuation (Fig. 

3.3b) increases with increasing inclusion aspect ratio (α ). 

        Different from the assumption of pore-filling hydrate morphology for Fig. 3.3, assuming contact 

cementing and pore-filling hydrate, and the fraction of pore-filling hydrate ( 
cpf ) is set as 0.2. The 

inclusion concentration ( ci ) is assumed as 0.3 and the other input parameters are shown as Table 2.6 

in Chapter 2. When assuming the fraction of pore-filling hydrate ( 
cpf ) as 0.2, the predicted P-wave 

(Fig. 3.4a) and S-wave (Fig. 3.4c) velocities agree better with the averaged sonic ones (black fitting 

curves) than the situation of pore-filling hydrate (Figs. 3.3a and 3.3c). Both of them increase with 

increasing hydrate saturation. The inclusion aspect ratio (α ) almost has no effect on P-wave velocity 

(Fig. 3.4a), while has a small effect on S-wave velocity (Fig. 3.4c). P-wave attenuation (Fig. 3.4b) 

increases with increasing hydrate saturation, while S-wave attenuation (Fig. 3.4d) almost remains 

constant (Fig. 3.4d) at a small value. This is because the shear modulus of the effective hydrate grains 

is negative when applying the effective medium model owing to the non-interaction assumption is 

violated for higher inclusion concentration (Kuster & Toksoz, 1974). In such a situation, the complex 

shear modulus of effective hydrate with fluid inclusion is substituted by the real shear modulus of 

hydrate. Therefore, the final attenuation for the S-wave reflects the effect of the complex bulk 

modulus of the effective grain (Dr. Hector Marin-Moreno, private communication, 2017). This 

solution challenges the application of the Marin-Moreno model to the S-wave attenuation. The P-wave 

attenuation (Fig. 3.4b) increases with increasing aspect ratio (α ). We can find that when assuming 
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the fraction of pore-filling hydrate ( 
cpf ) as 0.2 and inclusion concentration ( ci ) as a value of 0.3, the 

P-wave attenuation (Fig. 3.4b) at the aspect ratio (α ) of 0.0004 agrees the averaged sonic value best 

at sonic frequency domain. 

 

Figure 3. 4 Measured velocities and attenuations at PSW1 and those predicted by the Marin-
Moreno model for P- and S-waves with various inclusion aspect ratios (α ) changing from 

0.0001 to 0.0004.  The inclusion concentration ( ci
) is assumed as a value of 0.3 and hydrate is 

assumed as contact cementing and pore-filling morphology ( cpf
 = 0.2). (a) P-wave velocity. (b) P-

wave attenuation. (c) S-wave velocity. (d) S-wave attenuation. 

3.3.1.2  The effect of inclusion concentration on velocity and attenuation 

(a) 

(a) (b) 

(c) (d) 
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Figure 3. 5 Measured velocities and attenuations at PSW1 and those predicted by the Marin-
Moreno model for P- and S-waves with various inclusion concentrations ( ci

) changing from 0.1 
to 0.4.  The inclusion aspect ratio (α ) is assumed as a value of 0.0004 and hydrate is assumed as 
pore-filling morphology. (a) P-wave velocity. (b) P-wave attenuation. (c) S-wave velocity. (d) S-

wave attenuation. 

        It is the same as Fig. 3.3, because pore-filling hydrate seems to be a part of fluid, concentrations 

( ci
) of inclusion in hydrate has no effect on S-wave velocity (Fig. 3.5c) and S-wave attenuation (Fig. 

3.5d). The S-wave velocity (Fig. 3.5c) and S-wave attenuation (Fig. 3.5d) remain constant at an 

extremely low value. We also can find that the inclusion concentration ( ci
) has a slight effect on P-

wave velocity (Fig. 3.5a), while the P-wave attenuation (Fig. 3.5b) increases with increasing inclusion 

concentration ( ci
). 

(a) (b) 

(c) (d) 
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Figure 3. 6 Measured velocities and attenuations at PSW1 and those predicted by the Marin-
Moreno model for P- and S-waves with various inclusion concentrations ( ci

) changing from 0.1 
to 0.4.  The inclusion aspect ratio (α ) is assumed as a value of 0.0004 and hydrate is assumed as 

contact cementing and pore-filling morphology ( cpf
 = 0.2). (a) P-wave velocity. (b) P-wave 

attenuation. (c) S-wave velocity. (d) S-wave attenuation. 

        P-wave (Fig. 3.6a) and S-wave velocity (Fig. 3.6c) predicted by the Marin-Moreno model when 

assuming the fraction of pore filling hydrate ( cpf
) as 0.2 agree well with the averaged sonic ones 

(black fitting curves). Both of them increase with increasing hydrate saturation. The inclusion 

concentration ( ci
) almost has no effect on P-wave velocity (Fig. 3.6a), while has a small effect on S-

wave velocity (Fig. 3.6c). Similar to S-wave attenuation at various inclusion aspect ratios (Fig. 3.4d), 

S-wave attenuation (Fig. 3.6d) almost remains constant at a small value. The P-wave attenuation (Fig. 

3.6b) increases with increasing inclusion concentration ( ci
). We can find that when assuming the 

fraction of pore-filling hydrate ( cpf
) as 0.2 and aspect ratio (α ) of 0.0004, the P-wave attenuation 

(Fig. 3.6b) at the inclusion concentration ( ci ) of 0.3 agrees the averaged sonic value best at sonic 

frequency domain. 

(a) (b) 

(c) (d) 



 52 

3.3.1.3 The effect of initial permeability in MH-bearing sediments on velocity and attenuation 

        Furthermore, it is essential that the intrinsic permeability should be altered due to the formation 

of hydrate. The inclusion concentration ( ci ) is assumed as 0.3, the fraction of pore-filling hydrate ( cpf
) 

is assumed as 0.2, aspect ratio (α ) is assumed as 0.0004, and the other input parameters are shown as 

Table 2.6 in Chapter 2. As shown in Fig. 3.7, the effect of initial sediment permeability on the 

velocities (Fig. 3.7a) and attenuations (Fig. 3.7b) of P-wave, and the velocities (Fig. 3.7c) and 

attenuations (Fig. 3.7d) of S-wave at sonic frequency band are investigated by applying the Marin-

Moreno model. The permeability affects the fluid flow, and has no effects on P- (Fig. 3.7a) and S-

wave (Fig. 3.7c) velocities. In Figs 3.7b and 3.7d, the red, blue, and green curves are also 

approximately the same. This indicates that the attenuation of P- and S-waves at the sonic frequency 

band is insensitive to the initial sand permeability in the sonic frequency band in the application of the 

Marin-Moreno model. 

 

Figure 3. 7 Measured velocity and attenuation and those predicted by the Marin-Moreno model 
for P- and S-waves at various initial sediment permeabilities. (a) P-wave velocity. (b) P-wave 

attenuation. (c) S-wave velocity. (d) S-wave attenuation. 

(a) (b) 

(c) (d) 
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3.3.2 The Guerin model 

3.3.2.1 The effect of permeability on P- and S-wave attenuation 

 

Figure 3. 8 Measured attenuations at PSW1 and attenuations predicted by the Guerin model for 
P- and S-waves at various initial sediment and hydrate permeabilities.  (a) P-wave attenuation. 

(b) S-wave attenuation. 

        In the rock physics modeling, by applying the Guerin model and controlling the permeability in 

the hydrate and sand grains, the attenuations of the P- and S-waves are calculated as a function of 

hydrate saturation and are compared with field sonic data (Fig. 3.8). The attenuations of the P-wave 

(Fig. 3.8a) and the S-wave (Fig. 3.8b) exhibit a complex dependence on initial sand permeability ( ks 0 ) 

and initial hydrate permeability ( kh0 ). When the initial sand permeability ( ks 0 ) is fixed as 5 × 10−7  m2, 

as indicated by the yellow, blue, and pink curves in Figs 3.8a and 3.8b, the P-wave attenuation 

represented by the yellow curve ( kh0 = 1× 10
−5  m2) is the highest, and that represented by the pink 

curve ( kh0 = 1× 10
−13  m2) is the lowest. The S-wave attenuation in Fig. 3.8b exhibits the same trend. In 

addition, when the initial hydrate permeability ( kh0 ) is fixed as 1× 10−13  m2, as indicated by the green 

and pink curves in Figs 3.8a and 3.8b, the attenuation represented by the pink curve ( ks 0 = 5 × 10
−7  m2) 

is higher than that represented by the green curve ( ks 0 = 5 × 10
−13  m2). The S-wave attenuation in Fig. 

(a)	 (b)	
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3.8b exhibits the same trend. These results indicate that P- and S- wave attenuations increase with 

increasing initial sand ( ks 0 ) or hydrate permeability ( kh0 ) due to enhanced fluid flow when either of 

two permeabilities is fixed. In fact, the effective permeability of sand does not change monotonically 

with increasing hydrate saturation (Guerin & Goldberg 2005). In Fig. 3.9, the comparison between 

predicted P- and S-wave attenuation and measured ones at PSW3 shows the similar trend. Moreover, 

the permeability pair of ks 0 = 5 × 10
−11  m2 and kh0 = 1× 10

−7  m2 appears to capture the attenuation of 

the P- and S-wave better than other permeability pairs. Therefore, this pair is applied to the 

calculations in the application of the Guerin model, unless otherwise specified. 

 

Figure 3. 9 Measured attenuations at PSW3 and attenuations predicted by the Guerin model for 
P- and S-waves at various initial sediment and hydrate permeabilities.  (a) P-wave attenuation. 

(b) S-wave attenuation. 

3.3.2.2 The effect of viscosity on P- and S-wave attenuation 

(a)	

(a)	 (b)	
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Figure 3. 10 Measured attenuation at PSW1 and attenuation predicted by the Guerin model for 
P- and S-waves at various viscosities. (a) P-wave attenuation.  (b) S-wave attenuation. 

 

Figure 3. 11 Measured attenuation at PSW3 and attenuation predicted by the Guerin model for 
P- and S-waves at various viscosities. (a) P-wave attenuation. (b) S-wave attenuation. 

            The fluid viscosity is also an important parameter controlling attenuation (Jones, 1986). The 

viscosity is always regarded as a constant with the magnitude of 0.001 Pa s due to the limited change 

of the temperature in geophysical survey. Because it is often associated with fluid-related attenuation, 

(a)	(a)	 (b)	

(a)	 (b)	
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the effect of viscosity on attenuation can provide insight into the effect of fluid flow on attenuation. 

Attenuations of P- and S-waves are calculated to compare with sonic data at PSW1 using different 

viscosity (Fig. 3.10). As you can see from Fig. 3.10a and 3.10b, predicted results show that at larger 

hydrate saturation than 70% for P-wave (Fig. 3.10a) and whole hydrate saturation for S-wave (Fig. 

3.10b), viscosity has extremely low effect on attenuation. I inferred that fluid-related attenuation 

mechanism (local squirt flow in sand grain and hydrate) in the Guerin model has extremely low effect 

on P- and S-wave attenuation in these cases. In addition, attenuation of P-wave increase with 

decreasing viscosity at low hydrate saturation, then I speculated that fluid-related attenuation 

mechanisms were responsible for P-wave attenuation at low hydrate saturation. Furthermore, using a 

viscosity of 0.001-0.0018 Pa s the Guerin model captures the trend of field attenuation best. The same 

study is also conducted for PSW3 and similar trends are observed (Fig. 3.11). 

3.3.2.3 The effect of effective pressure on P- and S-wave attenuation
 
 

 

Figure 3. 12 Measured velocity and attenuation at PSW1 and those predicted by the Guerin 
model for P- and S-waves with different P (effective pressure). (a) P-wave velocity. (b) P-wave 

attenuation. (c) S-wave velocity. (d) S-wave attenuation.  

(a) (b) 

(c) (d) 
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        The hydrate zones at Nankai Trough are located about 1,200 m below sea level. Nearly all of the 

natural gas hydrate accumulations identified in the Nankai Trough region occur at a depth less than 

300 meters below the seafloor (1,240 meters below sea level and the ocean depth is about 945 m) 

(Matsushima 2006). Therefore, the effective pressure of 0.5 MPa is assumed and the detail 

information about the selection of effective pressure is shown as description of input parameters in 

Chapter 2. Before the implication of the Marin-Moreno model and the Guerin model to Nankai 

Trough, the effect of effective pressure (P) on velocity and attenuation is tested. As shown in Fig. 3.12, 

the P- (Fig. 3.12a) and S-wave (Fig. 3.12c) velocity increase with increasing effective pressure (P), 

while the P- (Fig. 3.12b) and S-wave (Fig. 3.12d) attenuations decrease with increasing effective 

pressure (P) (P from 0.1 to 5 MPa). Moreover, the changes of the attenuation due to changes of the 

effective pressure (from 0.1 to 5 MPa) are small compared with the absolute value of P- and S-wave 

attenuations. The same study for PSW3 is also conducted and the similar trends are observed (Fig. 

3.13). 

 

Figure 3. 13 Measured velocity and attenuation at PSW3 and those predicted by the Guerin 
model for P- and S-waves with different P (effective pressure). (a) P-wave velocity. (b) P-wave 

attenuation. (c) S-wave velocity. (d) S-wave attenuation.  

(a) 

(c) (d) 

(b) 
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3.4 Application of the Guerin model to sonic data 

 

Figure 3. 14 Measured velocity and attenuation at PSW1 and those predicted by the Guerin 
model for P- and S-waves with different rock physics models. (a) P-wave velocity. (b) P-wave 

attenuation. (c) S-wave velocity. (d) S-wave attenuation.  

        For the Guerin model, “C” indicates cementation between hydrate and sand grains, “B” indicates 

the Biot flow, and “F” indicates the friction between the hydrate and sand grains, which was neglected 

in Carcione and Tinivella (2000) but is added in the calculation using the Carcione model. The “BISQ” 

indicates the Biot flow and the squirt flow. In Figs 3.14 and 3.15, the blue curve represents the 

predicted P-wave attenuation from the Guerin model, while the red curve represents attenuation from 

the Carcione model and the green curve represents attenuation from the Leclaire model.  

(a) (b) 

(c) (d) 
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Figure 3. 15 Measured velocity and attenuation at PSW3 and those predicted by the Guerin 
model for P- and S-waves with different rock physics models. (a) P-wave velocity. (b) P-wave 

attenuation. (c) S-wave velocity. (d) S-wave attenuation.  

        The calculated theoretical results of S-wave using the Carcione model (red curves in Figs 3.14c 

and 3.14d) and the Guerin model (blue curves in Figs 3.14c and 3.14d) are the same because squirt 

flow has no effect on S-wave. In order to clarify the effect of the BISQ attenuation mechanism and 

friction between sand grains and hydrate, I modified the model proposed by Carcione & Tinivella 

(2000) to include the friction in the Carcione model. The P- (Fig. 3.14a) and S- (Fig. 3.14c) wave 

velocities calculated by the Carcione model (red curve) are significantly larger than that predicted by 

the Leclaire model (green curve), especially for higher hydrate saturation due to the cementation 

between sand grains and hydrate included in the Caricone model. The velocity predicted by the Guerin 

model (blue curve) and the Carcione model  (red curve) agree with the averaged values (black fitting 

curve) better than that predicted by the Leclaire model (green curve). The P- (Fig. 3.14b) and S- (Fig. 

3.14d) wave attenuation calculated by the Leclaire model (green curve) is obviously lower than 

averaged values (black fitting curve), implying the Biot flow cannot predict the P- and S-wave 

attenuations of MH-bearing sediments. In Fig. 3.14d, although the predicted S-wave attenuation by the 

Guerin model is still lower than measured sonic values, it is significantly larger than those predicted 

(a) 
(b) 

(c) (d) 
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by the Leclaire model (green curve). In Fig. 3.14b, the P-wave attenuation predicted by the Carcione 

model (red curve) is similar to the averaged values (black fitting curve) at larger hydrate saturation, 

while it is apparently lower than the averaged values (black fitting curve) at lower hydrate saturation 

than 50%. However, the P-wave attenuation predicted by the Guerin model (blue curve) significantly 

increases at lower hydrate saturation than 50%, and fits to the averaged values (black fitting curve) 

best. The same study for PSW3 is also conducted and the similar trends are also observed (Fig. 3.15). 

3.5 Application of the Marin-Moreno model to sonic data 

 

Figure 3. 16 Measured and predicted velocities and attenuations of P- and S-waves using the 
Marin-Moreno model and the Guerin model at PSW1: (a) P-wave velocity, (b) P-wave 

attenuation, (c) S-wave velocity, and (d) S-wave attenuation.  

        The velocity (Figs 3.16a and 3.16c) and attenuation (Figs 3.16b and 3.16d) of the P- and S-waves 

for MH-bearing sediments are predicted as a function of hydrate saturation. The red curve indicates 

the velocity predicted by the Marin-Moreno model, and the blue curve indicates the velocity predicted 

by the Guerin model. The predicted velocities of P- and S-waves include velocities based only on the 

presence of hydrate morphology (four types), indicated by green lines, the Marin-Moreno model 

(c) 

(a) (b) 

(c) 

(d) 
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(contact cementing and pore-filling hydrate), and the Guerin model. In order to investigate the effects 

of hydrate morphology on velocity and attenuation,   
cpf  is assumed as 20% (pore-filling hydrate: 

20%, contact cementing hydrate: 80%) when applying the Marin-Moreno model in this section. 

 

Figure 3. 17 Measured and predicted velocities and attenuations of P- and S-waves using the 
Marin-Moreno model and the Guerin model at PSW3: (a) P-wave velocity, (b) P-wave 

attenuation, (c) S-wave velocity, and (d) S-wave attenuation.  

        Then, the predicted curve is compared with the sonic velocity and attenuation of P- and S-waves. 

In Figs 3.16a and 3.16c, the velocity-versus-hydrate saturation curves calculated from the Marin-

Moreno model based on different hydrate morphologies (green curves) indicate that the velocities of 

the P- and S-waves are strongly dependent on hydrate morphology. Contact cementing hydrate and 

envelope cementing hydrate increase the velocities of P- and S-waves dramatically at very low 

hydrate saturation, whereas load-bearing and pore-filling hydrate will increase the velocities at larger 

hydrate saturation. We can see that the predicted P- (Fig. 3.16a) and S-wave (Fig. 3.16c) velocities for 

sole presence of hydrate morphology as either higher (contact cementing and envelope cementing 

hydrate) or lower (load-bearing and pore-filling hydrate) than the average velocity of hydrate-bearing 

sediment for most levels of hydrate saturation. However, the predicted curve (red curves) for the 

(a) 
(a) (b) 

(c) (d) 

(b) 



 62 

presence of multiple hydrate morphologies (Marin-Moreno model) successfully captures the trend of 

increasing average velocity (black curves) with increasing hydrate saturation for P- (Fig. 3.16a) and S-

waves (Fig. 3.16c). The velocity values predicted by the Guerin model (blue curves) for the P- (Fig. 

Fig. 3.16a) and S-waves (Fig. Fig. 3.16c) are also plotted as a function of hydrate saturation. We can 

see that the P- and S-wave velocities calculated using the Guerin model are lower at lower hydrate 

saturation, and are higher at higher (than average) hydrate saturation (black curve). Moreover, the 

velocities predicted by the Guerin model (blue curves) are similar to those predicted by load-bearing 

hydrate morphology in the Marin-Moreno model (green dash-dotted lines). The reason for this 

similarity is possibly due to the assumption of suspended hydrate and the percolation model in the 

Guerin model. 

        In Figs 3.16b and 3.16d, the attenuation-versus-hydrate saturation curves calculated from the 

Marin-Moreno model based on different hydrate morphologies (green curves) also indicate that 

attenuation of the P-wave (Fig. 3.16b) is strongly dependent on hydrate morphology. The trend of P-

wave attenuation curves (green lines) calculated from different hydrate morphologies is similar to the 

trends of velocity curves. In case of P-wave attenuation (Fig. 3.16b), the predicted attenuation for the 

presence of multiple hydrate morphologies by the Marin-Moreno model (red curve) appears to 

successfully capture the trend of increasing average attenuation (black curve) with increasing hydrate 

saturation. The predicted attenuation of the S-wave (Fig. 3.16d) at the sonic frequency (1,000 Hz) is 

extremely low, which is similar to the results predicted by Marín-Moreno et al. (2017) at the seismic 

frequency (200 Hz). The reason for this extremely low attenuation of the S-wave may be due to the 

friction loss between sand grains and the hydrate not being considered in the Marin-Moreno model. In 

Fig. 3.16b, the attenuations predicted by the Guerin model (blue curve) are lower than the average P-

wave attenuation curve (black curve), and, as shown in Fig. 3.16d, the attenuations predicted by the 

Guerin model (blue curve) are also lower than the average S-wave attenuation curve (black curve). In 

Fig. 3.16d, comparing the S-wave attenuation predicted by the Marin-Moreno model (red curve) and 

the Guerin model (blue curve), the red curve is much lower than the average curve (black curve), 

whereas, to a certain extent, the blue curve captures the trend of the average S-wave attenuation. This 

can be explained by the following two considerations. First, the sonic attenuation for the S-wave at the 

Nankai Trough may have been overestimated, as discussed later herein. Second, Guerin and Goldberg 

(2005) attributed the S-wave attenuation at sonic frequency primarily to friction between sand and 

hydrate grains. The S-wave attenuation calculated using the Guerin model (blue curve), including this 

viscous friction, shows an obviously increasing S-wave attenuation with increasing hydrate saturation, 

whereas the Marin-Moreno model does not consider the friction between sand and hydrate grains. The 

same study is also conducted for PSW3 and similar trends can be observed (Fig. 3.17) 
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3.6 Discussion 

        Comparing the sonic attenuation estimates at the Nankai Trough with those at the Mallik field 

(Guerin & Goldberg, 2005), the S-wave attenuation at the Nankai Trough (maximum: 0.8) is 

significantly larger than that (maximum: 0.25) at the Mallik field. Suzuki and Matsushima (2013) 

indicated that the near-field effects in sonic attenuation estimates caused the possible overestimation 

of the S-wave attenuation. Moreover, they suggested that the scattering effects due to the thin hydrate-

bearing layer and source-coupling effect between the source and the formation might contribute to the 

larger attenuation estimates, especially for the S-wave at the Nankai Trough. The larger average S-

wave attenuation at sonic frequency band compared with the predicted values by the Marin-Moreno 

model (Figs 3.16d and 3.17d) and the Guerin model (Figs 3.14d and 3.15d) may be due to the 

overestimation of S-wave attenuation by Suzuki and Matsushima (2013). In addition, we should note 

the uncertainty of the comparison between the average and predicted attenuation because the average 

velocity and attenuation curves (Figs 3.1 through 3.17) are obtained from the scattered distribution of 

velocity and attenuation values calculated by Suzuki and Matsushima (2013). Furthermore, for sonic 

attenuation of P- and S-waves (Figs 3.1 and 3.2), when the hydrate saturation is zero, the attenuation is 

obviously nonzero. Even at the same hydrate saturation, the attenuation exhibits scattered values. In 

the Nankai Trough, MH-bearing sandy layers are very thin (< 1 m) and consist of light gray-to-olive 

gray unconsolidated fine-to-coarse-grained sand (Uchida et al., 2004). Therefore, I inferred that 

attenuation at zero hydrate saturation may be caused by squirt flow in clay or between sand and clay 

grains (Leurer, 1997; Marketos & Best, 2010). Although the Guerin model has taken into account the 

effect of the fraction of clay on effective sand permeability (also included in the implication of the 

Guerin model), this effect of permeability on attenuation should be different from the attenuation 

caused by squirt flow in clay or between sand and clay grains. In the future, the rock physical model 

will need to consider the attenuation caused by clay grains. The scattered distribution of measured 

velocity and attenuation (Figs 3.1 and 3.2) may be due to the diversity of the micro-distribution of 

hydrate, as discussed later. 

3.6.1 Evidence of hydrate morphology at Nankai Trough 

        There are few researches on the hydrate morphology at Nankai Trough by using P- and S-wave 

velocities. Jin et al. (2016) indicated that the hydrate morphology of MH-bearing sediments in the 

Nankai Trough might be load-bearing morphology, and Jia et al. (2017) demonstrated that hydrate is 

attached to the grain surfaces of rock matrix rather than floating in pore space. Both Jin et al. (2016) 

and Jia et al. (2017) used P- and S-wave velocities to infer the hydrate morphology. Konno et al. 

(2015) measured P-wave velocities of pressure cores near in situ pressure, and their measurements 

prevent MH from dissociating. They indicated that the measured P-wave velocities agree well with 
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predicted velocities for load-bearing hydrate morphology. As shown in Figs 3.16a and 3.16c, we also 

can find that the average P- and S-wave velocities from sonic data are similar to values predicted from 

the load-bearing hydrate morphology based on the Marin-Moreno model. However, we can also find 

that P- and S-wave velocities and attenuations estimated from sonic data perform an extremely 

scattered distribution (Figs 3.1 and 3.2). Moreover, the upper limit (contact or envelope cementing 

hydrate) and lower limit (pore-filling hydrate) restrict the scattered distribution of the field P-wave 

velocity (Fig. 3.16a), the S-wave velocity (Fig. 3.16c) and the P-wave attenuation (Fig. 3.16b). This 

implies the diversity of hydrate morphology of the MH-bearing sediment in the Nankai Trough. So I 

carefully infer that the natural hydrate morphology behaves diversity rather than make a clear 

definition on hydrate morphology at Nankai Trough, and thus different from previous studies I make 

an assumption of the multiple hydrate morphologies (contact cementing and pore-filling hydrate). 

        In addition to the velocity of P- and S-waves, P-wave attenuation is firstly applied to infer 

hydrate morphology. In Fig. 3.16b, the P-wave attenuation (red curve) predicted by the Marin-Moreno 

model assuming the presence of multiple hydrate morphologies appears to agree with the measured 

data (black curve) better than any individual hydrate morphology. Figure 3.16b also provides evidence 

of the effect of hydrate morphology on P-wave attenuation. Assuming the pore-filling hydrate 

component is 20% (the majority of hydrate is contact cementing hydrate) may reflect the nature of 

hydrate morphology at lower hydrate saturation (Priest et al., 2006; Bu et al., 2017). Yun et al. (2005) 

also indicated that the hydrate formation mechanism followed neither a pure cementation model nor a 

pure pore-filling model at the microscale and hydrate began to interact with the granular skeleton only 

at hydrate concentration higher than 40%. 

3.6.2 P-wave attenuation mechanisms at sonic frequency domain 

        The Marin-Moreno model assumes a squirt flow caused by fluid inclusion in a microporous 

hydrate (see Fig. 2.2), whereas the Guerin model assumes a squirt flow due to the fluid flow in pore 

spaces between hydrate grains and pore spaces between sand grains (see Fig. 2.5). Fig. 3.16b indicates 

that the attenuation curve predicted by the Marin-Moreno model (red curve) appears to best match the 

average P-wave attenuation obtained from sonic data. This means that the squirt flow due to fluid 

inclusion in a microporous hydrate may be a reasonable attenuation mechanism for the P-wave 

attenuation in the sonic frequency band in the Nankai Trough. On the other hand, as shown in Figs 

3.15b and 3.16b, for the Guerin model, the BISQ mechanism in the pore space between hydrate grains 

and pore spaces between solid grains dominates the P-wave attenuation at lower hydrate saturation 

and maybe another attenuation mechanism for the P-wave at sonic frequency band. More evidence is 

required in order to determine whether the mechanism responsible for P-wave attenuation is squirt 

flow in microporous hydrate or the BISQ mechanism in pore spaces between hydrate grains and pore 
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spaces between solid grains. The presence of microporous hydrate has been observed by scanning 

electron microscopy (Kuhs et al., 2004). However, there is still a lack of evidence for hydrate-bearing 

sediments in the Nankai Trough. Anyhow, in consideration of the performance of the application of 

the Marin-Moreno model and the Guerin model to sonic data, I infer that squirt flow due to the 

formation of hydrate may be the dominant mechanism of P-wave attenuation in the sonic frequency 

range. 

3.6.3 S-wave attenuation mechanisms at sonic frequency domain 

        Attenuation caused by friction remains a subject of debate. Johnston et al. (1979) indicated that 

friction on thin cracks and grain boundaries is the dominant attenuation mechanism for consolidated 

rocks under most conditions in their ultrasonic frequency range. Winkler et al. (1982) reported that 

frictional sliding is not a significant source of seismic attenuation in situ because the strain caused by 

seismic wave propagation is extremely low. Murphy et al. (1982) also reported similar results. 

However, Guerin & Goldberg (2005) suggested that the friction loss between solid grains and hydrate 

is the dominant component of energy loss because the interaction between hydrate and solid grains is 

similar to the viscous friction of fluid, which is fundamentally different from the intergranular 

interaction. Fig 3.15d indicates that the BISQ mechanism (the difference between the Carcione model 

and the Guerin model) is negligible for attenuation of S-wave, and the dominant attenuation 

mechanism is friction between sand grains and hydrate (the difference between the Carcione model 

and the Leclaire model). In addition, the Marin-Moreno model, which does not consider the friction 

between solid grains and hydrate, provides extremely low attenuation of S-wave, as shown in Figs 

3.16d and 3.17d, whereas the Guerin model including this attenuation mechanism provides attenuation 

comparable to the sonic attenuation of S-wave. Therefore, I believe that the responsible attenuation 

mechanism for S-wave at sonic frequency domain is viscous friction between solid grains and hydrate 

in the Guerin model. 

3.7 Conclusion of this chapter 

        In the application of two different rock physics models (the Marin-Moreno and Guerin models), 

the sensitivity analysis of input parameters shows best parameters setting for the application of rock 

physics models at sonic frequency domain:  ci
 of 0.3, α  of 0.0004, P of 0.5MPa, and η  of 0.001-

0.0018 Pa s. This parameters setting might provide insight into the selection of input parameters when 

transplanting these rock physics models to other geologic environments.  

        Unlike previous inference on hydrate morphology at Nankai Trough based on sole hydrate 

morphology, two factors are considered firstly: (1) multiple hydrate morphology (contact cementing 
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and pore-filling hydrate morphology) and (2) effect of hydrate morphology on P-wave attenuation, 

then demonstrated the diversity of distribution of hydrate morphology at Nankai Trough. The rock 

physics modeling of P- and S-wave velocity and P-wave attenuation indicate that multiple hydrate 

morphologies (contact cementing and pore-filling hydrate morphology) might be the possible hydrate 

morphology at Nankai Trough.  

        In terms of P-wave attenuation in the sonic frequency range, two types of squirt flow may be 

dominant attenuation mechanisms: 1) squirt flow due to fluid inclusion in a microporous hydrate and 

2) the Biot-squirt (BISQ) mechanism in pore spaces between hydrate grains and pore spaces between 

solid grains. 

        In terms of S-wave attenuation in the sonic frequency range, the friction between hydrate and 

solid grains is possible the dominant attenuation mechanism for S-wave.  
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CHAPTER 4. FREQUENCY DEPENDENT P- AND S-WAVE ATTENUATION AT 

NANKAI TROUGH: FROM VSP AND SONIC LOG DATA 

        Based on the application of the Marin-Moreno model and the Guerin model to sonic and VSP 

data at the Nankai Trough, the possibly dominated attenuation mechanisms for P- and S-wave 

attenuations in MH-bearing sediments at seismic frequency domain are discussed. The possible 

explanation for the frequency-dependent attenuation in the VSP to sonic frequency range is also 

discussed.  

4.1 Introduction 

        In contrast to high attenuation at sonic frequencies in MH-bearing sediments, attenuation at 

seismic frequencies (typically 10 to 150 Hz) is more contentious in existing studies (Matsushima, 

2006; Bellefleur et al., 2007; Rossi et al., 2007). No significant increased attenuation of P-waves has 

been observed in crosswell seismic data (20 to 150 Hz) (Wood et al. 2000), at the VSP frequency (30 

to 110 Hz) (Matsushima, 2006; Matsushima et al., 2016), or at the seismic frequency (10 to 45 Hz) 

(Nittala et al., 2017), and no attenuation of P-waves has been observed in ocean bottom seismographs 

(OBSs) data (20 to 200 Hz) (Rossi et al., 2007; Madrussani et al., 2010) or from predicted values at 

about 30 Hz (Gei & Carcione, 2003). In contrast, significantly increased attenuation of P-waves is 

observed in resonant column laboratory measurements (< 550 Hz) (Priest et al., 2006; Best et al., 

2013), VSP data (10 to 200 Hz) (Dvorkin & Uden, 2004; Bellefleur et al., 2007), and crosshole 

seismic data (100 to 1,000 Hz) (Bauer et al., 2008). In order to solve the controversy associated with 

attenuation at seismic frequencies, it is necessary to elucidate the attenuation mechanisms responsible 

for the broadband frequency response in MH-bearing sediments.  

        Previous studies have shown that the existence of MH results in high S-wave velocity and 

attenuation in MH-bearing sediments at sonic frequencies domain (Guerin & Goldberg, 2005; Suzuki 

& Matsushima, 2013). In the eastern Nankai Trough, the S-wave attenuation also shows a significant 

increase in MH-bearing sediments at sonic frequency domain (0.5 to 1 kHz) (Suzuki & Matsushima, 

2013). Although S-wave attenuation at MH-bearing sediments is estimated in the past studies, there 

are few examples to estimate S-wave attenuation at seismic frequencies so far. In order to develop a 

reasonable attenuation mechanism for S-wave in MH-bearing sediments, it is important to obtain S-

wave attenuation at various frequencies. Matsushima (2015) used walkaway vertical seismic profile 

(w-VSP) from the Nankai Trough to derive the S-wave attenuation in MH-bearing sediments at 

seismic frequencies (30 to 100 Hz) by using centroid frequency shift method. 
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        The proposed attenuation mechanisms associated with MH-bearing sediments include global Biot 

and local squirt flow in MH-bearing sediments (Guerin & Goldberg, 2005; Best et al., 2013; Marín-

Moreno et al., 2017), cementation and frictional loss between hydrate and solid grain (Guerin & 

Goldberg, 2005), mesoscale wave-induced fluid flow (Tisato & Quintal, 2013; Mikhaltsevitch et al., 

2014), the effect of hydrate morphology on attenuation (Priest et al., 2006; Best et al., 2013; Marín-

Moreno et al., 2017), and gas bubble damping (Marín-Moreno et al., 2017). In addition, other factors 

may cause frequency-dependent attenuation for MH-bearing sediments, including differences in 

source coupling efficiency to the surrounding medium inside fluid-filled boreholes between VSP and 

sonic logging measurement (Lee & Waite, 2007), the thickness of the hydrate zone, the uncertainty 

caused by windowing effects or choosing reference when applying attenuation estimation methods, 

differences in geologic environments (Jaiswal et al., 2012), and scattering attenuation from large- and 

small-scale heterogeneities (Huang et al., 2009). In the Nankai Trough, attenuation of MH-bearing 

sediments are observed through a stable estimation method for sonic data (Suzuki & Matsushima, 

2013) and zero-offset VSP data (Matsushima et al., 2016). However, the attenuation mechanisms 

responsible for the attenuation values in the frequency range from VSP to sonic data have not yet been 

fully clarified. 

4.2 Description of field VSP and walkaway VSP data 

        Matsushima et al. (2016) provided a stable P-wave attenuation profile at PSW1 for MH-bearing 

zones by combining seismic interferometry and the modified median frequency shift method at VSP 

frequency domain (Fig. 1.8f). The P-wave attenuation profile at PSW3 (Fig. 1.9f) based on the same 

method proposed by Matsushima et al. (2016) is also shown in this study. About the up-scaling 

process, in order to compare the sonic data with VSP data, I have to up-scale the sonic data at sonic 

wavelength into VSP wavelength. The sonic hydrate saturation is arithmetically averaged with a 

sliding window (the length of window is about VSP wavelength), and then sample 1 and 2 (PSW1 and 

PSW3) are chosen to compare with average sonic data. The averaged hydrate saturations of sample 1 

and 2 at PSW1 (Fig. 1.8) are 1.7% and 13.7% with corresponding P-wave attenuation of 0.05 and 0.07, 

while at PSW3  (Fig. 1.9) are 15.8% and 17.0% with corresponding P-wave attenuation of – 0.043 and 

0.02. The same up-scaling process is conducted for w-VSP data, and then the averaged hydrate 

saturations of 3.4% and 3.1% with corresponding S-wave attenuations of 0.04 and 0.05 are obtained. 

        To make a summary, the P-wave attenuation (VSP data) and S-wave attenuation (w-VSP data) 

obtained from the Nankai Trough are shown as in Table 4.1. 

 



 69 

Table 4. 1 P- and S- wave attenuations at seismic frequency (30 – 110 Hz) at Nankai Trough 

 Hydrate saturation Attenuation 

PSW1 (VSP) 
1.7% 0.05 

13.7% 0.07 

PSW3 (VSP) 
15.8% –0.043 

17.0% 0.02 

Main well (w-VSP) 
3.4% 0.04 

3.1% 0.05 

 

4.3 Application of rock physics models to sonic and VSP data  

4.3.1 Application of the Marin-Moreno model to sonic and VSP data  

 

Figure 4. 1 Measured attenuation and attenuation predicted by the Marin-Moreno model for P- 
and S-waves as a function of frequency ( Sh

 = 50%): (a) P-wave attenuation, (b) S-wave 
attenuation.  

        In order to investigate the frequency-dependent attenuation, the Marin-Moreno model is used to 

predict attenuation in a broadband frequency. For possible attenuation mechanisms, the implication of 

the Marin-Moreno model considers the effect of the frame viscoelasticity of the hydrate, squirt flow in 

a microporous hydrate, and the global Biot flow. Assuming ci = 0  in the Marin-Moreno model 

indicates that only the Biot flow is considered, that is indicated by “B” (see the blue curves in Figs 

(a)	 (b)	
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4.1a and 4.1b). In Fig 4.1a, we can see that Biot flow ( ci = 0 ) is dominant, especially for P-waves in 

the ultrasonic frequency band (> 106 Hz). Then, we can make the complex bulk and shear moduli of 

the contact cementing hydrate real and substitute these moduli into the hydrate contact model. The 

attenuation predicted in this case has no effect on the frame viscoelasticity of the hydrate, and is 

plotted as red and green dotted curves in Figs 4.1a and 4.1b. The red and green solid curves represent 

the final attenuation, including the global Biot flow (“B”), the effect of the frame viscoelasticity of the 

hydrate (abbreviated as “FR”), and the squirt flow in a microporous hydrate (abbreviated as “S”) at 

various inclusion concentrations ( ci ) (0.1 and 0.4). In Fig. 4.1a, comparison of the red (green) solid 

curve and red (green) dotted curve reveals that the squirt flow in a microporous hydrate (“S”) is 

dominant for P-wave attenuation from 102 to 106 Hz. The effect of the frame viscoelasticity of the 

hydrate (“FR”) on P-wave attenuation from 102 to 106 Hz is significantly smaller than the effect of 

squirt flow in a microporous hydrate. In Fig. 4.1b, the S-wave attenuation (red and green curves) has a 

similar frequency response to the P-wave attenuation. This is because the shear modulus of the 

effective hydrate grains is negative when applying the effective medium model because the non-

interaction assumption for higher inclusion concentration is violated (Kuster & Toksoz, 1974). In such 

a situation, the complex shear modulus of effective hydrate with fluid inclusion is substituted by the 

real shear modulus of hydrate. Therefore, the final attenuation for the S-wave reflects the effect of the 

complex bulk modulus of the effective grain. As a result, P- and S-wave attenuations show similar 

frequency responses. 

        In Fig. 4.1, four samples with hydrate saturations of 43.0% and 55.7% for PSW1 and 47.6% and 

58.8% for PSW3 are compared with the predicted attenuation at hydrate saturation of 50% based on 

the Marin-Moreno model (red curve). The average sonic attenuation values at hydrate saturations of 

43.0% and 55.7% (PSW1), and 47.6% and 58.8% (PSW3) are plotted at corresponding frequencies: 

14,000 Hz for the P-wave and 1,000 Hz for the S-wave. In Fig. 4.1a, the predicted P-wave attenuation 

(red curve) agrees well with the average attenuation, whereas in Fig. 4.1b the predicted S-wave 

attenuation is lower (red curve) than the average S-wave attenuation.  
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Figure 4. 2 Measured attenuation at PSW1 and attenuation predicted by the Marin-Moreno 
model for the P-wave as a function of frequency ( cpf

 =80%): (a) P-wave attenuation (α  = 0.0001) 
and (b) P-wave attenuation (α  = 0.0004). Except for α , the parameters are the same between (a) 
and (b). The curves represented by various colors (from black to grey) are the predicted P-wave 
attenuations by the Marin-Moreno model, while the various color dots at a frequency of 1, 4000 
Hz represent the measured P-wave attenuations calculated from monopole sonic data, and the 

orange and blue diamonds at a frequency of 100 Hz represent the measured P-wave 
attenuations calculated from VSP data.  

(a)	
(a)	

(b)	
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Figure 4. 3 Measured velocity at PSW1 and velocity predicted by the Marin-Moreno model for 
the P-wave as a function of frequency ( cpf  =80%): (a) P-wave velocity (α  = 0.0001) and (b) P-

wave velocity (α  = 0.0004). Except for α , the parameters are the same between (a) and (b). The 
curves represented by various colors (from black to grey) are the predicted P-wave velocities by 

the Marin-Moreno model, while the various color dots at a frequency of 1, 4000 Hz represent 
the measured P-wave velocities calculated from monopole sonic data.  

(a)	
(a)	

(b)	

(a)	
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Figure 4. 4 Measured attenuation at PSW3 and attenuation predicted by the Marin-Moreno 
model for the P-wave as a function of frequency ( cpf  =80%): (a) P-wave attenuation (α  = 0.0001) 
and (b) P-wave attenuation (α  = 0.0004). Except for α , the parameters are the same between (a) 
and (b). The curves represented by various colors (from black to grey) are the predicted P-wave 
attenuations by the Marin-Moreno model, while the various color dots at a frequency of 1, 4000 
Hz represent the measured P-wave attenuations calculated from monopole sonic data, and the 

orange and blue diamonds at a frequency of 100 Hz represent the measured P-wave 
attenuations calculated from VSP data.  

(a)	
(a)	

(b)	
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Figure 4. 5 Measured velocity at PSW3 and velocity predicted by the Marin-Moreno model for 
the P-wave as a function of frequency ( cpf   =80%): (a) P-wave velocity (α  = 0.0001) and (b) P-

wave velocity (α  = 0.0004). Except for α , the parameters are the same between (a) and (b). The 
curves represented by various colors (from black to grey) are the predicted P-wave velocities by 

the Marin-Moreno model, while the various color dots at a frequency of 1, 4000 Hz represent 
the measured P-wave velocities calculated from monopole sonic data.  

 

(a)	
(a)	

(b)	

(a)	
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        Applying the Marin-Moreno model, the attenuation responses at various hydrate saturations are 

calculated as a function of frequency for comparison with the sonic and VSP attenuations (Fig. 4.2). In 

addition to sonic attenuation, two samples of VSP attenuation from Zones C and D are plotted in Figs 

4.2a and 4.2b. In Fig. 4.2b, the squirt flow in a microporous hydrate results in significant P-wave 

attenuation from 102 to 106 Hz, and the predicted attenuation caused by squirt flow increases with 

increasing hydrate saturation. If cpf  is assumed as 80% (i.e., the majority of hydrate is pore-filling 

hydrate) (Fig. 4.2), the predicted P-wave attenuation exhibits better agreement with the average sonic 

attenuation when the hydrate saturation exceeds 60%, whereas the predicted P-wave attenuation 

obviously lower than the average sonic attenuation when the hydrate saturation smaller than 60%. Fig. 

4.3b shows an obvious velocity dispersion zone corresponding to the attenuation peak in Fig. 4.2b. 

The attenuation peak caused by squirt flow is associated with greater velocity dispersion, whereas the 

lower attenuation due to Biot flow is related to smaller velocity dispersion. As shown in Fig. 4.3b, the 

predicted velocity at most hydrate saturations appears to agree with the average sonic P-wave velocity. 

        In order to investigate possible attenuation mechanisms responsible for VSP attenuation, the VSP 

attenuations at hydrate saturations of 1.7% and 13.7% (Fig. 1.8f) are compared with the predicted 

attenuation based on the Marin-Moreno model. In Fig. 4.2a, the VSP attenuation is 0.05 at a hydrate 

saturation of 1.7% and is 0.07 at a hydrate saturation of 13.7%. Parameters other than the aspect ratio 

of inclusion (!) remain unchanged between Figs 4.2a and 4.2b. The aspect ratio of fluid inclusion (!) 

is set to be 0.0001 in Fig. 4.2a and 0.0004 in Fig. 4.2b. Comparing Figs 4.2a and 4.2b reveals that the 

attenuation peak due primarily to squirt flow in a microporous hydrate moves to a higher frequency 

(from 10 to 105 Hz) with increasing !. Fig. 4.2a shows that, although two samples of VSP attenuation�

are larger than the predicted values at the corresponding hydrate saturations (green and pink curves), 

the VSP attenuation is comparable to that predicted at a frequency near 100 Hz. Fig. 4.3a also shows 

the velocity dispersion zone corresponding to the attenuation peak at a frequency near 100 Hz, and the 

predicted velocity is greater than the average sonic velocity. Comparing Figs 4.2a and 4.2b reveals 

that attenuation primarily due to squirt flow in a microporous hydrate is dominant at different 

frequency bands and depends significantly on the aspect ratio of inclusion (!), whereas the global Biot 

flow is dominant at frequencies greater than 106 Hz. When ! is 0.0001, the predicted attenuation 

appears to agree with the VSP attenuation near 100 Hz, and, when !  is 0.0004, the predicted 

attenuation appears to agree with the sonic attenuation near 14,000 Hz. 

        Similar to PSW1, the same study is conducted for PSW3, and then the P-wave attenuation (Fig. 

4.4) and velocity (Fig. 4.5) are predicted by the Marin-Moreno model as a function of frequency. The 

VSP attenuations at hydrate saturations of 15.8% and 17.0% (Fig. 1.9f) are compared with the 

predicted attenuation based on the Marin-Moreno model. In Fig. 4.4, the VSP attenuation is – 0.043 at 
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a hydrate saturation of 15.8% and is 0.02 at a hydrate saturation of 17.0%. The similar results to those 

for PSW1 are obtained. However, we should note that there is a negative VSP value (– 0.043), which 

is counterintuitive but usually presents in the attenuation estimation at seismic frequency domain. 

These negative values maybe interpreted as a very small attenuation (Winkler & Nur, 1982b), or the 

scattering effect caused by the elastic heterogeneities (Yang et al., 2007). 

4.3.2 Application of the Guerin model to sonic and VSP data 

 

Figure 4. 6 Measured attenuation and attenuation predicted by the Guerin model for P- and S-
waves as a function of frequency (Sh = 50%): (a) P-wave attenuation, and (b) S-wave attenuation. 
The theoretical results calculated using the Carcione model and the Guerin model are the same 

because squirt flow has no effect on the attenuation of S-waves.  

        For the Guerin model, “C” indicates cementation, “B” indicates Biot flow, and “F” indicates the 

friction between the hydrate and sand grains, which was neglected in Carcione and Tinivella (2000) 

but is added in my calculation using the Carcione model. In Fig. 4.6a, the green curve represents the 

predicted P-wave attenuation from the Guerin model, while the pink curve represents that from the 

Carcione model and the black curve represents that from the Leclaire model. The square and diamond 

at a frequency of 1, 4000 Hz represent the measured P-wave attenuations calculated from monopole 

sonic data at hydrate saturations of 43.0% and 55.7% for PSW1, and 47.6% and 58.8% for PSW3 

respectively. It is the same for S-wave (Fig. 4.6b), but the measured S-wave attenuations from dipole 

sonic data are plotted at a frequency of 1, 000 Hz. By comparing the attenuation calculated using the 

Leclaire model and the Carcione model (Figs 4.6a and 4.6b), the friction between the hydrate and 

solid grains is found to dominate at frequencies between 102 and 105 Hz for both P- and S-waves at a 

(a)	 (b)	
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hydrate saturation of 50%. Figs 4.6a and 4.6b also indicate that the BISQ attenuation in hydrate and 

sand grains has a significant effect on P-wave attenuation from 102 to 105 Hz. As shown in Fig. 4.6b, 

the squirt flow has no effect on S-wave attenuation because the S-wave attenuation calculated using 

the Carcione model (red curve) completely corresponds to that calculated using the Guerin model 

(green curve). Comparing the attenuation predicted by the Guerin model (red curve) at a hydrate 

saturation of 50% with the average sonic attenuation at a hydrate saturation of approximately 50% for 

P- (Fig. 4.6a) and S-waves (Fig. 4.6b), the predicted attenuation is lower than the average sonic 

attenuation.  

         Applying the Guerin model, the attenuation responses at various hydrate saturations for two 

initial sand/hydrate permeability pairs are calculated as a function of frequency for comparison with 

the sonic and VSP attenuations (Fig. 4.7). Essentially, the attenuation curve predicted by the Guerin 

model is attributed to two separate BISQ attenuations: the attenuation in sand grains and the 

attenuation in hydrate grains. These two BISQ attenuation mechanisms may act individually (Fig. 4.7a) 

or together (Fig. 4.7b) by specifically selecting different initial permeabilities of sand and hydrate 

grains. The initial sand permeability ( ks0 ) in Fig. 4.7a is larger than that in Fig. 4.7b, while the other 

parameters remain unchanged. Comparing Figs 4.7a and 4.7b reveals that a larger permeability 

generates an attenuation peak in a lower frequency range of from 1 to 102 Hz. As shown in Fig. 4.7a, 

the VSP attenuations at hydrate saturations of 1.7% and 13.7% are close to the predicted attenuation at 

a hydrate saturation of 10% (black curve). We can also see that the VSP attenuation can be partly 

explained by the BISQ mechanism in sand grains when applying this parameter setting, as shown in 

Fig. 4.7a. Fig. 4.8 shows the P-wave velocity dispersion corresponding to the attenuation in Fig. 4.7. 

Fig. 4.8 shows that the attenuation peaks correspond to the largest velocity dispersion in the same 

frequency zones. The larger attenuation peak corresponds to larger velocity dispersion, and no 

attenuation change corresponds to no velocity dispersion. At hydrate saturations of less than 20%, the 

predicted velocity is lower than the measured velocity, and at a hydrate saturation of greater than 60% 

the predicted velocity is larger than the measured velocity. Similar to PSW1, the same study is 

conducted for PSW3, and then the P-wave velocity (Fig. 4.9) and attenuation (Fig. 4.10) are predicted 

by the Guerin model as a function of frequency. We can get the similar results to those for PSW1. 
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Figure 4. 7 Measured attenuation at PSW1 and attenuation predicted by the Guerin model at 
various initial hydrate and sand grain permeabilities as a function of frequency: (a)   ks0  = 5×10

-9
, 

  kh0  = 1×10
-7

; and (b)   ks0  = 5×10
-11

,   kh0  = 1×10
-7

. Except for   ks0  , the parameters are the same 
between (a) and (b). The curves represented by various colors (from black to green) are the 

predicted P-wave attenuations by the Guerin model, while the various color dots at a frequency 
of 1, 4000 Hz represent the measured P-wave attenuations calculated from monopole sonic data, 

and the orange and blue diamonds at a frequency of 100 Hz represent the measured P-wave 
attenuations calculated from VSP data.  

(a)	
(a)	

(b)	
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Figure 4. 8 Measured velocity at PSW1 and velocity predicted by the Guerin model at various 
initial hydrate and sand grain permeabilities as a function of frequency: (a)   ks0  = 5×10

-9
,   kh0  = 

1×10
-7

; and (b)   ks0  = 5×10
-11

,   kh0  = 1×10
-7

. Except for   ks0  , the parameters are the same between 
(a) and (b). The curves represented by various colors (from black to green) are the predicted P-
wave velocities by the Guerin model, while the various color dots at a frequency of 1, 4000 Hz 

represent the measured P-wave velocities calculated from monopole sonic data.  

(a)	
(a)	

(a)	

(b)	
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Figure 4. 9 Measured attenuation at PSW3 and attenuation predicted by the Guerin model at 
various initial hydrate and sand grain permeabilities as a function of frequency: (a)   ks0  = 5×10

-9
, 

  kh0  = 1×10
-7

; and (b)   ks0  = 5×10
-11

,   kh0  = 1×10
-7

. Except for   ks0 , the parameters are the same 
between (a) and (b). The curves represented by various colors (from black to green) are the 

predicted P-wave attenuations by the Guerin model, while the various color dots at a frequency 
of 1, 4000 Hz represent the measured P-wave attenuations calculated from monopole sonic data, 

and the orange and blue diamonds at a frequency of 100 Hz represent the measured P-wave 
attenuations calculated from VSP data.  

(a)	
(a)	

(b)	

(a)	

(b)	
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Figure 4. 10 Measured velocity at PSW3 and velocity predicted by the Guerin model at various 
initial hydrate and sand grain permeabilities as a function of frequency: (a)   ks0  = 5×10

-9
,   kh0  = 

1×10
-7

; and (b)   ks0  = 5×10
-11

,   kh0  = 1×10
-7

. Except for   ks0  , the parameters are the same between 
(a) and (b). The curves represented by various colors (from black to green) are the predicted P-
wave velocities by the Guerin model, while the various color dots at a frequency of 1, 4000 Hz 

represent the measured P-wave velocities calculated from monopole sonic data.  

(a)	
(a)	

(a)	

(b)	
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        Moreover, the measured hydrate saturation from resistivity curves at sonic frequencies is up-

scaled into w-VSP frequency scale by using average method over the S-wave wavelength, then 

hydrate saturation at the two receiver depth intervals (1, 150-1, 190 m and 1, 150-1, 200 m) are 

converted into 3.1% and 3.4% at w-VSP frequency scale. The averaged S-wave attenuation values are 

0.04 (1, 150-1, 190 m) and 0.05 (1, 150-1, 200 m) as shown in Matsushima (2015). The S-wave 

attenuations from w-VSP data are plotted at frequency of 100 Hz, while S-wave attenuation from 

sonic dipole data is plotted at frequency 1, 000 Hz. The estimated S-wave attenuation for w-VSP data 

(100 Hz) and the average S-wave attenuation at the sonic frequencies (1, 000 Hz) exhibit an obvious 

frequency dependence in the w-VSP to sonic frequency range (Fig.4.11). The broadband frequency 

response of S-wave attenuation calculated by the Guerin model also indicates frequency-dependent 

attenuation for MH-bearing sediment in the w-VSP to sonic frequency range, as shown in Fig. 4.11. 

Between Figs 4.11a and 4.11b, the initial sand permeability ( ks0 ) in Fig. 4.11a is larger than that in 

Fig. 4.11b, while the other parameters remain unchanged. The higher initial sand permeability (Fig. 

4.11a) causes another S-wave attenuation peak at seismic frequencies (< 100 Hz) compared with 

extremely small values for lower initial sand permeability (Fig. 4.11b). Fig. 4.12 shows the S-wave 

velocity dispersion corresponding to the attenuation in Fig. 4.11. In Fig. 4.12, the S-wave velocity 

predicted by the Guerin model is lower than sonic S-wave velocity at lower hydrate saturation, while 

the predicted S-wave velocity is larger than measured ones at higher hydrate saturation possibly due to 

the overestimation of cementation between hydrate and sand grains. 
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Figure 4. 11 Measured S-wave attenuation and attenuation predicted by the Guerin model at 
various initial hydrate and sand grain permeabilities as a function of frequency: (a)   ks0  = 5×10

-9
, 

  kh0  = 1×10
-7

; and (b)   ks0  = 5×10
-11

,   kh0  = 1×10
-7

. Except for   ks0 , the parameters are the same 
between (a) and (b). The curves represented by various colors (from black to green) are the 

predicted S-wave attenuations by the Guerin model, while the various color dots at a frequency 
of 1, 000 Hz represent the measured S-wave attenuations calculated from dipole sonic data, and 

the orange and blue diamonds at a frequency of 100 Hz represent the measured S-wave 
attenuations calculated from w-VSP data.  

(a)	
(a)	

(b)	
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Figure 4. 12 Measured S-wave velocity and velocity predicted by the Guerin model at various 
initial hydrate and sand grain permeabilities as a function of frequency: (a)   ks0  = 5×10

-9
,   kh0  = 

1×10
-7

; and (b)   ks0  = 5×10
-11

,   kh0  = 1×10
-7

. Except for   ks0  , the parameters are the same between 
(a) and (b). The curves represented by various colors (from black to green) are the predicted S-

wave velocities by the Guerin model, while the various color dots at a frequency of 1, 000 Hz 
represent the measured S-wave velocities calculated from dipole sonic data.  

4.4 Discussion 

(a)	
(a)	 (a)	

(b)	
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4.4.1 Mechanisms for frequency dependent P-wave attenuation 

        Table 4. 2 Published seismic attenuation for MH-bearing sediment or synthetic hydrate-
bearing sample  

Location Frequency Attenuation 

Nankai Trough 

Blake Ridge 

 

Mallik field 

 

 

 

Krishna-Godavari(KG) 

basin 

Offshore Svalbard (Arctic) 

 

Laboratory measurement 

30-110 Hz 

20-150 Hz 

 

100-1000 Hz 

 

10-200 Hz 

10-200 Hz 

10-45 Hz 

 

20-200 Hz 

 

<400 Hz 

 

50-550 Hz 

 

VSP data: 0.02-0.07 (Matsushima et al., 2016) 

Single channel seismic data: 0.002-0.01 (Wood 

et al., 2000) 

Crosshole seismic data: 0.15-0.2 (Bauer et al., 

2008) 

0.12 (maximum) (Dvorkin & Uden, 2004) 

VSP data: 0.07-0.14 (Bellefleur et al., 2007) 

Seismic CDP gathers: 0.0029 (Nittala et al., 

2017) 

OBSs data: 0.004-0.014 for P-wave (Rossi et 

al., 2007; Madrussani et al., 2010) 

0.034 (maximum) for P-wave; 0.026 

(maximum) for S-wave (Priest et al., 2006) 

0.11 (maximum) for P-wave; 0.05 (maximum) 

for S-wave (Best et al., 2013) 

 

        Essentially, the estimation of seismic attenuation of MH-bearing sediments remains challenging. 

Seismic attenuation may not be directly associated with the intrinsic attenuation of MH-bearing 

sediments, and instead, should be largely attributed to scattering from small-scale heterogeneity and 

leaky mode propagation caused by large-scale heterogeneity (Huang et al., 2009). As shown in Table 

4.2, several attenuation values are estimated from seismic data for existing MH-bearing sediments. 

The VSP attenuation values for the Nankai Trough were estimated by Matsushima et al. (2016) and 

were lower than those at the Mallik field, which were estimated by Dvorkin et al. (2004), Bellefleur et 

al. (2007), and Bauer et al. (2008). In addition, the VSP attenuation values in this study were larger 

than the seismic attenuation calculated for the Krishna-Godavari (KG) basin by Nittala et al. (2017) 

and for the offshore Svalbard (Arctic) by Rossi et al. (2007) and Madrussani et al. (2010). The VSP 

attenuation values in this study were comparable to laboratory measurement data reported by Best et 

al. (2013). It is not clear which seismic attenuation is more reasonable for MH-bearing sediments due 

to the different geology environments. In the Mallik field, the significant seismic attenuation is 
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explained by macroscopic squirt flow due to elastic heterogeneity in the rock frame elastic moduli, 

which are more relevant to the seismic frequency range (Dvorkin & Uden, 2004). This appears to be 

reasonable for the Mallik field because of the large thickness of the hydrate intervals (individual gas 

hydrate intervals are up to 40 m thick) (Bellefleur et al., 2007; Bauer et al., 2008). Nittala et al. (2017) 

suggested that the MH-bearing layers for the KG basin, which is dominated by shale associated with 

incensing faults, could be represented by the horizontal transverse isotropy (HTI) model, and 

alternating thin layers could represent the MH-bearing layer in the Nankai Trough. In addition, Priest 

et al. (2006) suggested that the absorbed thin water film remaining between grain contacts and 

cementing hydrate resulted in a significant squirt flow and subsequent significant seismic attenuation. 

In a recent study, such water films between solid grains and newly formed hydrate were observed by 

X-ray micro-tomography, and the squirt flow caused by these water films was shown to cause 

significant seismic attenuation (Sell et al., 2017). The squirt flow due to water films between solid 

grains and hydrate is not included in our simulations using the Guerin model. In a 3D sense these 

water films are connected with the macro pores, and then the resulting squirt flow might be very 

similar to the micro squirt flow proposed by Marin-Moreno et al. (2017). However, Marin-Moreno et 

al. (2017) also indicated this type of squirt flow mainly occurred at ultrasonic frequency band. 

        P-wave attenuation in the seismic frequency band is partly explained by the comparison between 

VSP attenuation and values predicted by the Marin-Moreno model and the Guerin model. Between 

Figs 4.2a and 4.2b, except aspect ratio (!), I kept all the parameters the same. As shown in Fig. 4.2a, 

the VSP (100 Hz) attenuation appears to be captured by squirt flow in a microporous hydrate with a 

lower aspect ratio (! = 0.0001). In Fig. 4.2b, the sonic P-wave (14,000 Hz) attenuation appears to be 

due to squirt flow in microporous hydrate with a higher aspect ratio (! = 0.0004). Best et al. (2013) 

simply summed two attenuations with different inclusion aspect ratios to fit their modeling curve to 

the laboratory attenuation measured at 200 Hz. Since attenuations with different fluid aspect ratios act 

in different frequency bands (Marín-Moreno et al., 2017), the predicted curves with aspect ratios of 

0.0001 and 0.0004 can be simply added to accumulate the attenuation contribution for the sonic and 

VSP frequency bands. The natural aspect ratio can be assumed as a distribution of the aspect ratio. 

However, the limited information concerning the inclusion aspect ratio limits the application of the 

Marin-Moreno model to sonic and VSP attenuation prediction. 

        Unlike the Marin-Moreno model, the double permeability system ( ks 0 and kh0 ) in the Guerin 

model enables us to investigate the effect of relative magnitude of double permeability on attenuation. 

In a single permeability system, Dvorkin et al. (1993, 1995) proposed the BISQ model to investigate 

the frequency (!: angular frequency) response of permeability (!) on attenuation. The attenuation 

peak shifts to a higher frequency with increasing permeability in the BISQ model, whereas the 
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attenuation peak shifts to a lower frequency with increasing permeability in the Biot model. This can 

be explained by the fact that, in the Biot model, the attenuation depends on the product !", whereas, 

in the BISQ model, the attenuation depends on the ratio !/!. Note that the BISQ flow theory in the 

Guerin model was proposed by Diallo and Appel (2000) and their reformulated BISQ model showed 

the same trend, whereby the attenuation peak shifts towards a lower frequency with increasing 

permeability, as the Biot model (Diallo & Appel, 2000). This is because, in the reformatted BISQ 

model, the attenuation depends on the product !", similar to the Biot model. Guerin and Goldberg 

(2005) introduced the reformulated BISQ model to his double permeability system ( ks 0 and kh0 ) in 

sand grains and hydrate. Thus, the higher permeability component would result in significant 

attenuation in a lower frequency band. Between Figs 4.7a and 4.7b, except the initial permeability of 

solid matrix ( ks 0 ), I kept all the parameters the same. The initial permeability of the solid matrix ( ks 0 ) 

in Fig. 4.7a was made to be larger than that in Fig. 4.7b. As shown in Fig. 4.7a, the larger permeability 

in sand grains gives rise to an attenuation peak in the seismic frequency band. Moreover, the peak of 

attenuation increases with decreasing hydrate saturation. The attenuation in this frequency range is 

comparable to VSP attenuation samples (see Fig. 4.7a). Therefore, I infer that the higher permeability 

component in hydrate/solid grains, combined with the effect of hydrate saturation, could explain VSP 

attenuation. Furthermore, the presence of high permeability in sand grains in our parameter setting 

may facilitate local squirt flow, thereby enhancing the attenuation of P-wave at seismic frequencies 

(10 to 100 Hz).  

        The predicted attenuation for VSP data (100 Hz) and the average P-wave attenuation in the sonic 

frequency band (14,000 Hz) are plotted in Figs 4.2 and 4.7. The field attenuation exhibits an obvious 

frequency dependency in the VSP to sonic frequency range. The broadband frequency response of P-

wave attenuation calculated by the Marin-Moreno model and the Guerin model indicates frequency-

dependent attenuation of P-waves for hydrate-bearing sediment in the VSP to sonic frequency range, 

as shown in Figs 4.2 and 4.7. Nittala et al. (2017) compared the sonic attenuation with the seismic 

attenuation in the KG basin and concluded that viscous fluid flow acts in the sonic frequency range 

but not in the seismic frequency range. They attributed this difference in attenuation between the sonic 

and VSP frequency bands to the thickness of hydrate layers. On the other hand, I believe that the 

different responses of attenuation between the sonic and VSP frequencies at the Nankai Trough are 

explained by frequency-dependent attenuation in MH-bearing sediments. Furthermore, this frequency-

dependent P-wave attenuation may be due to the squirt flow caused by the combined effect of the 

degree of hydrate saturation and two permeable systems (between sand grains and between hydrate) 

(Fig. 4.7), or due to the squirt flow caused by fluid inclusions with different aspect ratios in a 

microporous hydrate (Fig. 4.2). 
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4.4.2 Mechanisms for frequency dependent S-wave attenuation 

        The study has attempted to investigate the frequency-dependent S-wave attenuation from w-VSP 

to sonic frequencies and elucidate its mechanisms. There are extremely limited examples for S-wave 

attenuation at seismic frequencies because of the low SNR of S-wave events. Matsushima (2015) 

improved the SNR by horizontally stacking traces after linear moveout over the offset range and by 

selecting better-quality S-wave events observed in MHBS (possibly due to better coupling between 

the geophones and MHBS), and obtained S-wave attenuation of 0.04 and 0.05 at seismic frequencies. 

The S-wave attenuation from OBS data in MH-bearing sediments at Offshore Svalbard was estimated 

to be 0.062 to 0.33 (Madrussani et al., 2010; Dr. Giuliana Rossi, private communication, 2018), which 

is larger than the estimates from w-VSP data at the Nankai Trough by Matsushima (2015). Tsuji et al. 

(2004) mentioned that the MHBS at the Nankai Trough is less than 1 m in thickness. This is much 

smaller than the wavelength of w-VSP, which may lead to an underestimation of the attenuation. 

Comparing the w-VSP S-wave attenuation with the sonic S-wave attenuation obtained by Suzuki & 

Matsushima (2013), the latter is significantly larger. Suzuki & Matsushima (2013) pointed out the 

near-field effects, which cause a possible overestimation of the S-wave attenuation from sonic log data. 

Although frequency-dependent S-wave attenuation is observed between w-VSP and sonic frequencies, 

uncertainties arose from various factors.  

          In Fig. 4.11a, for obvious S-wave attenuation at seismic frequencies (< 100 Hz), since squirt 

flow does not influence S-wave attenuation (Guerin & Goldberg, 2005), I infer that global Biot flow 

and the friction between sand grains and hydrate are possible attenuation mechanisms. In Figs 3.14d 

and 3.15d, the S-wave attenuation predicted by the Leclaire model is significantly lower than that 

measured from sonic data. This implies that the Biot flow is negligible as a mechanism for S-wave 

attenuation at sonic frequencies. However, the S-wave attenuation predicted by the Carcione and 

Guerin models is lower than but similar to the measured value at sonic frequencies. I infer that the 

friction between sand and hydrate grains dominates S-wave attenuation at sonic frequencies. 

Furthermore, the S-wave attenuation at the MH-bearing sediments from the w-VSP data is obviously 

smaller than that from the sonic data (Fig. 4.11a). This implies frequency-dependent S-wave 

attenuation at the MH-bearing sediments. The broadband frequency response of S-wave attenuation 

calculated by the Guerin model also indicates frequency dependence at the MH-bearing sediments, as 

shown in Fig. 4.11. I infer that the larger ks 0  might enhance the Biot flow and then increase the clear 

S-wave attenuation at seismic frequencies. In Fig. 4.11, the S-wave attenuation at sonic frequencies 

increases with increasing hydrate saturation, which might be because of the increasing friction 

between hydrate and sand grains caused by increasing hydrate saturation.  
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4.5 Conclusion of this chapter 

        In terms of P-wave attenuation in the seismic frequency range, squirt flow is also a dominant 

attenuation mechanism, and two key parameters cause large variations in attenuation in the seismic 

frequency range: 1) the inclusion aspect ratio in hydrate grains and 2) the combined effect of the 

degree of hydrate saturation and two permeable systems in pore spaces between hydrate grains and 

pore spaces between sand grains.  

        The microporous hydrates with smaller inclusion aspect ratios resulted in significant P-wave 

attenuation at seismic frequency domain, while the larger inclusion aspect ratios led to significant P-

wave attenuation at sonic frequency domain.  

        In the two permeable systems (sand grains and hydrate), the higher permeability component 

caused the significant P-wave attenuation at seismic frequency domain, while smaller permeability 

component resulted in significant P-wave attenuation at sonic frequency domain. 

        The present study demonstrated the frequency-dependent S-wave attenuation between w-VSP 

and sonic frequencies and clarified this dependence by the application of the Guerin model. Friction 

between hydrate and sand grains dominates the S-wave attenuation at sonic frequencies, whereas the 

Biot flow and friction between hydrate and sand grains are possible attenuation mechanisms at seismic 

frequencies. 
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CHAPTER 5. ROCK PHYSICS MODELING OF PROPAGATION OF 

ULTRASONIC P- AND S-WAVE IN PARTIALLY FROZEN BRINE AND 

UNCONSOLIDATED SANDS 

In this Chapter, the ultrasonic measurement result for partially frozen systems is used to infer 

the attenuation mechanisms responsible for MH-bearing sediments at ultrasonic frequencies. To do 

this, combined with the attenuation mechanisms at VSP (w-VSP) and sonic frequencies in Chapter 3 

and Chapter 4, the broadband frequency dependent attenuation for MH-bearing sediments can be 

investigated. 

5.1 Introduction 

        The understanding of wave propagation in partially frozen systems is very important for seismic 

exploration in permafrost regions (Dou et al., 2016), glaciers (Peters et al., 2012), and MH-bearing 

sediments (Guerin and Goldberg, 2005). The coexistence of unfrozen water and ice complicates the 

description and characterization of partially frozen systems and significantly affects wave propagation 

in them (Matsushima et al., 2016). Ultrasonic pulse transmission is an effective method for 

investigating the physical properties of a partially frozen system under various physical conditions in 

the laboratory. Many experimental studies focusing on velocity measurements have shown that the 

onset of freezing results in a large increase of P- and S-wave velocities in consolidated porous media 

(Timur, 1968), systems in which ice and brine coexist (Spetzler and Anderson, 1968; Prasad and 

Dvorkin, 2004; Matsushima et al., 2008), partially frozen orange juice (Lee et al., 2004), and partially 

frozen unconsolidated saline soil or sand (Nakano et al., 1972; Nakano and Arnold, 1973; Zimmerman 

and King, 1986; Sondergeld and Rai, 2007; Dou et al., 2017). The measured P- and S-wave velocities 

of partially frozen systems have been predicted by several rock physics approaches: three-phase time-

averaged model (Timur, 1968), three-phase Biot extension model (Leclaire et al., 1994; Carcione and 

Seriani, 1998, 2001), effective medium model (Zimmerman and King, 1986; Dou et al., 2017), and 

intergranular cementation theory (Jacoby et al., 1996). These previous theoretical studies provided 

good agreement with experimental data for partially frozen systems. Two major factors are believed to 

affect the P- and S-wave velocities of partially frozen systems: fraction of ice and pore-scale 

distribution in the ice (Schindler et al., 2016; Dou et al., 2017; Wu et al., 2017).  

        Several authors have measured wave attenuation in partially frozen systems. Spetzler and 

Anderson (1968) measured ultrasonic P- and S-wave attenuation in a two-phase system (ice and 

unfrozen brine). Prasad and Dvorkin (2004) and Matsushima et al. (2008) measured ultrasonic P-wave 
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attenuation in such a two-phase system. These authors observed markedly increasing velocities and 

attenuation at the onset of freezing. Bellanger et al. (1996) measured ultrasonic P-wave velocity and 

attenuation in limestone under freezing and thawing cycles. They observed increased velocity and 

attenuation and suggested that they were due to the creation of pseudo-cracks between the ice being 

formed and the solid walls characterizing the transition of water to ice. Matsushima et al. (2016) 

measured ultrasonic wave transmission with changing temperatures from 0 to −15 °C in 

unconsolidated sands to estimate the velocity and attenuation of P- and S-waves. They suggested that 

the existence of partially frozen liquid in unconsolidated sand increases the velocity and attenuation at 

temperatures of 0 °C to around the freezing point. Dou et al. (2016) measured ultrasonic P-wave 

transmission in a fine-grained permafrost core for a range of salinities and temperatures. They also 

observed that although velocity increased monotonically with increasing ice saturation, P-wave 

attenuation reached a maximum at intermediate ice saturation. Wu et al. (2017) measured the elastic 

moduli and attenuation in saline permafrost soils. They found a maximum attenuation at the 

temperature immediately below the freezing point. Pohl et al. (2017) measured ultrasonic P-wave 

velocity and attenuation in pure tetrahydrofuran (THF) hydrate at temperatures decreasing from 25 °C 

to 1 °C. Although they found that velocity increased, P-wave attenuation also increased after the 

formation of hydrates. From these studies, contrary to our intuition that higher velocity corresponds to 

lower attenuation, the increasing velocity accompanied by an increasing attenuation in partially frozen 

systems is a widely observed phenomenon. 

        Rock physics modeling of the velocity and attenuation in partially frozen systems under various 

physical conditions is an effective method for quantitatively interpreting laboratory observations and 

deepening our understanding of this interesting phenomenon. However, only a limited number of 

theoretical approaches can focus on the ultrasonic attenuation of partially frozen systems during the 

freezing process. Carcione et al. (2007) proposed a poroelastic model based on the Biot theory 

[hereafter referred as the Carcione (2007) model] to calculate ultrasonic velocity and attenuation in 

partially frozen orange juice. Matsushima et al. (2011) employed this poroelastic model to describe 

the propagation of ultrasonic P-waves through partially frozen brine. They concluded that Biot flow 

couldn’t completely predict the measured attenuation. Leurer (1997) and Leurer and Brown (2008) 

assumed an effective medium made up of a homogeneous elastic mineral phase that is isotropically 

interspersed with ellipsoidal inclusions of low aspect ratio representing an intracrystalline water layer. 

Based on this, they proposed an effective grain model to calculate the velocity and attenuation of 

unconsolidated fine- and coarse-grained saturated marine sediment (hereafter referred to as the Leurer 

model).  
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        In a three-phase model (sand, ice, and unfrozen liquid), the interaction between ice and sand 

grains further complicates the elastic response of partially frozen unconsolidated media. Leclaire et al. 

(1994) extended the Biot theory to a three-phase model and then incorporated Biot flow in two porous 

systems, sand grains and ice grains. They also provided a method (hereafter referred to as the Leclaire 

model) to estimate water saturation at reduced temperature during the freezing process. It should be 

noted that they assumed no contact between ice and sand grains. Carcione and Tinivella (2000) 

modified the Leclaire model to introduce interaction between sand and hydrate grains, as well as the 

cementation effect between sand and hydrate grains (hereafter referred to as the Carcione model with 

no date). Furthermore, based on the Carcione model, Guerin and Goldberg (2005) introduced viscous 

friction loss between sand and hydrate grains and squirt flow in two porous systems, sand grains and 

hydrate grains (hereafter referred to as the Guerin model). In another approach, Best et al. (2013) 

applied the effective medium model to include the attenuation mechanisms caused by squirt flow in 

microporous hydrate, viscoelasticity of the hydrate frame, and global Biot flow. Marín-Moreno et al. 

(2017) further included the attenuation mechanisms caused by gas bubble damping and the local 

viscous squirt flow between connected pores due to the formation of hydrates in their rock physics 

model. Due to the similar properties of hydrates and ice (Sloan and Koh, 2006), it seems reasonable to 

use models developed for characterizing MH to describe elastic response of partially frozen 

unconsolidated sand.  

        In this study, to elucidate the velocity and attenuation observed in the ultrasonic measurements of 

partially frozen brine (Matsushima et al., 2008) and unconsolidated sand (Matsushima et al., 2016), 

and further clarify the mechanisms responsible for attenuation in both partially frozen systems, two 

different rock physics models are adopted: an effective medium model (Leurer model) for partially 

frozen brine and a three-phase extension of the Biot model (Guerin model) for partially frozen 

unconsolidated sands. By matching the predicted and measured values, the input parameters of the 

rock physics models are carefully adjusted and the influential parameters are identified. 

5.2 Laboratory measurements 

        Here, the ultrasonic laboratory measurements of two different partially frozen systems are briefly 

described: partially frozen brine (two-phase composed of ice and unfrozen brine) and unconsolidated 

sands (three-phase composed of ice, unfrozen brine, and sand). 

5.2.1 Partially frozen brine 

        Matsushima et al. (2008) measured ultrasonic pulse transmission in an ice-brine binary system 

and observed the velocity and attenuation of P-waves with changing temperature from 0 °C to –15 °C. 
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When brine begins to freeze, salt is not incorporated into the ice crystals. Thus, the salinity of 

unfrozen brine increases in the brine-filled pores, decreasing the freezing point of the unfrozen brine 

(Matsushima et al., 2011). The total volume of unfrozen brine is controlled by the temperature and 

salinity. A one-cycle sinusoidal wave at 1 MHz was used as the ultrasound source. They calculated P-

wave attenuation values based on a frequency-independent Q model at frequencies of 350–600 kHz. 

However, they could not obtain reliable S-wave data because of the poor consolidation of the partially 

frozen brine, which does not have enough shear stiffness to easily propagate S-waves. A detailed 

description of the laboratory and attenuation estimation methods is provided in Matsushima et al. 

(2008). In partially frozen brine with an initial salinity of 2%, varying the temperature could control 

the amount of unfrozen brine. Their results indicated that the ultrasonic P-wave attenuation peaked at 

–3 °C, where the fraction of the liquid phase was maximum and attributed it to the existence of 

unfrozen brine in the pore microstructure (Matsushima et al., 2008). Their obtained P-wave velocity 

and attenuation curves as a function of temperature were used in this study. 

5.2.2 Partially frozen unconsolidated sands 

        Similar to the case of partially frozen brine, Matsushima et al. (2016) measured ultrasonic pulse 

transmission through partially frozen unconsolidated sand. Toyoura standard sand was saturated with 

the brine at an initial salinity of 2%, and then the temperature was reduced from 0 °C to –15 °C. The 

ultrasound source was a one-cycle sinusoidal wave at 1 MHz. They calculated attenuation values 

based on a frequency-independent Q model at frequencies of 350–600 kHz for P-waves and 100–200 

kHz for S-waves. During the freezing process, two solid phases (sand and ice) and one fluid phase 

(brine) coexisted in the partially frozen unconsolidated medium. The details of the experiment setup 

and estimation of velocity and attenuation for P- and S-waves are given in Matsushima et al. (2016). 

Their results showed that P-wave attenuation reached its peak at the freezing point (i.e., around −2 to 

−3 °C) and decreased with decreasing temperature from –3 °C to –15 °C, but at a slower rate from –

7 °C to –15 °C. In contrast, the maximum S-wave attenuation at –5 °C largely decreased at an almost 

constant rate of change with decreasing temperature. Their obtained P- and S-wave velocity and 

attenuation curves as a function of temperature were used in this study. 

5.3 Prediction of brine viscosity 

         As described above, as ice is formed from brine, salt cannot be incorporated into the ice crystals. 

As the fluid freezes, the salt is rejected and concentrates in the brine; thus, as the salinity and density 

increase in the brine filling the pores, the freezing point of the remaining fluid is continuously reduced. 

After freezing begins, however, it is not easy to measure the salinity and viscosity in a system with 

coexisting ice and brine at lower temperatures (Matsushima et al., 2013). The solubility of NaCl is 
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around 35 g per 100 g of water at a temperature of 0 °C (corresponding to the salinity of around 25%), 

and it slightly decreases with decreasing temperature. Matsushima et al. (2013) validated the 

measurement of brine viscosity with decreasing temperature and an initial salinity of 25% to 

understand the influence of high viscosity fluid on ultrasonic wave propagation. 

         The viscosity of water is generally a function of temperature (Gilpin, 1980). Leclaire et al. (1994) 

provided an exponential regression formula to describe the changing viscosity of water with 

decreasing temperature even lower than –10 °C based on experiment data: 

η = [
η0 (450 + h)

h
]e−0.003753T                           (1) 

where η0  is the viscosity of water at its freezing point, h is the average thickness of the unfrozen 

liquid layer calculated with the radius of sand grains, and T is the temperature. Moreover, η0  at an 

initial salinity of 25% can be obtained from the measurements conducted by Matsushima et al. (2013), 

and then the viscosity at the initial salinity of 25% can be predicted using equation 1 and compared 

with values obtained at lower temperatures to validate equation 1. Note that I could not consider the 

effect of increasing salinity on viscosity during the freezing process using equation 1, and the equation 

basically only evaluates the effect of temperature on viscosity at different values for η0 . 

5.4 Estimation of unfrozen brine saturation 

        Leclaire et al. (1994), Carcione et al. (2001), and Carcione et al. (2007) provided a 

thermodynamic relationship between unfrozen water saturation φw  and temperature T given in kelvins 

as follows: 

φw =
φ0

Δr 2π
e[
−(r − rav )

2

2Δr 2
]

−∞

r0
ln(T0 /T )∫ dr             (2) 

where φ0 is the initial porosity, rav  is the average pore radius, r is the capillary pore radius, Δr is the 

standard deviation, !! is the freezing point, and r0  is fitted by experiment data. Note that this study 

used two types of pore spaces: pores in porous ice for partially frozen brine and pores between sand 

grains for partially frozen unconsolidated sand. Carcione et al. (2001) and Carcione et al. (2007) set 

the lower limit of the integral in equation 2 as 0. However, I found that this integral is very sensitive to 

the lower limit. I applied the definition of −∞ from Leclaire et al. (1994) to the rock physics models 

(hereafter referred to as the Leclaire model). Dou et al. (2016, 2017) also provided an estimation 
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method for predicting brine saturation for a given initial salinity and freezing point (hereafter referred 

to as the Dou model). The unfrozen brine saturation predicted by the Leclaire and Dou models are 

compared with values measured by the nuclear magnetic resonance (NMR) technique for partially 

frozen brine and unconsolidated sand. 

5.5 Results 

5.5.1 Estimation of viscosity and unfrozen brine saturation 

        

Figure 5. 1  Predicted and measured viscosity of unfrozen brine as a function of 
temperature. The viscosity of brine was measured at a salinity of 25% (dotted curve) 

and predicted at salinities of 2% (solid curve) and 25% (broken curve). 

        As Fig. 5.1 shows, the predicted viscosities at salinities of 25% (broken curve) and 2% (solid 

curve) indicated that the viscosity of partially frozen brine increases with decreasing temperature. The 

predicted (broken curve) and measured (dotted curve) viscosities at a salinity of 25% had a very small 

difference between them. Although equation 1 cannot reflect the effect of changing salinity with 

decreasing temperature, the measured viscosity at different temperatures seems to be successfully 

predicted by equation 1 at salinity of 25%. Therefore, I infer that it is reasonable to use equation 1 to 
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predict the changing viscosity with temperature at an initial salinity of 2% in the rock physics models 

(solid curve). 

 

Figure 5. 2  Predicted and measured unfrozen brine saturation as a function of temperature: (a) 
partially frozen brine and (b) partially frozen unconsolidated sands. The brine saturation was 

measured by NMR at 0 to –15 °C (solid curve with solid squares). The brine saturation was also 
predicted by the Dou (broken curve) and Leclaire (solid and dotted curves) models at different 

average pore radii rav . 

        Matsushima et al. (2008) estimated the total unfrozen brine saturation at each temperature using 

the solid-echo NMR technique for partially frozen brine, indicated by a solid curve with solid squares 

in Fig. 5.2a. Similarly, Matsushima et al. (2016) estimated the total unfrozen brine saturation at each 

temperature using the same NMR technique for partially frozen unconsolidated sand, as shown by a 

solid curve with solid squares in Fig. 5.2b. As we can see, even at temperatures lower than –15 °C, a 

large amount of brine remains unfrozen, 34% for partially frozen brine and 20% for partially frozen 

unconsolidated sand, because salt rejection lowers the freezing point of the remaining brine (Banin 

and Anderson, 1974; Foldvik and Kvinge, 1974). The Leclaire and Dou models can predict the 

unfrozen brine saturation. As Fig. 5.2 shows, unfrozen brine saturation versus temperature curves 

predicted by both the Dou and Leclaire models successfully captured the trend of the NMR data. At 

temperatures higher than –5 °C, the sharply decreasing brine saturation represents initial freezing, 

while at temperatures lower than –5 °C, the freezing rate decreases. The reason for this is described 

later. In order to accurately depict the drastic change of unfrozen brine saturation within temperature 

at –3 to –5 °C, the temperature in the rock physics modeling is controlled to a precision of 0.001 °C. 

In Fig. 5.2, by comparing the unfrozen brine saturation predicted by the Dou model at a salinity of 2% 

with the values measured by NMR, we can see that the unfrozen brine saturation predicted by the Dou 

(a)� Partially frozen brine� (b)� Partially frozen unconsolidated sands�
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model (broken curve) was lower than the measured saturation (solid curve with solid squares). When 

the unfrozen brine saturation predicted by the Leclaire model was compared with measured saturation 

for partially frozen brine (Fig. 5.2a) and partially frozen unconsolidated sand (Fig. 5.2b), I found that 

the predicted values at an average pore radius rav  of 10 µm (solid curve in Fig. 5.2a) were most 

similar to measured values for partially frozen brine. Meanwhile, rav  of 15 µm (solid curve in Fig. 

5.2b) produced the most similar predicted and measured values for unconsolidated sand. In fact, the 

unfrozen brine saturation as a function of temperature is a key problem for the comparison between 

experimental and predicted results by the rock physics model. 

5.5.2 Application of Leurer model to partially frozen brine 

 

Figure 5. 3 Predicted and measured velocity and attenuation as a function of temperature in 
partially frozen brine: (a) P-wave velocity, (b) S-wave velocity, (c) P-wave attenuation, and (d) 
S-wave attenuation. The P-wave velocity and attenuation were measured at 0 to –15 °C (solid 
curve with solid squares). The velocity and attenuation were predicted by the Carcione (2007) 

(broken curve) and Leurer (solid curve) models, respectively. For the Carcione (2007) model, “B” 
indicates Biot flow, and for the Leurer model, “S” indicates squirt flow in porous ice. 

 

(a)� (b)�

(c)� (d)�
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        To compare predictions with ultrasonic measurements for partially frozen brine, the P-wave 

frequency as 500 kHz, freezing point T0  as –2 °C, and average pore radius rav  as 15 µm are assumed. 

The P-wave velocity (Fig. 5.3a) and attenuation (Fig. 5.3c) were predicted by the Carcione (2007) 

(broken curve) and Leurer (solid curve) models, respectively. In Fig. 5.3a, the measured (solid curve 

with solid squares) and predicted (solid and broken curves) P-wave velocities are plotted as a function 

of temperature. We can see that their closest approach to each other was at lower temperatures (–

10 °C), while the predicted values were lower than the measured values at temperatures higher than –

10 °C. This may be due to the underestimation of ice saturation at lower temperatures in the rock 

physics model. In Fig. 5.3c, we can see that the P-wave attenuation predicted by the Leurer model 

(solid curve) was larger than that predicted by the Carcione (2007) model (broken curve), and it was 

closer to the measured attenuation at temperatures higher than –5 °C.  

         Similarly, an S-wave frequency as 150 kHz, freezing point T0  as –2 °C, and average pore radius 

rav  as 15 µm are assumed. The S-wave velocity (Fig. 5.3b) and attenuation (Fig. 5.3d) were predicted 

by the Carcione (2007) (broken curve) and Leurer (solid curve) models, respectively. In Fig. 5.3b, we 

can see that the S-wave velocity predicted by the Carcione (2007) (broken curve) and Leurer (solid 

curve) models were almost the same. However, in contrast to P-wave attenuation, the S-wave 

attenuation predicted by the Carcione (2007) model (broken curve) was significantly higher than that 

predicted by the Leurer model (solid curve), and also significantly higher than the P-wave attenuation. 

The higher S-wave attenuation predicted by the Carcione (2007) model can partially explain why 

Matsushima et al. (2008) were not able to successfully observe S-wave data in partially frozen brine. 

        To investigate the effects of freezing point T0  on the predicted velocity and attenuation, the P- 

and S-wave velocities and attenuations predicted by the Leurer model at assumed freezing points of 

0 °C (broken curve), –1 °C (dotted curve), and –2 °C (solid curve) are plotted as a function of 

temperature in Fig. 5.4. The modeling frequency for P-waves was 500 kHz and for S-waves was 150 

kHz, and the average pore radius rav  was 15 µm. We can see that the P- (Fig. 5.4a) and S-wave (Fig. 

5.4b) velocities predicted by the Leurer model did not begin to increase exactly at the freezing point. 

This is possibly because the amount of ice formed by the initial freezing was not enough to change the 

bulk and shear moduli of the ice-brine mixture. They increased after the freezing point, as shown in 

Figs 5.4a and 5.4b, and the higher freezing point (broken curve) corresponds to earlier increases in 

velocity than at a lower freezing point (solid curve). We can also see that the peak of P-wave 

attenuation (Fig. 5.4c) and S-wave attenuation (Fig. 5.4d) corresponded to the initial rapid increase in 

P-wave velocity (Fig. 5.4a) and S-wave velocity (Fig. 5.4b), respectively. By comparing P-wave 

attenuation (Fig. 5.4c) predicted by the Leurer model at a freezing point of –2 °C (solid curve) with 
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measured attenuation (solid curve with solid squares), I infer that the freezing point in partially frozen 

brine is possibly close to –2 °C. 

 

Figure 5. 4 Predicted and measured velocity and attenuation as a function of temperature in 
partially frozen brine at different freezing points T0 : (a) P-wave velocity, (b) S-wave velocity, (c) 

P-wave attenuation, and (d) S-wave attenuation. The P-wave velocity and attenuation were 
measured at 0 to –15 °C (solid curve with solid squares). The velocity and attenuation were 

predicted by the Leurer model at assumed T0  of 0 °C (broken curve), –1 °C (dotted curve), and 
–2 °C (solid curve). 

 

(a)� (b)�

(c)� (d)�
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Figure 5. 5 Predicted and measured velocity and attenuation as a function of temperature in 
partially frozen brine at different frequencies: (a) P-wave velocity, (b) S-wave velocity, (c) P-

wave attenuation, and (d) S-wave attenuation. The P-wave velocity and attenuation were 
measured at 0 to –15 °C (solid curve with solid squares). The velocity and attenuation were 
predicted by the Leurer model at assumed frequencies of 600 kHz (broken curve), 500 kHz 

(dotted-dashed curve), and 350 kHz (dotted curve) for P-waves (panels a and c) and 200 kHz 
(broken curve), 150 kHz (dotted-dashed curve), and 100 kHz (dotted curve) for S-waves (panels 

b and d). 

        The effects of wave frequency on the predicted velocity and attenuation are also investigated. 

Assuming freezing point T0  of –2 °C and average pore radius rav  of 15 µm, the P-wave (Fig. 5.5a) and 

S-wave (Fig. 5.5b) velocities and P-wave (Fig. 5.5c) and S-wave (Fig. 5.5d) attenuations predicted by 

the Leurer model at different frequencies were plotted as a function of temperature. We can find that 

the frequency had a slight influence on P-wave velocity (Fig. 5.5a), but it had almost no influence on 

S-wave velocity (Fig. 5.5b). The P-wave attenuation (Fig. 5.5c) and S-wave attenuation (Fig. 5.5d) 

predicted by the Leurer model increased with increasing frequency in the domain of 350–600 kHz for 

P-waves and 100–200 kHz for S-waves. For P-wave attenuation (Fig. 5.5c), three different predicted 

attenuation curves at different frequencies of 350 kHz (lower limit of the processing frequency, dotted 

curve), 500 kHz (center of the processing frequency, dotted-dashed curve), and 600 kHz (upper limit 

(d)�

(a)� (b)�

(c)�
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of the processing frequency, broken curve) were slightly different from each other (higher frequency 

results in higher attenuation) and were lower than the measured values (solid curve with solid squares). 

For S-wave attenuation (Fig. 5.5d), three different predicted attenuation curves at different frequencies 

of 100 kHz (lower limit of the processing frequency, dotted curve), 150 kHz (center of the processing 

frequency, dotted-dashed curve), and 200 kHz (upper limit of the processing frequency, broken curve) 

were slightly different from each other; that is, higher frequency resulted in higher attenuation. 

 

Figure 5. 6 Predicted and measured velocity and attenuation as a function of temperature in 
partially frozen brine for different average pore radii rav : (a) P-wave velocity, (b) S-wave 

velocity, (c) P-wave attenuation, and (d) S-wave attenuation. The P-wave velocity and 
attenuation were measured at 0 to –15 °C (solid curve with solid squares). The velocity and 

attenuation were predicted by the Leurer model at assumed rav  of 10 µm (broken curve) and 15 
µm (solid curve). 

        The effects of average pore radius rav  on the predicted velocity and attenuation are investigated. 

The rav  significantly affected the unfrozen brine saturation versus temperature curves. Assuming 

freezing point T0  of –2 °C, the P-wave (Fig. 5.6a) and S-wave (Fig. 5.6b) velocities and P-wave (Fig. 

5.6c) and S-wave (Fig. 5.6d) attenuations predicted by the Leurer model at rav  of 15 µm (solid curve) 

(a)� (b)�

(c)� (d)�
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and 10 µm (broken curve) were plotted as a function of temperature. The modeling frequency for P-

waves was 500 kHz and for S-waves was 150 kHz. An rav  of 10 µm indicates larger unfrozen brine 

saturation compared with rav  of 15 µm, then results in lower P-wave (broken curve in Fig. 5.6a) and 

S-wave (broken curve in Fig. 5.6b) velocities at lower temperatures. By comparing the predicted and 

measured P-wave velocity (Fig. 5.6a) and attenuation (Fig. 5.6c) values, we can see that predicted 

velocity and attenuation at rav  of 15 µm (solid curve) is closer to measured values (solid curve with 

solid squares) than at rav  of 10 µm (broken curve). In Fig. 5.6d, the predicted S-wave attenuation at 

rav  of 15 µm (solid curve) is smaller than that at rav  of 10 µm (broken curve). 

 

Figure 5. 7 Predicted and measured attenuation as a function of temperature in partially frozen 
brine: (a) P-wave attenuation and (b) S-wave attenuation. The P- and S-wave attenuations were 
measured at 0 to –15 °C (solid curve with solid squares), and the attenuations were predicted by 
the Leurer model at viscosity and density for salinity of 2% (broken curve), viscosity for salinity 
of 25% and density for salinity of 2% (dotted curve), and viscosity and density for salinity of 25% 

(dotted-dashed curve). 

        Finally, I investigated the effects of initial viscosity η0  and density ρ f  of unfrozen brine on P- 

and S-wave attenuations. Assuming freezing point T0  of –2 °C and average pore radius rav  of 15 µm, 

the P-wave (Fig. 5.7a) and S-wave (Fig. 5.7b) attenuations predicted by the Leurer model were plotted 

as a function of temperature. In Fig. 5.7a, we can see that the P-wave attenuation curve at η0  for 

salinity of 25% and ρ f  for salinity of 2% (dotted curve) is the same as the attenuation at η0  and ρ f  

for salinity of 25% (dotted-dashed curve). Both of them were larger than the attenuation at η0  and ρ f  

for salinity of 2% (broken curve), which is more similar to the measured values (solid curve with solid 

(a)� (b)�
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squares). In Fig. 5.7b, we can see that the three curves of S-wave attenuation under above three 

assumptions about η0  and ρ f  of unfrozen brine are the same. 

5.5.3 Application of Guerin model to partially frozen unconsolidated sand 

 

Figure 5. 8 Predicted and measured velocity and attenuation as a function of temperature for 
partially frozen unconsolidated sands using the Leclaire (broken curve), Carcione (dotted curve), 
and Guerin (solid curve) models: (a) P-wave velocity, (b) S-wave velocity, (c) P-wave attenuation, 

and (d) S-wave attenuation. “C” indicates cementation, “B” indicates Biot flow, and “F” 
indicates friction between the ice and sand grains, which was ignored in Carcione and Tinivella 
(2000) but was added in the implementation of the Carcione model. The S-wave velocity (b) and 
attenuation (d) predicted by the Carcione and Guerin models were the same. The P- and S-wave 

velocities and attenuations were measured at 0 to –15 °C (solid curve with solid squares). 

 

        The P-wave (Fig. 5.8a) and S-wave (Fig. 5.8b) velocities and P-wave (Fig. 5.8c) and S-wave (Fig. 

5.8d) attenuations predicted by the Leclaire model (broken curve), Carcione model (dotted curve), and 

Guerin model (solid curve) were plotted as a function of temperature. The modeling frequency for P-

waves was 500 kHz and for S-waves was 150 kHz, the average pore radius rav  was 15 µm, and the 

(a)� (b)�

(c)� (d)�
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freezing point T0  was –2 °C. As shown in Fig. 5.8a, the predicted P-wave velocity values (broken, 

solid, and dotted curves) were lower than measured values (solid curve with solid squares). In Fig. 

5.8b, we can see that the S-wave velocity predicted by the Guerin model (solid curve) was higher than 

the measured velocity (solid curve with solid squares) at less than –7 °C. This is possibly explained by 

cementation between ice and sand grains, which is considered in the Guerin model, significantly 

increasing S-wave velocity. For P-wave (Fig. 5.8c) and S-wave (Fig. 5.8d) attenuations, the 

attenuation curve predicted by the Leclaire model, which is based only on Biot flow (broken curve), 

was extremely lower than the measured attenuation (solid curve with solid squares). The P-wave 

attenuation curve (Fig. 5.8c) predicted by the Carcione model (dotted curve) has a shape similar to the 

measured attenuation curve (solid curve with solid squares), but the predicted attenuation peak shifted 

to a lower temperature compared with the measured peak. Meanwhile, the S-wave attenuation (Fig. 

5.8d) was more coincident with the measured attenuation than it was for P-waves. Regarding P-wave 

attenuation in Fig. 5.8c, the values predicted by the Guerin model (solid curve) were higher than the 

measured values, but the predicted attenuation peak correlated well with the measured peak. In Fig. 

5.8d, the S-wave attenuation predicted by the Carcione model (dotted curve) was identical to that 

predicted by the Guerin model (solid curve) because squirt flow has no effect on S-waves in the 

Guerin model. 



 105 

 

Figure 5. 9 Predicted and measured attenuation as a function of temperature in partially frozen 
unconsolidated sands at different frequencies: (a) P-wave attenuation (Carcione model), (b) S-

wave attenuation (Carcione model), (c) P-wave attenuation (Guerin model), and (d) S-wave 
attenuation (Guerin model). The attenuations were predicted for assumed frequencies of 600 
kHz (broken curve), 500 kHz (dotted-dashed curve), and 350 kHz (dotted curve) for P-waves, 

and 200 kHz (broken curve), 150 kHz (dotted-dashed curve), and 100 kHz (dotted curve) for S-
waves. The P- and S-wave attenuations were measured at 0 to –15 °C (solid curve with solid 

squares). 

        In Fig. 5.9, the effect of the modeled wave frequency on the P- and S-wave attenuation curves 

predicted by the Carcione and Guerin models were showed. The average pore radius rav  was 15 µm, 

and the freezing point T0  was –2 °C. The P-wave (Fig. 5.9a) and S-wave (Fig. 5.9b) attenuations 

predicted by the Carcione model, and P-wave (Fig. 5.9c) and S-wave (Fig. 5.9d) attenuations 

predicted by the Guerin model were plotted as a function of temperature on the assumption of 

frequencies of 600 kHz (upper limit of processing frequency, broken curve), 500 kHz (center of 

processing frequency, dotted-dashed curve), and 350 kHz (lower limit of processing frequency, dotted 

curve) for P-waves, and 200 kHz (upper limit of processing frequency, broken curve), 150 kHz (center 

of processing frequency, dotted-dashed curve), and 100 kHz (lower limit of processing frequency, 

dotted curve) for S-waves. We can see that the P-wave attenuation (Fig. 5.9a) and S-wave attenuation 

(a)� (b)�

(c)� (d)�
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(Fig. 5.9b) predicted by the Carcione model increased with increasing frequency at the domains of 

350–600 kHz for P-waves and 100–200 kHz for S-waves. The S-wave attenuation predicted by the 

Guerin model (Fig. 5.9d) was almost the same as that predicted by the Carcione model (Fig. 5.9b). 

However, for P-wave attenuation predicted by the Guerin model (Fig. 5.9c), I found that the 

attenuation at temperatures lower than –7 °C increased with increasing frequency from 350 to 600 

kHz, while the attenuation caused by squirt flow at temperatures higher than –5 °C (Fig. 5.9c) 

decreased with increasing frequency, and the predicted P-wave attenuation at three different 

frequencies was higher than the measured attenuation. 

 

Figure 5. 10 Predicted and measured velocity and attenuation as a function of temperature in 
partially frozen unconsolidated sands using the Carcione model for different average pore radii 
rav : (a) P-wave velocity, (b) S-wave velocity, (c) P-wave attenuation, and (d) S-wave attenuation. 

The velocity and attenuation were predicted by the Carcione model at assumed average pore 
radii rav  of 15 µm (broken curve), 20 µm (dotted curve), and 30 µm (solid curve). The P- and S-
wave velocities and attenuations were measured at 0 to –15 °C (solid curve with solid squares). 

(a)� (b)�

(c)� (d)�
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Figure 5. 11 Predicted and measured velocity and attenuation as a function of temperature in 
partially frozen unconsolidated sands using the Guerin model for different average pore radii 
rav : (a) P-wave velocity, (b) S-wave velocity, (c) P-wave attenuation, and (d) S-wave attenuation. 

The velocity and attenuation were predicted by the Guerin model for assumed average pore 
radii rav  of 15 µm (broken curve), 20 µm (dotted curve), and 30 µm (solid curve). The P- and S-

wave velocity and attenuation were measured at 0 to –15 °C (solid curve with solid squares). 

        The effect of the average pore radius rav  on velocity and attenuation curves predicted by the 

Carcione model was showed in Fig. 5.10 and Guerin model in Fig. 5.11. The modeling frequency for 

P-waves was 500 kHz and for S-waves was 150 kHz, and the freezing point T0  was –2 °C. The P-

wave (Fig. 5.10a) and S-wave (Fig. 5.10b) velocities and P-wave (Fig. 5.10c) and S-wave (Fig. 5.10d) 

attenuations predicted by the Carcione model were plotted as a function of temperature. The larger rav  

of 30 µm indicated lower unfrozen brine saturation at temperatures lower than –7 °C, which produced 

higher predicted velocity for P- (solid curve in Fig. 5.10a) and S-waves (solid curve in Fig. 5.10b) and 

lower predicted attenuation for P- (solid curve in Fig. 5.10c) and S-waves (solid curve in Fig. 5.10d) at 

temperatures lower than –7 °C compared to the predicted values for a smaller rav  of 15 µm (broken 

curve). From Fig. 5.10b, the predicted S-wave velocity was larger than the measured velocity possibly 

(a)� (b)�

(c)� (d)�
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due to the effect of cementation between sand grains and ice in the Carcione model. In Figs 5.10c and 

5.10d, we can see that the lower rav  (broken curve) leads to attenuation peaking at a lower temperature. 

By comparing the predicted P-wave (Fig. 5.10c) and S-wave (Fig. 5.10d) attenuations with the 

measured attenuations, we can see that the predicted values at rav  of 20 µm seem to fit the measured 

attenuations best. The P-wave (Fig. 5.11a) and S-wave (Fig. 5.11b) velocities and P-wave (Fig. 5.11c) 

and S-wave (Fig. 5.11d) attenuations predicted by the Guerin model were also plotted as a function of 

temperature. The S-wave velocity (Fig. 5.11b) and attenuation (Fig. 5.11d) predicted by the Guerin 

model were the same as those predicted by the Carcione model (Figs 5.10b and 5.10d). From Fig. 

5.11a, the predicted P-wave velocity was slightly smaller than the measured value. From Fig. 5.11c, 

we can see that the predicted P-wave attenuation at temperatures ranging from –2 to –5°C was larger 

than the measured values, while the predicted P-wave attenuation at temperatures lower than –5°C 

was similar to that predicted by the Carcione model (Fig. 5.10c). 

 

Figure 5. 12 Predicted and measured attenuation as a function of temperature in partially 
frozen unconsolidated sands: (a) P-wave attenuation (Carcione model), (b) S-wave attenuation 
(Carcione model), (c) P-wave attenuation (Guerin model), and (d) S-wave attenuation (Guerin 
model). The P- and S-wave attenuations were measured at 0 to –15 °C (solid curve with solid 

squares), and the attenuations were predicted at viscosity and density for salinity of 2% (broken 
curve), viscosity for salinity of 25% and density for salinity of 2% (dotted curve), and viscosity 

and density for salinity of 25% (dotted-dashed curve). 

         In Fig. 5.12, the effect of initial viscosity η0  and density ρ f  of unfrozen brine on P- and S-wave 

attenuation curves predicted by the Carcione and Guerin models were showed. The modeling 

frequency for P-waves was 500 kHz and for S-waves was 150 kHz, the average pore radius rav  was 20 

(a)� (b)�

(c)�

Carcione	model�

(d)�

Guerin	model�

Carcione	model�
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µm, and the freezing point T
0
 was –2 °C. The P- (Fig. 5.12a) and S-wave attenuations (Fig. 5.12b) 

predicted by the Carcione model and P- (Fig. 5.12c) and S-wave attenuations (Fig. 5.12d) predicted by 

the Guerin model were plotted as a function of temperature. Based on the rock physics model, I 

simply divided the temperature range into three parts (–2 to –4 °C, –4 to –5 °C, and lower than –5 °C) 

and then described the different performances within each temperature range. From Figs 5.12a to 

5.12d, we can see that at temperatures lower than –5 °C, the predicted attenuation at η0  for salinity of 

25% and ρ f  for salinity of 2% (dotted curve) is the same as the attenuation at η0  and ρ f  for salinity 

of 25% (dotted-dashed curve). Both of them were smaller than the attenuation at η0  and ρ f  for 

salinity of 2% (broken curve). At temperatures lower than –5 °C, P-wave attenuation (broken, dotted, 

and dotted-dashed curves in Fig. 5.12c) predicted by the Guerin model was similar to that predicted by 

the Carcione model (broken, dotted, and dotted-dashed curves in Fig. 5.12a). However, at –4 to –5 °C, 

in Figs 5.12a, 5.12b, and 5.12d, both predicted P- and S-wave attenuations sharply increased, and the 

difference among predicted curves under three assumptions about η0  and ρ f  of unfrozen brine was 

very small. In Fig. 5.12c, the predicted P-wave attenuations sharply decreased, and the predicted 

attenuation at η0  for salinity of 25% and ρ f  for salinity of 2% (dotted curve) was the same as the 

attenuation at η0  and ρ f  for salinity of 2% (broken curve). Both of them were larger than the 

attenuation at η0  and ρ f  for salinity of 25% (dotted-dashed curve). At –2 to –4 °C, we can see that 

the P-wave attenuation predicted by the Carcione (Fig. 5.12a) and Guerin (Fig. 5.12c) models at η0  

for salinity of 25% and ρ f  for salinity of 2% (dotted curve) is slightly larger than that at η0  and ρ f  

for salinity of 2% (broken curve). Both of them were further larger than the attenuation atη0  and ρ f  

for salinity of 25% (dotted-dashed curve). At –2 to –4 °C, the S-wave attenuation predicted by the 

Carcione (Fig. 5.12b) and Guerin (Fig. 5.12d) models at η0  and ρ f  for salinity of 25% (dotted-dashed 

curve) was almost the same as that at η0  and ρ f  for salinity of 2% (broken curve). Both of them were 

larger than the attenuation at η0  for salinity of 25% and ρ f  for salinity of 2% (dotted curve). In Fig. 

5.12c, the predicted P-wave attenuation (broken and dotted curves) obtained by the Guerin model at –

2 to –4 °C was significantly larger than the measured attenuation (solid curve with solid squares). In 

Figs 5.12b and 5.12d, we also can see that the predicted S-wave attenuation at η0  and ρ f  for salinity 

of 2% (broken curve) match the measured values best. In Fig. 5.12a, the predicted and measured 

curves were similar, although their peaks did not coincide. 
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Figure 5. 13 Predicted and measured attenuation as a function of temperature in partially 
frozen unconsolidated sands at different freezing points T

0
: (a) P-wave attenuation (Carcione 

model), (b) S-wave attenuation (Carcione model), (c) P-wave attenuation (Guerin model), and (d) 
S-wave attenuation (Guerin model). The attenuation was measured at 0 to –15 °C (solid curve 

with solid squares). The attenuation was predicted for assumed freezing points T
0
 of 0 °C 

(broken curve), –1 °C (dotted curve), and –2 °C (solid curve). 

        Finally, in Fig. 5.13, the effect of the freezing point on P- and S-wave attenuation curves 

predicted by the Carcione and Guerin models were showed. The modeling frequency for P-waves was 

500 kHz and for S-waves was 150 kHz, and the average pore radius rav  was 20 µm. The P-wave 

attenuation (Fig. 5.13a) and S-wave attenuation (Fig. 5.13b) predicted by the Carcione model, and P-

wave attenuation (Fig. 5.13c) and S-wave attenuation (Fig. 5.13d) predicted by the Guerin model at 

assumed freezing points T0  of 0 °C (broken curve), –1 °C (dotted curve), and –2 °C (solid curve) were 

plotted as a function of temperature. I found that the freezing point affected the location of the 

predicted attenuation peak for both P- and S-waves. The lower freezing point (–2 °C) produced an 

attenuation peak at lower temperatures (solid curve) than that produced at a higher freezing point 

(0 °C) (broken curve). For P-wave attenuation predicted by the Carcione (Fig. 5.13a) and Guerin (Fig. 

5.13c) models, the attenuation at a freezing point of 0 °C most closely matched the measured 

(a)� (b)�
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attenuation (solid curve with solid squares). For S-wave attenuation predicted by the Carcione (Fig. 

5.13b) and Guerin (Fig. 5.13d) models, the attenuation at a freezing point of –2 °C s most closely 

matched the measured attenuation (solid curve with solid squares). 

5.6 Discussion 

        Based on the application of the Leurer model to partially frozen brine and application of the 

Guerin model to partially frozen unconsolidated sand, this section discusses possible attenuation 

mechanisms responsible for the measurements for these two systems. 

5.6.1  Effects of freezing point, viscosity, and average pore radius on attenuation 

5.6.1.1 Uncertainty of temperature measurement 

        When estimating the amount of unfrozen brine using equation 2, the freezing point T0  affects the 

upper limit of the integral, which affects the final estimation of unfrozen brine saturation. Moreover, 

T0  affects the initial freezing of brine, and few measurements at this point have indicated a close 

relationship between attenuation peak and initial freezing (Matsushima et al., 2016; Wu et al., 2017). 

        In ultrasonic measurements, the temperature setting is always different from the temperature 

where the source/receiver is located due to the inhomogeneous temperature field inside the 

measurement sample. Suzuki et al. (2010) indicated that the temperature in the measurement sample is 

different from the chamber temperature setting. The fact that the temperature in the upper part of the 

measurement sample is lower than that in its center and bottom parts can be explained by the 

endothermic effect of vaporization in the upper part. This effect leads to the lowest temperature being 

at the top of the measurement sample, so the freezing process begins near the top and then moves 

slowly downward (Suzuki et al., 2010). The ultrasonic source/receiver in their measurements was 

located at the center of the sample, but the measured temperature indicated the temperature setting, 

and they could not exactly measure the real temperature at the ultrasonic source/receiver location. 

Therefore, this temperature measurement uncertainty results in uncertainty in the curves for unfrozen 

brine saturation, velocity, and attenuation versus temperature.  

Figs 5.4 and 5.13 show that the locations of the predicted P- and S-wave peak attenuations are 

significantly controlled by freezing point T0 . The P-wave attenuation predicted by the Leurer model at 

an assumed T0  of –2 °C (solid curve in Fig. 5.4c) seems to best fit the attenuation measured for 

partially frozen brine. The S-wave attenuation predicted by the Guerin model at T0  of –2 °C (solid 

curve in Fig. 5.13d) seems to best fit the attenuation measured for partially frozen unconsolidated sand. 
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However, the P-wave attenuation predicted by the Carcione model (broken curve in Fig. 5.13a) at T0  

of 0 °C best fitted the measured P-wave attenuation for partially frozen unconsolidated sand. This 

might be caused by uncertainties in the estimation of temperature and unfrozen brine saturation. 

5.6.1.2 Effect of viscosity on attenuation 

        In freezing brine, salts are rejected from the ice crystals and remain in the unfrozen liquid. As a 

result, the salinity in the remaining brine increases continuously with decreasing temperature. This 

increased salinity further lowers the freezing point of unfrozen brine (Banin and Anderson, 1974), and 

increases its viscosity and density (Francke & Thorade, 2010; Simion et al., 2015). Although I have 

considered the effect of decreasing temperature on viscosity in the rock physics models, I did not 

consider the effect of increasing salinity caused by decreasing freezing point on viscosity and density. 

However, the comparison between predicted and measured viscosity at an initial salinity of 25% 

indicates a small difference in the temperature range of interest (dotted and broken curves in Fig. 5.1), 

which implies that increasing salinity has a small effect on viscosity within this temperature range (0 

to –15 °C). 

        The effect of viscosity on P- and S-wave attenuations in partially frozen brine was shown in the 

attenuation curves predicted by the Leurer models (Fig. 5.7). In Figs 5.7a and 5.7b, the predicted 

attenuation at η0  for salinity of 25% and ρ f  for salinity of 2% (dotted curve) was the same as the 

attenuation at η0  and ρ f  for salinity of 25% (dotted-dashed curve). It implies that the ρ f  does not 

affect both the P- and S-wave attenuations in partially frozen brine. The predicted P-wave attenuation 

(Fig. 5.7a) at η0  for salinity of 25% and ρ f  for salinity of 2% (dotted curve) was larger than the 

attenuation at η0  and ρ f  for salinity of 2% (broken curve), while these two curves were the same for 

S-wave attenuation (Fig. 5.7b). It might imply different effect of viscosity on P- and S-wave 

attenuations. The η0  for salinity of 25% is larger than that for salinity of 2%. The above results might 

be explained by that the squirt flow caused by the brine inclusions in porous ice increases with 

increasing viscosity, and then enhances P-wave attenuation (Fig 5.7a). The squirt flow, however, has 

no effect on S-wave attenuation (Fig 5.7b). 

        The effect of viscosity on P- and S-wave attenuations was shown in the attenuation curves 

predicted by the Carcione and Guerin models (Fig. 5.12). At temperatures lower than –5 °C, from Figs 

5.12a to 5.12d, the attenuation at η0  for salinity of 25% and ρ f  for salinity of 2% (dotted curve) was 

the same as the attenuation at η0  and ρ f  for salinity of 25% (dotted-dashed curve). In fact, as shown 

in Fig. 5.2b, the amount of ice in pores exceeded 80% (dotted curve) at temperatures lower than –5 °C. 
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At this temperature range, the attenuation caused by fluid flow is very small, and then ρ f  might have 

little effect on both P- and S-wave attenuation. The attenuation at η0  and ρ f  for salinity of 2% 

(broken curve) was larger than the attenuation at η0  for salinity of 25% and ρ f  for salinity of 2% 

(dotted curve). These results imply that larger viscosity leads to smaller attenuation. A possible reason 

for this is that the larger viscosity enhances the coupling between ice (or sand) and unfrozen brine, and 

then weakens the relative motion between ice and sand grains, finally resulting in smaller attenuation.  

        In addition, at –2 to –4 °C, the most of pore is saturated with unfrozen brine. For P-waves, 

Carcione et al. (2007) inferred that Biot flow dominated P-wave attenuation at the initial freezing 

temperature for partially frozen juice, and Guerin and Goldberg (2005) indicated that squirt flow 

dominated the P-wave attenuation at lower hydrate saturation. The P-wave attenuation predicted by 

the Carcione model is caused by the Biot flow in pores between sand grains or ices, while for the 

Guerin model is caused by the Biot and squirt flow in pores between sand grains or ices. The 

increasing ρ f  would make the flow of unfrozen brine difficult, and then decreasing the attenuation 

caused by Biot flow or squirt flow. This might explain why the attenuation at η0  for salinity of 25% 

and ρ f  for salinity of 2% (dotted curve) was larger than the attenuation at η0  and ρ f  for salinity of 25% 

(dotted-dashed curve) in Figs 5.12a and 5.12c. The increasing η0  would increase the attenuation 

caused by Biot flow or squirt flow. This might explain why the attenuation at η0  for salinity of 25% 

and ρ f  for salinity of 2% (dotted curve) was larger than the attenuation at η0  and ρ f  for salinity of 2% 

(broken curve) in Figs 5.12a and 5.12c. For S-wave attenuation predicted by the Carcione (Fig. 5.12b) 

and Guerin (Fig. 5.12d) models at η0  and ρ f  for salinity of 2% (broken curve) was larger than the 

attenuation at η0  for salinity of 25% and ρ f  for salinity of 2% (dotted curve). This can be explained 

by that the increasing η0  would enhance the coupling between sand grains and brine, and then 

decrease the relative motion between sand grains and brine. 

        At temperatures ranging from –4 to –5 °C, we can find that the ice saturation sharply increased 

from less than 5% to more than 80% (dotted curve in Fig. 5.2b). For P- (Fig. 5.12a) and S-wave (Fig. 

5.12b) attenuation predicted by the Carcione model and S-wave attenuation predicted (Fig. 5.12d) by 

the Guerin model, the friction between sand grains and ice is the dominant attenuation mechanism. 

Within this temperature range, the effect of increasing ice (decreasing unfrozen brine) overwhelms the 

effect of other parameters on attenuation, such as viscosity. This might explain the small difference 

among the three predicted attenuation curves in Figs 5.12a, 5.12b, and 5.12d. For predicted P-wave 

attenuation (Fig. 5.12c) by the Guerin model at temperatures ranging from –4 to –5 °C, the attenuation 
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mechanism is a mixture of increasing friction between sand grains and ice, and decreasing squirt flow 

caused by the ice formation. The decreasing P-wave attenuations under three assumptions about η0  

and ρ f  of unfrozen brine sharply decrease possibly because of the overwhelming decrease squirt flow 

caused by the decreasing permeability due to ice formation. In summary, I infer that the increasing 

salinity increased the viscosity of unfrozen brine, but it produced two opposite effects on the 

attenuation: (1) increasing attenuation caused by Biot and squirt flow, and (2) decreasing attenuation 

caused by inertial coupling between brine and sand grains (ice).  

5.6.1.3 Effect of average pore radius on attenuation 

         A certain amount of unfrozen fluid still exists even at very low temperatures in a partially frozen 

system. NMR data showed that the unfrozen water saturation φw  was approximately 15% at –20 °C 

and 5% at –50 °C in partially frozen orange juice (Carcione et al., 2007). For another example, water 

saturation of 10%–20% still existed in frozen limestone rock, even at a temperature as low as –40 °C 

(Bellanger et al., 1996). It is believed to exist either as solely adsorbed water on the capillary walls or 

as both adsorbed and free water that is unaffected by the water-ice phase change. In my case, the 

quantity of unfrozen brine at low temperature (–15 °C) was verified by the NMR data in partially 

frozen brine (34% at –15 °C) in Fig. 5.2a and partially frozen unconsolidated sand (20% at –15 °C) in 

Fig. 5.2b. In the rock physics models, we could change the freezing rate and final unfrozen brine 

saturation by changing the average pore radius rav  in equation 2. As Fig. 5.2b shows, comparison of 

the unfrozen brine saturation predicted by the Leclaire model with different rav  shows that a larger 

average radius (dotted-dashed curve) results in a faster reduction rate and lower final unfrozen brine 

saturation than that produced by a smaller average radius (solid curve). This can be explained by the 

liquid beginning to freeze in pore spaces with smaller surface-to-volume ratios (larger pores), and then 

ice forming in smaller pores as the temperature decreases further (Timur, 1968; Matsushima et al., 

2016). As Figs 5.6, 5.10, and 5.11 show, the shape and peak position of predicted P- and S-wave 

attenuations are significantly controlled by rav . For partially frozen brine, the P-wave attenuation 

(solid curve in Fig. 5.6c) at rav  of 15 µm seems to best fit the measured values. The P- and S-wave 

attenuations predicted by the Carcione model (dotted curve in Figs 5.10c and 5.10d) and Guerin model 

(dotted curves in Figs 5.11c and 5.11d) at rav  of 20 µm seem to fit the measured values best, 

especially for S-waves (dotted curves in Figs 5.10d and 5.11d).  

        However, note that in Fig 5.2b, the unfrozen brine saturation predicted by the Leclaire model for 

an average pore radius of 20 µm is less than 10% at –15 °C, which is much lower than the 20% 

measured by NMR at the same temperature for partially frozen unconsolidated sand. In addition, the 
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unfrozen brine saturation versus temperature curves show that for partially frozen brine, the unfrozen 

brine saturation at rav  of 10 µm fits the NMR data best (solid curve in Fig. 5.2a), and for partially 

frozen unconsolidated sand, this value is 15 µm (solid curve in Fig. 5.2b). This discrepancy implies a 

possible uncertainty in estimation of unfrozen brine saturation by the NMR technique (Matsushima et 

al., 2016). Matsushima et al. (2016) indicated that the increase of the viscosity of the remaining 

unfrozen brine with high salinity resulted in an overestimation of the number of smaller pores, which 

further affected the relaxation time exhibited in NMR measurements. This uncertainty of estimation of 

unfrozen brine saturation may cause the possibly poor fit between the predicted and measured values 

for unfrozen brine saturation versus temperature. 

5.6.2 Attenuation mechanisms in partially frozen brine 

         Carcione et al. (2007) used a Biot poroelastic model to successfully predict velocity and 

attenuation in partially frozen orange juice. Matsushima et al. (2011) employed this Biot poroelastic 

model to predict P-wave attenuation in partially frozen brine at a frequency of 500 kHz. They 

compared the predicted attenuation with laboratory ultrasonic data and concluded that Biot flow 

cannot completely predict the measured attenuation and then inferred that the squirt flow mechanism 

or wave scattering effect should be taken into account. In the rock physics modeling, we could also 

see that the P-wave attenuation (broken curve in Fig. 5.3c) predicted by the Carcione (2007) model 

was much lower than the measured attenuation at around –5 to –3 °C. In contrast, although the P-wave 

attenuation predicted by the Leurer model (solid curve in Fig. 5.3c) was slightly lower than the 

measured attenuation, the curve shapes were similar at temperatures below –2 °C. This similarity 

implies that the P-wave attenuation predicted by the Leurer model to some extent describe the P-wave 

propagation in partially frozen brine. The application of the Leurer model to partially frozen brine 

describes decreasing squirt flow with decreasing temperature because the inclusion concentration ci  

becomes smaller as ice is formed below the freezing point. In other words, weakened squirt flow may 

be responsible for reduced P-wave attenuation during the freezing process after the attenuation reaches 

its peak. The application of the Carcione (2007) model describes the attenuation due to Biot flow 

(broken curve in Fig. 5.3c), and it cannot adequately explain the peak attenuation, especially near the 

freezing point. 

         Although several experiments have produced data associated with P-wave attenuation for 

partially frozen two-phase systems (Prasad and Dvorkin, 2004; Carcione et al., 2007; Matsushima et 

al., 2008; Pohl et al., 2017), few experiments have produced data for S-waves. Spetzler and Anderson 

(1968) observed a sharply increasing S-wave attenuation associated with the onset of partial melting at 

the eutectic point for ice with a salinity of 1%, which is less than our salinity (2%). Rock physics 
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modeling in this study may provide an insight into the S-wave propagation in partially frozen brine. 

The S-wave attenuation predicted by the Leurer model (solid curve in Fig. 5.3d) is obviously lower 

than that predicted by the Carcione model (broken curve in Fig. 5.3d), and the S-wave attenuation 

predicted by the Carcione model is quite large at the freezing point. This is possibly explained by a 

significant amount of unfrozen brine near the freezing point being unable to propagate S-waves. 

Furthermore, the magnitude of predicted S-wave attenuation is significantly larger than that for P-

waves. This may explain why S-waves are difficult to observe in the measurement of partially frozen 

brine. 

         The application of the Leurer model to partially frozen brine seems to provide good prediction 

performance and also validates the inclusion theory. So far, several measurements have confirmed the 

existence of fluid inclusions in a two-phase system. Arenson and Sego (2006) identified ice needles 

with channels containing unfrozen saline water between ice crystals by fluorescent tracer technology. 

The residual unfrozen water between ice needles might be similar to fluid inclusions in porous ice. 

Matsushima et al. (2011) identified brine inclusions (less than 1 mm) and their connectivity by a 

diffusion-weighted magnetic resonance imaging technique. Pohl et al. (2017) identified the presence 

of water between THF hydrate grains by NMR and concluded that aqueous squirt flow increased 

attenuation in THF hydrate above the freezing point of water. These experiments and speculations 

might support the validity of applying the Leurer model to the partially frozen brine system. 

5.6.3 Attenuation mechanisms in partially frozen unconsolidated sand 

5.6.3.1 Attenuation mechanisms for P-waves 

         A P-wave attenuation peak around the freezing point has been indicated by several laboratory 

experiments (Matsushima et al., 2016; Wu et al., 2017). Dou et al. (2016) explained their observation 

as follows: (1) a wave-induced phase transition could absorb energy from P-waves and then might 

yield some intrinsic attenuation, (2) wave-induced fluid flow caused by pressure gradients 

(wavelength-scale Biot flow, pore-scale squirt flow, and mesoscopic flow) might lead to intrinsic 

attenuation, and (3) elastic scattering due to the heterogeneity of the partially frozen medium might 

result in apparent attenuation. Dou et al. (2016) also indicated that the P-wave attenuation peak 

occurred at an unfrozen brine saturation of 30% in unconsolidated saline permafrost. In contrast, 

Matsushima et al. (2016) observed a P-wave attenuation peak at –3 °C. The results indicate that the 

unfrozen brine saturation at –3 °C is estimated as 60% for an average pore radius rav  of 15 µm (solid 

curve in Fig. 5.2b), 50% for rav  of 20 µm (dotted curve in Fig. 5.2b), and 50% by NMR measurement. 

The P-wave attenuation predicted by the Carcione model (dotted curve in Fig. 5.8c) indicates 
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increasing P-wave attenuation from –2 to –9 °C. The unfrozen brine saturation at –9 °C was estimated 

as 20% for rav  of 15 µm (solid curve in Fig. 5.2b), 15% for rav  of 20 µm (dotted curve in Fig. 5.2b), 

and 25% by NMR measurement. This unfrozen brine saturation is similar to that corresponding to the 

P-wave attenuation peak observed by Dou et al. (2016). But the P-wave attenuation predicted by the 

Carcione model (dotted curve in Fig. 5.8c) displayed an inconsistent peak temperature with measured 

attenuation (solid curve with solid squares in Fig. 5.8c), though their curves are similar. The friction 

between sand grains and ice has been included in the implementation of the Carcione and Guerin 

models, and the attenuation peak at about –9 °C (dotted and solid curves in Fig. 5.8c) is attributed to 

the friction between sand grains and ice during ice formation. 

        In addition, although the P-wave attenuation predicted by the Guerin model (solid curve in Fig. 

5.8c) from –2 to –5 °C failed to predict the peak of measured P-wave attenuation (solid curve with 

solid squares in Fig. 5.8c), their magnitude was similar. Guerin and Goldberg (2005) indicated that 

squirt flow in pores between sand grains or between hydrates increased P-wave attenuation at lower 

hydrate saturation, while the effect of squirt flow became negligible at higher hydrate saturation due to 

the extreme decrease in effective permeability. The peak of measured P-wave attenuation (solid curve 

with solid squares in Fig. 5.8c) at –3 °C might be explained by squirt flow in pores between sand 

grains. The decreasing P-wave attenuation from –3 to –15 °C (solid curve with solid squares in Fig. 

5.8c) may be explained as follows: (1) squirt flow becomes smaller from –3 to –5 °C due the 

formation of ice (ice saturation from 50% to 60% shown as solid curve in Fig. 5.2b) and decreases the 

effective permeability and (2) the friction between sand grains and ice becomes smaller as the 

temperature decreases from –9 to –15 °C because the elasticity of partially frozen ice increases with 

increasing ice content. This increasing elasticity of frozen ice decreases the elastic contrast between 

sand grains and ice and then decreases the friction between sand grains and ice. 

5.6.3.2 Attenuation mechanisms for S-waves 

        There are very few analytical and theoretical studies of the attenuation mechanism of S-waves in 

partially frozen systems. Guerin and Goldberg (2005) indicated that squirt flow has no effect on S-

wave attenuation because the pore fluid does not transmit shear waves; they attributed the S-wave 

attenuation to the friction between sand grains and hydrates. Therefore, the S-wave attenuation 

predicted by the Carcione model (dotted curve in Fig. 5.8d) and Guerin model (solid curve in Fig. 5.8d) 

are coincidental. The S-wave attenuation predicted by the Guerin model (Figs 5.10d, 5.11d, 5.12d, and 

5.13d) seems to agree well with measured S-wave attenuation. Matsushima et al. (2016) concluded 

that friction due to the elastic contrast between the ice and sand grains increases the S-wave 

attenuation and that the contribution of friction becomes smaller at a constant rate with decreasing 
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temperature because the elasticity of partially frozen ice increases with increasing ice content. The S-

wave attenuation peak predicted by the Guerin model (solid curve in Fig. 5.8d) occurred at –7 °C (ice 

saturation of 70%, shown as solid curve in Fig. 5.2b). In spite of the lack of S-wave attenuation at 

temperatures higher than −5 °C, the Guerin model seems to accurately predict the measured S-wave 

attenuation (Figs 5.11d, 5.12d, and 5.13d). I conclude that the increased S-wave attenuation measured 

at temperatures higher than −7 °C is caused by friction between ice and sand grains as ice forms 

during the freezing process. At ice saturation lower than 70%, the elastic contrast between ice and 

sand grains increases the attenuation caused by the friction between them. At temperatures lower than 

−7 °C, the further formation of ice increases the elasticity of frozen ice and decreases the elastic 

contrast between ice and sand grains, which then decrease the attenuation caused by the friction 

between them. The agreement between measured and predicted S-wave attenuation implies that the 

friction between ice and sand grains is likely responsible for S-wave attenuation in partially frozen 

unconsolidated sand in the ultrasonic frequency domain. 

5.7 Conclusion of this chapter 

        To elucidate the velocity and attenuation observed in ultrasonic measurement of two partially 

frozen systems, partially frozen brine and partially frozen unconsolidated sand, at 0 to −15 °C, two 

different rock physics models are adopted: the Leurer model for partially frozen brine and the Guerin 

model for partially frozen unconsolidated sand. Then, the possible attenuation mechanisms 

responsible for both partially frozen systems are quantitatively evaluated. By matching predicted and 

measured values, I find that the average pore radius of porous ice significantly affects the predicted P- 

and S-wave attenuations, and then I assumed average pore radius was 15 µm for partially frozen brine 

and 20 µm for partially frozen unconsolidated sand. The rock physics modeling also implied that the 

freezing point is another influential parameter and that its optimum value is around −2 °C for our 

partially frozen systems. For partially frozen brine, the rock physics study suggested that the squirt 

flow caused by unfrozen brine inclusions in porous ice could be responsible for high P-wave 

attenuation around the freezing point (i.e., around −2 to −3 °C) and that the decreasing P-wave 

attenuation below the freezing point can be explained by the gradual decrease of squirt flow due to the 

gradual decrease of unfrozen brine. For partially frozen unconsolidated sand, the rock physics study 

suggests that squirt flow between ice grains is a dominant factor for increasing P-wave attenuation 

around the freezing point. With decreasing temperature below the freezing point, the friction between 

ice and sand grains becomes an increasingly dominant factor for P-wave attenuation because the 

decrease of unfrozen brine reduces squirt flow between ice grains, while the generation of ice 

enhances the friction. This study also indicates that increasing friction between ice and sand grains 

caused by the generation of ice is possibly responsible for increasing S-wave attenuation as the 
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temperature decreases (from −5 to −7 °C). Generation of more ice with further cooling (from −7 to 

−15 °C) reduces the elastic contrast between ice and grains, which hinders the relative motion between 

ice and sand grains and reduces the P- and S- wave attenuations. 
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CHAPTER 6. CONCLUSION AND OUTLOOK 

 This rock physics study investigates frequency dependent attenuation of MH-bearing 

sediments by the application of various rock physics models. The agreement between observed data 

from field data/laboratory measurement data and predicted data by rock physics modeling validates 

the applied rock physics models, and then provides an insight on attenuation mechanisms at different 

frequencies. This chapter summarizes the conclusions that can be drawn from this thesis, and then 

provides the limitation of this study. Finally, some outlook remarks are also added to provide the 

possible direction for the future research.  

6.1 Conclusion 

6.1.1 Implication of the hydrate morphology of MH-bearing sediments at Nankai Trough 

Accurate assessment of the hydrate saturation and distribution of MH at Nankai Trough 

requires the understanding of how hydrate morphology affects the rock properties of MH-bearing 

sediments. Determination of hydrate saturation in MH-bearing sediments at Nankai Trough without 

information about the hydrate morphology would result in large uncertainty. 

1. The application of the Marin-Moreno model to sonic logging data demonstrated that the 

previous assumption of sole hydrate morphology cannot fully explain the observed sonic 

velocity and attenuation. The rock physics modeling demonstrates that multiple hydrate 

morphologies (cementing and pore-filling hydrate) might be a better candidate to explain 

the observed sonic velocity and attenuation at Nankai Trough.  

6.1.2 Attenuation mechanisms responsible for P- and S-wave attenuations at sonic frequency 

domain 

Through the application of the Marin-Moreno model and the Guerin model to sonic logging 

data at Nankai Trough, two goals have been achieved: (1) through rock physical studies, the 

sensitivities of input parameters of these models were analyzed, and it will be beneficial to the 

transplantation of these rock physics models into other MH-bearing sediments, and (2) the possible 

attenuation mechanisms responsible for P- and S-wave attenuations at sonic frequencies in Nankai 

Trough are investigated.  

2. Through the sensitivity analysis of input parameters, suitable parameter setting for the 

application of rock physics models to sonic data can be identified. To some extent this 
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parameter setting also reflects the real rock physical properties of MH-bearing sediments 

at Nankai Trough, such as permeability, viscosity, and parameters of microstructure. 

3. In terms of P-wave attenuation in the sonic frequency range, two types of squirt flow may 

be dominant attenuation mechanisms: (1) squirt flow due to fluid inclusion in a 

microporous hydrate and (2) the Biot-squirt (BISQ) mechanism in pore spaces between 

hydrate grains and pore spaces between solid grains.  

4. The rock physics modeling also confirms that the viscous friction between solid grain and 

hydrate might be the responsible attenuation mechanism for S-wave attenuation at sonic 

frequencies. 

6.1.3 Attenuation mechanisms responsible for frequency dependent attenuations at VSP and sonic 

frequency domain 

In the application of two different models (the Marin-Moreno and Guerin models), through 

rock physical studies, the theoretical possibility of the frequency dependence of attenuation obtained 

from sonic and VSP data in MH-bearing sediments at the Nankai Trough is demonstrated.  

5. In terms of P-wave attenuation in the seismic frequency range, squirt flow was also a 

dominant attenuation mechanism, and two key parameters cause large variations in 

attenuation in the seismic frequency range: (1) the inclusion aspect ratio in hydrate grains 

and (2) the combined effect of the degree of hydrate saturation and two permeable 

systems in pore spaces between hydrate grains and pore spaces between sand grains. 

6. The microporous hydrates with smaller inclusion aspect ratios resulted in significant P-

wave attenuation at seismic frequencies, while the larger inclusion aspect ratios led to 

significant P-wave attenuation at sonic frequencies.  

7. In the two permeable systems (between sand grains and within hydrate), the higher 

permeability component caused the significant P-wave attenuation at seismic frequencies, 

while smaller permeability component resulted in significant P-wave attenuation at sonic 

frequencies. 

8. In contrast to significant S-wave attenuation at sonic frequencies, no significant S-wave 

attenuation can be observed at seismic frequencies, which implies frequency dependent 

S-wave attenuation between w-VSP and sonic frequencies in MH-bearing sediments. I 

have clarified this dependence by the application of the Guerin model. Friction between 

hydrate and sand grains dominates the S-wave attenuation at sonic frequencies, whereas 

the Biot flow and friction between hydrate and sand grains are possible attenuation 

mechanisms at seismic frequencies. 
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6.1.4 Attenuation mechanisms responsible for P- and S-wave attenuations at ultrasonic frequency 

domain 

           To elucidate the attenuation observed in ultrasonic measurement of two partially frozen 

systems: partially frozen brine and partially frozen unconsolidated sand, at 0 to −15 °C, two different 

rock physics models are adopted: the Leurer model for partially frozen brine and the Guerin model for 

partially frozen unconsolidated sand. Then, the possible attenuation mechanisms responsible for both 

partially frozen systems are quantitatively evaluated. 

9. By matching predicted and measured values, the average pore radius was assumed as 15 

µm for partially frozen brine and 20 µm for partially frozen unconsolidated sand. The 

optimum value of the freezing point is around −2 °C for our partially frozen systems. 

10. For partially frozen brine, the rock physics study suggested that the squirt flow caused by 

unfrozen brine inclusions in porous ice could be responsible for high P-wave attenuation 

around the freezing point (i.e., around −2 to −3 °C) and that the decreasing P-wave 

attenuation below the freezing point can be explained by the gradual decrease of squirt 

flow due to the gradual decrease of unfrozen brine.  

11. For partially frozen unconsolidated sands, the rock physics study suggests that squirt flow 

between ice grains is a dominant factor for increasing P-wave attenuation around the 

freezing point. With decreasing temperature below the freezing point, the friction 

between ice and sand grains becomes an increasingly dominant factor for P-wave 

attenuation because the decrease of unfrozen brine reduces squirt flow between ice grains, 

while the generation of ice enhances the friction. My study also indicates that increasing 

friction between ice and sand grains caused by the generation of ice is possibly 

responsible for increasing S-wave attenuation as the temperature decreases (from −5 to 

−7 °C). Generation of more ice with further cooling (from −7 to −15 °C) reduces the 

elastic contrast between ice and grains, which hinders the relative motion between ice and 

sand grains and reduces the P- and S- wave attenuations.  

6.2 Limitations and outlook 

There are some limitations in the current rock physics modeling that limit the further 

application of these rock physics models. 

1. There is a fundamental problem that the larger inclusion concentration ( ci ) will violate 

the non-interaction assumption for fluid inclusion when applying the effective medium 

model. If this happens, we will get a negative shear modulus of effective hydrate grain 
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that is obviously counterintuitive. This limits and challenges the application of effective 

medium model. 

2. Although there are some similarities between the properties of ice and hydrate, their 

physical properties such as molecular size and interfacial tension, are different. Recent 

studies showed that THF (tetrahydrofuran) might be a perfect candidate to substitute 

hydrate in laboratory measurements. However, there are still some discrepancies between 

them (Lee et al., 2007; Yun et al., 2007). 

3. The rock physical models that are considered in the present study assumed a sandy 

reservoir in which there is only effect of clay on permeability and mineral composition. 

Further development of our rock physical model is needed in order to consider the effect 

of the presence of clay on attenuation caused by clay squirt flow. 

The final goal of this study on the application of rock physics modeling to MH-bearing 

sediments is to identify MH-bearing sediments and quantify the hydrate saturation within hosted 

sediments. There are still some problems that should be solved: 

Can hydrate saturation be reliably predicted by seismic velocity and attenuation?  

How will clay content affect the seismic attenuation?  

Can we develop rock physics models to quantitatively explain the observed attenuation? 

How to confirm or deny the speculations on the attenuation mechanisms at different 

frequencies domains? 

Following on these questions, there are several directions for future research.  

1. Necessity of direct measurements and observation on in situ MH-bearing sediments 

samples. Recent advance on the in situ sampling allow us to obtain the microstructure 

and rock properties of in situ MH-bearing sediments samples. To confirm which type of 

squirt flow is reasonable, further technology such as scanning electron microscopy 

technology or X-ray microtomography, is required to recognize the microstructure of in 

situ hydrate samples at Nankai Trough. 

2. Necessity of new rock physics model. The Marin-Moreno model encounters the 

inevitable problem of negative shear modulus when violating the non-interaction 

assumption for fluid inclusion. Moreover, the Guerin model tends to pore-filling hydrate 

morphology due to the nature of percolation theory. Therefore, a new rock physics model 

that includes the above attenuation mechanisms as many as possible is needed. 
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3. Mapping the hydrate saturation based on the rock physics models. There are few 

inversion examples of hydrate saturation from velocities based on the assumption of 

hydrate morphology by using rock physics modeling. But there is no general consensus 

on the natural hydrate morphology in MH-bearing sediments. Moreover, a joint inversion 

of hydrate saturation based on the combination of velocity and attenuation should 

improve the reliability of this method. 

  



 125 

ACKNOWLEDGEMENTS  

        Firstly, I would like to thank the Ministry of Economy, Trade and Industry (METI) and the 

Japan Oil, Gas and Metals National Corporation (JOGMEC) for allowing the use of their wireline 

logging data. I also would like to give great thanks to my supervisor Dr. Jun Matsushima, who gave 

me this special opportunity to study in the University of Tokyo with him. He helped me decide this 

interesting topic and roadmap of my research. During the past five years, he has always been there to 

encourage me patiently. Even a conference paper, he taught me how to organize it. Without his 

support and inspiration, I could not finish this thesis. I will never forget the weekends and nights when 

we discussed our papers by phone or e-mail.  In addition to guidance for my research, he showed me 

that how to become a qualified researcher and supervisor. I am deeply appreciated of his support 

during the past five years, and deeply admire his charming personality. I also would like to express my 

sincere gratitude to Prof. Yoshihiro Masuda, Prof. Kimihiro Hashiba, Prof. Yoshihiro Konno, and Prof. 

Nozomu Takeuchi for all their advice and support. Their suggestions improve this thesis very much. 

         I owe my thanks to my friends, Dr. Deyu Tian, Dr. Li Wang, Dr. Xiaoguang Zhao, and Dr. 

Guangwen Jin, for giving me a warm, confortable and appropriate living environment in Japan. They 

are really perfect listeners. I also thank all the students in the Matsushima Lab for providing a friendly 

and stimulated environment to me. They helped me in many ways: solving mathematical problems, 

giving me positive energy, and so on. 

        I must to think my Mom and Dad, who give me endless love and have always believed me 

though they might not know what are methane hydrates. Finally I would like to give my special thanks 

to my wife Dr. Wu Man. I would like to thank all those who have helped me during my research.    

  



 126 

APPENDIX A. THE LEURER MODEL 

 In ice-brine binary system, the effective bulk and shear modulus Kr  and µr  of the effective 

ice grain including brine inclusion can be given by (Kuster and Toksoz, 1974): 

Kr − Ki

3Kr + 4µi

=
1

3

K f − Ki

3Ki + 4µi

c(α m )m∑ Tiijj                              (A-1) 

µr − µi

6µr (Ki + 2µi ) + µi (9Ki + 8µi )
=

µ f − µi

25µi (3Ki + 4µi )
c(α m )m∑ (Tiijj −

1

3
Tijij )   (A-2) 

The required symbols are defined in Tables 2.1 and 2.4. In equations A-1 and A-2, c(α m ) represents 

the inclusion concentration for each aspect ratio (α m ) . Here, I assume that the ice size distribution 

match a 2n-fold subdivision as follows (Leurer, 1997): 

c(α m ) =
D(α m )ci
25

                                               (A-3) 

Similar to Leurer (1997), I assume the distribution of the aspect ratios of brine inclusions as 

D(α m ) = 0.45 + 0.046 ln(α m ) , with distribution of α m ranging from 0.0005 to 0.05. In equation A-3, ci  
represents total brine inclusion concentration in ice-brine coexisting system. By letting, 

L(α m ) =
K f − Ki

3Ki (3Ki + 4µi )
c(α m )m∑ Tiijj            (A-4) 

L1 (α m ) =
µ f − µi

25µi (3Ki + 4µi )
c(α m )m∑ (Tiijj −

1

3
Tijij )   (A-5) 

I rewrite equations A-4 and A-5 as: 

Kr = Ki

1+ 4µi c(α m )L(α m )m∑
1− 6Ki c(α m )L(α m )m∑

       (A-6) 

µr = µi

1+ (9Ki + 8µi ) c(α m )L1 (α m )m∑
1− 6(Ki + 2µi ) c(α m )L1 (α m )m∑

  (A-7) 
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Now we need to calculate the scalar qualities Tiijj andTiijj −
1

3
Tijij . When the aspect ratio of the inclusion 

is small but non-zero, their expressions are simplified as follows (Walsh, 1969; Leurer, 1997): 

1

3
Tiijj =

3Ki + 4µ f

3K f + 4µ f + K1

                      (A-8) 

Tiijj −
1

3
Tijij = 1+

8µi

4µ f + K2

+
2(3K f + 4µi )

3K f + 4µ f + K1

      (A-9) 

where 

K1 =
3πα mµi (3Ki + µi )

3Ki + 4µi

      (A-10) 

K2 =
3πα mµi (3Ki + 2µi )

3Ki + 4µi

     (A-11) 

Then, the correspondence principle is applied into bulk and shear moduli of fluid inclusion (Johnston 

et al., 1979) as following: 

K f

' = K f + j2π fKiγ , µ f

' = j2π fη                            (A-12)  

where γ  is relaxation time for brine inclusion flow, η  is viscosity of brine changing with reducing 

temperature (Carcione & Tinivella, 2000), j  is an imaginary number, and f  is the frequency. The 

other required symbols are defined in Table 2.4. Incorporating squirt flow due to brine inclusion in 

microporous ice, and then replacing K f  and µ f  in equations A-1, A-2, A-8 and A-9 with K f

'  and µ f

'  

in equation A-12, the complex effective bulk and shear moduli of ice with brine inclusion (Leurer, 

1997) can be obtained: Kr

'  and µr

' . The velocity and attenuation of P- and S-waves can be expressed 

as(Johnstonet al., 1979): 

Vp =
[Re(Kr

' ) + 4Re(µr

' ) / 3]

ρe

, Qp

−1 =
[Im(Kr

' ) + 4 Im(µr

' ) / 3]

[Re(Kr

' ) + 4Re(µr

' ) / 3]
 

Vs =
Re(µr

' )

ρe

, Qs

−1 =
Im(µr

' )

Re(µr

' )
       (A-13) 
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where the Re and Im are real and imaginary parts of Kr

'  and µr

' , and ρe  is the effective density of the 

partially frozen system. 
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APPENDIX B. THE MARIN-MORENO MODEL 

B.1  Effective medium model 

The correspondence principle is applied to the bulk ( K f

' ) and shear ( µ f

' ) moduli of fluid inclusion 

(Johnston et al. 1979), as follows: 

K f

' = K f + j2π fKhγ , µ f

' = j2π fη  (B-1) 

The symbols are defined in Tables 2.2 and 2.5. By incorporating the squirt flow due to fluid inclusion 

in a microporous hydrate, the effective bulk (Kh

' ) and shear ( µh

' ) moduli of the hydrate with fluid 

inclusion are given as follows (Leurer 1997; Best et al. 2013; Marín-Moreno et al. 2017): 

Kh

' = (Kh + 4ciµhLkα ) / (1− 3ciLkα )                                      (B-2) 

µh

' = µh[1+ ciLµα (9Kh + 8µh )] / [1− ciLµα (6Kh + 12µh )]  (B-3) 

where the intermediate variables Lkα and Lµα are given by (Kuster & Toksoz 1974; Leurer 1997): 

Lkα = [(K f

' − Kh ) / (3Kh + 4µh )]{Kh / [K f

' + παµh (3Kh + µh ) / (3Kh + 4µh )]}      (B-4) 

Lµα =
µ f

' − µh

25µh (3Kh + 4µh )

1+
8µh

4µ f

' + παµh[1+ 2(
3Kh + µh

3Kh + 4µh

)]
+ 2[

3K f + 2(µ f

' + µh )

3K f + 4µ f

' + 3παµh (
3Kh + µh

3Kh + 4µh

)
]

⎧

⎨
⎪⎪

⎩
⎪
⎪

⎫

⎬
⎪⎪

⎭
⎪
⎪

 

(B-5) 

B.2  Hydrate contact model 

Then the real bulk and shear moduli of hydrate in hydrate contact model proposed by Ecker et 

al (1998, 2000) can be replaced with above complex bulk and shear moduli of the effective hydrate. 

The dry effective bulk and shear moduli of hydrate-bearing sediment with four modes of hydrate 

morphologies (contact cementing, envelope cementing, load-bearing, and pore-filling) can be obtained 

respectively. In my study, the multiple hydrate morphologies (contact cementing and pore-filling) are 
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assumed, and the effective bulk and shear moduli of the dry frame are represented as   Kdryc

' ,  Kdrypf

' ,  µdryc

' , 

and   µdrypf

'  respectively. Note that hydrate is divided into contact cementing hydrate as solid frame and 

pore-filling hydrate as fluid. Therefore, the effective elastic moduli for solid phase (sand grain and 

contact cementing hydrate), fluid phase (water and pore-filling hydrate) are also become complex, and 

they are given by (Marín-Moreno et al. 2017): 

  Kdry

' = [c
pf

/ K
drypf

' + (1− c
pf

) / K
dryc

' ]−1                  (B-6) 

  µdry

' = [c
pf

/ µ
drypf

' + (1− c
pf

) / µ
dryc

' ]−1                    (B-7) 

  Ksolid

' = {F
s
K

s
+ (1− F

s
)K

h

' + [F
s

/ K
s
+ (1− F

s
) / K

h

' ]−1}                  (B-8) 

  µsolid

' = {F
s
µ

s
+ (1− F

s
)µ

h

' + [F
s

/ µ
s
+ (1− F

s
) / µ

h

' ]−1}                    (B-9) 

  K fp

' = [φ
0
(1− S

h
) / K

f
+ S

h
c

pf
/ K

h

' ]−1                                             (B-10) 

where  cpf
 is the fraction of pore-filling hydrate and  Fs

 is fraction of sand grains. 

B.3  Biot-Stoll model 

The effective and complex moduli of solid phase ( Ksolid

'  and µsolid

' ), fluid phase ( K fp

' ), and dry frame 

( Kdry

'  and µdry

' ) (see Table 2.2) are then introduced into Biot-Stoll model (Stoll & Bryan 1970), and a, 

b, c, and ! are calculated from Biot coefficients (see Table 2.2). The 

intermediate variables ! and ! are given by: 

P = −(b ±  b2 − 4ac ) / 2 , S = (qρe − ρ f

2 ) / (qµdry

' )                       (B-11) 

where µdry

'  indicates shear modulus of dry frame, and ρe  indicates effective density of hydrate-

bearing sediments..  

The Marin-Moreno model assumes that the presence of hydrate decreases the effective permeability 

( k ) of the medium (Marín-Moreno et al. 2017), which is expressed as:  

k = {cpf / [k0 (1− Sh )
nkp ]+ (1− cpf ) / [k0 (1− Sh )

nkc ]}−1                          (B-12) 
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The required parameters are listed in Tables 2.2 and 2.5. Therefore, using Eq. (B-11), the fast P-wave 

velocity (Vp1 ), the slow P-wave velocity (Vp2 ), the S-wave velocity (Vs ), the fast P-wave attenuation 

(Qp1

−1 ), the slow P-wave attenuation (Qp2

−1 ), and the S-wave attenuation (Qs

−1 ) are calculated as follows 

(Marín-Moreno et al. 2017): 

Vp1 = Re( P / c ) , Vp2 = Re( a / P ) , Vs = Re( 1 / S ) , Qp1

−1 = 2Im( P / c ) / Re( P / c ) , 

Qp2

−1 = 2Im( a / P ) / Re( a / P ) , and Qs

−1 = 2Im( 1 / S ) / Re( 1 / S )           (B-13) 
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APPENDIX C. THE GUERIN MODEL 

 Guerin and Goldberg (2005) presented the propagation equations for P- and S-waves as 

follows: 

 R∇ϕ = ρ !!ϕ + A !ϕ (P-wave), and  µ∇ψ = ρ !!ψ + A !ψ (S-wave) (C-1) 

The overdots in the above equations indicate time derivatives, ϕ  andψ  are compressional and shear 

displacement potentials, respectively. The complex roots of the above polynomials are calculated 

using the rigidity matrix R, the shear matrix µ , the density matrix ρ , and the friction matrix A, which 

are given by (Guerin and Goldberg, 2005): 

R =

Rss Rsf Rsi

Rsf Rff Rfi

Rsi Rfi Rii

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

, µ =

µss 0 µsi

0 0 0
µsi 0 µii

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

, ρ =

ρss ρsf ρsi

ρsf ρ ff ρ fi

ρsi ρ fi ρii

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

 

and A =

bss + bsi −bss −bsi
−bss bss + bii −bii
−bsi −bii bsi + bii

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

 (C-2) 

where subscripts s, f, and i indicate values for sand grains, fluid, and ice, respectively. The meanings 

and definitions of symbols in these coefficient matrices are shown in Table 2.3. There are three modes 

of P-waves and two modes of S-waves (the complex roots for equation C-1 are Λ  and Ω ), and the P- 

and S-waves with the highest velocity and the lowest attenuation correspond to the P- and S-waves in 

a geophysical survey (Berryman and Wang, 2000):  

Vpi = Re( Λ i )⎡⎣ ⎤⎦
−1

, Qpi

−1 =
Im( Λ i )

Re( Λ i )
, i = 1,2, 3 (P-wave)      (C-3) 

Vsi = Re( Ωi )⎡⎣ ⎤⎦
−1

, Qsi

−1 =
Im( Ωi )

Re( Ωi )
, i = 1,2 (S-wave)         (C-4) 

where the Re and Im are the real and imaginary parts, respectively, of the complex roots of equation 

C-1.  
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C.1  Determination of the rigidity matrix 

For rigidity matrix !, the coefficients Rss and Rii are given in Table 2.3. Leclaire et al. (1994) neglected 

the coefficient Rsi , but Carcione and Tinivella (2000) took this coefficient into consideration. Table 2.3 

shows the expressions of these coefficients. In addition, Guerin and Goldberg (2005) introduced squirt 

flow in sand grains and ice grains as follows: 

Rff = f1φ1 + f3φ3 , Rsf = f1 (α1 −φ1 ) , and Rfi = f3 (α 3 −φ3 )          (C-5)  

The fractions of ice, fluid, and sand grain is denoted as φi , φ f ,and φs , respectively. The parameters in 

equation C-5 are given by: 

φ1 =
φ f

1−φi

, Q1 =
Ks

1−φ1 − Ksm / Ks

, φ3 =
φ f

φ
, f

1
=

1

[1 / K
f
+ 1 / (φ

1
Q

1
)]

, Q3 =
Ki

1−φ3 − Kim / Kh

, 

f3 =
1

[1 / K f + 1 / (φ3Q3 )]
, α1 =

1− Ksm / Ks + 2φ1
3

, and α 3 =
1− Kim / Ks + 2φ3

3
   (C-6) 

The symbols in the above equations are defined in Table 2.3. 

C.2  Determination of the mass density matrix 

For mass density matrix ρ , ρss , ρsf , ρ ff , ρ fi , and ρii are given in Table 2.3. Carcione and Tinivella 

(2000) added the apparent mass density between sand and ice grains, which was neglected in the 

Leclaire model, as follows: 

ρsi = −φsρs (asi − 1) −φiρi (ais − 1)                  (C-7) 

with parameters: 

asi = 1+
rsiφi (φsρs +φiρi )

φsρs (φs +φi )
, ais = 1+

risφs (φsρs +φiρi )

φiρi (φs +φi )    (C-8)
 

C.3  Determination of the shear moduli and friction matrices 

Finally, for the shear moduli matrix ! and the friction coefficient matrix !, µss , µii , bss , and bii are 

defined in Table 2.3. The cementation between ice and sand grains will sharply increase the velocity 

of the S-wave and proposed the following expression: 
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µsi = µsi 0 (φiφs )
2             (C-9) 

Furthermore, the friction between sand grains and the ice is defined as:  

bsi = bsi 0 (φiφs )
2              (C-10) 
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