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#### Abstract

Our understanding of the atomic nucleus is largely built on the information collected on nuclei at and close to the valley of nuclear stability. More than a half century has passed since the magic numbers of nuclei were correctly described theoretically: when the number of either protons or neutrons is equal to $2,8,20,28,50,82$ or 126 , nuclei, which exhibit a local maximum of stability, were found to have closed shells by introducing spin-orbit interactions. However, after the construction of accelerators to produce Radioactive Ion Beams created the opportunity to study nuclei very far from stability in an energy domain from rest to a few $\mathrm{GeV} /$ nucleon, magic numbers turned out not to be universal. This phenomenon of disappearance of known shell closures and appearance of new ones, which is called shell evolution, influences our understanding of the nuclear interaction. ${ }^{78} \mathrm{Ni}$, which has 28 protons ( $Z=28$ ) and 50 neutrons ( $N=50$ ), 14 additional neutrons to the last stable nickel isotope ${ }^{64} \mathrm{Ni}$, is one of the most intriguing isotopes in the chart of nuclei. It is the most neutron-rich, exotic "doubly magic" nucleus that can be produced at present state-of-the-art facilities. So far, no spectroscopic information for ${ }^{78} \mathrm{Ni}$ has been obtained. In this work, excited states of ${ }^{78} \mathrm{Ni}$ have been investigated at the radioactive isotope beam factory, RIBF, by measuring their de-excitation $\gamma$ rays after one- and two-proton knock-out reactions from ${ }^{79} \mathrm{Cu}$ and ${ }^{80} \mathrm{Zn}$ beams. To achieve a high $\gamma$-ray yield, the detection system comprised of a 10 cm thick liquid hydrogen target with a recoil proton tracking system, MINOS, and a surrounding $\mathrm{NaI}(\mathrm{Tl})$ based $\gamma$-ray detection array, DALI2. Eventually, 310 and 222 events with at least one detected $\gamma$ ray with more than 300 keV with the ( $p, 2 p$ ) and the ( $p, 3 p$ ) reactions, respectively, were obtained. The structural information of ${ }^{78} \mathrm{Ni}$ is discussed with the obtained $\gamma$-ray transitions for each reaction channel. The most intensive $\gamma$-ray peak in the $(p, 2 p)$ channel at $2600(33) \mathrm{keV}$, with a significance level of $7.6 \sigma$, was assigned as the transition to the ground state from the first excited state with the spin and parity as $J^{\pi}=2_{1}^{+}$. The other $\gamma$-ray transitions at lower energies in the ( $p, 2 p$ ) channel were placed on top of the $2_{1}^{+}$state in the level scheme, while a distinct transition at 2900 (43) keV observed in the ( $p, 3 p$ ) reaction channel was considered as independent $\gamma$-ray transition feeding to the ground state directly without going through the $2_{1}^{+}$state. The observation of this high-lying state, which was tentatively assigned as a $2_{2}^{+}$state, was considered as an emergence of shape coexistence, driven by the collapsing shell gaps in the nuclei caused by the weakening spin-orbit interactions. Further physical interpretation of the experimentally deduced level scheme was done by comparison with state-of-the-art theoretical predictions: Large-scale shell model, beyond meanfield, and ab initio calculations. Only shell model calculations with a large neutron model space reproduced the shape coexistence character in ${ }^{78} \mathrm{Ni}$. The shell model calculations predicted both one-particle one-hole ( $1 p-1 h$ ), which is assumed as the excited $2_{1}^{+}$state favored in the ( $p, 2 p$ ) channel, and many-particle many-hole excitation states, which is consistent with the $2_{2}^{+}$state manifested in the ( $p, 3 p$ ) channel. In addition, both levels were predicted at around 2-3 MeV. Furthermore, according to the shell model predictions in more exotic isotopes and isotones, the proton and neutron shell gaps at $Z=28$ and $N=50$ quench quickly beyond ${ }^{78} \mathrm{Ni}$. In addition to the $\gamma$-ray analysis, the cross sections to the excited states and the ground state were deduced experimentally and compared with reaction theory based on a DWIA formalism. Compared to the other neighboring nuclei, particularly small inclusive cross sections of ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ were observed. This was explained by the largest fraction of the final states of the proton removal reactions going to higher lying states above the neu-


tron separation energy, immediately evaporating neutrons. This assumption was supported by the reaction theory, whose exclusive cross sections to the excited states of ${ }^{78} \mathrm{Ni}$ were in good agreement with the experiment, including the observation of no direct feeding to the $2_{1}^{+}$state. In summary, the spectroscopic study of ${ }^{78} \mathrm{Ni}$ was performed for the first time, and at least two excited $2^{+}$states and other higher lying states were found. This casts a question about the nature of the shell closure in ${ }^{78} \mathrm{Ni}$ and the possible shape coexistence. Though the doubly magic nature was confirmed to be persistent, at the same time, the shell gap is anticipated to vanish beyond ${ }^{78} \mathrm{Ni}$.
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## Chapter 1

## Introduction

The atomic nucleus is one of the most intriguing physical objects as a finite quantum manybody system consisting of two types of fermions: protons and neutrons. The system is organized by an interplay between the repulsive Coulomb force and the nuclear force, which is a short-range strong interaction confining the system within a few femtometers. After the discovery of such a dense system by Coulomb elastic scattering more than a century ago [1], numerous works have been performed to explain various phenomena in the nuclear system, such as deformation, shell closure, and particle emission. Since it has a surface, it can be deformed to gain binding energy, and sometimes exhibits several shapes coexisting simultaneously. Besides, it is also known to have a shell structure, similar to an atomic electron system, which was theoretically explained successesfully in 1949 by M. Goeppert-Mayer [2] and O. Haxel, J. Jensen, and $H$. Suess [3]. However, further experimental studies of the very unstable nuclei far from the stability line revealed the structure is rather transient. To understand the emerging characteristics in such exotic nuclei, one of the most symbolic nuclei locating far from the stability line, ${ }^{78} \mathrm{Ni}$, was investigated in this work.

In this introductory chapter, general understanding of the atomic nucleus (section 1.1), experimental findings (section 1.2) and theoretical approaches (section 1.3) toward ${ }^{78} \mathrm{Ni}$, and the strategy of this work (section 1.4) are explained in the respective sections.

### 1.1 Nucleus as a finite quantum many-body system

### 1.1.1 Magic numbers

The magic number is a universal concept in a finite quantum many-body system consisting of any kind of fermions within a certain attractive potential; in case the number of the fermions in the system equal to the magic number, the system is locally more stabilized than others. This tendency to stabilize the system has been conceived from empirical observations and is now understood as "shell closure". In such conditions, the quantized orbitals are occupied by the fermions from low-energy states by satisfying the Pauli exclusion principle. Since the locations of the discretized levels are determined uniquely by the properties of the potential in the system, the shell structure, which is regarded as a set orbitals within similar energy, is also different for each system.

A prominent case of magic numbers is provided by the shell structure of atomic electrons, which are bound by a central Coulomb force. By taking into account the surrounding electrons weakening the Coulomb potential, which is known as a shielding effect, the degenerated orbitals with the principal quantum number are rearranged. As a result, when the number of elec-


Fig. 1.1: The chart of nuclides. The main decay modes are represented by colors. The stable isotopes are drawn in black. The magic numbers of protons and neutrons are indicated. Data were taken from [6].
trons becomes equal to $2,10,18,36,54$, or 86 , the respective valence shell of electrons is filled and establishes a shell closure. Elements having the same atomic numbers (=electron numbers) as these magic numbers are known as noble gases, which are chemically stable against forming molecules by chemical bonds.

A similar phenomenon was found in a mass distribution of metal cluster ions, such as $(\mathrm{Na})_{n},(\mathrm{Cu})_{n},(\mathrm{Ag})_{n}$, and $(\mathrm{Au})_{n}[4,5]$. By counting the abundance of the masses, shell-closing magic numbers were found. The experimental consequence triggered theoretical discussions; the attracting potential in the cluster was understood as not a three-dimensional harmonic oscillator but rather a three-dimensional square well potential. In this way, experimental studies on the magic numbers can have an important impact to improve understanding of the interactions in such quantum many-body systems.

Hereafter, magic numbers observed in atomic nuclear systems are discussed as a finite quantum many-body system consisting of protons and neutrons.

### 1.1.2 Shell closure and its evolution of atomic nuclei

The atomic nuclei have a wide variety of isotopes (isotones), which are defined as nuclei having different numbers of protons (neutrons), but same numbers of neutrons (protons). Isotopes are often illustrated by a two-dimensional Segrè chart with numbers of protons $(Z)$ and neutrons $(N)$ as Fig. 1.1. In the figure, stable isotopes are indicated with black squares, while other unstable nuclei are colored by their main particle-decay modes, $\alpha, \beta^{-}$, $\beta^{+}$, electron capture,
proton, and spontaneous-fission decays. It was noticed at an early stage that some isotopes and isotones are stabilized or possessing longer lifetimes at particular combinations of protons and/or neutrons. From the available data at that time, the numbers, 2, 8, 20, 50, 82, and 126 were pointed out as magic [7], while they were unable to be reproduced by the predicted shell structure from simple mean-field potentials. The single-particle shell structure in a threedimensional harmonic oscillator potential, shown in Fig. 1.2, results in the shell closures at the numbers of $2,8,20,40,70$, and 112 , which are not the same as the proposed magic numbers. Even utilizing more realistic Woods-Saxson type potential, based on the assumptions that the nucleons are in a certain saturation density and interacting with a short-range correlation, the magic numbers could not be reproduced. This disagreement was finally solved by M. Goeppert-Mayer [2], and O. Haxel, J. Jensen, and H. Suess [3] independently in 1949. They introduced a spin-orbit interaction in the Woods-Saxon type potential as illustrated in the right column of Fig. 1.2.

The proposed model had explained many phenomena well, such as mass systematics, $\beta$ decay half-lives, and related nuclear structures, in the vicinity of the stability line, however, after the innovation of the technique with accelerators to produce unstable nuclei away from the stability line, the magic numbers turned out not to be universal but rather highly dependent on their locations in the Segrè chart. The ground state of the neutron-rich beryllium isotope, ${ }^{11} \mathrm{Be}(Z=4, N=7)$, has been experimentally indicated as having a spin and parity of $J^{\pi}=\frac{1^{+}}{2}$, which differs from $J^{\pi}=\frac{1}{2}^{-}$, assumed by the naive picture of the single-particle shell model, filling the seven neutrons from the lower states in Fig. 1.2 [8]. This was interpreted empirically as the energy level of the $2 s_{1 / 2}$ orbit was lowering down to the one of the $1 p_{1 / 2}$ orbit with varying nucleon number [9].

The rearrangement of the single-particle orbits has been found to occur in a wider area of the Segrè chart. The measurement of masses of unstable sodium isotopes $(Z=11),{ }^{31,32} \mathrm{Na}(N=$ 20,21), revealed an anomaly from the theoretical predictions at that time [10]. The breakdown of the $N=20$ magic number of sodium isotopes was confirmed by several works around this region: radii from laser spectroscopy [11], $\beta$-delayed $\gamma$-ray spectroscopy [12, 13], and Coulomb excitation [14]. These observations had cast a question about the nature of the shell closure and its conventional magic number away from stability, and triggered searches for the driving mechanisms in such unstable nuclei.

More recently, the disappearance of further traditional magic numbers and the emergence of new magic numbers have been confirmed in extremely neutron-rich unstable nuclei. The collapse of the $N=8$ gap was noticed with measurements of the mass [10] and the matter radius [15] of ${ }^{11} \mathrm{Li}$ followed by measurements of the partial cross sections, momentum distributions, and excited states of ${ }^{11} \mathrm{Li}$ and ${ }^{12} \mathrm{Be}$ [16-18]. Similarly, the traditional magic number at $N=28$, which was originally reproduced by inclusion of the spin-orbit force, was also discovered to be eroded below the doubly magic ${ }^{48} \mathrm{Ca}$ by measurements of the excited states of ${ }^{40} \mathrm{Si}$ [19], ${ }^{44} \mathrm{~S}$ [20], and ${ }^{42} \mathrm{Si}$ [21,22], and the two-proton removal cross section measurement with two-state mixing analysis of ${ }^{40} \mathrm{Mg}$ [23]. On the other hand, appearances of new magic numbers in neutron-rich isotopes are also intriguing. A new magic number of $N=16$ was reported by reconstructing the unbound excited $2^{+}$state of ${ }^{24} \mathrm{O}$ [24]. Besides, measurements of neutron-rich calcium isotopes $(Z=20)$ have been actively studied as ${ }^{52} \mathrm{Ca}(N=32)$ [25, 26] and ${ }^{54} \mathrm{Ca}(N=34)$ [27,28], which had been concluded that both numbers are representing good shell closures by their excitation energies and mass measurements. It is natural to conceive this phenomenon caused by the same reason as the disappearance of the traditional magic numbers by rearrangement of the single-particle states. These phenomena, which are called shell evolution, have been actively studied by both experimentally and theoretically to understand


Fig. 1.2: Single-particle states in nuclei. The orderings of the single-particle states from a simple harmonic oscillator to Woods-Saxson potential, and finally including a spin-orbit term are shown.
their origin. More detailed descriptions can be found in some review articles as [29,30].

### 1.1.3 Nuclear deformation and shape coexistence

As the nuclear system consists of a finite number of fermions, the surface of nuclei exhibits various characters. While the original shell model [2,3] explained the properties of closed shell nuclei, most of open-shell nuclei have the flexibility for deformation owing to the gain of energy by breaking the spherical symmetry. Since the nuclei have a saturation property, in other words the volume of nuclei is rather constant, axially symmetric quadrupole deformation, which is categorized into two types, oblate (two long axes and one short axis) and prolate (one long axis and two short axes), occurs in most open-shell nuclear systems. For such cases, the single-particle energies in the shell model description shift accordingly with the realistic Woods-Saxon potential. In this way, open-shell nuclear systems can gain energy by deforma-
tion. Furthermore, a certain nucleus can have several local minima in the degree of deformations; it has orthogonal states with two or more different shapes. It was firstly proposed in the publication [31], and was termed shape coexistence [32,33]. Note that such shape coexistence is also predicted for ${ }^{78} \mathrm{Ni}$ in recent large scale shell model calculation [34].

### 1.1.4 Theoretical descriptions of nuclear system

Here, principles of the theoretical approaches are described. The Schrödinger equation for the wave function of an $A$-body system, $\psi$, taking only two-body forces into account, is described as:

$$
\begin{equation*}
H \psi=\left[\sum_{i=1}^{A} T_{i}+\sum_{i<j}^{A} W(i, j)\right] \psi=E \psi \tag{1.1}
\end{equation*}
$$

Here, kinetic energy and two-body nucleon-nucleon interaction are defined as $T_{i}=-\frac{\hbar^{2}}{2 m} \nabla_{i}^{2}$ and $W(i, j)$, respectively. Since it is difficult to solve the many-body equations in general, an approximation of a single-particle in a spherical mean-field potential is commonly adopted to depict the nuclear structure. Assume the Hamiltonian can be separated into two parts: independent particles in a single-particle potential, $H_{0}$, and remaining residual interaction, $H_{r e s}$, as:

$$
\begin{equation*}
H=H_{0}+H_{r e s} . \tag{1.2}
\end{equation*}
$$

Here, each term is defined as:

$$
\begin{align*}
H_{0} & =\sum_{i=1}^{A} T_{i}+V_{i}\left(\mathbf{r}_{i}\right),  \tag{1.3}\\
H_{r e s} & =\sum_{i<j}^{A} W(i, j)-\sum_{i=1}^{A} V_{i}\left(\mathbf{r}_{i}\right) . \tag{1.4}
\end{align*}
$$

By applying an adequate potential, $V_{i}\left(\mathbf{r}_{i}\right)$, to minimize the contribution from $H_{r e s}$, the residual interaction can be neglected. Note that the spin-orbit coupling term, described as $V_{s}\left(\mathbf{r}_{i}\right) \mathbf{l}_{i} \cdot \mathbf{s}_{i}$, claimed by M. Goeppert-Mayer [2] and O. Haxel, J. Jensen, and H. Suess [3], can also be contained in the term of $V_{i}\left(\mathbf{r}_{i}\right)$. Here, $\mathbf{l}_{i}$ and $\mathbf{s}_{i}$ are the orbital and spin angular momenta, respectively.

While closed shell nuclei in the neighborhood of the stability line can be described by a simple model with $H_{0}$ and a spin-orbit interaction by utilizing a Woods-Saxson potential as the nucleon density can be considered as almost uniform, the contributions of the residual interaction is known to be important for open-shell nuclei. To address the missing term in the Hamiltonian, several theoretical approaches have been developed. The ab initio formalism is the most straight forward way, in which nucleons are treated as a many body problem interacting with each other. The nucleon-nucleon $(N N)$ interactions were originally derived phenomenologically from free nucleon-nucleon scattering experiments, such as Argonne $\nu_{18}$ [35], CD-Bonn [36], and chiral effective field theory (EFT) [37-39], which is based on low-energy quantum chromodynamics (QCD). Within its energy region, the main contributions of the strong interaction are the pion exchange and the short-range nucleon contact interaction. Furthermore, the importance of the three-nucleon forces, $3 N F$, has been shown by a recent study of neutron-rich isotopes [40]. As the calculation requires huge computing power because of
its degrees of freedom, several formalisms to deal medium-mass nuclei were developed, such as many-body perturbation theory (MBPT) [41], coupled-cluster (CC) [42, 43], or in-medium similarity renormalization group (IM-SRG) [44-46]. These calculations succeeded in reproducing the mass and excitation energies of neutron-rich calcium isotopes $(Z=20)$. Currently, the calculations of neutron-rich nickel isotopes $(N=28)$ mark the new frontier [46, 47].

While ab initio calculations are still under development, two main alternative methods, the large-scale shell model [29, 48-53] and the mean-field formalism [54-57], have succeeded in reproducing the nuclear properties. The concept of the large-scale shell model calculation is to assume the nucleus as consisting of a spherical mean-field core $H_{0}$ and nucleons in valence space $H_{\text {res }}$. The valence nucleons in a given model space located outside of the core are governed by effective $N N$ interactions obtained by fitting parameters with phenomenological data, namely two-body matrix elements (TBME). TBME can be decomposed into central, spinorbit, and tensor terms to examine each component separately. Recently, the importance of the tensor term was recongnized in the nuclei with large neutron-to-proton ratio, $N / Z$, working as reducing the spin-orbit splitting of orbitals [50-52]. Nowadays, the term shifting the effective single-particle energies (ESPEs) are expected to be a key to explain the shell evolution. Besides the tensor force, $3 N F$ are also recognized to be crucial to explain neutron-richi nuclei, such as unbound oxygen isotopes heavier than ${ }^{24} \mathrm{O}$ [53].

Self-consistent mean-field formalisms, which utilize effective energy density functionals, are also employed to describe the nuclear structure among the entire nuclear chart. The meanfield formalism is constituted by tuning the parameters of the density-dependent nucleonnucleon interactions to recreate the empirical nuclear properties. For non-relativistic calculations, Gogny and Skyrme interactions are commonly used [54,55]. Likewise, relativistic meanfield (RMF) calculations are based on an effective Lagrangian with the electromagnetic field and exchanging mesons among nucleons [56,57]. Introduction of the tensor forces in meanfield frameworks are also attempted in addition to modifications of spin-orbit splittings.

### 1.2 Experimental approaches towards the most neutron-rich doubly magic nucleus, ${ }^{78} \mathrm{Ni}$

${ }^{78} \mathrm{Ni}$, which has 50 neutrons and 28 protons, is one of the most intriguing isotopes since it has been expected to be the most neutron-rich/exotic doubly magic nucleus ( $N / Z \approx 1.79$ ) with a bound ground state. By investigating the characteristics of such an extreme case, our understanding of the nuclear structure is expected to vastly expand. Other candidates of uninvestigated bound doubly magic nuclei are ${ }^{100} \mathrm{Sn}$ and ${ }^{70} \mathrm{Ca}$. The former one is the $N=Z$ isotope of tin, which was indirectly concluded as a doubly closed shell by the observation of a large transition probability of $\beta^{+}$decay [58]. However, no final measurement has been performed yet. The latter one is a more exotic candidate since it has not been concluded whether it is bound. The heaviest calcium isotope observed at present is ${ }^{60} \mathrm{Ca}$ [59]. Therefore, ${ }^{78} \mathrm{Ni}$ is presently the only candidate for a new bound neutron-rich doubly magic nucleus. Until now, numerous attempts to acquire the information of the nuclei have been conducted to prove or disprove the nature of closure of both $N=50$ and $Z=28$ shells after the first production of ${ }^{78} \mathrm{Ni}$ with three counts at GSI in 1995 [60]. However, no absolute conclusion of the doubly shell closure had been obtained until this work. In the following sections, several experimental approaches in the vicinity of ${ }^{78} \mathrm{Ni}$ to investigate the characteristics of shell closures in nuclei are outlined.


Fig. 1.3: Evolution of two-neutron separation energy. $S_{2 n}$ values along the isotopic chains from $Z=26$ to 34 are drawn. Values are taken from Refs. [61,62].

### 1.2.1 Mass systematics

The nuclear mass is a direct observation to quantify the binding energy, which has a direct relationship with the shell closure. The relationships among the mass, $M(N, Z)$, the mass excess, $\operatorname{ME}(N, Z)$, and the binding energy, $B(N, Z)$, are described below with the masses of neutron ( $m_{n}=939.5654133(58) \mathrm{MeV}$ ), proton ( $m_{p}=938.2720813(58) \mathrm{MeV}$ ), electron ( $m_{e}=$ $0.5109989461(31) \mathrm{MeV})$, and the atomic mass constant ( $u=931.4940054$ (57) MeV), which is one twelfth of the mass of ${ }^{12} \mathrm{C}$ atom [63]:

$$
\begin{align*}
\operatorname{ME}(N, Z) & =M(N, Z)-(N+Z) u  \tag{1.5}\\
B(N, Z) & =N m_{n}+Z\left(m_{p}+m_{e}\right)-M(N, Z) \tag{1.6}
\end{align*}
$$

The systematic charts of the two-neutron (two-proton) separation energy $S_{2 n}\left(S_{2 p}\right)$, defined below, are often used to illustrate the shell gap in the isotopic (isotonic) chains.

$$
\begin{align*}
& S_{2 n}=-\operatorname{ME}(N, Z)+\operatorname{ME}(N-2, Z)+2 \operatorname{ME}(n)=B(N, Z)-B(N-2, Z),  \tag{1.7}\\
& S_{2 p}=-\operatorname{ME}(N, Z)+\operatorname{ME}(N, Z-2)+2 \operatorname{ME}\left({ }^{1} \mathrm{H}\right)=B(N, Z)-B(N, Z-2)+2 B\left({ }^{1} \mathrm{H}\right) . \tag{1.8}
\end{align*}
$$

Figure 1.3 displays the $S_{2 n}$ values around ${ }^{78} \mathrm{Ni}$. Here, respective values are taken from Refs. [6,62]. Because the particle separation energy is connected with its binding energy, shell gaps are indicated as the change of the steepness of the lines. The figure confirms the existence of the shell gap at $N=50$ down to zinc ( $Z=30$ ) isotopes, while no data exist beyond $N=50$ for lighter isotopes including nickel $(Z=28)$. The same discussion can be done for the proton shell gap at $Z=28$ with $S_{2 p}$ trends. To prove the shell closures of $N=50$ and $Z=28$ for ${ }^{78} \mathrm{Ni}$, mass measurements of ${ }^{76-80} \mathrm{Ni},{ }^{77} \mathrm{Fe}$, and ${ }^{76} \mathrm{Cr}$ are necessary, but cannot be achieved at present.


Fig. 1.4: Evolution of $\beta$-decay lifetimes. Measured half-lives of nuclei around ${ }^{78} \mathrm{Ni}$ are shown. Data are taken from Refs. [6,64].

### 1.2.2 $\beta$-decay half-lives

The trend of mass differences of unstable nuclei can be obtained by a systematic study of the $\beta$-decay half-lives, $\tau_{1 / 2}$. The $\beta$-decay and the relationship between the released energy, $Q_{\beta}$, and the mass difference between the initial and final nuclei are described as below:

$$
\begin{align*}
& (N, Z) \rightarrow(N-1, Z+1)+\beta\left(e^{-}\right)+\bar{v}_{e},  \tag{1.9}\\
& Q_{\beta} / c^{2}=M(N, Z)-M(N-1, Z+1)-m_{e}-m_{\bar{v}_{e}} . \tag{1.10}
\end{align*}
$$

As known as Sargent's rule [65, 66], the fifth-power of $Q_{\beta}$ is approximately proportional to the half-life. Thus, the systematic trend of the half-lives $\tau_{1 / 2}$ can be treated similarly to the trend of the neutron separation energy, especially for the nuclei apart from the stability line.

The first lifetime measurement of ${ }^{78} \mathrm{Ni}$ was performed at NSCL in 2005, which observed only about ten $\beta$-decay events. This was insufficient to conclude on the shell closure [67]. Subsequently, another measurement with high statistics was performed at RIBF in 2014 [64] for which the results are shown in Fig. 1.4. The systematic charts display sudden jumps above both $N=50$ and $Z=28$, which gives a consistent picture of the persistency of the magicity of ${ }^{78} \mathrm{Ni}$. However, the observation itself could not conclude the shell closure nature of ${ }^{78} \mathrm{Ni}$ as the $\beta$-decay lifetime is highly dependent with the matrix element between the ground state of the mother nucleus and the final state of the daughter nucleus. In other words, it is not only the property of the mother nuclei itself, but rather dependent on the relationship with the daughter nuclei. Therefore, several theoretical calculations which reproduce the $\beta$-decay lifetimes in the vicinity of ${ }^{78} \mathrm{Ni}$ were required to be compared with the result. As a consequence, ${ }^{78} \mathrm{Ni}$ was claimed as doubly magic, as these measured lifetimes are in agreement with calculations which predict the double shell closure of ${ }^{78} \mathrm{Ni}$. Since it is an indirect measurement, direct clues from further experimental studies are desired.


Fig. 1.5: Systematic chart of the first $2^{+}$energies for even-even nuclei. The excitation energy is a measure for shell closures in nuclei. Because the excitation energies of ${ }^{4} \mathrm{He},{ }^{14} \mathrm{C}$, and ${ }^{14,16} \mathrm{O}$ are extremely high, their lengths are trimmed. $2^{+}$excitation energies of the doubly magic nuclei are more than twice the energy of neighboring semi magic nuclei. Values are taken from Refs. [6,68-86]. The theoretically estimated neutron-dripline and its associated errors [87] are also drawn with a blue line and blue hatched area. This figure is also included in the submitted paper of this work [88].

### 1.2.3 Systematics of the excited $2_{1}^{+}$states

The excitation energy trend of the first $2^{+}$states in even-even nuclei shows signatures of shell closures. These states are mainly obtained by $\gamma$-ray spectroscopic experiments. Figure 1.5 shows a systematic chart of the $2_{1}^{+}$excitation energies for even-even nuclei across the nuclear chart. When the number(s) of protons or/and neutrons equals to a magic number, more energy is required to excite the nucleus than in the vicinity because of its large shell gap(s). As seen in Fig. 1.5, the excitation energies along the magic numbers are higher than others. Particularly, the doubly magic nuclei located at crossing points of lines representing the magic numbers exhibit extremely high excitation energy. Note that the sudden rise in of the excitation energy of ${ }^{68} \mathrm{Ni}$ and ${ }^{90} \mathrm{Zr}$ are understood as rather local phenomena and not because of the $N=40\left({ }^{68} \mathrm{Ni}\right)$ and $Z=40\left({ }^{90} \mathrm{Zr}\right)$ harmonic oscillator shell gap [89, 90].

In the case of ${ }^{78} \mathrm{Ni}$, the conclusion has not been obtained yet. While the trend of the excitation energy along the nickel isotopic chain is decreasing towards $N=50$, a Coulomb excitation experiment at ISOLDE of neutron rich zinc isotopes ${ }^{76,78,80} \mathrm{Zn}$, suggested the persistence of the shell closure of ${ }^{78} \mathrm{Ni}$ [91]. Within this thesis, excited states of ${ }^{78} \mathrm{Ni}$, particularly the first excited $2^{+}$state, were measured for the first time.

### 1.2.4 The ratio of the energies: $\boldsymbol{R}_{\mathbf{4} 2}$

Information on the deformation, or the collectivity, can be obtained from the ratio of the energies of the $2^{+}$state and the $4^{+}$state, $R_{42}=E_{4}^{+} / E_{2}^{+}$. There are mainly two types of collective quadrupole nuclear excitations competing in the nuclear system, rotations and vibrations. When the nucleus is deformed, the rotational excitation is preferred. For the case of a rigid rotor, the excitation energies for spin $I$ are described as:

$$
\begin{equation*}
E_{\mathrm{rot}}(I)=\frac{\hbar^{2}}{2 \mathfrak{I}} I(I+1) \tag{1.11}
\end{equation*}
$$

where $\Im$ is the effective moment of inertia of the nucleus [92,93]. The rotational excitation band is constituted from a deformed band head. When the ground state of a even-even nucleus is deformed, which is an equivalent condition as the spherical shell closure not being established,


Fig. 1.6: Systematic trends of $R_{42}=E_{4}^{+} / E_{2}^{+}$and the transition probability $B\left(E 2 ; 2^{+} \rightarrow 0^{+}\right)$in the vicinity of ${ }^{78} \mathrm{Ni}$. The left figure shows the systematic trend along the isotopic chains of the $R_{42}$ value from $Z=24$ to $Z=36$ within the range of $N=24$ to 60 . Sudden decreases, indicating the shell closures, can be seen at $N=28$ and $N=50$. Similar systematic graphs for $B\left(E 2 ; 2^{+} \rightarrow 0^{+}\right)$are shown in the right figure. While parabolic shapes with local minima around $N=28$ and $N=50$ can be seen above $Z=30$, constantly low values for $Z=28$ can be seen because of the proton shell closure. Valuese are taken from Refs. [6, 80].
the rotational band will be observed with the $R_{42}$ value approaching asymptotically to

$$
\begin{equation*}
R_{42}=\frac{4}{3} \approx 3.33 . \tag{1.12}
\end{equation*}
$$

A nucleus with spherical ground state but with degree of freedom of quadrupole deformation is considered to form vibrational excitations as:

$$
\begin{equation*}
E_{\mathrm{vib}}(I)=\frac{\hbar \omega}{2} I . \tag{1.13}
\end{equation*}
$$

Thus, the ratio of $2^{+}$to $4^{+}$energy become $R_{42} \approx 2$. Conversely, a nucleus with closed shells favors single-particle excitations, which requires enough energy to overcome the shell gap for the first excited state. Generally, in case of doubly magic nuclei, the $R_{42}$ value becomes lower than 2, such as: ${ }^{16} \mathrm{O}\left(R_{4 / 2}=1.50\right),{ }^{40} \mathrm{Ca}(1.35),{ }^{48} \mathrm{Ca}(1.18),{ }^{56} \mathrm{Ni}(1.46)$, and ${ }^{208} \mathrm{~Pb}$ (1.06). Therefore, low values of $R_{4 / 2}$ are interpreted as a manifestation of magicity.

The isotopic trends of $R_{42}$ values approaching in the vicinity of ${ }^{78} \mathrm{Ni}$ are illustrated in the left of Fig. 1.6. It shows the $N=50$ shell closure down to $Z=30$ nuclei, while no observation has been achieved for ${ }^{78} \mathrm{Ni}$. Most recently, the measured $R_{42}$ value of ${ }^{80} \mathrm{Zn}$ was reported in agreement with a $N=50$ shell closure [82].

### 1.2.5 Systematics of the transition probabilities: $B\left(E 2: 2_{1}^{+} \rightarrow \mathbf{0}_{g s}^{+}\right)$

The transition probability from the $2_{1}^{+}$to the ground state, $B\left(E 2 ; 2^{+} \rightarrow 0^{+}\right)$, is also known as an indicator for the collectivity of the ground state. By definition the transition probability is inverse proportional to the lifetime of the initial state, which is detailed in several references as [80, 94, 95]. Experimentally, they are determined by the measurement of the lifetime of the excited states, or the population cross section induced by Coulomb excitation. The values of the transition probability, $B(E 2)$, are often scaled by Weisskopf estimates [96], which are the probability for a pure single-particle transition. The scaled transition probability is a nondimensional value, but is always noted with Weisskopf units (W.u.). If the measured transition
probability is as low as 1 W.u., the transition is interpreted as a single-particle, which concludes the shell closure nature. On the other hand, when the value is much larger than $1 \mathrm{~W} . \mathrm{u} .$, a collective excitation is inferred.

The obtained values in the neighborhood of ${ }^{78} \mathrm{Ni}$ are illustrated at the right panel of Fig. 1.6. These values are the adopted values with compilation work of Ref. [80]. In this figure, parabolic shapes with local minima around $N=28$ and $N=50$ can be seen above $Z=30$. Besides that, along the $Z=28$ chain the interpretations of measured $B(E 2)$ values have been discussed extensively. In previous studies [89,97], a sudden increase of the $B(E 2)$ value of ${ }^{70} \mathrm{Ni}$ after ${ }^{68} \mathrm{Ni}$ was observed. The fact had cast a question of the persistency of the $Z=28$ gap and trigged several works along the nickel isotopic chains. Further studies on ${ }^{72,74} \mathrm{Ni}$ were performed with several experimental techniques, as inelastic proton scattering to obtain the deformation length [98], a Coulomb excitation experiment [99], and a direct lifetime measurement [100]. And finally, these results concluded no quenching of the $Z=28$ gap toward $N=50$, though so far no proper explanation about the sudden rise of the $B(E 2)$ value of ${ }^{70} \mathrm{Ni}$ has been presented. A more recent systematic study of the $B(E 2)$ values in the vicinity of ${ }^{78} \mathrm{Ni}$ as ${ }^{72,74} \mathrm{Ni}$ and ${ }^{76,80} \mathrm{Zn}$ with a direct proton inelastic scattering, ( $p, p^{\prime}$ ) reaction, indicated the conservation of the both shell gaps, $Z=28$ and $N=50$ [101]. The transition probabilities of more neutron-rich nickel isotopes, as ${ }^{76,78} \mathrm{Ni}$, are desired to be measured.

### 1.2.6 Other approaches

Other experimental attempts to comprehend the shell closure nature of ${ }^{78} \mathrm{Ni}$ have also been reported. Evidence of shape coexistence in ${ }^{80} \mathrm{Ge}$ was obtained by its internal conversion electron spectroscopy [102]. In that work, an intruder $0_{2}^{+}$state was measured, and suggested a possibility of a low-lying $0_{2}^{+}$state at around 2.5 MeV even in the doubly magic ${ }^{78} \mathrm{Ni}$. A similar conclusion was obtained by collinear laser spectroscopy on ${ }^{79} \mathrm{Zn}$ at ISOLDE [103]. A long-lived $1 / 2^{+}$isomer was confirmed by the isomer shift method. With support of theoretical calculations, the hypothesis of the shape coexistence nature in the region of ${ }^{78} \mathrm{Ni}$ is reinforced.

During the same experimental campaign of this work, excited states of ${ }^{79} \mathrm{Cu}$, which has one more proton to ${ }^{78} \mathrm{Ni}$, were also obtained [104, 105]. Several high energetic transitions were observed, and are interpreted as the signature of the persistence of the shell closure in both proton and neutron shells.

Up to now, there are still arguments remaining about the doubly magic nature of ${ }^{78} \mathrm{Ni}$, and there is a possibility of competition between two features, shape coexistence and shell closure. Further studies of both ground and excited states of ${ }^{78} \mathrm{Ni}$ are desired. In the next section, the current discussions with theoretical frameworks about the nuclear structure in the vicinity of ${ }^{78} \mathrm{Ni}$ are described.

### 1.3 Theoretical studies towards ${ }^{78} \mathrm{Ni}$

### 1.3.1 Tensor term

The nuclear structure of ${ }^{78} \mathrm{Ni}$ has been studied actively by numerous theoretical approaches, such as large scale shell model calculations, beyond mean-field calculations, and ab initio calculations. In the recent studies for neutron-rich isotopes, the importance of the tensor term in the residual monopole interaction has been recognized to rearrange the effective single particle states [50-52]. Figure 1.7 a) shows a schematic picture of the tensor force between a proton and a neutron in respective orbitals. This interaction works as reducing the spin-orbit splitting of


Fig. 1.7: Conceptual picture of the tensor interaction. a) Schematic picture of the tensor force between a proton and a neutron in respective orbitals. $j_{<}$and $j_{>}$represent orbitals with spin-orbit splitting, that is $j_{<}\left(j_{>}\right)=l+1 / 2(-1 / 2)$. This interaction works as reducing the spin-orbit splitting of the proton (neutron) shell associated with adding neutrons (protons) in the $j_{>}^{(1)}$ orbital. b) Evolution of effective single particle energies of proton orbitals for the $Z=28$ isotopic chain from $N=40$ to 50. c) Evolution of effective single particle energies of neutron orbitals for the $N=50$ isotonic chain from $Z=20$ to 28. Respective figures are taken from Refs. [50], [51], and [34].
the proton (neutron) shell in accordance with adding neutrons (protons) in the $j_{>}^{(1)}$ orbital. In the case of nickel istopes, the spin-orbit splitting of proton orbitals forming the $Z=28$ shell gap between $f_{7 / 2}\left(=j_{<}\right)$and $f_{5 / 2}\left(=j_{>}\right)$, is reduced by adding neutrons into the $g_{9 / 2}\left(j_{>}^{\prime}\right)$ orbital. Figure $1.7 \mathbf{b}$ ) illustrates the evolution of effective single particle energies (ESPEs) of proton shells along the isotopic chain of nickel isotopes [51]. Here, the ESPEs of $f_{5 / 2}$ and $p_{3 / 2}$ orbitals are crossing at around $N=45$, which reproduces the results of several measurements of ${ }^{79} \mathrm{Cu}$ isotopes [106-109]. Above the crossing point toward $N=50$, the $Z=28$ gap, created by $f_{7 / 2}$ and $f_{5 / 2}$ orbitals, is predicted to be reduced by filling neutrons in $g_{9 / 2}$. A similar calculation for the $N=50$ gap along the $N=50$ isotopic chain is also shown in Fig. 1.7 c) [34]. Though the $N=50$ gap at ${ }^{78} \mathrm{Ni}$ between $g_{9 / 2}$ and $s_{1 / 2}$ (or $d_{5 / 2}$ ) orbitals is large as 5 MeV , it is expected to diminish in lighter isotopes. The hypothesis above is not only within the shell model frameworks, but also discussed with mean-field calculations [110].

### 1.3.2 Large-scale shell model calculation

Large-scale shell model calculations were employed for the excited states of nickel isotopes by several empirical interactions and model spaces. There are mainly two groups actively developing the calculations to recreate the nuclear structure in the neutron-rich mid-mass isotopes: Large-scale shell model (LSSM) calculations by the Strasbourg group [34, 111, 112] and Monte Carlo shell model (MCSM) calculations by the Tokyo group [113-115]. The former has multiple calculations for the nickel region with different model spaces. The LNPS interaction with $p f$ shell for protons, and $f_{5 / 2}, p_{3 / 2,1 / 2}, g_{9 / 2}$ and $d_{5 / 2}$ orbitals for the neutrons succeeded in reproducing the excited states of $Z=24$ to $Z=28$ isotopes up to $N=46$ [111]. It also proposes the weakening of the $N=50$ gap below $Z=28$ isotones. In fact, this assumption was reinforced by a good agreement with the measurement of low-lying $2_{1}^{+}$and $4_{1}^{+}$states in neutron-rich ${ }^{66} \mathrm{Cr}$ and ${ }^{70,72} \mathrm{Fe}$, which locate in the midst of $N=40$ and $N=50$ neutron numbers [116, 117]. Based on this interaction, a new calculation with larger model space, that is $p f$ and $s d g$ shells for protons and neutrons, respectively, with a ${ }^{60} \mathrm{Ca}$ core, named as PFSDG-U, was performed $[34,118]$.

It predicts quenching of the $N=50$ shell gap below ${ }^{78} \mathrm{Ni}$, while ${ }^{78} \mathrm{Ni}$ itself remains doubly magic. However, due to the onset of a diminishing of the shell gap, excited states with deformed shape are also predicted. Here, the $2^{+}$excitation energy in the ground-state spherical band is estimated at 3.2 MeV , while the states in the deformed band, $0_{\text {deformed }}^{+}$and $2_{\text {deformed }}^{+}$, are at 2.7 and 2.9 MeV . That is, in other words, the emergence of shape coexistence in ${ }^{78} \mathrm{Ni}$.

The latter calculation by the Tokyo group, MCSM, has the ability to integrate a larger model space in the calculation. A MCSM calculation with A3DA-m interaction, which utilizes $p f$, $g_{9 / 2}$, and $d_{5 / 2}$ model spaces for both protons and neutrons, was developed for understanding the shape coexistence phenomena in ${ }^{68,70} \mathrm{Ni}[114,115]$. This calculation expects ground and excited states as spherical shell closure with the energy $E\left(2^{+}\right)=2.9 \mathrm{MeV}$. No shape coexistence phenomena were predicted for ${ }^{78} \mathrm{Ni}$. Very recently, a new calculation was developed based on the same interaction as A3DA-m but with an expanded model space, full $p f s d g$ shells for both proton- and neutron-valence spaces [119]. Especially because of the widen neutron-valence space as LSSM calculation, it predicts a result similar to the recent LSSM calculation: Shape coexistence in ${ }^{78} \mathrm{Ni}$. Here, a ground state band with $E\left(2_{\text {spherical }}^{+}\right)=2.6 \mathrm{MeV}$ and deformed band with $E\left(0_{\text {deformed }}^{+}=2.6 \mathrm{MeV}\right.$ and $E\left(2_{\text {deformed }}^{+}\right)=2.9 \mathrm{MeV}$ were deduced. The detailed discussion is found in chapter 6.

### 1.3.3 Mean-field calculation

Beyond mean-field based calculations with the Hartree-Fock-Bogolyubov formalism with the Gogny force are also applied to the ${ }^{78} \mathrm{Ni}$ case $[120,121]$. In these calculations, two models, the quasi-particle random-phase approximation (QRPA) formalism and the five-dimension collective Hamiltonian (5DCH) for configuration mixing, are applied. While the QRPA assumes a spherical ground state with possible single-particle or vibrational excited states, 5DCH calculates the axially symmetric deformed states constructing a rotational band. The former has the advantage for the prediction of the excited states of nuclei with shell closure, and expects the first $2^{+}$of ${ }^{78} \mathrm{Ni}$ just above 3.0 MeV . The latter, in contrast, calculates the first $2^{+}$at around 1.6 MeV because of the different hypothesis.

### 1.3.4 First-principles calculation

A first-principles (ab initio) calculation of coupled-cluster (CC) formalism has been performed for the excited states of ${ }^{78} \mathrm{Ni}$ [47]. It expects a spherical ground and excited state with $E\left(2^{+}\right)=$ 2.5 MeV. Though it cannot predict the deformed states as the shell models did, the agreement of the energy of the spherical excited $2^{+}$state with the two shell model calculations mentioned above demonstrates the progress of the ab initio formalism. Besides the CC formalism, the inmedium similarity renormalization group (IM-SRG) formalism was also applied to ${ }^{78} \mathrm{Ni}$ [44-46, 122]. While the CC calculates the excitation energies of closed core nuclei, this formalism has an advantage to predict the masses of ground and excited states of open-shell nuclei. Recent calculations for open-shell calcium and lighter nickel isotopes reproduced the experimental results well [44-46]. The one-neutron separation energy $S_{n}$ was predicted in this calculation resulting at $S_{n} \simeq 4.5 \mathrm{MeV}$, which is consistent with the AME (Atomic Mass Evaluation) 2016 [61] ( $S_{n}=5.16(78) \mathrm{MeV}$ ). However, it has still difficulties to predict the excited states in closed-shell nuclei limited by the size of the harmonic oscillator model spaces to treat $N N$ interactions satisfactorily. Futhermore, the inclusion of $3 N$ forces is recognized as an important key. Thus, the excited $2^{+}$energy in the closed-shell nuclei, the $2^{+}$energy of ${ }^{78} \mathrm{Ni}$ is expected at 3.3 MeV .

Further discussions comparing the energy between the measured result and the theoretical calculations are written in chapter 5.

### 1.4 Strategy of the experiment

There are several methods to investigate the shell closures of ${ }^{78} \mathrm{Ni}$. Mass measurements gives direct information on the ground state properties. However, it is necessary to measure the masses of nuclei located two-neutron/proton further from ${ }^{78} \mathrm{Ni}$ to see the systematic trend of two-neutron/proton separation energy; i.e., measurements of ${ }^{80} \mathrm{Ni}$ and ${ }^{76} \mathrm{Fe}$ are required. No current radioactive-ion beam (RIB) facility can provide sufficient intensity of these exotic isotopes. Alternatively, $\beta$-decay half-life measurements in the vicinity of ${ }^{78} \mathrm{Ni}$ were performed previously $[64,67]$. In the later work of 2014 , the doubly magic character of ${ }^{78} \mathrm{Ni}$ was inferred with an estimation that the $\beta$-decay half-life is mainly determined by the mass difference between the mother and daughter nucleus, $Q_{\beta}$. However, since the $\beta$-decay occurrs across the shell-gaps, the nuclear structure around ${ }^{78} \mathrm{Ni}$ may cause some effect on these half-lives. Thus, more conclusive measurements are desired.
$\gamma$-ray spectroscopy is one of the most powerful tools to investigate the shell evolution and is often used as a first indicator. The energy levels of the first excited $2^{+}$and $4^{+}$states are important to understand the structure of nuclei. There are several ways to measure the deexcitation $\gamma$ rays at a RIB facility: $\beta$-delayed $\gamma$-ray emission, isomer spectroscopy, and in-beam $\gamma$-ray spectroscopy. The measurement of $\beta$-delayed $\gamma$-ray emission is one of the most common tools to measure the excited states as the measurement can be performed with a stopped beam, which is experimentally easier than in-beam $\gamma$-ray spectroscopy. In the case of ${ }^{78} \mathrm{Ni}$, the $\beta$-decay from ${ }^{78} \mathrm{Co}$ is needed. The experimental setup can be similar to the previous $\beta$-decay experiments $[64,67]$. Produced RIB of ${ }^{78} \mathrm{Co}$ will be stopped at a prepared decay station, and the $\gamma$ rays emitted after the $\beta$-decay can be measured by a $\gamma$-ray spectrometer. However, the expected count rate of the nuclei is very low to perform the $\beta-\gamma$ spectroscopy. Furthermore, it is generally known that the $\beta$-decay from nuclei far from the stability line tend to emit neutrons immediately after the $\beta$-decay due to the low neutron separation energy values, $S_{n}$, and its high $Q_{\beta}$ value. Experimentally, the elimination of such contaminant events from neutron-emission decay is difficult. Isomer spectroscopy is also a common strategy to measure the de-excitation $\gamma$ rays with RIBs. However, in this case the nucleus is necessary to have an isomeric excited state, which is not the case for ${ }^{78} \mathrm{Ni}$. Thus, this method is not applicable.

In this work, in-beam $\gamma$-ray spectroscopy of ${ }^{78} \mathrm{Ni}$ was performed to investigate its excited states in a two-step reaction. After the production of the secondary RIBs by following reactions of a ${ }^{238} \mathrm{U}$ primary beam and a primary target $\left({ }^{9} \mathrm{Be}\right)$, another nuclear reaction takes place at the secondary reaction target. This method has strong advantages as: A relatively thick target can be utilized to increase the luminosity and obtained events can be filtered by identifying the incoming beam and the outgoing residuals of the secondary target. At the same time, prompt $\gamma$ rays emitted from the populated excited states of the residual nucleus are measured by a $\gamma$-ray spectrometer placed in close vicinity of the secondary target. The same method was utilized for spectroscopic experiments in the vicinity of ${ }^{78} \mathrm{Ni}$; such as ${ }^{66} \mathrm{Cr},{ }^{72} \mathrm{Fe}$ [116, 117], and ${ }^{79} \mathrm{Cu}[104,105]$.

Since the uncertainty of the reaction position in thick targets degrades the accuracy of the Doppler reconstruction of the $\gamma$-ray energy, the secondary target needs to be carefully chosen to obtain sufficient statistics while keeping enough resolution. In order to maximize the luminosity per unit of energy loss, targets with low atomic number, especially hydrogen, are ideal.

However, liquid hydrogen has a low density, resulting in a thick target, which degrades the energy resolution by the uncertainty of the reaction position. In this work, to achieve both high luminosity and energy resolution of the detected $\gamma$ rays from very rare events, a newly developed detector system consisting of a Time Projection Chamber (TPC), which tracks the recoil protons after the knockout reaction to determine the reaction position in a thick target, and thick liquid hydrogen target, MINOS [123, 124], was employed for the first time. It was installed at the standard focal plane for secondary reactions of the RIBF at RIKEN, Japan. At the same time, the $\gamma$ rays emitted from the reaction residues were detected by a $\gamma$-ray spectrosctrometer consisting of an array of $\mathrm{NaI}(\mathrm{Tl})$ scintillators, DALI2 [125, 126]. This detector was aimed to maximize the detection efficiency by covering the almost $4 \pi$ solid angle. The measurement was performed for 6 days with the maximum primary beam intensity of the RIBF at that time, ${ }^{238} \mathrm{U}$ with $7.5 \times 10^{10}$ particles per second, to obtain sufficient statistics. The detailed description of the experiment and the detector setup are explained in chapter 3.

### 1.5 Thesis objectives

This thesis reports the first spectroscopic study of the excited states of ${ }^{78} \mathrm{Ni}$, populated via proton knockout reactions. Energies of the following de-excitation $\gamma$ rays were measured to determine the levels of the states. This thesis consists as follows: In chapter 2, the principle of the experiment and strategy of this work are described. In chapter 3, the experimental devices and the measurement information are explained. The calibrations for detectors, the performed particle identification, and the measured reaction cross sections are described in chapter 4. The obtained spectra of $\gamma$ rays and the related analysis are shown in chapter 5. As a result, the most intensive $\gamma$-ray transition was assigned as the one feeding the ground state from the first excited state of ${ }^{78} \mathrm{Ni}$, which was assigned a spin-parity $J^{\pi}=2_{1}^{+}$. The theoretical predictions are compared with this experimental consequence to obtain the physics interpretations in chapter 6 . At the end, the entire work is summarized with the conclusion and the future outlook in chapter 7 .

For this experimental work, I have contributed for experimental preparations, measurements, development of the analysis codes, data analysis, and physics discussions to abstract the characteristics of the ${ }^{78} \mathrm{Ni}$. While the experimental preparations and the measurements were performed within a collaboration named SEASTAR (Shell Evolution And Search for Twoplus energies At RIBF), most of the apparatuses, that are the beam line detectors to identify the incoming and outgoing particles, the $\gamma$-ray spectrometer, and the related electrical circuits including the data acquisition system, were managed under my responsibilities. During the data taking, I have committed to the tuning of the particle spectrometers to optimize the production of beams, and subsequently, I have dedicated for the tuning of the detectors, the circuit, the trigger, and the data acquisition systems. Discussions and negotiations with the staffs for the accelerator and the particle spectrometer as a person in charge of the experiment were also my responsibility.

The data analysis was separately performed by the responsible persons of the individual reaction channels. I have constantly improved the analysis and simulation codes and shared the information with others. I have also contributed to the development and improvement of the analysis code to reconstruct the proton tracks to obtain the vertices, even though the hardware of the secondary target system with the vertex reconstruction system, MINOS [123, 124], which will be explained later in chapter 3, was prepared by the colleagues from CEA Saclay, France, who developed and brought the system for the experiment. Finally, I obtained the $\gamma$-ray spectra
of ${ }^{78} \mathrm{Ni}$ after the $(p, 2 p)$ and the ( $p, 3 p$ ) reaction channels by myself. Statistical treatments were performed to build the level scheme of the excited states.

The discussions of the characteristics of the ground and excited states of ${ }^{78} \mathrm{Ni}$ were conducted with my initiatives with several theoretical physicists. Especially, communication with physicists of the shell model calculations and of the reaction calculation was the most important to obtain the theoretical result of the exclusive cross sections to the ground and excited states. Therefore, I worked as liaison between them by communicating frequently even with face-to-face for several time.

Finally, the overall results and discussions of the excited states of ${ }^{78} \mathrm{Ni}$ are detailed in this thesis. These results have been summarized in one regular article paper, submitted to a journal [88].

## Chapter 2

## Experimental Principles

In this chapter, the principles and concepts of the experiment are described. Firstly, the procedure of the production of radioactive-ion beams and the method of particle identification are introduced in section 2.1. Then, the method of in-beam $\gamma$-ray spectroscopy is discussed in section 2.2.

### 2.1 Radioactive-ion beams

### 2.1.1 Beam production with in-flight fission

As the concept of the experimental strategy was briefly introduced in section 1.4, the excited states of ${ }^{78} \mathrm{Ni}$ were produced by a two-step fragmentation process. One of the most important aspects of this experimental work is the production of radioactive-ion beams (RIB). The RIbeam factory (RIBF), operated by the RIKEN Nishina Center and the Center of Nuclear Study of the University of Tokyo [127], is currently the only facility in the world, which generates unstable nuclei far from the stability line with sufficient intensity to perform spectroscopy on ${ }^{78} \mathrm{Ni}$.

Figure 2.1 depicts the schematic layout of the accelerator complex and the following particle spectrometers. $A^{238} \mathrm{U}$ primary beam with an intensity of $7.5 \times 10^{11}$ particles per second was accelerated by the superconducting injector RILAC2 and four coupled cyclotrons, named RRC, FRC, IRC, and SRC, to an energy of $345 \mathrm{MeV} / u$ and impinged on a $3-\mathrm{mm}$-thick beryllium production target, which induced in-flight fission in the relativistic moving frame. The production target was located at the first focal plane, F0, of the following in-flight fragment separator, BigRIPS [128, 129]. BigRIPS consisted of two stages; the first stage from F0 to F2, optimized the beam purification to reduce the count rate from the contaminant events, and the second stage from F3 to F7, utilized for the particle identification (PID) of the secondary beam [130-132]. For the first stage, $B \rho-\Delta E-B \rho$ selection was applied with optimized magnetic rigidity $B \rho$ and energy loss $\Delta E$ with an $8-\mathrm{mm}$ thick aluminum degrader installed at the F1 focal plane. The magnetic rigidity $B \rho$ is a physical quantity defined by the applied magnetic field $B$ and the radius of the trajectory $\rho$, and is proportional to the momentum of the particle as deduced in the equation as explained later Eq. (2.2). For the purification stage, two dipole magnets were installed at both sides of the degrader material. By putting dedicated physical slits after each magnet, a certain momentum of the particles can be selected. In addition to the momentum selection, the energy loss $\Delta E$ in the degrader material was essential for the purification. Because the energy loss of ions in material is proportional to the square of the atomic number, $Z^{2}$, described in Eq. (2.7), the degrader was employed for discriminating particles with same momentum $B \rho$ but different atomic numbers. After the purification stage, the atomic number $Z$ and the mass-


Fig. 2.1: Schematic layout of the BigRIPS and ZeroDegree spectrometers. The final two cyclotron stages, IRC, and SRC, of the RIBF along with the BigRIPS and ZeroDegree fragment separators are shown. This figure is also included in the submitted paper of this work [88].
to-charge ratio $A / Q$ of these particles were identified by means of the $B \rho-\Delta E-$ TOF method, detailed in the following section, with an additional 2-mm thick aluminum degrader at F5.

Following the PID process in BigRIPS, the particles were transported to the dedicated reaction target system, MINOS [123, 124], located at F8, for which details are explained in section 3.2.1. Then, following the secondary reaction, the reaction residues from the secondary target were identified by the ZeroDegree spectrometer from F8 to F11, which utilized the same method as the PID process of BigRIPS.

### 2.1.2 Particle identification with $B \rho-\Delta E-$ TOF method

Both of the BigRIPS and ZeroDegree spectrometer distinguished the particles by means of the $B \rho-\Delta E$ - TOF method, which are also detailed in Ref. [130]. The physics constants, $c, e, m_{u}$, and $m_{e}$ represent the speed of light, the elementary charge, the atomic mass unit, and the mass of the electron, respectively ${ }^{\text {a) }}$.

Focal planes There are twelve focal planes from F0 to F11, as shown in Fig. 2.1, along the beam line after the primaly target. The first stage of BigRIPS from F0 to F2 was used as purification step by the $B \rho-\Delta E-B \rho$ selection. Then, the particles were identified event-by-event along the second stage from F3 to F7 by the $B \rho-\Delta E$ - TOF method. Here, the focal planes at F0, F2, F3, and F7 were set as fully achromatic foci, while the ones at F1 and F5 were set as momentum dispersive foci to filter according to the magnetic rigidity. The same $B \rho-\Delta E-\mathrm{TOF}$ method was applied to the ZeroDegree spectrometer with the achromatic foci at F8 and F11, and the momentum dispersive foci at F9 and F10.

Velocity The velocity $\beta(=v / c)$ was obtained by the interval of the timings, called as Time-ofFlight (TOF), between two plastic scintillator detectors located at the entrance and the exit of

[^0]each spectrometer as following:
\[

$$
\begin{equation*}
\beta=\frac{L}{c} \cdot \frac{1}{\mathrm{TOF}} \tag{2.1}
\end{equation*}
$$

\]

Here, $L$ is the flight path length between the detectors. The length between F3 and F7, $L_{37}$, was 46.566 m , while the one between F8 and F11, $L_{811}$, was 36.48 m .

Momentum The momentum $p=\gamma m v$, where $\gamma$ is defined as $\gamma \equiv \frac{1}{\sqrt{1-\beta^{2}}}$, was deduced from the equation of rotation. The equation of the relativistic motion can be written as:

$$
\begin{align*}
& \gamma m \frac{v^{2}}{\rho}=Q v B \\
& B \rho=\frac{\gamma m v}{Q}=\frac{\beta \gamma c m_{u}}{e} \cdot \frac{A}{Z} \tag{2.2}
\end{align*}
$$

The radius, the charge, the mass, and the magnetic field are defined as $\rho, Q \equiv Z e^{\mathrm{b})}, m \equiv A m_{u}$ and $B$, respectively. Here, $A$ and $Z$ are the relative atomic mass and the atomic number. By employing the ion-optical transfer matrix elements from the position and angle information at each focal plane by the PPAC chambers [133], which are explained later in section 3.1.2, the reconstruction of the trajectories and the $B \rho$ values, which enable deducing the $A / Z$ values, are obtained. As an example, the transfer matrix for F3 to F5 foci with $1^{\text {st }}$ order approximation can be written as:

$$
\left(\begin{array}{c}
x_{5}  \tag{2.3}\\
a_{5} \\
\delta_{35}
\end{array}\right)=\left(\begin{array}{ccc}
(x \mid x) & (x \mid a) & (x \mid \delta) \\
(a \mid x) & (a \mid a) & (a \mid \delta) \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{3} \\
a_{3} \\
\delta_{35}
\end{array}\right)
$$

In this equation, $x_{3}, x_{5}, a_{3}$ and $a_{5}$ are X-position at F3, X-position at F5, X-angle at F3 and X -angle at F5. The $\delta_{35}$ represents the fractional $B \rho$ deviation from the central value $B \rho_{0}$ as:

$$
\begin{equation*}
\delta_{35}=\frac{B \rho-B \rho_{0}}{B \rho_{0}}=\frac{\Delta(B \rho)}{B \rho_{0}}=\frac{\Delta p}{p_{0}} \tag{2.4}
\end{equation*}
$$

In an simplified case, the elements of the transfer matrix between F3 achromatic focus to F5 dispersive focus with $31.7 \mathrm{~mm} / \%$ momentum dispersion, which was $24.8 \mathrm{~mm} / \%$ for ZeroDegree, can be described as:

$$
\left(\begin{array}{c}
x_{5}  \tag{2.5}\\
a_{5} \\
\delta_{35}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 31.7 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{3} \\
a_{3} \\
\delta_{35}
\end{array}\right)
$$

In this analysis, the matrix elements, which have been obtained by previous measurements, were used. The Eq. (2.3) is solved as:

$$
\binom{a_{3}}{\delta_{35}}=\left(\begin{array}{ll}
(x \mid a) & (x \mid \delta)  \tag{2.6}\\
(a \mid a) & (a \mid \delta)
\end{array}\right)^{-1} \cdot\left[\binom{x_{5}}{a_{5}}-\binom{(x \mid x)}{(a \mid x)} \times x_{3}\right]
$$

This equation concludes that the $B \rho$ value for each particle can be deduced at first order by only three parameters, X-position for both foci and X-angle for one focus. To obtain more accurate $B \rho$ and $A / Q$ for ZeroDegree spectrometer second order optical corrections were also applied.

[^1]Atomic number Energy deposition in the ionization chamber MUSIC was utilized to deduce the atomic number $Z$. The mean energy loss per distance of the kinetic energy, $-\frac{d E}{d x}$, of a nucleus with atomic number $Z$ in the material, or gas in the MUSIC, with the mean electron number density and the mean excitation potential $n$ and $I^{\mathrm{c})}$ in Bethe-Bloch formula is shown as:

$$
\begin{equation*}
-\frac{d E}{d x}=\frac{4 \pi}{m_{e} c^{2}} \cdot \frac{Z^{2}}{\beta^{2}} \cdot\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \cdot n\left[\ln \left(\frac{2 m_{e} c^{2} \beta^{2}}{I\left(1-\beta^{2}\right)}\right)-\beta^{2}\right] . \tag{2.7}
\end{equation*}
$$

Assuming the change of velocity is small, $|\Delta \beta| \ll \beta$, in the gas chamber of the MUSIC detector, Eq. (2.7) is simplified to:

$$
\begin{equation*}
|\Delta E| \propto\left(\frac{Z}{\beta}\right)^{2} \tag{2.8}
\end{equation*}
$$

The atomic number of the nucleus $Z$ passing through the spectrometer was deduced by Eq. (2.1) and Eq. (2.8).

In summary, by measuring three values TOF, $B \rho$, and $|\Delta E|$ particle by particle, the velocity $\beta$, the atomic number $Z$, atomic mass $A$, and neutron number $N=A-Z$ were identified.

### 2.2 In-beam $\gamma$-ray spectroscopy

### 2.2.1 Technique

Spectroscopy of de-excitation $\gamma$ rays is the most common way to determine the energy of the nuclear excited states. To populate the excited states, there are several strategies, such as nuclear reactions, Coulomb excitation, and $\beta$-decay. Because the targeted nucleus, ${ }^{78} \mathrm{Ni}$, is located far from stability, in-beam $\gamma$-ray spectroscopy following two-step fragmentation (nuclear reaction) in inverse kinematics is most efficient [126].

As described in the previous section, a primary beam ( ${ }^{238} \mathrm{U}$ in this case) reacts on a production ${ }^{9}$ Be target, which induces in-flight fission. After the collection and the purification of the fission products, the secondary reaction to populate the excited states of the nuclei of interest occurs at the secondary target. The type of the secondary reaction will be chosen according to the requirement and the incident kinetic energy of the nuclei. Nucleon-knockout/removal, nucleon-transfer, and charge-exchange reactions have a selectivity of the proton or neutron state of the nuclei, which can be determined by the choice of the reaction. Especially the nucleon-knockout reaction is favored over others with higher beam energy region compared to the Coulomb barrier (order of a few MeV ). To reach the most neutron-rich nuclei, protonknockout reactions at a fast-beam facility are very powerful. The fragmentation reaction, which is a multi-nucleon removal reaction, can also be employed to reach neutron-rich or neutrondeficient region, but the $\gamma$-ray spectrum can be complicated with more populated states than "pure" reactions because of the number of the possible configurations are determined by the number of the participating nucleons.

### 2.2.2 Doppler broadening

In-beam $\gamma$-ray spectroscopy has the advantage of the efficient population to the excited states of the unstable nuclei. However, the de-excitation $\gamma$ rays are emitted from the moving frame,
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Fig. 2.2: Elements of the uncertainty of energy resolution with azimuthal angles for $\gamma$-ray spectroscopy. Two figures are depicted to compare the resolutions without and with the vertex reconstruction apparatus. In these cases, the projectile particle and the reaction target are respectively selected to ${ }^{79} \mathrm{Cu}$ with a velocity of $\beta=0.6$, and a $10-\mathrm{cm}$ thick liquid hydrogen target. While the case in the left figure has no information of the vertex position, the right case uses a vertex reconstruction system. A $1-\mathrm{MeV} \gamma$-ray in the rest frame is assumed to be emitted immediately after the reaction. The intrinsic energy resolution of the $\gamma$-ray spectrometer is set to $6.5 \%$ at 1 MeV with a square-root dependence explained in the text. The magenta dashed line is the component of the angular resolution described in Eq. (2.11). The blue dashed-dotted line is the uncertainty of the velocity $\beta$ due to the finite target thickness (Eq. (2.12)). The green dotted line corresponds to the intrinsic energy resolution of the $\gamma$-ray spectrometer itself. The black line represents the combined value.
thus, a Doppler shift of the emitted $\gamma$-ray is unavoidable. With an energy of $E_{\gamma_{0}}$ at the center of mass, the $\gamma$-ray energy in the lab frame, $E_{\gamma}$, is described as:

$$
\begin{equation*}
\frac{E_{\gamma}}{E_{\gamma_{0}}}=\frac{\sqrt{1-\beta^{2}}}{1-\beta \cos \theta_{\gamma}} \tag{2.9}
\end{equation*}
$$

Here, $\beta$ is the velocity of the nucleus (center of mass), and $\theta_{\gamma}$ is the angle between the $\gamma$-ray and the particle. To eliminate the effect, the $\gamma$-ray detector should have good angular resolution with position sensitivity or a high granularity.

The effective energy resolution is determined by the Doppler broadening in addition to the intrinsic resolution of the $\gamma$-ray spectrometer. Sources of the resolution consist of three parts as intrinsic resolution $\delta_{\text {intr. }}$, the Doppler broadening caused by the angular uncertainty $\delta_{\theta}$, and the uncertainty of the velocity of the nuclei in a target with a certain thickness $\delta_{\beta}$, formulated as:

$$
\begin{equation*}
\delta_{\text {tot. }}^{2}=\left(\frac{\Delta E_{\gamma_{0}}}{E_{\gamma_{0}}}\right)^{2}=\delta_{\theta}^{2}+\delta_{\beta}^{2}+\delta_{\text {intr. }}^{2} \tag{2.10}
\end{equation*}
$$

$\delta_{\theta}$ and $\delta_{\beta}$ can be obtained by calculating the differentials of Eq. (2.10) with the uncertainties, $\Delta \theta_{\gamma}$ and $\Delta \beta$,

$$
\begin{align*}
& \delta_{\theta}=\frac{\beta \sin \theta_{\gamma} \Delta \theta_{\gamma}}{1-\beta \cos \theta_{\gamma}},  \tag{2.11}\\
& \delta_{\beta}=\frac{\left(\beta-\cos \theta_{\gamma}\right) \Delta \beta}{\left(1-\beta^{2}\right)\left(1-\beta \cos \theta_{\gamma}\right)} . \tag{2.12}
\end{align*}
$$

The intrinsic error is in a first order possible to be assumed to follow the Poisson distribution, which formulated as:

$$
\begin{equation*}
\delta_{\text {intr. }} \propto \frac{1}{\sqrt{E_{\gamma}}} \tag{2.13}
\end{equation*}
$$

Two realistic cases, with an $8-\mathrm{mm}$ thick Be target and thick liquid hydrogen target with 5mm vertex resolution, are calculated according to Eq. (2.10) as shown in Fig. 2.2. In these cases, the projectile particle is selected to ${ }^{79} \mathrm{Cu}$ with a velocity $\beta=0.6$ and a $1-\mathrm{MeV} \gamma$-ray in the rest frame will be emitted after the reaction. The intrinsic energy resolution and angular resolution of the $\gamma$-ray spectrometer are obtained from the typical values of the $\mathrm{NaI}(\mathrm{Tl})$ scintillator array used in this work, DALI2, which will be described in section 3.2.3. See the caption in Fig. 2.2 for a detailed description of the charts.

### 2.2.3 Target selection

A secondary target was used to populate the excited states of the nuclei of interest for in-beam $\gamma$-ray spectroscopy experiments. As discussed in Eq. (2.10), the thickness of the secondary target degrades the effective energy resolution because of the uncertainty of the velocity and the angle of the emitted $\gamma$ rays, while the population probability is proportional to the number of the target atoms per area, which is proportional to the thickness. Therefore it was necessary to optimize the thickness of the secondary target to gain as much luminosity as possible, and at the same time, it was important to select the thickness not to degrade the energy resolution of the $\gamma$-ray spectrometer.

The atomic number $Z$ of the material of the target was also needed to be considered. The $Z$ value should be low in the sense of the atomic background, which is caused by the X-rays when the ionized target atoms recombine [126], and also in the sense of energy deposit per unit length followed by the Bethe-Bloch formula, described in Eq. (2.7). If the deposited energy is as large as the amount of the kinetic energy of the particle, not only the energy resolution becomes worse as Eq. (2.12), but also charge state contaminants can cause low transmission and low efficiency of the particle identification (see section 3.1 also).

To balance all requirements discussed above, solid targets with low $Z$ material, such as $\mathrm{Be}, \mathrm{C}$, or $\mathrm{CH}_{2}$ targets, are commonly selected because gaseous or liquified hydrogen have low density and requires thicker target for a certain luminosity. Note that the energy loss between the solid material with lowest atomic number, $\mathrm{Be}(Z=4)$, and hydrogen ( $Z=1$ ) are a factor of 4 per energy loss. As the production of the excited states of ${ }^{78} \mathrm{Ni}$ is almost at or even above the limit of the current RIB facility with normal solid target, a secondary target system with a $10-\mathrm{cm}$ thick liquid hydrogen target and vertex reconstruction system from the recoil protons, MINOS [123, 124], was newly developed. In the next section, the concept of the detector system and the experimental campaign are introduced.

### 2.2.4 Overview of the experiment: SEASTAR

As discussed in the previous section, the reaction luminosity and the energy resolution, degraded by the $\beta$ uncertainty, $\delta_{\beta}$, are competing with each other. To overcome the weak point of in-beam gamma-ray spectroscopy, a new secondary target system, MINOS, which is a thick liquid hydrogen target combined with a vertex reconstruction apparatus, was proposed and employed the first time for experiments at the Radioactive Isotope Beam Factory [127], Japan. Thanks to the high energy of the secondary beam around $200 \mathrm{MeV} / u$, thick secondary targets can be employed to gain luminosity. The relatively high efficient $\gamma$-ray spectrometer, DALI2,
which consist of $\sim 200 \mathrm{NaI}(\mathrm{Tl})$ scintillator detectors, was used to detect the de-excitation $\gamma$ rays. Prior to the introduction of MINOS, thick targets have caused limited energy resolution. MINOS uses a $10-\mathrm{cm}$ thick liquid hydrogen target system with a vertex reconstruction system, which compensates the degression of the energy resolution caused by uncertainties of the angle of $\gamma$-ray emission and the velocity of the nucleus at the emission. A new experiment with the combination of DALI2 and MINOS at RIBF to measure the energies of the excited states of neutron-rich nuclei systematically, was proposed and named SEASTAR, "Shell Evolution And Search for Two-plus energies At RIBF". The measurement of the $E\left(2^{+}\right)$of ${ }^{78} \mathrm{Ni}$ was performed during the first experimental campaign. At the same time, it was the first time to utilize the MINOS for a physics experiment.

## Chapter 3

## Experimental Devices

The equipment used for the experiment is described in this chapter. Detectors used for particle identification in the BigRIPS and Zerodegree spectrometers are described in section 3.1. The detectors located at the secondary reaction target, MINOS and DALI2, are described in section 3.2. During the experiment, a common trigger with event-by-event data acquisition system (DAQ) was employed. In section 3.3, the electrical circuits from the front end to the DAQ are introduced. The data analysis framework is explained in section 3.4. The summary of the data acquisition runs for the DALI2 $\gamma$-ray calibration and the physics experiments are listed in section 3.5.

### 3.1 Beam-line detectors

To achieve the particle identification based on the $B \rho-\Delta E$-TOF method on an event-by-event basis as explained in section 2.1.2, plastic (section 3.1.1), PPAC (section 3.1.2), and MUSIC (section 3.1.3) detectors were installed along the BigRIPS and ZeroDegree beamlines. The details about these detectors are described in this section.

### 3.1.1 Plastic scintillator

Four plastic scintillation counters [129] were installed at F3, F7, F8, and F11 to obtain the Time-of-Flight (TOF) of the particles. The surface area of each scintillator was 120 mm height times 100 mm width. Their thicknesses were 0.2 mm for F3, F7, and F11 and 1.0 mm for F8 ${ }^{\text {a) }}$. Two photomultiplier tubes (PMTs) were attached on the left and right side of each scintillator. The high voltage setting of each PMT was set between 1700-2000 V by adjusting each signal height to a few hundred mV . To recover the deterioration of the timing resolution, caused by the walkeffect, or slew-effect in other words, on the leading edge discriminator for low amplitude signals of the PMTs, the charge values of the signals were recorded in addition to the timing of the pulse of the discriminator. The timing of the passage of the particle through each plastic scintillator, $T_{\text {ave }}$, is defined by the average of the timings of both left and right PMTs' signal.

$$
\begin{equation*}
T_{a v e}=\frac{T_{L}+T_{R}}{2} . \tag{3.1}
\end{equation*}
$$



Fig. 3.1: Schematic view of the $240 \times 150 \mathrm{~mm}$ PPAC detector. The figure is taken from [133].

### 3.1.2 PPAC

Several position-sensitive Parallel Plate Avalanche Counters (PPACs) were used in the experiment to deteremine the $x, y$ positions and the angles $a, b$ at four achromatic foci, F3, F7, F8, and F11, and two dispersive foci, F5 and F9. A schematic view of a PPAC detector is shown in Fig. 3.1, which is taken from Ref [133]. In order to cover a wide area of the dispersive foci, PPACs with $240 \times 150 \mathrm{~mm}$ acceptance area were used. There are four cathode outputs, named $\mathrm{X} 1, \mathrm{X} 2, \mathrm{Y} 1$, and Y 2 which are connected to the delay lines to determine the position by constant-fraction-discriminators (CFD) and multi-hit time-to-digital converters (TDCs) by the equation below:

$$
\begin{equation*}
X=\alpha \times\left(T_{X 1}-T_{X 2}\right)+X_{\mathrm{off}}, \tag{3.2}
\end{equation*}
$$

where the $\alpha$ ( $\mathrm{mm} / \mathrm{ns)}$ is the position coefficient, which is determined by the delay lines, and $X_{\text {off }}$ is the position offset, which was calibrated with an alpha source prior to the experiment. No anode output was used.

At each focal plane, two sets of double PPAC detector were used. In one double PPAC, two PPACs, A and B, from upstream of the beamline were packed in one box to improve detection efficiencies. Two double PPACs were placed in a certain distance in the camber of the focal plane to determine the $X$ and $Y$ angles $A$ and $B$. To reconstruct the momenta of the particles, the X-position and X-angle (A) are necessary for each focal plane, while Y-position and Y-angle (B) are not used for the higher order optical corrections. In this work, to obtain highest efficiencies, only X and A information were used. If at least one of both upstream and downstream PPAC of the focal plane was above the threshold of their discriminators, the event was accepted.

### 3.1.3 MUSIC

In order to obtain the atomic number $Z$ of nuclei passing through the BigRIPS and ZeroDegree spectrometers, their energy loss was measured by a multi-sampling ionization chamber (MUSIC) $[128,134]$ located at the end of each spectrometer, F7 and F11. The ionization chamber was filled by P10 gas with a mixture ratio of $\mathrm{Ar}: \mathrm{CH}_{4}=90: 10$. As shown in Fig. 3.2, the detector consisted of 24 stacked parallel plate ionization chambers with alternately located cathodes and anodes. The bias voltage was set to 500 V , and applied to all anode electrodes. The signals
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Fig. 3.2: View of the MUSIC detector. The figure is taken from Ref. [134].
from six preamplifiers attached for each two anode electrodes were amplified by six shaping amplifiers and the pulse height were recorded. The geometric average of them was taken as the $\Delta E$ in the analysis:

$$
\begin{equation*}
\Delta E=\alpha \times\left(\prod_{i=0}^{N}\left(A D C_{i}-c_{i}\right)\right)^{\frac{1}{N}} . \tag{3.3}
\end{equation*}
$$

Here, $N, \alpha$, and $c_{i}$ are the number of the channels with a certain threshold determined in the analysis code, calibration coefficient, and the offsets of the ADC values, $A D C_{i}$. Because the typical drift time of the electron was several 100 ns , the shaping time was set to $1-2 \mu \mathrm{~s}$, which can cause some pile-up events for high rate beam experiment from around 100 kHz . In this experiment, the beam rate was less than 10 kHz . Therefore, there were less than $1 \%$ of pile-up events.

### 3.2 Detectors for the secondary reactions: MINOS and DALI2

The secondary beams selected by BigRIPS were guided into ZeroDegree, and the secondary reaction took place at the first achromatic focal plane F8. The MINOS system [123, 124], which consisted of a 102(1) mm thick liquid hydrogen target and a Time Projection Chamber (TPC), was set at the focal plane as a secondary target with an ability to reconstruct the reaction vertices with a resolution of $2 \mathrm{~mm}(\sigma)$. Figure 3.3 is a schematic chart of the vertex reconstruction with the MINOS system [123, 124]. For detailed descriptions of the apparatus, see the caption of the figure and the reference papers. Around the MINOS system, DALI2 [125, 126], an array composed of $186 \mathrm{NaI}(\mathrm{Tl})$ detectors covering polar angles from $12^{\circ}$ to $96^{\circ}$ degrees, was placed to detect de-excitation $\gamma$ rays. Details of each device are described in the following sections.

### 3.2.1 Liquid hydrogen secondary target MINOS

Several factors should be considered in the selection of the thickness and material of the secondary target: Reaction luminosity, energy loss of the beam, and energy resolution of the $\gamma$-ray detector. Since the reaction rate of populating the excited states ${ }^{78} \mathrm{Ni}$ was expected to be small,


Fig. 3.3: Schematic picture of vertex reconstruction with MINOS. A 10 cm -thick liquid hydrogen secondary target located in the MINOS TPC chamber was connected to the cryostat module installed backward of the detector system (not drawn) [123,124]. The green and red arrows show the secondary beam from BigRIPS, in this case ${ }^{79} \mathrm{Cu}$, and the reaction residue heading to the ZeroDegree spectrometer, respectively. After the ( $p, 2 p$ ), ( $p, 3 p$ ), or other fragmentation reactions, protons recoiling from the target penetrate into the TPC, shown as yellow arrows in the figure. Then, the protons ionize the gas in the TPC chamber along their tracks. An electric field $\vec{E}$ in the chamber was applied to collect the drifting electrons with a certain drift velocity. At the end of the TPC chamber is a micromegas detector (not drawn) to amplify the electrons to produce signal outputs. Following the amplification process, the electrical signals were read with segmented electrodes to determine the position projected on the detector plane. To allow for vertex reconstruction with only one reconstructed track, a DSSSD, installed at the upstream of the target, and the PPACs at the F8 focal plane were also used. The scheme of the vertex reconstruction is described in the text.
thick target was favored to achieve a high reaction luminosity. See section 2.2 .3 for the discussions of the selection of the target material. In this experiment, a 102(1) mm thick liquid hydrogen target was used, where the beam energy at the exit of the target is expected to be around $185 \mathrm{MeV} / u$ with $250 \mathrm{MeV} / u$ beam at the entrance. A TPC was installed to reconstruct the vertex position, which improved the energy resolution of the $\gamma$-ray spectrometer. This technique is explained in the next section.

### 3.2.2 Vertex reconstruction system: Time Projection Chamber, DSSSD, and PPAC

In Fig. 3.3, the vertex reconstruction scheme is illustrated. When the proton knockout reaction occurs in the liquid hydrogen target, recoil proton and knockout proton(s) penetrate into the TPC. Electrons, which are generated by ionization of the gas in the TPC along the tracks of the protons, drift due to the applied electric field in the chamber. At the end of the chamber, the free electrons are amplified and collected by the meshed electron multiplier and segmented anode electrodes, micromegas [123,124]. The obtained signal for each pad of electrode is recorded by the GET based flash ADC. From the timing and charge information, the trajectory of each proton is reconstructed. When two or more tracks of the protons are recognized by TPC analysis, the vertex position of the reaction is determined by the closest point of these tracks.

In case only one proton track is reconstructed, the trajectory of the incoming beam is used. To acquire the track of the beam, a double-sided silicon strip detector (DSSSD), located at the entrance of the liquid hydrogen chamber, and the PPAC detectors, installed at F8 focal plane, were utilized (see also Fig. 3.3). Because the DSSSD was located closer to the target, the position information of the DSSSD was used with the average positon of PPAC detectors.


Fig. 3.4: Layout of the DALI2 layers. The upper figure shows the configuration of the DALI2 layers upstream, which surrounds the target chamber and the TPC. The configuration of the most downstream layer is called "wall configuration" which consists of crystals packed closely to get high efficiency for the Doppler boosted $\gamma$ rays for forward angles, as shown at the bottom of the figure. These figures are taken from Ref. [125].

### 3.2.3 $\boldsymbol{\gamma}$-ray detection and the Doppler correction with DALI2

The DALI2 $\gamma$-ray detector array [125] was surrounding the TPC chamber of the MINOS system. The array was composed of three types of the $\mathrm{NaI}(\mathrm{Tl})$ scintillators: 66 scintillators with $40 \times 80 \times 160 \mathrm{~mm}^{3}$ manufactured by Scionix, 88 scintillators with $45 \times 80 \times 160 \mathrm{~mm}^{3}$ manufactured by Saint-Gobain, and 32 scintillators with $60 \times 60 \times 120 \mathrm{~mm}^{3}$ manufactured by Bicron (Saint-Gobain now). The former two types of crystals were coupled with $38-\mathrm{mm} \Phi$ Hamamatsu R580 photomultipliers, and the latter one was coupled with $50-\mathrm{mm} \Phi$ Hamamatsu R1306 photomultipliers. Each crystal was covered by $1-\mathrm{mm}$ thick aluminum housing. The detector array consisted of 11 detector layers located within the limited space between the cryostat duct of the MINOS target system and the superconducting quadrupole magnet (STQ17) of the ZeroDegree spectrometer. Figure 3.4 shows the configurations of the layers. As for forward angle detectors $\gamma$-ray energies were due to the Doppler boost, the most downstream detectors were aligned parallel to the beam direction consisting of a layer with a "wall" configuration. The other 10 layers surrounded the target chamber and the TPC with a circular formation.

Before the experiment, high voltage settings for the photomultipliers were adjusted to make the dynamic range up to 10 MeV (in the lab frame). Because the ADC can accept input signals up to 8 V , the signal heights after the shaping amplifier, with coarse gain set to 32 and shaping time of $3 \mu \mathrm{~s}$, were adjusted to roughly 1 V with a ${ }^{60} \mathrm{Co}$ standard source by oscilloscope by eye. The explanations of the electronic circuits are written in the following section.


Fig. 3.5: Chart of the signal processing circuits and data acquisition modules. The detectors and the data acquisition modules which were used during the data runs are shown. See text for the detailed explanations.

### 3.3 Peripheral equipments

In this section, peripheral electrical circuits: Data acquisition system (section 3.3.1), trigger circuit (section 3.3.2), and scaler (section 3.3.3) are explained.

### 3.3.1 Detectors and data acquisition system

Figure 3.5 displays the scheme of the signal processing circuits and data acquisition modules. The RIBF standard data acquisition system, RIBFDAQ [131, 132], was used. Signals from the detectors were converted into the digital values by several analog-to-digital converters (ADCs) and merged with five DAQ fragments named as SVA03, CCNET07, CCNET08, ggdaq03, and MINOS daq, event-by-event sharing a common trigger for all frangments. SVA03 was the VMEbased controller module assigned for the beam-line detectors, except MUSIC, trigger informations, and VME scaler. It was placed at the counting room to enable users monitoring and modifying the analog signals with radioactive beams. CCNET07 and CCNET08 were the CAMACbased controller modules specified for the MUSIC detectors at F7 (BigRIPS) and F11 (ZeroDegree), respectively. ggdaq03 was the VME-based controller module assigned for the DALI2 $\gamma$ ray detector. MINOS-daq was the newly implemented DAQ module at this experiment, designed for the data acquisition of the MINOS-TPC and the double-sided silicon strip detector (DSSSD). All the data were sent to and stored in the event-building server, d04, via ethernet.

Plastic detector There were in total eight channels from the four plastic detectors with two PMTs on the left and the right sides, placed at F3, F7, F8, and F11. The analog signals were converted into the amplitudes of the light and transmitted with optical fibers to the counting room [133, 135]. Then, the signals were splitted into two circuits: Charge sensitive analog-to-digital converters (QDCs) and leading-edge discriminators followed by multi-hit time-todigital converters (TDCs). Because the timing resolution of the plastic detectors was important for the particle identification, the CAEN's V1290 module, which has typically 35 ps intrinsic resolution, was used.

PPAC All of the analog signals were transmitted to the counting room with optical fibers [133, 135]. The timing of the signal was determined by the constant fraction discriminators (CFDs). As each PPAC module had five outputs (X1, X2, Y1, Y2, Anode), there were $4 \times 6 \times 5=120$ channels in total to be acquired. The typical rise-time of the PPAC signal was not as fast as the plastic scintillator. Therefore, other than the remaining channels of the V1290, which was used for the plastic detector, CAEN's V1190, a high-density (128 channels) multi-hit TDC module was used. Amplitude signals were not recorded.

MUSIC Each MUSIC chamber had six electrodes to readout. These signals were amplified by pre-amps and shaping amplifiers channel-by-channel and read by an ADC in CAMAC with the CCNET controllers [132] placed at F7 and F11.

DALI2 DALI2 consisted of $186 \mathrm{NaI}(\mathrm{Tl})$ scintillator modules and photomultiplier tubes followed by NIM based shaping amplifier modules, N568B [125]. The fast outputs from the amplifiers were transmitted to the VME based CFD module, V812. Because the gamma-trigger, which created at least one output among the CFDs, was used in a coincidence gate with the beam-trigger, it was important to reduce the background events by optimizing the threshold energy of the $\mathrm{NaI}(\mathrm{Tl})$ scintillators. During the experiment, the threshold energy was set around 150 keV in the laboratory frame. The amplitude of the shaped outputs from the amplifiers were converted by V785 ADC with the dynamic range set to around 10 MeV in the lab-frame, which corresponds to 5 MeV in the rest-frame of the nuclei for the most forward detectors. To reduce the data size transmitted to the event builder, the channels, with their signals under the set threshold of the CFD, were recognized as pedestal events and discarded by the threshold of ADC. ggdaq03 was also used in a stand-alone mode to make $\gamma$-ray energy calibrations with standard sources. The trigger source was selected with FPGA based trigger selecting VME module, called LUPO (Logic Unit for Programmable Operation) DAQ master, and the events were stored and analyzed by the local computers placed next to the DALI2 detector [132].

MINOS and DSSSD The pulse-shapes obtained by the micromegas electrodes of the MINOS TPC and that of the DSSSD were digitized by GET modules (general electronics for TPC) [123, 124]. Because the drift time of the electron from the far end of the TPC to the micromegas electrode was expected to be not more than $10 \mu \mathrm{~s}, 512$ points of the pulse-shape were reconstructed with a sampling rate of 50 MHz . By setting the threshold of the signal height for each channel, the pulse-shapes with a certain charge deposit were recorded in the temporal memory of MINOS-daq. This process was executed channel-by-channel at the time of the arrival of the signal, independently to the main DAQ system. Only when the trigger, which is discussed in detail in the next section, invokes the MINOS-daq, the pulse-shapes recorded within a specified range of time-window are sent to the event builder server [131].


Fig. 3.6: Timing alignment of the trigger sources. As the timing of coincidence trigger was determined with reference to the F7 plastic timing as the scheme shown in the left figure. Delays were adjusted to make the trigger sources of F11 plastic and DALI2 (Gamma) arrive earlier than the F7 plastic signal. The right figure is a screenshot of the oscilloscope to check the timings. The procedure for adjusting the timings is described in the text.

### 3.3.2 Trigger

As discussed in section 3.3.1, the DAQ worked on an event-by-event basis with a common trigger. Triggers were organized by a FPGA based dedicated module, GTO (General Trigger Operator), with common dead-time for all the DAQ fragments [132]. The module could pick-up several trigger fragments with an OR gate and accepted the next trigger only when all the End of Busy (EOB) signals from each DAQ fragment had arrived.

The trigger consisted during the physics run of two trigger fragments, one was the main trigger, F7 $\times$ F11 $\times \gamma$, and the other was the beam trigger, DSF7 (Down-scaled F7). The former one was created with a NIM-based coincidence module of Technoland Corporation by requiring triple-coincidence. To align the timings of F11 plastic and DALI2 $(\gamma)$ with reference to the timing of the PMT on the left side of the F7 plastic, the timing of the coincidence was determined by the F7 signal by arranging the delays of each signal illustrated in the chart, Fig. 3.6. Firstly, the delay of DALI2 was adjusted relative to the F7 timing by putting a thick material, in this case the MINOS target, to generate sufficient amount of prompt $\gamma$ rays to visualize the signal in the oscilloscope. Then, the target was emptied to guide the beam to the end of the beam line, F11, to align with the timings of the F11 trigger source. The screenshot of the oscilloscope during the time adjustment is shown in the right panel of Fig. 3.6. The latter trigger fragment, DSF7, which was essential for the cross section measurements, was created by a down-scaling module of Fuji Diamond International Co., Ltd. The down-scale factor was set from 20 (until run 242) to 40 (from run 243) to reduce the dead-time of the DAQ during the experiment. Trigger fragments of F7 $\times$ F11 and 1 kHz clock signal were also prepared for some purposes such as maintenance or tuning during the beam time.

Several trigger fragments were used during the experiment, depending on the purpose. To identify each event with trigger sources, the condition of the trigger fragments was recorded as a binary number by a dedicated input register, "coincidence register". Table 3.1 shows the list and the registered number of each trigger fragment bit. For the case of two or more trigger fragments are produced simultaneously, respective bits are recorded, which can be regarded as summed number of them. In the table, examples of the DSF7 trigger and F7 $\times$ F11 $\times \gamma$ cases are described also.

Tab. 3.1: Trigger fragments and the configuration of the coincidence register. Each trigger fragment was registered as a binary number by a dedicated input register, "coincidence register" to mark the event with trigger sources.

| Trigger name | Registered number |
| :---: | :---: |
| Accepted trigger | $1\left(2^{0}\right)$ |
| F7 $\times$ F11 $\times \gamma$ | $2\left(2^{1}\right)$ |
| Down-scaled F7 | $4\left(2^{2}\right)$ |
| F7 $\times$ F11 | $8\left(2^{3}\right)$ |
| Triggered by DSF7 | 5,13 or 15 |
| Triggered by F7 $\times$ F11 $\times \gamma$ | 11 or 15 |

### 3.3.3 Scaler

The VME based 32-channel 32-bit scaler (counter) SIS38000 was installed at SVA03 DAQ. Table 3.2 shows the assignment of the connections of the inputs. An 1 kHz clock pulse was inserted as a reference of time to calculate the count rates of other channels. The numbers of the scaler values were cleared at every beginning of the data runs, and the DAQ system read the values automatically with a certain interval to monitor the detectors on-line. At the end of the run, the final counts were recorded. The last two rows of Tab. 3.2 show the summed counts and the averaged count rates during the runs for ${ }^{78} \mathrm{Ni}$ physics measurement, from run 211 to run 355 (see section 3.5.1 for the run summary).

### 3.4 Data analysis framework

Data were taken by the RIBFDAQ system as written in section 3.3.1. All the digital converted data were accumulated and stored event-by-event in the event building server with a specified data format called RIDF (RIBF data format). This RIBFDAQ and RIDF system also allowed the on-line analysis to check and monitor the beam status and the detectors. The data accumulation rate was roughly $10 \mathrm{~GB} /$ hour with a 500 Hz trigger rate. Because the RIDF files were raw data files, which included lots of header information and data from the unused detectors, it was not convenient to analyze data directly from RIDF format. As the ROOT [136] framework is commonly used for the nuclear and particle experimentalists for the data analysis, the decoder named ANAROOT [137], which converted and calibrated the raw signal to the physics values to the ROOT tree, was used. LISE++ [138] was used to simulate the particle trajectory along the beamline. Also the Monte Carlo simulation toolkit, GEANT4 [139-141] was used in the analysis to simulate the response function of the DALI2 $\gamma$-ray detector. See details in chapter 4 for the analysis descriptions.

### 3.5 Summary of data sets

### 3.5.1 Beam experiments

[^4]Tab. 3.2: Configurations and summed counts of the 32 channel SIS3800 VME scaler module installed at SVA03. Values are summed from run 211 to run 355.

| Channel | Description | Total counts | Rate (Hz) |
| :---: | :---: | :---: | :---: |
| 0 | Ungated trigger | $2.075 \mathrm{E}+08$ | 459.6 |
| 1 | Gated trigger | $1.884 \mathrm{E}+08$ | 417.3 |
| 2 | F3 Plastic Left | $4.967 \mathrm{E}+09$ | 11000.9 |
| 3 | F3 Plastic Right | $4.631 \mathrm{E}+09$ | 10256.2 |
| 4 | F7 Plastic Left | $2.680 \mathrm{E}+09$ | 5935.1 |
| 5 | F7 Plastic Right | $2.734 \mathrm{E}+09$ | 6054.7 |
| 6 | F8 Plastic Left | $2.671 \mathrm{E}+09$ | 5914.7 |
| 7 | F8 Plastic Right | $2.664 \mathrm{E}+09$ | 5899.1 |
| 8 | F11 Plastic Left | $2.425 \mathrm{E}+08$ | 537.0 |
| 9 | F11 Plastic Right | $2.436 \mathrm{E}+08$ | 539.4 |
| 10 | F3 Plastic | $3.834 \mathrm{E}+09$ | 8491.7 |
| 11 | F7 Plastic | $2.676 \mathrm{E}+09$ | 5925.6 |
| 12 | F8 Plastic | $2.660 \mathrm{E}+09$ | 5891.4 |
| 13 | F11 Plastic | $2.404 \mathrm{E}+08$ | 532.4 |
| 14 | Down-scaled F7 Plastic | $8.530 \mathrm{E}+07$ | 188.9 |
| 15 | F7 $\times$ F11 | $2.420 \mathrm{E}+08$ | 535.9 |
| 16 | Gamma | $1.654 \mathrm{E}+10$ | 36639.4 |
| 17 | F7 $\times$ F11 $\times$ Gamma | $1.259 \mathrm{E}+08$ | 278.8 |
|  |  |  |  |
| 23 | SVA03 End of Busy | $1.884 \mathrm{E}+08$ | 417.3 |
| 24 | MINOS End of Busy | $1.884 \mathrm{E}+08$ | 417.3 |
| 25 | DALI End of Busy | $1.884 \mathrm{E}+08$ | 417.3 |
| 26 | CCNET07 End of Busy | $1.884 \mathrm{E}+08$ | 417.3 |
| 27 | CCNET08 End of Busy | $1.884 \mathrm{E}+08$ | 417.3 |
| 30 |  |  |  |
| 31 | Gated trigger | $1.884 \mathrm{E}+08$ | 417.3 |
|  | 1 kHz Clock | $4.515 \mathrm{E}+08$ | 1000.0 |

Tab. 3.3: Summary of the physics runs. During the data taking, the trigger conditions were changed. The fractions written in the brackets represents the set down-scale factors for the beam trigger gated by F7 plastic detector.

| Run number | Start time | End time | Trigger | Purpose of the run(s) |
| :---: | :---: | :---: | :---: | :---: |
| 147 | May 7 11:31 | May 7 11:40 | F7(1/1) | Empty target run ${ }^{\text {i) }}$ |
| 148 | May 7 12:06 | May 7 12:25 | F7(1/1) | Filled target run |
| 149 | May 7 12:32 | May 713:41 | F7(1/1) | Production estimation ${ }^{\text {ii) }}$ |
| 201 | May 7 13:45 | May 7 14:32 | Physics + F7(1/20) | Production estimation ${ }^{\text {ii) }}$ |
| $210-242$ | May 7 17:48 | May 822:31 | Physics + F7(1/20) | ${\text { Data taking }{ }^{\text {iii }}}^{243-355 ~}$ |
| May 8 22:31 | May 13 9:04 | Physics + F7(1/40) | Data taking |  |

Tab. 3.4: List of the configurations of the magnets and slits. See the explanations in the text.

| Run number | 147 | 148 | $149-222$ | $224-246^{\text {iii }}$ | $247-355$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| F1 slits (mm) | $-46.0,+64.2$ | $-46.0,+64.2$ | $-46.0,+64.2$ | $-46.0,+64.2$ | $-40.0,+64.2$ |
| F2 slits (mm) | $\pm 4.0$ | $\pm 4.0$ | $\pm 4.0$ | $\pm 4.0$ | $\pm 4.0$ |
| F5 slits (mm) | $-120.0,+75.0$ | $-120.0,+75.0$ | $-120.0,+75.0$ | $-120.0,+75.0$ | $-120.0,+65.0$ |
| F7 slits (mm) | $\pm 70.0$ | $\pm 70.0$ | $\pm 70.0$ | $\pm 70.0$ | $\pm 70.0$ |
| $B \rho_{01}(\mathrm{Tm})$ | 7.8920 | 7.8920 | 7.8920 | 7.8920 | 7.8920 |
| $B \rho_{12,23}(\mathrm{Tm})$ | 7.0362 | 7.0362 | 7.0362 | 7.0362 | 7.0362 |
| $B \rho_{34,45}(\mathrm{Tm})$ | 7.0543 | 7.0543 | 7.0543 | 7.0543 | 7.0543 |
| $B \rho_{56,67}(\mathrm{Tm})$ | 6.7992 | 6.7992 | 6.7992 | 6.7992 | 6.7992 |
| $B \rho_{78}(\mathrm{Tm})$ | 6.7306 | 6.7306 | 6.7306 | 6.7306 | 6.7306 |
| $B \rho_{89}(\mathrm{Tm})$ | 6.4500 | 5.4336 | 5.5213 | 5.6020 | 5.6020 |
| $B \rho_{910,1011}(\mathrm{Tm})$ | 6.4347 | 5.4232 | 5.5111 | 5.5914 | 5.5914 |

Tab. 3.5: List of the standard $\gamma$-ray sources. 3 standard $\gamma$-ray sources were used. The intensities written in the table are the dated at May 1, 2014.

| Source | Intensity (Bq) | Half-life | $\gamma$-ray energy (keV) |
| :---: | :---: | :---: | :---: |
| ${ }^{60} \mathrm{Co}$ | $5.1 \times 10^{4}$ | 5.27 y | $1173.2,1332.5$ |
| ${ }^{88} \mathrm{Y}$ | $1.1 \times 10^{5}$ | 106.6 d | $898.04,1836.1$ |
| ${ }^{137} \mathrm{Cs}$ | $7.5 \times 10^{3}$ | 30.08 y | 661.66 |

The measurement was performed from May 7th to 13th, 2014, for 6 days, following experiments targeting the excited states of ${ }^{66} \mathrm{Cr}$ and ${ }^{70,72} \mathrm{Fe}$. Table 3.3 summarizes the descriptions of every physics runs. During the data taking, the trigger conditions were changed. In the beginning, the data acquisition was aiming at deducing the transmission of the spectrometers with and without the liquid hydrogen target and estimating the production rates. To avoid any bias caused by trigger conditions, the beam trigger, which was F7 plastic without any down scaling, was used. After beam and detector tuning, from run 210 the data taking was performed with a physics trigger (F7 $\times$ F11 $\times \gamma$ ) and down-scaled F7 beam trigger (DSF7), which was used for the inclusive cross section measurement. The fractions written in the brackets represent the set down-scale factors for the beam trigger gated by F7 plastic detector. From run 243, the down-scale factor was changed from $1 / 20$ to $1 / 40$ to reduce the trigger rate and the dead time of the DAQ. Table 3.4 provides the list of the configurations of each slit width and each magnetic rigidity $B \rho$ settings during the measurement. During run 223, the magnetic settings were shifted. Therefore, the data were not used for the analysis. Because of the count rate of ${ }^{78} \mathrm{Ni}$ was too small to optimize the magnetic fields along the ZeroDegree spectrometer, the center of ${ }^{78} \mathrm{Ni}$ was fine-tuned after the run 224 according to the accumulated statistics until run 222. From run $224,{ }^{78} \mathrm{Ni}$ was almost centered in the ZeroDegree spectrometer. From run 247, the slits at the dispersive foci, F1 and F5, were narrowed to reduce the trigger rate from the contaminants in the secondary beam. The change increased contaminants mixed in the beam, which caused an increased trigger rate at F7. Therefore, to reduce the background events from the beam trigger, the down-scale factor was changed as described above.

Tab. 3.6: Summary of the $\gamma$-ray calibration runs for DALI2.

| Run number | Start time | End time | $\gamma$-ray source | Physics runs |
| :---: | :---: | :---: | :---: | :---: |
| $33,35,38$ | May 7 8:27 | May 7 10:24 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y},{ }^{137} \mathrm{Cs}$ | run 210-222 |
| 41 | May 8 14:05 | May 8 14:30 | ${ }^{88} \mathrm{Y}$ | run 224-246 |
| 43,44 | May 9 14:09 | May 9 14:58 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y}$ | run 247-270 |
| 46,47 | May 10 14:09 | May 10 14:51 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y}$ | run 271-300 |
| 50,51 | May 11 14:01 | May 11 14:46 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y}$ | run 301-324 |
| 54,55 | May 12 14:09 | May 12 14:53 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y}$ | run 325-346 |
| $57,58,59$ | May 13 10:15 | May 13 11:45 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y},{ }^{137} \mathrm{Cs}$ | run 347-355 |
| $61,62,63$ | May 14 15:28 | May 14 17:00 | ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y},{ }^{137} \mathrm{Cs}$ | Efficiency |

### 3.5.2 DALI2 calibrations

During the beamtime, DALI2 was calibrated by several standard sources once per day. The sources were placed at the end of the secondary target chamber, close to the forward wall of the DALI2 crystal. In this experiment, the energy of the aimed $\gamma$-ray was 3 MeV , which corresponds up to 6 MeV in the most forward detectors. Table 3.5 is the list of the $\gamma$-ray sources used for the caribration runs. The intensities are also written in the table, which are dated at May 1 in 2014. Because ${ }^{88} \mathrm{Y}$ emits the highest energy among the $\gamma$ rays, 1836.1 keV , and another energy at 898.04 keV , measurements were done at least with this source everyday. Table 3.6 summarizes the $\gamma$-ray calibration runs for DALI2. Because the radiation background from proton and neutron might cause a gain shift in the $\mathrm{NaI}(\mathrm{Tl})$ scintillators, the calibration run took place everyday. The table shows also the correspondence between the calibration runs and the physics runs.

## Chapter 4

## Data analysis

In this chapter, the calibration for each detector and the data analysis are described. In the following sections 4.1, 4.2, and 4.3, the calibration of the respective beamline detectors, the reconstruction of the particle identification, and the analysis of the DALI2 and MINOS devices are explained. To examine the validity of the Doppler correction employing the TPC of MINOS, the $\gamma$-ray spectra for ${ }^{80} \mathrm{Zn}$ were obtained with several conditions as a test case in section 4.4. The results and discussion of the obtained cross sections and $\gamma$-ray transitions are described in the next chapter.

### 4.1 Calibration of the beamline detectors

To identify the incoming and outgoing particles before and after the secondary target by means of the $B \rho-\Delta E-$ TOF method, the calibration of the respective beamline devices is necessary.

### 4.1.1 PPAC calibration

## (1) $\delta$-ray rejection in the PPACs

The elimination of contaminant events originating from $\delta$ rays in PPACs is important [133]. Recoil electrons produced by heavy ions traversing material along the beam path hit a PPAC detector, however, the position is irrelevant to the track. It is known that the energy deposit of $\delta$ rays in the PPAC is not negligible and a $\delta$-ray hit causes misidentification in the PPAC detector. To avoid such events, a gate on the sum of the delay times, $T_{\text {sum }}$ as defined below, was applied


Fig. 4.1: Examples of $T_{\text {sum }}$ of PPACs. The spectra of F3-1A and F3-1B PPACs with gates on $T_{\text {sum }}$ are shown. The horizontal axes correspond to $T_{\text {sum }}$ (ns) and the vertical axes are the number of counts.

Tab. 4.1: Measured PPAC efficiencies relative to the plastic detectors at F7 and F11. Values are given in \%. The low value of the Y-position of the F5-2B PPAC might be caused by overlooking of the discriminator settings.

| PPAC | 1A (\%) | 1B (\%) | 2A (\%) | 2B (\%) |
| :---: | :---: | :---: | :---: | :---: |
| F3X | 88 | 89 | 93 | 91 |
| F3Y | 84 | 92 | 92 | 91 |
| F5X | 93 | 93 | 91 | 92 |
| F5Y | 92 | 93 | 89 | 4 |
| F7X | 90 | 91 | 92 | 88 |
| F7Y | 87 | 93 | 91 | 86 |
| F8X | 93 | 89 | 88 | 91 |
| F8Y | 92 | 92 | 89 | 51 |
| F9X | 94 | 89 | 93 | 88 |
| F9Y | 91 | 94 | 93 | 92 |
| F11X | 92 | 91 | 93 | 76 |
| F11Y | 82 | 91 | 91 | 85 |

for each PPAC:

$$
\begin{equation*}
T_{\text {sum }} \equiv T_{X 1}+T_{X 2} \tag{4.1}
\end{equation*}
$$

When only one particle hits the PPAC detector, $T_{\text {sum }}$ will be a constant value, while $T_{\text {sum }}$ becomes lower for a two- or multi-particle hit. To avoid multi-particle events including $\delta$ rays, the event selection with $T_{\text {sum }}$ is important. Figure 4.1 shows examples of $T_{\text {sum }}$ distributions of the F3-1A and F3-1B PPACs. Events satisfying the $T_{\text {sum }}$ gate condition, which corresponds to the red lines, are accepted. The widths of the gates were set to around $\pm 2 \mathrm{~ns}$ from the peak positions.

## (2) PPAC efficiencies

Table 4.1 lists the efficiency for each PPAC detector in the ${ }^{78} \mathrm{Ni}$ settings after the evaluation of the $T_{\text {sum }}$ gates. Here, the efficiency of the respective PPAC detector is defined as the ratio of counts in the PPAC relative to the counts of the plastic detectors at F7 and F11 under the assumption of the efficiencies that the plastic detectors are $100 \%$. Because the Y information was not necessary to reconstruct the $B \rho$ or the momentum of the particle, only the efficiencies for the X direction were crucial for particle identification ${ }^{\text {a) }}$. Except for F11-2B, the efficiencies for the X direction were about $90 \%$ for each detector. As discussed in section 3.1.2, to determine the beam X-positon and X-angle (A), at least one each PPAC of both upstream (1A or 1B) and downstream (2A or 2B) detectors in each focal plane should have signal above threshold. If the efficiencies of the PPAACs are noted as $\varepsilon_{1 a}, \varepsilon_{1 b}, \varepsilon_{2 a}$, and $\varepsilon_{2 b}$, the track reconstruction efficiency $\eta$ is:

$$
\eta=\left(1-\left(1-\varepsilon_{1 a}\right) \times\left(1-\varepsilon_{1 b}\right)\right) \times\left(1-\left(1-\varepsilon_{2 a}\right) \times\left(1-\varepsilon_{2 b}\right)\right) .
$$

For the case of each PPAC efficiency of $\varepsilon=90 \%$, the tracking efficiency in each focal plane, $\eta$, is calculated to be $98 \%$, close to the ideal $100 \%$. The F11 PPACs were not used in the particle identification, because the tracking efficiency for the F11 focus was slightly low.
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Fig. 4.2: Raw charge and timing values of the four plastic detectors. The relationship between the charge-ratios and time differences of F3, F7, F8, and F11, are shown from left to right panels. Horizontal axes ars the charge-ratios: $\log \frac{Q_{L}}{Q_{R}}$. Vertical axes are the time difference: $T_{L}-T_{R}$. Kinking structures are seen in F8 and F11 plastic which is caused by overrange events of the charge sensitive ADC (QDC). No event elimination was applied with the plastic detectors.

### 4.1.2 Plastic detectors: Charge ratio vs time difference

The plastic detectors, as described in section 3.1.1, were important to determine the time-offlight of the particles. To measure the time accurately, there were two PMTs attached on the left and right sides of each plastic scintillator. As both the charge ratio, $\log \frac{Q_{L}}{Q_{R}}$, and the time difference, $T_{L}-T_{R}$, are known to be proportional to the X position of the particle hit in the plastic detector, the linear correlation between these values can be obtained to confirm the operation of the detectors [130]. Two dimensional plots of $\log \frac{Q_{L}}{Q_{R}}$ in the horizontal axis, and $T_{L}-T_{R}$ in the vertical axis of the respective plastic detectors F3, F7, F8, and F11 are presented in Fig. 4.2. The non linear structures seen in the F11 plastic are understood as overflow events in the charge-to-digital converter, QDC. Such overflow events are flagged in the $13^{\text {th }}$ bit of the output value of the V792 QDC [142]. While the charge values were not used for the particle identification in first order, these overrange events, occupying a few percent of the total events, were flagged, because the charge value was used in the second order correction of the walkeffect of the leading edge discriminators.

### 4.2 Particle identification

### 4.2.1 Procedures

Particle identification (PID) was performed based on the procedure explained in section 2.1.2, which is also detailed in Ref. [130]. The parameter which should be adjusted firstly is the timeoffset of each plastic detector, which is important to reconstruct the time-of-flight. During the BigRIPS tuning of the experiment, which was mainly performed by the BigRIPS team, $\gamma$ ray transitions from several known isomers were measured to tag the incoming isotopes at F7 with a beam stopper and a HPGe $\gamma$-ray detector [129, 130]. The time offsets were adjusted by calibrating the measured mass-to-charge ratio, $A / Q$, with the isomer-tagged isotopes as references. The calibration coefficients of the ion chamber (MUSIC), which are necessary to deduce the atomic number, $Z$, were also adjusted to align the isomer-tagged isotopes to the correct $Z$ value. The parameters for ZeroDegree were then adjusted using the PID of BigRIPS.

Figure 4.3 displays the PID plot of the radioactive beam accepted by the BigRIPS and Ze roDegree fragment separators. In this analysis, the $B \rho$ value was obtained with both F3-F5 and


Fig. 4.3: Particle identification plot of the radioactive beam accepted by the BigRIPS and ZeroDegree fragment separators. In the left panel, the PID with BigRIPS is plotted, where events corresponding to ${ }^{79} \mathrm{Cu}$ and ${ }^{80} \mathrm{Zn}$ are enclosed by the red ellipse and red dashed ellipse, respectively. The PID plot of the ZeroDegree spectrometer, obtained by using the tracking information at F8 and F9, are shown in the right panel. A second order optical correction (explained in section 4.2.2) was applied to obtain a higher resolving power. Events corresponding to ${ }^{78} \mathrm{Ni}$ are enclosed by the red ellipse.

F5-F7 transfer matrixes to obtain higher resolution (see Ref. [130] for details) for the PID plot of BigRIPS. On the other hand, the $B \rho$ value of ZeroDegree was reconstructed only with a F8-F9 transfer matrix, which requires tracking information at F8X, F9X, and F9A and without the one of F11, because of the low tracking efficiency of the F11 PPACs (see section 4.1.1). This was crucial not to lose important events, as the significance can be seen in the number of counts for the same nuclei gated in the ZeroDegree PID. For example, the number of counts of ${ }^{78} \mathrm{Ni}$ in a certain measurement for an hour, run 355, were 48,45 , and 43 counts with the F8-F9, F9-F11, and F8-F9-F11 reconstructions, respectively. However, the $B \rho$ resolution in the ZeroDegree spectrometer is worse than the one in BigRIPS because of the smaller momentum dispersion and the lower time-of-flight resolution, which was determined by the shorter flight path of the ZeroDegree than the one of BigRIPS. Therefore, additional corrections to recover the degraded $B \rho$ resolution were essential. In the next section, the second order optical correction, which was applied to improve $B \rho$ resolution, is explained. Note that the PID plot of the ZeroDegree spectrometer utilizing both transfer matrixes, F8-F9 and F9-F11, which uses all the tracking information of F8, F9, and F11 are displayed in the appendix chapter, Fig. B.1. With this approach a much clearer separation than the one used in the actual analysis was achieved.

### 4.2.2 Optical correction

In this work, higher order optical corrections of the ion optical transfer matrix were applied to achieve better $A / Q$ resolution for the ZeroDegree PID, while only first order ion optical transfer matrix elements were applied to the BigRIPS PID as introduced in section 2.1.2. Figure 4.4 shows the ZeroDegree particle identification plot before and after the second order optical corrections. As discussed in Eq. (2.3) and Eq. (2.6), the F8 to F9 reconstruction requires tracking information of F8X, F9X, and F9A for the ZeroDegree PID. Figure 4.4 shows an example of the optical corrections, in which left and right panels are shown without and with the correction up


Fig. 4.4: Optical corrections for the ZeroDegree particle identification. Second order optical corrections were applied to improve the resolution of the mass-to-charge ratio, $A / Q$, of the PID plot obtained by using the tracking information at F8 and F9, as shown in the right panels. For a comparison, the PID plot with the 1st order reconstruction are shown in the left panels. The middle panels are the correlation between $A / Q$ values and the F9X positions for the $Z=28(\mathrm{Ni})$ condition, which is illustrated in the upper panels. The corrected and uncorrected $A / Q$ distributions can be seen in the two bottom panels. The $A / Q$ resolution of ${ }^{78} \mathrm{Ni}$ improved from $5.2 \sigma$ to $6.3 \sigma$ separations.


Fig. 4.5: Charge state contaminants in ZeroDegree. Ratios of $A / Q$ values between the PIDs in F8-F9 and F9-F11 are displayed. The left figure shows the $A / Q$ change for $Z=28(\mathrm{Ni})$ isotopes, and the right one shows the one for $Z=29(\mathrm{Cu})$ isotopes. For both distributions, a condition of $A / Q>2.6$ was applied. When any reaction or charge state change occurs, the ratio of $A / Q$ values is different from one. The left contaminant peak can be understood as a hydrogen-like state until F9, then fully stripped after F9, while the right peak is vice versa. Such $A / Q$ changes are limited to less than $1 \%$ probability. Thus, no cut was applied in the analysis.
to second order. The middle panels are the $A / Q$ trends for the $Z=28(\mathrm{Ni})$ nuclei with respect to the F9X position shown on the vertical axes. Parabolic trends in all foci can be seen before the correction. The optical correction coefficients were obtained iteratively by checking each relationship among the positions, angles and the $A / Q$ values to make the locus of ${ }^{78} \mathrm{Ni}$ as vertical as possible. As a result, the $A / Q$ resolution of ${ }^{78} \mathrm{Ni}$ improved from $5.2 \sigma$ to $6.3 \sigma$ separations, defined as the ratio of the interval of the neighboring peaks divided by the peak width. The particle identification of F8-F9 reconstruction with second order optical corrections is used for the $\gamma$-ray spectroscopic analysis. On the other hand, for the cross section measurement (see section 5.1), the $A / Q$ reconstruction with F8-F9-F11 was used because it allowed for a cleaner identification to eliminate cross contaminations of gates.

### 4.2.3 Charge state contaminants

Charge state contaminants in ZeroDegree were checked, as they can cause misidentification of particles. After passing through several detectors and a thick secondary target installed along the beamline, the remaining energy of the beam was only around $170 \mathrm{MeV} / u$ at the exit of the target. Reaction residues at such low energies can easily pick up electrons from the target or detectors and thus not be in the fully stripped charge state anymore. For the ${ }^{78} \mathrm{Ni}$ case, a hydrogen-like ${ }^{75} \mathrm{Ni}^{27+}(A / Q=2.778)$, which has a similar $A / Q$ value to ${ }^{78} \mathrm{Ni}^{28+}(A / Q=2.786)$, and it is difficult to distinguish them with the resolution of the spectrometer. To quantify the amount of the charge state contaminants, two measurements of the $A / Q$ value from the F8-F9 and F9-F11 PIDs are compared and this confirmed that the charge state events are negligible (see Fig. 4.5). Along the beamline in the ZeroDegree spectrometer, the PPACs, filled with P10 gas and sealed with polyester films, installed at F9 were the only material, where charge state changes could occur. According to GLOBAL calculations [138, 143] implemented in the

Tab. 4.2: Numbers of isotopes in the beam. The PID gates with $\dagger$ marks were obtained using the down-scaled beam trigger, and others were recorded using the normal trigger, F7 $\times$ F11 $\times \gamma$. The last four lines are the numbers of events with a condition on the vertex position reconstructed inside the MINOS target (see section 4.3.2). To obtain the real counts and rates, the down-scale factor and the DAQ live-time were taken into account.

| Gate | Observed | Events (corrected) | Event rate $\left(\mathrm{s}^{-1}\right)$ |
| :--- | ---: | :---: | :---: |
| $\left.\mathrm{BR}^{79} \mathrm{Cu}\right)^{\dagger}$ | 57,162 | $2.4 \times 10^{6}$ | 5.2 |
| $\mathrm{BR}\left({ }^{80} \mathrm{Zn}\right)^{\dagger}$ | $3,149,940$ | $1.3 \times 10^{8}$ | 290 |
| $\mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)^{\dagger}$ | 179 | $7.6 \times 10^{3}$ | $1.6 \times 10^{-2}$ |
| $\mathrm{ZD}\left({ }^{79} \mathrm{Cu}\right)^{\dagger}$ | 29,793 | $1.3 \times 10^{6}$ | 2.7 |
| $\mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)^{\dagger}$ | 27 | $1.1 \times 10^{3}$ | $2.5 \times 10^{-3}$ |
| $\mathrm{BR}\left({ }^{80} \mathrm{Zn}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)^{\dagger}$ | 21 | $8.9 \times 10^{2}$ | $1.9 \times 10^{-3}$ |
| $\mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right) \otimes \gamma$ | 937 | $1.0 \times 10^{3}$ | $2.3 \times 10^{-3}$ |
| $\mathrm{BR}\left({ }^{80} \mathrm{Zn}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right) \otimes \gamma$ | 815 | $8.9 \times 10^{2}$ | $2.0 \times 10^{-3}$ |
| $\mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right) \otimes \gamma \otimes \operatorname{MINOS}$ | 811 | $8.9 \times 10^{2}$ | $2.0 \times 10^{-3}$ |
| $\mathrm{BR}\left({ }^{80} \mathrm{Zn}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right) \otimes \gamma \otimes \mathrm{MINOS}$ | 636 | $7.0 \times 10^{2}$ | $1.6 \times 10^{-3}$ |
| $\mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right) \otimes E_{\gamma}>300 \mathrm{keV}$ | 310 | $3.4 \times 10^{2}$ | $7.6 \times 10^{-4}$ |
| $\mathrm{BR}\left({ }^{80} \mathrm{Zn}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right) \otimes E_{\gamma}>300 \mathrm{keV}$ | 222 | $2.4 \times 10^{2}$ | $5.4 \times 10^{-4}$ |

LISE++ toolkit, $99.7 \%$ of ${ }^{78} \mathrm{Ni}$ at an energy of $170 \mathrm{MeV} / u$ remains fully stripped within the equilibrium charge states in carbon, which is the main component of polyester. When any reaction or charge state change occurs at F9, the $A / Q$ value measured between F9 and F11 is different from the one between F8 and F9. Figure 4.5 shows the ratio of $A / Q$ values between measured in F8-F9 and F9-F11 for $Z=28(\mathrm{Ni})$ isotopes and $Z=29(\mathrm{Cu})$ isotopes. It can be confirmed that the nuclei in most events do not change their charge states. As the charge state contaminant is negligibly small, no specific condition was applied to the chage state change in the later analysis.

### 4.2.4 Number of isotopes during the experiment

Table 4.2 lists the numbers of events in the beam with several gating conditions. The gates marked with $\dagger$ marks were obtained using the down-scaled beam trigger, and others were using the trigger F7 $\times$ F11 $\times \gamma$. To obtain the real counts and rates, the down-scale factor ${ }^{\text {b) }}$ and the DAQ live-time ${ }^{\mathrm{c})}$ were taken into account. The number of events was obtained by fitting two dimensional Gaussian functions to PID plots shown in Fig. 4.3 and gated by an ellipse with $3.5 \sigma$ for $Z$ and $A / Q$ axes for the $\gamma$-ray spectroscopy analysis as well as the counts in Tab. 4.2.


Fig. 4.6: Examples of the $\gamma$-ray spectra for three standard sources in the calibration runs of DALI2. Spectra (Detector ID:186) for the ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y}$, and ${ }^{137} \mathrm{Cs}$ souces are shown. All peaks are fitted with Gaussians (light green) and linear background functions (blue).


Fig. 4.7: Calibrated energy spectra of DALI2. Two dimensional plots, the calibrated energy versus the crystal ID, measured by three standard sources, ${ }^{60} \mathrm{Co},{ }^{137} \mathrm{Cs}$, and ${ }^{88} \mathrm{Y}$, are shown from the left to the right panels, respectively.

### 4.3 Calibration for the secondary reactions

### 4.3.1 DALI2

## (1) Energy calibration with standard sources

The energy spectra of DALI2 obtained with $\gamma$-ray standard sources during the energy calibration runs were fitted by Gaussian functions and linear functions as background. As summarized in section 3.5.2, three standard $\gamma$-ray sources, ${ }^{60} \mathrm{Co},{ }^{88} \mathrm{Y}$, and ${ }^{137} \mathrm{Cs}$ were placed around the exit of the target chamber for the measurements. The examples of the spectra and the fits for these sources are shown in Fig. 4.6. While the spectrum of ${ }^{60} \mathrm{Co}$ was fitted with two Gaussian functions on top of a common linear background, the two $\gamma$-ray peaks of ${ }^{88} \mathrm{Y}$ were fitted separately as their energies are well separated. Figure 4.7 shows the summarized spectra in two dimensional plots, the calibrated energy versus the crystal ID, for the three source measurements. The separation between two neighboring peaks of ${ }^{60} \mathrm{Co}$ can be seen. All examples show the spectra taken just after the beam time, which are runs 57,58 , and 59 (see Tab. 3.6).

The energy calibration was performed for each crystal with a linear function, $E=a \cdot \mathrm{Ch}+b$, for each crystal using all measured peak positions in ADC channels, Ch, taken from the centroid of the fitted Gaussian. An example of the energy calibration of DALI2 and the distribution of the discrepancy of the calibrated energy from the $\gamma$-ray energy is shown in Fig. 4.8.

## (2) Linearity of the calibration

The $\gamma$-ray transitions of interest were up to around 3 MeV in the ejectile rest frame, which corresponds to 6 MeV in the laboratory frame for the forward-angle detectors. It was therefore important to ensure the linearity of the response of the DALI detectors up to high $\gamma$-ray energies. The calibration residuals in Fig. 4.8 show roughly a 5 keV uncertainty in the region up to 2 MeV . Another test was performed with the $2615-\mathrm{keV} \gamma$-ray from natural radiation from the $\beta$ decay of ${ }^{208} \mathrm{Tl}$ to ${ }^{208} \mathrm{~Pb}$, shown in Fig. 4.9. This spectrum was obtained from the calibration run with a ${ }^{60} \mathrm{Co}$ source immediately after the beam experiment. From the fitting with Gaussian and exponential functions, the peak position was deduced at $2600(2) \mathrm{keV}$. The discrepancy with the known energy, 2615 keV , amounts to $0.6 \%$, which is larger than that of standard sources shown in the bottom right of Fig. 4.8. It is important to note that the signal-to-noise ratio of the peak is not as good as the peaks obtained using the standard $\gamma$-ray sources because there are many sources of background in the spectrum. Also, the peak position of the $2615-\mathrm{keV} \gamma$ rays can be shifted for another reason that the response of the detectors is rather position dependent; in this case the $2615-\mathrm{keV} \gamma$ rays shine from the back into the crystal, while the $\gamma$ rays of interest are from the front. Thus, the discrepancy of $0.6 \%$ was estimated as the upper limit of the systematic error from the linearity of the $\gamma$-ray spectrometer.

## (3) Energy resolution

An evaluation of the resolution of the DALI2 array as function of energy is necessary to create simulated $\gamma$-ray response functions in the GEANT4 Monte-Carlo simulation framework [139141]. Figure 4.10 shows the measured energy resolution of the individual $\mathrm{NaI}(\mathrm{Tl})$ crystals of DALI2 with three standard $\gamma$-ray sources. The energy resolution, $\Delta E$, for each $\mathrm{NaI}(\mathrm{Tl})$ crystal
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Fig. 4.8: Energy calibration of DALI2 and the distribution of residuals. Each scintillator of DALI2 was calibrated by a linear function as illustrated in the top left panel. The distribution of the energy residual after the calibration as plotted in the top right panel (distribution for each detector ID) and bottom left panel (histogram for respective peak energies) shows most of the detectors have energy residual withins a few keV . The relative residual deviation, the residual devided by the peak energy in \%, is shown in the bottom right panel.


Fig. 4.9: DALI2 spectrum of a high energy transition from natural background. A spectrum of calibration measurement with ${ }^{60} \mathrm{Co}$ was used to check the linearity of the detector at high energy. The 2615 keV transition by $\beta$-decay of ${ }^{208} \mathrm{Tl}$ to ${ }^{208} \mathrm{~Pb}$ is fitted with Gaussian and exponential function.


Fig. 4.10: Measured energy resolutions of the $\mathrm{NaI}(\mathrm{Tl})$ crystals of DALI2. In the left panel, the energy resolution for each $\mathrm{NaI}(\mathrm{Tl})$ crystal ID is shown in FWHM. Note that four bad crystals, ID: 48, 63, 132, and 167 were removed from the analysis and other crystals with bad resolution were put far from the target: in the outer ring of the wall layer (starting from ID 122) or at backward layers (low ID numbers). The measured resolution of each crystal was fitted by a $\Delta E \propto 1 / \sqrt{E}$ function, as displayed in the right panel. The two data points of ${ }^{60} \mathrm{Co}$, which are plotted with black dots, were not used in the fit due to the ambiguity of the background estimation of the spectra can cause an underestimation of the energy resolution. See text for the discussion.



Fig. 4.11: Example of the time response of a $\mathrm{NaI}(\mathrm{Tl})$ detector with prompt $\gamma$ rays. In the left panel, the raw structure of the time response of the forward detector, ID:186, with conditions of single $\gamma$ ray observation in the entire detector array and measured energy of larger than 500 keV is shown. The time distribution of each $\mathrm{NaI}(\mathrm{Tl})$ scintillator was fitted with a Gaussian function to align the peak position. The time structure versus observed energy is displayed in the right panel. To reduce background events from random coincidences, only the events between -5 ns and 10 ns , as illustrated with the red lines, were used in the analysis.

ID is shown in FWHM (Full Width Half Maximum). Note that four crystals with bad resolution, or sometimes having double peaks, ID: 48, 63, 132 and 167, were removed from the analysis, while other crystals with relatively bad resolutions were put far from the target position. From this measurement, the energy resolution of a $\mathrm{NaI}(\mathrm{Tl})$ crystal as a function of the $\gamma$-ray energy can be determined as:

$$
\Delta E \propto \frac{1}{\sqrt{E}}
$$

By this relation, parameters for the Monte-Carlo simulation were determined for each crystal individually. The values measured with the ${ }^{60} \mathrm{Co}$ souce shown with black points in Fig. 4.10 were not used in the fit as these energy resolutions might have been underestimated. This underestimation might be caused by the assumption of the linear background for the fit shown in Fig. 4.6, while the actual background structure could be rather concave up. Also, the peaks of ${ }^{60} \mathrm{Co}$ are close to each other compared to their resolution to obtain proper values.

## (4) Time alignment

To reject random background events, time conditions for the crystals were important. Figure 4.11 is an example of the time distribution of the $\mathrm{NaI}(\mathrm{Tl})$ detector signal relative to the timing of the nearest plastic detector at F8. Each scintillator was fitted with a Gaussian to obtain the timing offset. To avoid the tail structure caused by scattered $\gamma$ rays and the walk-effect from low energy $\gamma$ rays, events with only one crystal in the whole DALI2 array above threshold and with a $\gamma$-ray energy higher than 500 keV in the laboratory frame were used.

The time structure versus energy of DALI2 is shown in the right panel of Fig. 4.11. For lower energy events, delayed events can be seen, which are due to the $\gamma$ rays scattered by Compton effect and the walk-effects of the discriminator. The time resolution of the entire array was



Fig. 4.12: Validation of the response function of DALI2. The reliability of the GEANT4 based DALI2 response was tested with the efficiency-calibration measurement. In the left panel, the spectrum of the ${ }^{137} \mathrm{Cs}$ source measurement (black curve) are drawn with a simulated response function at 662 keV peak (red curve). The $\gamma$-ray spectrum was subtracted with the simulated function as the residual distribution shown in the right panel.
deduced as $1.8 \mathrm{~ns}(\sigma)$ for energies above 500 keV . To reduce the background from random coincidence events, only the events between -5 ns and 10 ns were used in the further analysis.

## (5) Validation of the GEANT4 simulation

The GEANT4 $[139,140]$ based simulation of the response function of the DALI2 $\gamma$-ray spectrometer [141] was used to deduce the number of the emitted $\gamma$ rays from the nuclei of interest. To test the reliability of the GEANT4-based DALI2 response functions, a calibration measurement was performed with a ${ }^{137} \mathrm{Cs}$ standard source after the beam experiments to compare the spectrum with the results of the simulation. In order to conduct the detector efficiency measurement reducing the effect of the dependencies of the position of the $\gamma$-ray emission, the source was placed at the end of the liquid hydrogen target in the target chamber. For this calibration measurement, the exit window of the target chamber was cut to put the standard source inside the chamber. The measurement with the ${ }^{137}$ Cs source was performed for $T=1832.0$ seconds and the activity of the source was $I\left({ }^{137} \mathrm{Cs}\right)=7.5(4) \times 10^{3} \mathrm{~Bq}$, as listed in Tab. 3.5. The number of $\beta$ decays occurring during the measurement amounts to $N_{\beta}=1.37(7) \times 10^{7}$. In the spectrum shown in the left panel of Fig. 4.12, the $\gamma$-ray transitions of ${ }^{137} \mathrm{Cs}$ at 661.66 keV , the natural radiation of ${ }^{40} \mathrm{~K}$ at 1460.8 keV , and several small peaks originating from natural radioactivity and activated material during the beam time. Unfortunately, the background measurement was not performed at that time, therefore, unresolved background structures were approximated by a double-exponential curve.

For the further discussion, it is also necessary to consider the branching ratio to the state at 661.66 keV after the $\beta$-decay of ${ }^{137} \mathrm{Cs}, R=94.7 \%$, and the livetime of the $\mathrm{DAQ}, \lambda=49.25 \%$. By considering them, the simulated response function was scaled with the expected number of $\gamma$ rays, $N_{\text {sim }}$, calculated as:

$$
\begin{equation*}
N_{\mathrm{sim}}=N_{\beta} \times R \times \lambda=6.4(3) \times 10^{6} . \tag{4.2}
\end{equation*}
$$

Note that, to deduce the response function of DALI2, $10^{6} \gamma$ rays were simulated, which is sufficient statistics compared to other uncertainties. Here, the validity for the intensity of response functions was evaluated by comparing with the measured spectrum. While the left panel of Fig. 4.12 shows the result of the simulated response function of $\gamma$ rays at 661.66 keV drawn with a red curve, the right panel shows the residual $\gamma$-ray histogram subtracted with the simulated function. It can be seen in the latter spectrum that the peak structure from ${ }^{137} \mathrm{Cs}$ disappeared within statistical fluctuations and only the background structure can be seen. While the while the residual histogram shows the validity of the simulation within a few percent of ambiguity, the uncertainty of the intensity of the $\gamma$-ray source used for the calibration measurement, also contribute to the systematic error for the efficiency. Thus, $5 \%$, was taken as the error for the further analysis of this work.

## (6) Average interaction point

The angle between emitted $\gamma$-ray and beam is necessary to reconstruct the Doppler shifted $\gamma$ rays. This angle is obtained by assuming the direction from the vertex position in MINOS to the position information of the DALI2 crystals with the highest energy released with respect to a straight line along the beam axis $(z)$ for the reaction product. While the actual position of the $\gamma$-ray hit in the $\mathrm{NaI}(\mathrm{Tl})$ crystal could not be obtained, the average of simulated first interaction points by the GEANT4 package with a $\gamma$-ray energy of 2.7 MeV were assumed as the first interaction point for the Doppler reconstruction in each crystal. Only the first interaction point was taken into account for scattered gamma-rays.

## (7) Add-back analysis

Due to Compton scattering, the energy of a single $\gamma$ ray might be distributed over several crystals. By summing the energy deposits of one event within a certain time window and within a certain spherical distance from the crystal with the highest energy detected, these events can be recovered. The routine of the add-back analysis is described in the following. Firstly, the crystal with the highest energy deposited in the laboratory frame was assumed as the initial hit of the sequence of the Compton scattering, and its position information was used for the Doppler reconstruction. Subsequently, energy depositions of any crystal within a certain distance, set to 15 cm in this study because $2-\mathrm{MeV} \gamma$ rays will interact further within this length about $90 \%$ of the time (see [144] for example), were summed up as a single $\gamma$-ray hit and were converted into the energy in the center-of-mass system. The add-back analysis was repeated until all the remaining crystals were processed.

### 4.3.2 MINOS

## (1) TPC drift time calibration

The drift velocity of the electrons in the TPC was monitored on an run-by-run basis, as it depends on the pressure and impurities of the gas. The distributions of the trigger timing of the electrodes for all the events and the events with two tracks reconstructed are displayed in the left panel of Fig. 4.13 with blue and red curves, respectively. It can be seen that real events are distributed between 1 to $8 \mu \mathrm{~s}$, indicated with vertical dash-dotted lines. As this distribution was seen also in a similar work [117], the structure with a maximum around $4 \mu$ san be understood by the tracks of protons, which are penetrating the TPC in the forward direction in the laboratory frame. Considering the geometry with a $10-\mathrm{cm}$ thick target, protons are expected to


Fig. 4.13: Distribution of the drift time and time-evolution of the drift velocity of MINOS. The left panel shows examples of the distribution of the drift time of a physics run for about an hour with all the events (blue curve) and the events with two-tracks reconstructed (red curve). In order to reduce background contaminants and to select the events with proton tracks, events with less than 10 triggered pads were rejected. The two vertical dot-dash lines indicate the start- and the end-times, $t_{0}$ and $t_{\text {end }}$, respectively. See text for descriptions to deduce these values. The right panel shows the evolution of the drift velocity as a function of the run number of the physics measurement. The gas bottle of the TPC was replaced with a new one after run 284. The drop of the drift velocity, as seen in the graph, was caused by the gas flow mistakenly set to a less than the default value.
penetrate mostly the forward one third of the $30-\mathrm{cm}$ chamber length. The abrupt decrease at $0 \mu \mathrm{~s}$ and $10 \mu \mathrm{~s}$ can be assumed as the artifical cut in the time-window of the front-end digitizers. The constant background around $1 \mu \mathrm{~s}$ and 8 to $9 \mu$ s seen in the distribution without any track condition, which were well suppressed with the condition of two track reconstructions, can be considered as uncorrelated trigger events.

The earliest timing, noted as $t_{0}$, and the latest one, $t_{\text {end }}$ correspond to the position of the edge of the chamber on the electrode side and the other end of the chamber, respectively. While the position of $t_{0}$ remained constant during the entire run, the $t_{e n d}$ depended on the drift velocity, $v_{e^{-}}$. The drift velocity was deduced from the length of the TPC, $L_{T P C}$;

$$
\begin{equation*}
v_{e^{-}}=\frac{L_{T P C}}{t_{\text {end }}-t_{0}} \tag{4.3}
\end{equation*}
$$

As seen in the left figure of Fig. 4.13, the distribution showed a sudden drop at $t_{\text {end }}$ position. It was fitted run-by-run with a Fermi-Dirac distribution, with three parameters $p_{0}, p_{1}$, and $p_{2}$, in addtion to $t_{\text {end }}$ as:

$$
\begin{equation*}
f(\tau)=\frac{p_{0}}{\exp \left\{\left(\tau-t_{\text {end }}\right) / p_{1}\right\}}+p_{2} . \tag{4.4}
\end{equation*}
$$

The offset $t_{0}$ was determined with the summed distribution of all runs because of two reasons; the drop at $t_{0}$ was much smaller than $t_{e n d}$, and the position of $t_{0}$ did not change with $v_{e^{-}}$.

The time-evolution of the drift velocity, $v_{e^{-}}$, is illustrated in the right panel of Fig. 4.13. An abrupt drop of the velocity can be seen after run 284, when the gas bottle of the TPC was replaced with a new one. That is understood as the increase of the impurity of the gas, which



Fig. 4.14: Ratios of the number of reconstructed tracks of protons in MINOS. ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78}$ Ni reactions.
was caused by the gas flow rate set to lower values than the default. During that time, almost no track was reconstructed with the TPC.

Here, the $z$ position of the proton track was reconstructed from the trigger timing of each electrode pad of the TPC as

$$
\begin{equation*}
z_{e^{-}}=v_{e^{-}} \cdot\left(t_{p a d}-t_{0}\right) \tag{4.5}
\end{equation*}
$$

## (2) Vertex reconstruction

The vertex reconstruction system of MINOS was utilized to reduce the Doppler broadening effect of $\gamma$ rays caused by the emission angle and $\beta$ uncertainties. As illustrated in Fig. 3.3 and described in section 3.2, MINOS had a cylindrical TPC chamber surrounding the liquid hydrogen chamber and a DSSSD at the entrance of the liquid hydrogen chamber. Figure 4.14 shows the ratios of observed numbers of tracks for ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ reactions. When two or more tracks were reconstructed in the TPC chamber in one event, the vertex was evaluated using these tracks. When only one track was reconstructed, the beam track, which could be reconstructed using DSSSD and PPAC at F8, was used to obtain the interaction vertex. Since the efficiency of the DSSSD was not $100 \%$, its position information was used whenever possible. Otherwise the beam track was extrapolated from the F8-PPAC position and angle. Figure 4.15 displays the comparison of the vertex reconstruction with two tracks in the TPC versus one in the TPC and a beam track. There are clear correlations in the figures, which suggest the vertex reconstruction with beam tracking works properly. Though it is difficult to obtain the position resolution from the distribution of the vertices of the thick target, it can be roughly estimated by the sharpness of the edge on both sides of the target (at $z=0,100$ ). Furthermore, the vertex resolution with one track in MINOS and the beam track without the DSSSD is worse than with the DSSSD. That is because the PPAC was located 1 m downstream from the MINOS chamber, while the DSSSD was next to the entrance of the target. Thus, the uncertainty in the beam angle determined without the DSSSD resulted in a larger uncertainty for the vertex. It can be seen in Fig. 4.15, that the distribution in the right panel, which used only the PPAC for the beam track, is more scattered. Figure 4.16 displays the distribution of reconstructed vertices. The length of the target, from 0 to 100 mm in $z$ direction, is visible in the XZ-plane, while the focused beam


Fig. 4.15: Validation of the vertex reconstruction with beam tracking. The two vertex reconstruction methods, by a beam track and one proton track in the TPC (horizontal), or by two proton tracks (vertical) are compared. The horizontal axis in the left figure is obtained using a combination of the PPAC and the DSSSD positions, while the one in the right figure is obtained from only the PPAC tracking. It can be seen that the vertex obtained using MINOS alone is better than the one using the beam track.


Fig. 4.16: Target shape obtained from the vertex reconstruction. Left and right panels show the distributions of reconstructed vertex positions in the XZ- and XY-planes, respectively. To obtain a clear target image, events with two reconstructed proton tracks were used.


Fig. 4.17: Distribution of reconstructed vertices of each reaction channel. The reconstructed reaction vertices for ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ (left) and ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ (right) reactions.
size can be seen from the distribution of XY-plane. Though it is difficult to obtain a value for the position resolution from this data, they are consistent with the measured 5 mm resolution (FWHM) from a test measurement of the TPC performed with thin solid targets [123, 124].

## (3) Target thickness

Once the drift velocity of the TPC is calibrated, the stability of the target length can be monitored using the distribution of the reconstructed vertex positions. As examples, the $z$ distributions of the ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ and ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ reactions are shown in Fig. 4.17. While the distribution of the ( $p, 2 p$ ) reaction shows clear edges of the target shape, the one of the $(p, 3 p)$ channel is more blurred, which might be caused by the reaction mechanism and the acceptance of ZeroDegree, but the is no concrete explanation. This phenomenon can also be seen later in Eq. (4.8) of the vertex reconstruction efficiency of the ( $p, 3 p$ ) reaction, which is worse than that of the $(p, 2 p)$ channel. The target thickness was deduced by fitting the $z$ distribution of all two-track events with Fermi functions, and was determined to be 102(1) mm by taking the average.

## (4) Vertex reconstruction efficiency

To determine the final state exclusive cross sections, it is necessary to deduce the vertex reconstruction efficiency of the MINOS system. As only the events within a certain range of the target, $z=(-5,115)(\mathrm{mm})$, were used in the later analysis, the definition of the efficiency is simply written as:

$$
\begin{equation*}
\varepsilon_{\mathrm{vertex}}=\frac{N(\mathrm{BR} \otimes \mathrm{ZD} \otimes \mathrm{MINOS})}{N(\mathrm{BR} \otimes \mathrm{ZD})}=\frac{N_{i n}}{N_{\text {pid }}} . \tag{4.6}
\end{equation*}
$$

$N_{i n}$ is defined as the number of the events for which the vertex position is reconstructed within the range. This is larger than the size of the target because of the vertex distribution for the ( $p, 3 p$ ) reaction is blurred in the downstream direction of MINOS. Using the numbers of events with proper vertex position for ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ and ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ reaction channels displayed
in Fig. 4.17 summarized in Tab. 4.2, the efficiency values for both reaction channels were deduced as:

$$
\begin{align*}
& \varepsilon_{p 2 p}=\frac{811}{937} \approx 87(4) \%  \tag{4.7}\\
& \varepsilon_{p 3 p}=\frac{639}{815} \approx 78(4) \% \tag{4.8}
\end{align*}
$$

These values are slightly lower than the measured values in similar works [84, 116], but are still consistent with the design value, $80 \%$ [123, 124]. Also, as mentioned above, the vertex reconstruction efficiency of the ( $p, 3 p$ ) reaction is worse than that of the $(p, 2 p)$ channel.

## (5) Beam velocity $\boldsymbol{\beta}$ in the target

As discussed above, the elimination of the uncertainty of the velocity of the ejectile at the emission point of $\gamma$-ray is important in order to minimize the Doppler broadening. The velocity distribution after the target can be obtained from the time-of-flight measurement in the Ze roDegree spectrometer shown in the left panel of Fig. 4.18. As this velocity was averaged along the flight path of the ZeroDegree spectrometer, it was needed to be corrected for energy loss in the detectors of the spectrometer. Thus, an offset to the measured velocity deduced from the time-of-flight through the spectrometer, taking into account the energy loss along the spectrometer, which was checked with the LISE++ software [138], was applied to deduce the correct velocity at the end of the target, $\beta_{\text {out }}$. The velocity at the reaction vertex, $\beta_{v e r t e x}$, depends on to the depth, $z$, of the reaction point in the thick liquid hydrogen target, and was deduced from the energy loss calculated with the ATIMA code [145], which is implemented into the LISE++ software. The internal division adopted to deduce $\beta_{\nu e r t e x}$ was expressed as:

$$
\begin{equation*}
\beta_{\text {vertex }}=\beta_{\text {in }}-z \times \frac{\beta_{\text {in }}-\beta_{\text {out }}}{L_{\text {target }}} \tag{4.9}
\end{equation*}
$$

where $\beta_{\text {in }}$ is the calculated velocity at the entrance of the target with the energy loss of ${ }^{78} \mathrm{Ni}$. Here, $\beta_{\text {in }}$ of the $(p, 2 p)$ and ( $p, 3 p$ ) channels were 0.615 and 0.618 , respectively. The distribution of the velocity at the reaction point is shown in the right of Figure 4.18. Note that the range of the horizontal axis is much wider than the left one.

It is also important to test the accuracy of the velocity at the incident point, $\beta_{\text {vertex }}$, with the linear interpolation of Eq. (4.9) as the energy loss per distance, $-\frac{d E}{d x}$, is not constatnt, but depends on the energy. The calculated remaining kinetic energy and $\beta_{\text {vertex }}$ at a certain depth in the liquid hydrogen target, assuming a ${ }^{78} \mathrm{Ni}$ particle with $250 \mathrm{MeV} / u$ at the entrance of the target, is illustrated in Fig. 4.19. In the bottom panels, the differences in energy and velocity between the values calculated by the ATIMA code [145] and the one from linear interpolations are displayed. While the relative difference of the velocity $\beta_{\text {vertex }}$ was $0.6 \%$ at the maximum, the uncertainty of the reconstructed $\beta$ value can be considered as the avarage of the discrepancy, $0.3 \%$. This uncertainty of $\beta$ can also be propagated, as Eq. (2.12), to the systematic error of the Doppler energy reconstruction for the $\gamma$ rays. Though the equation has a dependence on the angle between the $\gamma$-ray emission and the beam direction, the average uncertainty of the reconstruction can be considered to be about $0.2 \%$. Considering that the uncertainty of the $\gamma$-ray energy reconstruction by the DALI2 detector, $0.6 \%$ at the maximum, as in section 4.3 .1 , is larger than the one derived from the $\beta$ uncertainty, the total systematic uncertainty of the $\gamma$-ray energy reconstruction may be possible to assume as $0.6 \%$.



Fig. 4.18: Velocity distribution in the ZeroDegree spectrometer and in the target for both reaction channels, ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ (black) and ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ (red). The left figure shows the one in Ze roDegree deduced by the time-of-flight measurement, and the right figure shows the reconstructed one at the vertex position.


Fig. 4.19: Accuracy of interpolation of the energy loss in the secondary target. The velocity, $\beta$, at the reaction point in the liquid hydrogen target was interpolated linearly as Eq. (4.9). The top left panel shows the remaining kinetic energy of a ${ }^{78} \mathrm{Ni}$ particle with $250 \mathrm{MeV} / u$ after passing through a certain amount of liquid hydrogen target, calculated by ATIMA code [145]. In the bottom left panel, the energy difference between the linear interpolation and the value calculated according to the material thickness is shown. Same comparison was performed for the reconstructed velocity, $\beta$, as shown in the right panels.


Fig. 4.20: Reported levels of ${ }^{80} \mathrm{Zn}$. Performed $\gamma$-ray spectroscopy experiments [82, 91, 101] reports the energy levels of ${ }^{80} \mathrm{Zn}$ as summarized here.

### 4.4 Test case of $\boldsymbol{\gamma}$-ray reconstruction: ${ }^{80} \mathrm{Zn}$

To confirm the validity of the procedure of the analysis to obtain the $\gamma$-ray energy of transitions of interest, as test cases the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ and ${ }^{82} \mathrm{Ge}(p, 3 p)^{80} \mathrm{Zn}$ reactions were analyzed. The numbers of events of these nuclei were much higher than for ${ }^{78} \mathrm{Ni}$, and also the excited states have been studied in previous experimental works [82,91, 101]. The known level scheme of ${ }^{80} \mathrm{Zn}$ is shown in Fig. 4.20.

### 4.4.1 Doppler reconstructed $\boldsymbol{\gamma}$-ray spectra

## (1) Doppler reconstruction and add-back analysis

Firstly, Doppler reconstruction was performed to validate the determination of the vertex and $\beta$. The $\gamma$-ray spectra with and without Doppler reconstruction are displayed in Fig. 4.21. While the red spectrum, obtained after the Doppler reconstruction with the MINOS vertices, indicates several peaks in good agreement with Fig. 4.20, the other spectrum shows only a peak at 511 keV , due to electron-positron annihilation. Besides, the performance of the Doppler correction, the vertex reconstruction of MINOS and the add-back analysis were also examined in Fig. 4.22. It can be seen that the resolution of each peak was improved by employing the vertex reconstruction, except the transitions at 482 and 1492 keV , for which the energy resolution was deteriorated by increased uncertainty of the decay position by an effect of the known lifetime of the $\left(4^{+}\right) \rightarrow 2^{+}$transition of $136_{-67}^{+92} \mathrm{ps}$ [82].

## (2) Lifetime effects

In case of excited states having a lifetime of a few hundred ps , the average $\gamma$-ray emission point shifts by a few centimeters downwards from the reconstructed vertices, which corresponds to


Fig. 4.21: Examination of Doppler reconstructions. Here, the $\gamma$-ray spectra of the ${ }^{81} \mathrm{Ga}(p, 2 p){ }^{80} \mathrm{Zn}$ channel, with and without the reconstruction, are drawn with red and black histograms, respectively. The low-lying peak in the latter spectrum, which reflects the $\gamma$-ray energy in the lab frame, is the one at 511 keV from electron-positron annihilation.


Fig. 4.22: Performance of the vertex reconstruction with MINOS and the add-back analysis. The improvement of the resolutions and the peak-to-total ratios especially for higher energy transitions, except the transitions at 482 and 1492 keV , which is known as being influenced by an effect of a lifetime of the ( $4^{+}$) state, could be confirmed.


Fig. 4.23: Comparison of the energy spectra of forward and backward $\gamma$-ray detectors. The peak positions of the $\gamma$-ray transitions at 482 and 1492 keV of the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ channel are different between the spectra of the forward (black curve) and backward (red curve) detectors in the beam direction. As discussed in the text, this can be explained by a lifetime effect of the excited state.


Fig. 4.24: The $\gamma$-ray spectra for the ${ }^{81} \mathrm{Ga}(p, 2 p){ }^{80} \mathrm{Zn}$ channel for different detected $\gamma$-ray multiplicities. By restricting the condition on the $\gamma$-ray multiplicity, $M_{\gamma}$, from no condition (black curve) to $M_{\gamma}<4$ (red curve), and $M_{\gamma}=1$ (blue curve), it can be seen that the $\gamma$-ray transitions from the higher lying states, 841 and 1195 keV , tend to be suppressed more than the other ones.


Fig. 4.25: $\gamma$-ray spectra of the ${ }^{82} \mathrm{Ge}(p, 3 p)^{80} \mathrm{Zn}$ channel. The spectrum drawn with the red curve is compared with the one of the ${ }^{81} \mathrm{Ga}(p, 2 p){ }^{80} \mathrm{Zn}$ channel (black curve), scaled by $1 / 100$, as the number of events of the ( $p, 3 p$ ) channel was small. The 482- and 1492keV peaks are observed in both histograms.


Fig. 4.26: $\gamma$-ray spectra for the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ channel for different $\gamma$ ray multiplicities. The same analysis as presented in Fig. 4.24 was performed for the ( $p, 3 p$ ) histogram. Histograms gated on all multiplicities, $M_{\gamma}<4$, and $M_{\gamma}=1$ are drawn with black, red, and blue curves, respectively.
the point of the reaction. Thus, the reconstructed velocity and position of the ejectile do not represent the place of the $\gamma$-ray emission. As a consequence, a shift of the peak energy in the $\gamma$-ray spectrum is observed. The lifetime effect is visible in the spectrum of the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ reaction shown in Fig. 4.23. This figure shows the Doppler corrected $\gamma$-ray energy spectra separately for forward and backward detectors of DALI2, drawn with red and black curves, respectively. While the 841-, 1195-, and $2627-\mathrm{keV}$ peaks located at the same energy in both spectra, the 482 - and $1492-\mathrm{keV}$ ones exhibit different peak positions.

## (3) $\boldsymbol{\gamma}$-ray multiplicity gates

By restricting the condition on the detected $\gamma$-ray multiplicity for one reaction, $M_{\gamma}$, relative intensities of the $\gamma$-ray transitions from high-lying states, as well as such events of $\gamma$ rays scattered by Compton effect, are generally suppressed. Figure 4.24 shows the $\gamma$-ray energy spectra for the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ reaction with different detected $\gamma$-ray multiplicity conditions. It can be seen that the relative intensity of the $841-$ and $1195-\mathrm{keV}$ transitions are reduced with strict multiplicity conditions. These two $\gamma$-ray transitions originate from states at 2815 and 3169 keV as shown in Fig. 4.20.

## (4) The ${ }^{82} \mathrm{Ge}(p, 3 p)^{80} \mathrm{Zn}$ two-proton-removal channel

In order to make sure that the Doppler correction was performed properly for the ( $p, 3 p$ ) reaction channel, the $\gamma$-ray spectra of the ${ }^{82} \mathrm{Ge}(p, 3 p)^{80} \mathrm{Zn}$ channel were analyzed with the same procedure as for the ( $p, 2 p$ ) channel. Figure 4.25 compares the histograms of both reaction channels. Though number of the events for the ( $p, 3 p$ ) channel was small, it can be observed that the 482 - and $1492-\mathrm{keV}$ peaks were properly Doppler reconstructed. Furthermore, the $\gamma$ ray spectra with different conditions on the $\gamma$-ray multiplicity, $M_{\gamma}$, is shown in Fig. 4.26. It indicates that the peaks at 482 and 1492 keV were reduced compared to background for the small


Fig. 4.27: Examples of $\gamma$-ray energy fitting considering the lifetime of the excited $4^{+}$state. The energy spectrum in coincidence with the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ reaction was fitted with simulated response functions with the previously reported $841-$, 1195-, 1492-, and $2627-\mathrm{keV}$ transitions (blue curves) and the $\left(4^{+}\right) \rightarrow 2^{+}$and its following $2^{+} \rightarrow 0^{+}$transitions assuming 136- (left panel) and 250-ps (right panel) lifetimes (light-blue curves). To fill the discrepancy between the $\gamma$-ray spectrum and the sum of the simulated spectra (red curves), another transition around 1600 keV was tentatively added. A double-exponential function drawn with blue dashed line was included for background. Detailed discussions are described in the main text.
$M_{\gamma}$ condition. This is different from the one for the ( $p, 2 p$ ) channel shown in Fig. 4.24. Though this discussion is outside the scope of this thesis, it may be interpreted as this reaction channel populated mostly the high-lying states of ${ }^{80} \mathrm{Zn}$ than that for the ( $p, 2 p$ ) channel, resulting no storong population of the first and second excited states in the low $\gamma$-ray multiplicity events.

### 4.4.2 Determinating the energy of excited states of ${ }^{80} \mathbf{Z n}$

To investigate the validity of the Doppler correction and the simulated response functions, the reconstructed $\gamma$-ray spectrum in prompt coincidence with the ${ }^{81} \mathrm{Ga}(p, 2 p){ }^{80} \mathrm{Zn}$ reaction was analyzed. The peak positions and relative intensities were fit with the simulated response functions and the results are compared with the literature values [82,91,101] shown in Fig. 4.20. The principle to deduce the energy of peaks is the same as for the excited states of ${ }^{78} \mathrm{Ni}$, described in section 5.2.1. The detailed results of the energy determination are discussed in the appendix chapter A. As the $\left(4^{+}\right)$state has a lifetime of $136_{-67}^{+92} \mathrm{ps}$, the following $2^{+} \rightarrow 0^{+}$transition is also affected by this [82]. Even though this analysis was aimed to test the validity of the $\gamma$-ray energy reconstruction, the spectrum of the ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ channel itself had a difficulty to reproduce the all the reported transitions with a coarse fittings since there are several unknown $\gamma$-ray transitions making discrepancy between the simulated curve and the spectrum. Especially, the $2600-\mathrm{keV}$ transition had a difficulty to be fit with proper energy since its peak height was not high enough to be differentiated from the background. If it is the case of a sophisticated and careful analysis, the background shape might be better to be derermined from other reaction channels to reduce the uncertainty of the parameters, however, in this brief analysis no parameter of the background structure was fixed. Thus, the $2600-\mathrm{keV}$ peak energy could not be reproduced well in the first attempt of fit with only the reported five transitions. This was understood
as the discrepancy on the higher energy side of $1492-\mathrm{keV}$ transition, around 1600 keV , made estimation of the background shape deteriorated, resulting in the fit of the $2600-\mathrm{keV}$ transition mistakenly. To solve this problem, a fitting, including another peak at 1600 keV tentatively, was performed. Figure 4.27 shows two versions of the $\gamma$-ray spectrum assuming lifetimes of 136 ps and 250 ps for the $\left(4^{+}\right)$state. For all other states, including the $2^{+} \rightarrow 0^{+}$transition estimated as the direct population from the ( $p, 2 p$ ) reaction, with prompt decay of a 0 -ps lifetime have been assumed. It should be noted that there might be additional states and transitions populated in this experiment, which may be the main reason affecting the energy values of 1600- and 2600keV transitions shifted between the fittings of two lifetimes estimated. Though the $2600-\mathrm{keV}$ transition varies by 30 keV , in general, the other transition energies obtained in this work are in good agreement with previous studies [82,91, 101], validating the method of the analysis.

From the next chapter, the obtained $\gamma$-ray spectra of ${ }^{78} \mathrm{Ni}$ are discussed.

## Chapter 5

## Results

There are two main results described in this work: The reaction cross sections and the excited levels of ${ }^{78} \mathrm{Ni}$. In section 5.1, the systematic trend of the inclusive cross sections around ${ }^{78} \mathrm{Ni}$ are shown. The the $\gamma$-ray spectroscopy results are described, starting from section 5.2 with the Doppler reconstructed $\gamma$-ray energy spectra of the ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ channels. The level scheme of ${ }^{78} \mathrm{Ni}$ was obtained as following steps:

1. The transition energies were obtained from maximum likelihood fits (section 5.2),
2. Hypothesis tests were used to deduce the significance levels of the peaks (section 5.3),
3. $\gamma-\gamma$ coincidence analysis was applied to build the level scheme (section 5.4).

Finally, the exclusive cross sections were obtained combining the results of the analysis in section 5.5.

### 5.1 Inclusive cross sections

The inclusive cross section is defined as the reaction cross section of each reaction channel summed over all bound final states. It is deduced from the ratio of the number of incoming and outgoing particles after correcting for the transmission efficiency, which is determined by the angular and momentum acceptance of the beam line. Firstly, the beam transmission efficiency was deduced from the dedicated measurement, as detailed in section 5.1.1. Then, the cross sections were analyzed for several reaction channels in the vicinity of ${ }^{78} \mathrm{Ni}$, as described in section 5.1.2. From the systematic trend of the cross sections, the inclusive cross section to produce ${ }^{78} \mathrm{Ni}$ nuclei was found to be smaller than the neighboring nuclei. These results are presented in section 5.1.3.

### 5.1.1 Beam transmission in ZeroDegree spectrometer

The beam transmission efficiency of the ZeroDegree spectrometer is affected by the momentum acceptance of the spectrometer and the angular spread caused by the thick liquid hydrogen target. It was deduced from the ratio of the number of particles in BigRIPS and ZeroDegree spectrometers. For this analysis, to avoid any bias from the trigger selection, events triggered by the F7 plastic scintillator were used (see Tab. 3.1). As shown in Tab. 3.3, dedicated transmission measurement runs were taken without liquid hydrogen in the target system (empty target run), run 147, and with target filled, run 148 . For both measurements, ${ }^{79} \mathrm{Cu}$ was centered in


Fig. 5.1: Correlation of the beam position in the dispersive foci in the BigRIPS (F5X) and ZeroDegree (F9X) spectrometers gated on ${ }^{79} \mathrm{Cu}$. As both dispersive foci have been set to be depended on the momentum of the particle, the correction of the respective positions can be seen for the empty target run (left panel) and the filled target run (right panel). The vertical axis is F5X and the horizontal axis is F9X. While both measurements show a similar negative correlation between F5X and F9X, the difference in the coefficient of the correlation is obviously seen. This can be understood as due to the energy loss in the target changed the momentum distribution wider.


Fig. 5.2: Beam transmission for ${ }^{79} \mathrm{Cu}$ as a function of F5X. Because of the limitation of the number of events obtained during the dedicated transmission measurement, run 148, the error bars are relatively large. See text for the detailed discussions.
both the BigRIPS and ZeroDegree spectrometers. To check the transmission, the relationship of the positions at dispersive foci, F5 (BigRIPS) and F9 (ZeroDegree), which dependend on the momentum of the particle, are compared in Fig. 5.1. In this analysis, F3-F5-F7 reconstruction and F8-F9-F11 reconstruction were used for BigRIPS and ZeroDegree PID gated with $3.5 \sigma$ area of the ${ }^{79} \mathrm{Cu}$ isotope. In order to deduce the inclusive cross sections, the both the transmission efficiency of the beam particle after the secondary target, going through the ZeroDegree spectrometer, $\varepsilon_{\text {trans }}$, as well as the efficiency of the particle identification with the beamline detectors, $\varepsilon_{\text {pid }}$, are necessary to be considered. The "effective transmission efficiency", $\tau$, defined as the product of them:

$$
\begin{equation*}
\tau=\varepsilon_{p i d} \times \varepsilon_{t r a n s}=\frac{N(\mathrm{~F} 9)}{N(\mathrm{~F} 5)} \tag{5.1}
\end{equation*}
$$

was utilized in this analysis. As in the equation, it is also described as the ratio of the number of identified particles at F5 and F9. For the empty and filled target runs, efficiency values of $\tau_{e}=73.5 \%$ and $\tau_{f}=43 \%$ of were deduced, respectively. While the main factor for the empty run, $\tau_{e}$, is caused by the integrated momentum and angular acceptance of the ZeroDegree spectrometer, the low value of $\tau_{f}$ is assumed to be caused by angular straggling in the thick liquid hydrogen target and reaction loss in the target. To investigate the behavior of the transmission in detail, the beam transmission for ${ }^{79} \mathrm{Cu}$ beam of the filled target run is shown in Fig. 5.2 as a function of the X position at F5. Because of the limitation of the number of events obtained during the dedicated transmission measurement, the error bars are relatively large, however, it is enough to discuss the characteristics of the transmission efficiency. The central part of the momentum distribution, which corresponds to F5X $=0$, has the highest transmission with a constant value about $50 \%$ for $\pm 50 \mathrm{~mm}$ region, while the efficiency in the outside of F5X $= \pm 50 \mathrm{~mm}$ is rapidly decreasing. This phenomenon can be understood by the momentum straggling in the thick liquid hydrogen target and the limited angular and momentum acceptance of the ZeroDegree spectrometer.

Instead of the analysis above, there are several alternative methods to avoid such statistical uncertainty in Fig. 5.2, such as: Using isotopes with more events and analyzing the physics runs which have more events than the ones dedicated for the transmission measurement. However, they also have their own difficulties. For the former option, less exotic isotones instead of the ${ }^{79} \mathrm{Cu}$ beam, such as ${ }^{80} \mathrm{Zn}$ or ${ }^{81} \mathrm{Ga}$, which have more count rate, could be utilized to obtain higher statistics. In this case, it is necessary to notice the energy losses in the thick target are different, and make modifications to the momentum distribution in the ZeroDegree spectrometer. The latter option, which was applied in a similar work [105], has the advantage of having more particles in the beam. However, it is important to notice that the beam transmission efficiency in the ZeroDegree spectrometer is not necessarily to be the same as the case of the dedicated transmission run because the magnetic rigidity $B \rho$ in the ZeroDegree spectrometer was set for one proton knock out reactions. Therefore, only the central part of the beam of momentum distribution can be used. Eventually, this method limits the usable range for the analysis of the inclusive cross section. Note that the inclusive cross section for the the ${ }^{80} \mathrm{Zn}(p, 2 p){ }^{79} \mathrm{Cu}$ reaction deduced from the both analyses, results in consistent values with the same order of error bar [104, 105]. However, this method could not applied to the ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ reaction because of the large systematic uncertainties of the beam transmission in the ZeroDegree spectrometer.

### 5.1.2 Inclusive cross section analysis

To study the inclusive cross sections for several reaction channels systematically, the principle of the analysis is explained in this section. The definition of inclusive cross section $\sigma_{i n c l}$ is


Fig. 5.3: Correlation between F5X and F9X for ( $p, 2 p$ ) reactions of ${ }^{80} \mathrm{Zn}$ and ${ }^{79} \mathrm{Cu}$ secondary beams. Both structures have similar trends as Fig. 5.1.


Fig. 5.4: Inclusive cross sections for $(p, 2 p)$ reactions of ${ }^{80} \mathrm{Zn}$ and ${ }^{79} \mathrm{Cu}$ secondary beams. To check the universality of the inclusive cross sections with the momentum of the secondary particles, the cross sections are calculated with respect to F5X with Eq. (5.2). The average between $\mathrm{F} 5 \mathrm{X}=(-60,60) \mathrm{mm}$ for each reaction obtained as the inclusive cross sections are $1.7(4) \mathrm{mb}$ and 8.0(3) mb.


Fig. 5.5: Correlation between F5X and F9X for $(p, 3 p)$ reactions of ${ }^{80} \mathrm{Ga}$ and ${ }^{80} \mathrm{Zn}$ secondary beams. Because the changes of $A / Q$ after the reaction are much different from $(p, 2 p)$ reactions, the centroid of the beam is shifted from the beam passing through the center of ZeroDegree. To align with the ( $p, 2 p$ ) channels and the transmission measurement run, the horizontal axis is shifted by 45 mm , i.e., F9X in vertical axis vs F5X +45 mm in the horizontal axis.


Fig. 5.6: Inclusive cross sections for $(p, 3 p)$ reactions of ${ }^{80} \mathrm{Ga}$ and ${ }^{80} \mathrm{Zn}$ secondary beams. As the slit condition was set F5X=-65 mm at the beginning of the measurement, the data points below -20 mm in this plot were not used in the analysis to exclude ambiguity of the numbers of incoming beam. The same analysis as Fig. 5.4 is applied to ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ and ${ }^{81} \mathrm{Ga}(p, 3 p)^{79} \mathrm{Cu}$ reactions.
described as below with the number of particles gated in BigRIPS, $N_{B R}$, and ZeroDegree, $N_{Z D}$, beam transmission, $\tau$, defined in Eq. (5.1), and the number density of target hydrogen per unit area, $n_{d c}$ :

$$
\begin{equation*}
\sigma_{\text {incl }}=\frac{N_{Z D}}{N_{B R} \cdot \tau \cdot n_{d c}} . \tag{5.2}
\end{equation*}
$$

Here, $n_{d c}$ is defined as:

$$
\begin{equation*}
n_{d c} \equiv \frac{\rho_{L H_{2}} \cdot L_{L H_{2}} \cdot N_{A}}{M_{H}}=4.32 \times 10^{23} \mathrm{~cm}^{-2} \tag{5.3}
\end{equation*}
$$

As discussed in section 5.1.1, the beam transmission $\tau$ depended on the X-position at F9, which is in first order correlated with the momentum of the particle, and was limited by the acceptance of the ZeroDegree spectrometer. Thus, it was important to check the center of the beam X-distribution at the F9 focus. The correlation between F5X and F9X for each reaction channel is to be compared with the one of the transmission measurement. The cases of the ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 2 p){ }^{79} \mathrm{Cu}$ reactions are shown in Figure 5.3. Both structures have similar trends as Fig. 5.1. Note that the horizontal slit width at F5 was reduced from F5X $=$ $(-75,120)$, until run 246 , to $\mathrm{F} 5 \mathrm{X}=(-65,120)$, from run 247 , as listed in Tab. 3.4 ${ }^{\text {a) }}$.

To confirm the performance of this analysis, the events were divided into several bins as a function of F5X position, and the respective inclusive cross sections were calculated individually to see the momentum dependence of the transmission efficiency on F5X, as shown in Fig. 5.2, were properly taken into account. Equation (5.2) was changed to describe the cross section as function of the F5X position, $x$, as:

$$
\begin{equation*}
\sigma_{i n c l}(x)=\frac{N_{Z D}(x)}{N_{B R}(x) \cdot \tau(x) \cdot n_{d c}} . \tag{5.4}
\end{equation*}
$$

The calculated cross sections for ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 2 p)^{79} \mathrm{Cu}$ reaction channels as a function of F5X are shown in Fig. 5.4. The deduced values were constant within the error bars, which shows that the position dependence of the transmission efficiency of the ZeroDegree spectrometer was properly taken into account. The average values between F5X $=(-60,60) \mathrm{mm}$ for these reactions were obtained to $1.7(4) \mathrm{mb}$ and $8.0(3) \mathrm{mb}$ as the inclusive cross sections for the respective channels.

The same analysis was applied to ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ and ${ }^{81} \mathrm{Ga}(p, 3 p)^{79} \mathrm{Cu}$ reactions. As the change of $A / Q$ after the ( $p, 3 p$ ) reaction was much different from ( $p, 2 p$ ) reactions, the centroid of the beam in BigRIPS will not correspond to the centroid of the beam in the ZeroDegree spectrometer. To treat such cases properly, the coordinate in Eq. (5.4) should be justified from the previous analysis, aligning with the ( $p, 2 p$ ) channels and the transmission measurement run. A coordinate transformation, $x \rightarrow x^{\prime}=x+\Delta$, was applied to the distribution of the numbers of particles of gated on BigRIPS, $N_{B R}(x)$, and gated on BigRIPS and ZeroDegree, $N_{Z D}(x)$, as described below:

$$
\begin{equation*}
\sigma_{i n c l}(x+\Delta)=\frac{N_{Z D}(x+\Delta)}{N_{B R}(x+\Delta) \cdot \tau(x) \cdot n_{d c}} . \tag{5.5}
\end{equation*}
$$

Though the momentum $B \rho$ is described with a first order approximation of Eq. (2.2) as:

$$
\begin{equation*}
B \rho \propto \frac{A}{Q} \beta, \tag{5.6}
\end{equation*}
$$

[^7]Tab. 5.1: List of measured inclusive cross sections for the ( $p, 2 p$ ) and ( $p, 3 p$ ) reactions.

| Reaction | Cross section <br> $\sigma_{\text {incl }}(\mathrm{mb})$ | F5X offset <br> $\Delta(\mathrm{mm})$ |
| :---: | :---: | :---: |
| ${ }^{78} \mathrm{Cu}(p, 2 p)^{77} \mathrm{Ni}$ | $2.7(3)$ | 0 |
| ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ | $1.7(4)$ | 0 |
| ${ }^{79} \mathrm{Zn}(p, 2 p)^{78} \mathrm{Cu}$ | $6.6(3)$ | 0 |
| ${ }^{80} \mathrm{Zn}(p, 2 p)^{79} \mathrm{Cu}$ | $7.9(3)$ | 0 |
| ${ }^{81} \mathrm{Zn}(p, 2 p)^{80} \mathrm{Cu}$ | $1.3(4)$ | 0 |
| ${ }^{80} \mathrm{Ga}(p, 2 p)^{79} \mathrm{Zn}$ | $6.2(4)$ | 0 |
| ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ | $5.2(3)$ | 0 |
| ${ }^{82} \mathrm{Ge}(p, 2 p)^{81} \mathrm{Ga}$ | $7.1(9)$ | 0 |
| ${ }^{79} \mathrm{Zn}(p, 3 p p)^{77} \mathrm{Ni}$ | $0.031(8)$ | 45 |
| ${ }^{80} \mathrm{Zn}(p, 3 p p)^{78} \mathrm{Ni}$ | $0.017(7)$ | 45 |
| ${ }^{80} \mathrm{Ga}(p, 3 p)^{78} \mathrm{Cu}$ | $0.059(14)$ | 45 |
| ${ }^{81} \mathrm{Ga}(p, 3 p)^{79} \mathrm{Cu}$ | $0.081(7)$ | 45 |
| ${ }^{82} \mathrm{Ga}(p, 3 p)^{80} \mathrm{Cu}$ | $0.034(23)$ | 45 |

it was difficult to deduce $\Delta$ by simply multiplying the dispersion coefficient of the ZeroDegree spectrometer because the energy loss in the target depends on the mass $(A)$ and charge $(Q)$ of the particle. Therefore, the offset values, $\Delta$, were determined by adjusting the F9X to F5X correlation to be similar to Fig. 5.5. In this ( $p, 3 p$ ) case, the F5X was shifted by 45 mm , i.e., F9X in vertical axis vs F5X +45 mm in the horizontal axis, as shown in Fig. 5.5. The distribution of the inclusive cross sections with respect to the corrected F5X position is shown in Fig. 5.6. To exclude ambiguity of the numbers of incoming beams as the slit condition was set F5X=-65 mm at the beginning of the measurement and changed to $\mathrm{F} 5 \mathrm{X}=-75 \mathrm{~mm}$ later, the data points below -20 mm in this plot were not used in the analysis. Within this range $\mathrm{F} 5 \mathrm{X}=(=20,60) \mathrm{mm}$, it can be confirmed that the correction works properly since the inclusive cross sections had a rather constant tendency with respect to the F5X position. This result also supports the systematic error is negligibly small compare to the statistical errors. Note that the specifically low value at F5X $=-30 \mathrm{~mm}$ in the ${ }^{81} \mathrm{Ga}(p, 3 p){ }^{79} \mathrm{Cu}$ channel might be induced from contaminant events in the BigRIPS PID.

### 5.1.3 Systematics of inclusive cross sections

The same analysis as Eq. (5.5) was applied to several other reaction channels. Table 5.1 lists measured inclusive cross sections $\sigma_{i n c l}$ and statistical errors of one standard deviation. Note that, as discussed above, the systematic error for this analyais can be thought as negligibly small compare to the statistical errors. Figure 5.7 illustrates the systematic trends along three isotonic chains $(N=49-51)$ for the ( $p, 2 p$ ) and ( $p, 3 p$ ) channels. Obviously, the cross sections to produce nickel isotopes are systematically smaller than other isotopes. For example, the cross sections for ( $p, 2 p$ ) reactions in the ZeroDegree spectrometer along $N=49$ and 50 chains decrease suddenly from $\approx 6 \mathrm{mb}$ to $1.7(4) \mathrm{mb}$ for ${ }^{78} \mathrm{Ni}$. A similar phenomenon is seen for $(p, 3 p)$ reactions dropping from $\approx 60 \mu \mathrm{~b}$ to $16(6) \mu \mathrm{b}$ for ${ }^{78} \mathrm{Ni}$. This sudden decrease, which may be due to the large shell gap at $Z=28$, which causes the population at higher excited states above the neutron separation energy, will be discussed with the recently developed reaction theory in section 6.2.


Fig. 5.7: Systematic trend of the obtained inclusive cross sections around ${ }^{78} \mathrm{Ni}$. The $(p, 2 p)$ and ( $p, 3 p$ ) reactions along $N=49-51$ isotones are illustrated in the left and right panels, respectively. Sudden decreases in cross sections for nickel isotopes can be seen. The drop in the cross section for $N=51$ isotones may be explained by the decreased neutron separation energy, and thus available final states for the reaction products may be limited.

### 5.2 Determination of the $\boldsymbol{\gamma}$-ray transitions from excited states

The energy spectra were obtained by Doppler correction of the measured $\gamma$-ray energy using the vertex position and the reconstructed velocity, as introduced in section 4.3.2. Because the energy of the $\gamma$-ray of interest was expected to be as high as 3 MeV , the add-back analysis, as detailed in section 4.3.1, was applied with a $15-\mathrm{cm}$ add-back distance. In this section, energies of the $\gamma$-ray transitions are derived in accordance with the statistical treatment for the energy determination explained in section 5.2.1. By utilizing the statistical methods, specific results for the ( $p, 2 p$ ) and ( $p, 3 p$ ) reactions are discussed. It may be assumed as a naive picture that the $(p, 2 p)$ reaction favors population of the single-particle states, while the ( $p, 3 p$ ) reaction, which involves two protons in the projectile nucleus at the same time, generates various states, including some collective states. Thus, the analysis of the ( $p, 2 p$ ) channel was firstly investigated in section 5.2.2, and then the ( $p, 3 p$ ) channel is discussed in section 5.2 .3 , as the spectrum of the ( $p, 2 p$ ) channel was supposed to be simpler than the one of the ( $p, 3 p$ ) channel. In section 5.2.4 the discrepancy of the energies observed between two channels are discussed.

### 5.2.1 Energy determination with maximum likelihood

## (1) Fit with simulated response functions

The $\gamma$-ray spectrum can be described with several peaks and two exponentials. The latter represent the background at low and high energy. The peaks with energies $\mathbf{E}=\left(E_{1}, \cdots, E_{i}, \cdots, E_{N}\right)$ are described with response functions $f_{E_{i}}(\varepsilon)$. Then, the function $F_{\mathbf{E}}(\varepsilon)$ :

$$
\begin{equation*}
F_{\mathbf{E}}(\varepsilon)=\sum_{i=1}^{N} C_{i} \cdot f_{E_{i}}(\varepsilon)+A e^{-\alpha \varepsilon}+B e^{-\beta \varepsilon} \tag{5.7}
\end{equation*}
$$

describes the full spectrum. Here, the $C_{i}$ are the intensity of each peak. There are several possible origins of the background events in the spectra, such as unresolved $\gamma$-ray transitions and
energy deposition of recoil protons or other particles in the scintillator, thus it was assumed as a double-exponential function with four parameters: $A, B, \alpha, \beta$. To determine each peak energy $E_{i}$ in such a multi-peak spectrum, multivariate probability density functions (PDFs) were used.

## (2) Maximum likelihood with binned histograms

Principles Firstly, the response functions of the $\gamma$-ray detector with several $\gamma$-ray energies were simulated to obtain the probability by fitting the given spectrum with possible combinations of the peak energies of $\mathbf{E}=\left(E_{1}, \cdots, E_{i}, \cdots, E_{N}\right)$. The spectrum was binned with 10 keV width to allow the determination of the energy with a precision of $\approx 10 \mathrm{keV}$. Because the count of each bin is expected to be small to use normal chi-square fittings, the maximum binned likelihood method with the assumption that each bin count follows a Poisson distribution is taken. The given spectrum is fitted by Eq. (5.7) with the variables $A, B, \alpha, \beta$ and $C_{i}$. Note that the spectrum below 300 keV was not used in the fitting, because the energy thresholds of the CFDs for $\mathrm{NaI}(\mathrm{Tl})$ crystals were set around 150 keV in the laboratory frame, which is equivalent to 300 keV in the center-of-mass frame for the most backward angle. The fittings are processed by the Minuit framework implemented in the ROOT software package [136, 146].

The likelihood of the Poisson distribution $L_{p}(\mathbf{E})$ and the Gaussian (or normal) distribution $L_{g}(\mathbf{E})$ for each combination of $\mathbf{E}=\left(E_{1}, \cdots, E_{i}, \cdots, E_{N}\right)$ obtained after fitting the given binnedspectrum (histogram) $M(\varepsilon)$ with the number $n$ of bins are formulated as:

$$
\begin{align*}
L_{p}(\mathbf{E}) & =\prod_{j=1}^{n} \exp \left(-F_{\mathbf{E}}\left(\varepsilon_{j}\right)\right) \cdot \frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)\right)^{M\left(\varepsilon_{j}\right)}}{M\left(\varepsilon_{j}\right)!},  \tag{5.8}\\
L_{g}(\mathbf{E}) & =\prod_{j=1}^{n} \frac{1}{\sqrt{2 \pi} \cdot \sigma_{j}} \exp \left(-\frac{1}{2} \frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)^{2}}{\sigma_{j}^{2}}\right) . \tag{5.9}
\end{align*}
$$

Here, the denominator of $L_{g}(\mathbf{E}), \sigma_{j}^{2}$, is the error of each bin; if the error follows the Gaussian distribution as an asymptotic limit of the Poisson distribution, $\sigma_{j}^{2}=F_{\mathbf{E}}\left(\varepsilon_{j}\right)$. Note that when the statistics of each bin $M(\varepsilon)$ are large enough, $L_{p}$ approaches asymptotically to $L_{g}$, as shown with Stirling's approximation below:

$$
\begin{align*}
\log L_{p}(\mathbf{E})= & \sum_{j=1}^{n}\left\{-F_{\mathbf{E}}\left(\varepsilon_{j}\right)+M\left(\varepsilon_{j}\right) \log \left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)\right)-\log \left(M\left(\varepsilon_{j}\right)!\right)\right\}  \tag{5.10}\\
\simeq & \sum_{j=1}^{n}\left\{-\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)-\log \left(\sqrt{2 \pi M\left(\varepsilon_{j}\right)}\right)\right\}+M\left(\varepsilon_{j}\right) \log \left(1+\frac{F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)}{M\left(\varepsilon_{j}\right)}\right)  \tag{5.11}\\
\simeq & \sum_{j=1}^{n}\left\{-\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)-\log \left(\sqrt{2 \pi M\left(\varepsilon_{j}\right)}\right)\right\} \\
& +M\left(\varepsilon_{j}\right)\left(\frac{F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)}{M\left(\varepsilon_{j}\right)}-\frac{1}{2} \cdot \frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)^{2}}{\left(M\left(\varepsilon_{j}\right)\right)^{2}}\right)  \tag{5.12}\\
= & \sum_{j=1}^{n}\left\{\frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)^{2}}{2 M\left(\varepsilon_{j}\right)}-\log \left(\sqrt{2 \pi M\left(\varepsilon_{j}\right)}\right)\right\}  \tag{5.13}\\
= & \log L_{g}(\mathbf{E}) . \tag{5.14}
\end{align*}
$$

Likelihood ratio and $\chi^{2}$ value The common feature between the maximum likelihood and the least $\chi^{2}$ is that both values are used to determine the most appropriate fitting for a certain probability distribution. In practice, the likelihood ratio $\lambda$ is used for the fitting procedure for the maximum likelihood method as standardization:

$$
\begin{equation*}
\lambda(\mathbf{E})=\frac{L(\mathbf{E})}{L_{0}} \tag{5.15}
\end{equation*}
$$

The value of $L_{0}$ is the likelihood when the fitting function $F_{\mathbf{E}}\left(\varepsilon_{j}\right)$ is exactly the same as $M\left(\varepsilon_{j}\right)$. More generally, the log-likelihood ratio,

$$
\begin{equation*}
\log \lambda=\log \frac{L(\mathbf{E})}{L_{0}}=\log L(\mathbf{E})-\log L_{0} \tag{5.16}
\end{equation*}
$$

is commonly used for the fitting algorithms because it is equivalent to Pearson's $\chi^{2}$ for the Gaussian distribution:

$$
\begin{align*}
-2 \log \frac{L_{g}(\mathbf{E})}{L_{0}} & =-2 \sum_{j=1}^{n}\left\{\frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)^{2}}{2 M\left(\varepsilon_{j}\right)}-\log \left(\sqrt{2 \pi M\left(\varepsilon_{j}\right)}\right)\right\}+2 \sum_{j=1}^{n}-\log \left(\sqrt{2 \pi M\left(\varepsilon_{j}\right)}\right)  \tag{5.17}\\
& =-2 \sum_{j=1}^{n} \frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)^{2}}{2 M\left(\varepsilon_{j}\right)}  \tag{5.18}\\
& =\sum_{j=1}^{n} \frac{\left(F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)\right)^{2}}{\sigma_{j}^{2}}=\chi_{g}^{2} \tag{5.19}
\end{align*}
$$

The error of one standard-deviation is defined as the interval of the maximum log-likelihood ratio decreased by 0.5 as well as increased by 1.0 for the least $\chi^{2}$.

Note that the log-likelihood ratio for the Poisson distribution is calculated as [63, 147]:

$$
\begin{equation*}
-2 \log \frac{L_{p}(\mathbf{E})}{L_{0}}=2 \sum_{j=1}^{n}\left\{F_{\mathbf{E}}\left(\varepsilon_{j}\right)-M\left(\varepsilon_{j}\right)+M\left(\varepsilon_{j}\right) \log \frac{M\left(\varepsilon_{j}\right)}{F_{\mathbf{E}}\left(\varepsilon_{j}\right)}\right\} . \tag{5.20}
\end{equation*}
$$

Multivariate probability density function (PDF) to determine the peak energies In general, the likelihood $L(\mathbf{E} \mid M)$ is defined as the event probability of the measured data set within the assumption of the set of parameters, $p(M \mid \mathbf{E})$, with a certain set of parameters $\mathbf{E}$ for the measured data set $M$.

$$
\begin{equation*}
p(M \mid \mathbf{E})=L_{p}(\mathbf{E} \mid M) . \tag{5.21}
\end{equation*}
$$

Because the peaks are thought to be independent of each other, the summed PDF for the $i$-th peak $P_{i}\left(E_{i}\right)$ can be described with the sum of the probabilities $p(M, \mathbf{E})$ with a constant coefficient for standardization $\kappa$ as:

$$
\begin{equation*}
P_{i}\left(E_{i}\right)=\kappa \sum_{E_{1}} \cdots \sum_{E_{i-1}} \sum_{E_{i+1}} \cdots \sum_{E_{N}} p(M \mid \mathbf{E}) . \tag{5.22}
\end{equation*}
$$

Then, the obtained PDF $P_{i}\left(E_{i}\right)$ is fitted by a normal distribution to deduce the centroid and 1- $\sigma$ error of the peak energy. This PDF method had been applied to a similar work to the one discussed in this thesis. Note that in Ref. [85], the obtained statistics were sufficient to allow for the usage of normal distributions.

## (3) Practical procedure of the energy determination

The analysis described above was done with a combination of GEANT4 [139-141], the ROOT software package [136, 146], and the R language [148].

Simulation and maximum likelihood fittings The response functions of the $\gamma$-ray detector with several $\gamma$-ray energies were simulated [141] for 5 to 10 keV intervals. Then, each possible combination of the peaks of $\mathbf{E}=\left(E_{1}, \cdots, E_{i}, \cdots, E_{N}\right)$ was fitted with a double-exponential background to obtain the log-likelihood ratio. During the fitting procedure in the ROOT software, the maximum likelihood was obtained by minimizing the log-likelihood ratio, $-\log \lambda$ (see the definition in Eq. (5.16)). When the histogram of the spectrum $F_{\mathbf{E}}\left(\varepsilon_{j}\right)$ is assigned as TH1F $\star$ h, the value (in this case, amin) can be extracted by a script after using the likelihood fitting ("L" option) as:

```
Double_t likelihood(TH1F *h) { // The histogram of interest
    Double_t amin, edm, errdef;
    Int_t nvpar, nparx;
    TVirtualFitter *fitter = TVirtualFitter::Fitter(h);
    fitter->GetStats(amin, edm, errdef, nvpar, nparx);
    return amin; // Return the log-likelihood ratio
}
```

Likelihood ratio and projecting to PDF of each peak Every calculated likelihood ratio was summed following Eq. (5.22) with the R language [148]. The summed PDF of each spectrum was plotted with respect to the energy of the peak, and the position of the peak and the area of $68 \%$ probability were determined. While the distribution might not follow any specific distribution, a normal distribution was assumed to deduce the $\gamma$-ray energy and its uncertainty from the PDF distribution.

### 5.2.2 $\quad \gamma$-ray spectra of ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ channel

The $\gamma$-ray spectrum of the ( $p, 2 p$ ) reaction was assumed to be simpler than that of the ( $p, 3 p$ ) channel, since it was expected to populate only single-particle states. Thus, the $\gamma$-ray spectrum of ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ was analyzed prior to ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ channel.

## (1) Energy spectra with different $\boldsymbol{\gamma}$-ray multiplicities

The Doppler corrected $\gamma$-ray energy spectra of the ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78}$ Ni reaction are shown in Fig. 5.8 with several gating conditions of detected $\gamma$-ray multiplicity, $m$, which is defined as the number of the $\gamma$-ray hits after the add-back analysis with $15-\mathrm{cm}$ add-back distance. In the case the addback analysis is appried properly, $m$ should be equal to or less than the number of the emitted $\gamma$ rays from the nucleus. However, in the real case, it can be more because of Compton-scattered $\gamma$ rays, which are not added back to a full energy peak event. In other words, constraining the condition of $m$ to small values helps obtaining clear $\gamma$-ray peaks, avoiding the Comptonscattered events, while the $m$ condition should not be too strict, as it also reduces the statistics. Therefore, it is important to find the optimum conditions for $m$ to acquire the best signal-to-noise ratios, which are related to the significance levels. The evolution of the heights of peaks with a function of $m$ gating can be seen in the respective spectra displayed in Fig. 5.8. Peak structures, located at around 600, 1100, 1500, and 2600 keV , can be clearly confirmed, besides a bump structure around 2000 keV . The $2600-\mathrm{keV}$ peak is particularly visible in the


Fig. 5.8: Doppler corrected $\gamma$-ray spectra following the ${ }^{79} \mathrm{Cu}(p, 2 p){ }^{78} \mathrm{Ni}$ reaction. 80 keV binning is adopted for the illustrations with several gatings of $\gamma$-ray multiplicity, $m$. The red curve is the fitting curve with maximum likelihood, while the blue line and blue dashed line are the each response function and the double-exponential background, respectively. Note that the histograms with linear scales are displayed in appendix Fig. B.2.


Fig. 5.9: Determination of each $\gamma$-ray energy in the ( $p, 2 p$ ) reaction with probability density functions. The probabilities as a function of the energy (black dots) are fitted with a normal distribution (red curve). For this analysis, any conditions for the $\gamma$-ray multiplicity $m$ were not applied.
$m<3$ spectrum, though the lower energy $\gamma$-ray peak should be distinct for such condition in general, as the detection efficiency for the lower energy was high. This may be an indication of the $2600-\mathrm{keV}$ peak is a transition from the first excited state to the ground state. Here, the spectrum was fitted with the five simulated response functions to obtain their energies. The determination of each energy is introduced in the next section.

## (2) Energy determination with PDF analysis

The energies of the five peak-candidates found in the $\gamma$-ray spectrum of the ( $p, 2 p$ ) channel were determined by the probability density functions as discussed in section 5.2.1. The combinations of the energy of peaks, $\mathbf{E}=\left(E_{1}, \cdots, E_{i}, \cdots, E_{N}\right)$, were selected as following:

- 550 to 630 keV with 5 keV interval
- 1030 to 1160 keV with 10 keV interval
- 1450 to 1650 keV with 10 keV interval
- 1960 to 2240 keV with 20 keV interval
- 2460 to 2720 keV with 20 keV interval

The distribution of the standardized PDF for each peak, which was calculated with Eq. (5.22), is drawn in Fig. 5.9. The PDF was assumed to approximately obey a normal distribution, to deduce the position of the peak and the area of $68 \%$ probability, which is the definition of 1- $\sigma$.

The centroid and the one-sigma range, which correspond to the statistical error of the peak energy, for these peaks are summarized in the second column of Tab. 5.2. The simulated curves of the five response functions, after the determination of the energies, and a doubleexponential background are drawn in Fig. 5.8 on top of the obtained Doppler corrected $\gamma$-ray spectra. Note that the 2600 keV is the strongest $\gamma$-ray transition after the correction of the detection efficiency. Thus, it is tentatively assigned as the one from first excited state to the ground state. The relative intensity of each transition is also described in Tab. 5.2. The significance of each peak is discussed later in section 5.3.

### 5.2.3 $\quad \gamma$-ray spectra of ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ channel

## (1) Energy spectra with different multiplicities

Figure 5.10 shows the Doppler corrected $\gamma$-ray spectra of the ( $p, 3 p$ ) reaction channel with different multiplicity gatings, $m<6$ and $m<3$. Since the ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ channel has less number of events, and may have populated more states than the ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ channel, the $\gamma$-ray transitions were analyzed based on the obtained information from the ( $p, 2 p$ ) channel. Compare to the one obtained for the ( $p, 2 p$ ) channel, a clear manifestation of a $\gamma$-ray transition above 2600 keV can be seen that there were obviously some events at 2900 keV separated from the background levels, which can be seen around the 3000 keV region. This energy was higher than the one seen in the ( $p, 2 p$ ) reaction channel around 2600 keV . In the spectrum with lower multiplicity gating $m<3$, excess events around 2900 keV become more visible. As well as the discussion for the $2600-\mathrm{keV}$ peak in the ( $p, 2 p$ ) channel, this implies that the transition may be a decay to the ground state directly. On the other hand, the strength of the transition of 2600 keV , which was the strongest one in the ( $p, 2 p$ ) channel, was not as large as the one of 2900 keV , in particular for the $m<3$ gating. The reason might be understood by the different mechanisms of the reactions. With in a naive discussion, while the ( $p, 3 p$ ) reaction might populate states at higher energy as two protons are involved in the reaction resulting in many $\gamma$-ray transitions, as well as higher spin states, the one at 2900 keV might be an exception as it was clear with low


Fig. 5.10: $\gamma$-ray spectra after the ${ }^{80} \mathrm{Zn}(p, 3 p){ }^{78} \mathrm{Ni}$ reaction. 80 keV binning is adopted for the illustrations of two gating conditions for the $\gamma$-ray multiplicity: $m<6$ and $m<3$. The red curve is the fitting curve with maximum likelihood, while the blue line and blue dashed line are the response functions and the double-exponential background, respectively. Note that the histograms with a linear scale are displayed in appendix Fig. B.3.
$\gamma$-ray multiplicity $m$ gatings. This state will be further discussed in the next chapter as a possibility of a deformed state. Besides that, there were peak structures visible in the lower-energy region around 600 keV and 1100 keV .

## (2) First attampt: Energy determination with PDF analysis with six peak candidates

As a first attempt, the Doppler corrected $\gamma$-ray spectrum was fitted with six simulated response functions, 2900 keV transition in addition to the five ones found in the ( $p, 2 p$ ) channel, even though three transitions at 1540,2110 and 2600 keV were not visible. The energies of the six peak-candidates in the ( $p, 3 p$ ) channel were analyzed with the combination of the energy of peaks, $\mathbf{E}=\left(E_{1}, \cdots, E_{i}, \cdots, E_{N}\right)$, as following:

- 530 to 630 keV with 10 keV interval
- 1000 to 1140 keV with 20 keV interval
- 1440 to 1840 keV with 40 keV interval
- 1840 to 2160 keV with 40 keV interval
- 2400 to 3040 keV with 40 keV interval
- 2760 to 3040 keV with 40 keV interval

Note that the intervals of the fit energy were sparse from the one of the previous analysis in the ( $p, 2 p$ ) channel to reduce time of the computing, and also to make it possible to survey wider range of energy especially for the peaks of which the position cannot be recognized well by eye. Distributions of the standardized PDF for respective peaks are drawn in Fig. 5.11. As it can be seen from the shape of the energy spectrum, the PDF distributions of two peak candidates around 1600 and 2700 keV were rather scattered with large uncertainties, more than 200 keV , which inferred the non-existense of the peak in the ( $p, 3 p$ ) channel. Thus, another fitting excluding them was performed.


Fig. 5.11: Probability density functions with six peaks in the ( $p, 3 p$ ) reaction. The probabilities as a function of the energy (black dots) are fitted with a normal distribution (red curve). For this analysis, any conditions for the $\gamma$-ray multiplicity $m$ were not applied.

## (3) Second attampt: Energy determination with PDF analysis with four peak candidates

As the $\gamma$-ray transitions, which was observed in the $(p, 2 p)$ reaction channel at 1540 keV and 2600 keV could not be determined in the ( $p, 3 p$ ) channel, a fitting without the peak at 1600 keV and fixing the energy at 2600 keV for the other peak was examined as Fig. 5.12. Because the peak at 2600 keV , which was the strongest transition in the ( $p, 2 p$ ) channel, is thought to be possible to affect the determination of the energy at 2910 keV in the ( $p, 3 p$ ) spectrum, the peak at 2600 keV was kept fixed for the response function in Fig. 5.10 and later analysis. This is a similar approach with the case tested for the excited states of ${ }^{80} \mathrm{Zn}$ in section 4.4 , for determining the peak position at high energy. In that case, the existence of a new tentative transition at 1600 keV was important to make the background estimation properly, though the intensity of the peak itself was small.

- 530 to 630 keV with 10 keV interval
- 1000 to 1140 keV with 20 keV interval
- 1840 to 2160 keV with 40 keV interval
- 2760 to 3040 keV with 40 keV interval
- And, peak with fixed energy at 2600 keV

As a consequence, obtained energies of the other four peaks are the same as in the previous fitting in Fig. 5.11, within the difference of one-tenths of the statistical uncertainties of the determined energy values. Such robustness of the peak energy can be understood as an indication that the parameters of them are rather independent among the peaks. The energy value and relative intensity of each transition to the most intense transition in this reaction channel, 2910 keV , are listed in Tab. 5.2.

### 5.2.4 Different $\gamma$-ray energy assignments between the $(p, 2 p)$ and $(p, 3 p)$ channels

As summarized in Tab. 5.2, some of the peaks have discrepancies in the energy between the different reactions. While the 583(10)-keV transition in the ( $p, 2 p$ ) channel is in good agreement with $581(16)-\mathrm{keV}$ one in the ( $p, 3 p$ ) channel, with only 2 keV difference, the 1103(14)- keV transition in the ( $p, 2 p$ ) channel differs more than one standard deviation from the 1067(17)-keV transition in the ( $p, 3 p$ ) channel. Thus, the peaks around 1100 keV observed in the respective reaction channels might originate from different $\gamma$-ray transitions. This will also be discussed in the later analysis of $\gamma$-ray intensity relationships with other $\gamma$-ray transitions in each channel.

### 5.3 Significance levels

### 5.3.1 Principles of significance levels from the likelihood-ratio test

To obtain a quantitative criterion of the existence of the peak, the $p$-test, where two hypotheses without and with an assumption are compared, was commonly utilized. The former hypothesis of which the peak in question does not exist in this case, is called a null hypothesis $H_{0}$, while the one with the existence of the peak is called an alternative hypothesis $H_{1}$. If the probability of the establishment of the null hypothesis $H_{0}$ is small enough to get rejected, the alternative hypothesis $H_{1}$ is selected.

According to Wilks' theorem [149], the log-likelihood ratio of two hypotheses asymptotically follows the $\chi_{d}^{2}$ distribution with the degree of freedom $d$ equal to the difference of the


Fig. 5.12: Probability density functions with fixing two ambiguous peaks in the ( $p, 3 p$ ) reaction. The probabilities as a function of the energy (black dots) are fitted with a normal distribution (red curve) For this analysis, any conditions for the $\gamma$-ray multiplicity $m$ were not applied.
ones in $H_{0}$ and $H_{1}$. In the case of this peak fitting, the equation for the $i$-th peak is written as:

$$
\begin{align*}
\Lambda_{i} & =\frac{L(\mathbf{E} \mid M)}{L_{-i}(\mathbf{E} \mid M)}, \quad \text { where } \quad L(\mathbf{E} \mid M): H_{1}, \quad L_{-i}(\mathbf{E} \mid M): H_{0} .  \tag{5.23}\\
-2 \log \Lambda_{i} & =2 \log L_{-i}(\mathbf{E} \mid M)-2 \log L(\mathbf{E} \mid M) \simeq \chi_{d=1}^{2}\left(x_{i}\right) . \tag{5.24}
\end{align*}
$$

In this equation, the $p$-value of the null hypothesis $p_{0}$ is the right-hand side cumulative distribution function of $\chi_{d=1}^{2}$ :

$$
\begin{equation*}
p_{0}=\int_{x_{i}}^{\infty} \chi_{d=1}^{2}(x) d x \tag{5.25}
\end{equation*}
$$

In a normal statistical terminology, when the $p$-value is less than a pre-defined significance level $\alpha$, the null hypothesis $H_{0}$ is rejected. In nuclear and particle physics, the $n-\sigma$ confidence is mostly used instead of the $p$-value because it is easy to recognize [150]. In order to convert the $p$-value into the confidence level, the cumulative distribution function of the normal distribution $\Phi(x)$ is used:

$$
\begin{equation*}
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{t^{2}}{2}} d t \tag{5.26}
\end{equation*}
$$

The confidence level $n$ is calculated by the inverse function $\Phi^{-1}$,

$$
\begin{equation*}
n=\Phi^{-1}\left(1-p_{0}\right) . \tag{5.27}
\end{equation*}
$$

In particle physics, it is a de facto standard that the 5- $\sigma$ confidence is required to claim a new observation/discovery and the $3-\sigma$ confidence is an indication. These criteria are adopted in this work.

### 5.3.2 Significance levels of the peaks and the candidates of $\mathbf{2}^{+}$states

Here, the existence of each candidate for the $\gamma$-ray transition was checked quantitatively as described in the previous section. The significance level (S. L.) for the existence of each peak was deduced from the $p$-value of the likelihood ratio between the null hypothesis and the alternative hypothesis. They are listed as a function of the gates of the $\gamma$-ray multiplicity, $m$, in Tab. 5.2. Maximum values of S. Ls. within the $m$ conditions are adopted to determine the existence of the peaks. The evolutions of the numbers of the $\gamma$ rays and the S. Ls. for every transitions as a function of the $\gamma$-ray multiplicity, $m$, are illustrated in Fig. 5.13.

Evaluation of the uncertainty of the significance levels Prior to specific discussions about the existence of the observed $\gamma$-ray transitions, the reliability of the deduced S. Ls. is checked. By looking carefully the global trend of the S. Ls. in the charts of Fig. 5.13, it can be noticed all the graphs saturating at some point by loosening the conditions of the $\gamma$-ray multiplicity, $m$, and fluctuate within $0.5 \sigma$ at the most. Though the S. L. is the only indicator of the probability of the existence, the reliability of itself is confirmed.

[^8]Tab. 5.2: Observed $\gamma$-ray transition energies, relative intensities, and significance levels for the ( $p, 2 p$ ) and the ( $p, 3 p$ ) reaction channels. De-excitation energies $E_{\gamma}$ with statistical errors ( 1 standard deviation) determined by maximizing likelihoods in PDF (see section 5.2) and the relative intensity $I_{\text {rel }}$ to the most intensive transition for each reaction channel, 2600 keV and 2900 keV respectively, are listed. Here, the errors of energy and intensity are statistical only. In addition, the systematic error of energy determination is assumed as $0.6 \%$, while the systematic error for the $\gamma$ ray intensity is supposed to be suppressed as for the case of the relative intensity. Significance levels (S. Ls.) of the existence of each peak (see section 5.3) as a function of the upper limit of the $\gamma$-ray multiplicity $m$ are also listed. The largest values of S . Ls. within the $m$ conditions are underlined.

| Reaction | $E_{\gamma}(\mathrm{keV})$ | $I_{\text {rel }}(\%)$ | S. L. ( $\sigma$ ) with constraining the $\gamma$-ray multiplicity, $m$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | All | $\leq 8$ | $\leq 7$ | $\leq 6$ | $\leq 5$ | $\leq 4$ | $\leq 3$ | $\leq 2$ | $=1$ |
| $(p, 2 p)$ | 583(10) | 49(11) | 4.9 | 4.9 | 4.9 | 5.0 | 5.3 | 5.7 | 4.6 | 3.4 | 2.9 |
|  | 1103(14) | 49(12) | 4.2 | 4.0 | 4.0 | 4.1 | $\underline{4.3}$ | 3.7 | 3.5 | 3.4 | 2.8 |
|  | 1540(25) | 28(11) | 2.6 | 2.7 | 2.8 | 2.7 | 2.6 | $\underline{2.9}$ | 2.4 | 1.5 | -0.2 |
|  | 2110(48) | 33(13) | 2.5 | 2.5 | 2.8 | 2.8 | $\underline{2.9}$ | 2.6 | 1.9 | -1.4 | 0.0 |
|  | 2600(33) | 100(15) | 7.6 | 7.5 | 7.4 | 7.6 | 7.5 | 7.5 | 5.3 | 4.0 | 2.2 |
|  | 2910(43) ${ }^{\text {i) }}$ | - | 1.4 | 1.3 | 1.6 | 1.4 | 1.2 | 1.2 | 1.5 | 1.1 | 1.3 |
| $(p, 3 p)$ | 581(16) | 46(20) | $\underline{2.3}$ | 1.2 | 2.2 | 1.1 | 1.6 | 0.4 | 1.7 | 0.7 | 1.8 |
|  | 1067(17) | 82(27) | 3.4 | 2.7 | $\underline{3.5}$ | 2.9 | 3.5 | 2.9 | 2.8 | 2.3 | 3.3 |
|  | 1670(240) | 19(24) | 0.2 | -0.2 | 0.4 | 0.1 | 0.7 | 0.5 | 0.2 | 0.0 | 0.2 |
|  | 2000(40) | 65(26) | $\underline{2.5}$ | 2.2 | 2.5 | 2.3 | 2.4 | 2.1 | 1.5 | 1.3 | 1.3 |
|  | (2600) ${ }^{\text {ii) }}$ | 48(30) | 1.3 | 1.3 | 1.5 | 1.5 | 1.4 | 1.6 | 1.2 | 1.3 | 1.4 |
|  | 2910(43) | 100(30) | 3.7 | 3.4 | 3.4 | 3.1 | 3.5 | 3.2 | 3.7 | 3.5 | 3.6 |

The ( $\boldsymbol{p}, 2 \boldsymbol{p}$ ) channel It is affirmed that the most intensive transition in the $(p, 2 p)$ channel at 2600 keV scored the highest significance level, $7.6 \sigma$, with a $m \leq 6$ condition. The only peak other than the $2600-\mathrm{keV}$ peak having the significance level larger than $5 \sigma$ is the one at 583 keV with $5.7 \sigma$, while the ones at 1103,1540 and 2110 keV marked about $3-4 \sigma$. In addition to the five proposed $\gamma$-ray transitions, the possibility of existence of the 2910 keV transition, which was observed in the ( $p, 3 p$ ) channel but not in the ( $p, 2 p$ ) channel, was tested. As shown in the table, the significance of this peak is only $1.6 \sigma$. Therefore, it is not included in any further analysis of the $(p, 2 p)$ channel.

The ( $\boldsymbol{p}, \mathbf{3 p}$ ) channel As already noticed in the section 5.2.3, the most intense transition in the ( $p, 2 p$ ) channel, 2600 keV , was not observed in the ( $p, 3 p$ ) channel. The energy value of 2600 keV , instead of 2700 (200) keV deduced by the PDF analysis, was used for the analysis of this channel, even though the significance of the $2600-\mathrm{keV}$ transition itself was low. The peaks at 1067 keV and 2910 keV have the significance levels more than $3 \sigma$, while the ones at 581 keV and 2000 keV were between $2-3 \sigma$, of which the existence may not be indicated. Note that the $\gamma$ ray multiplicity condition, which gives the maximum significance for the $2910-\mathrm{keV}$ transition, is $m \leq 4$. Though the significance level was not as large as $5 \sigma$, it was tentatively assigned as the transition directly feeding the ground state, because the intensity of the $2600-\mathrm{keV}$ peak was much smaller than that of 2910 keV , even though it existed in the $(p, 3 p)$ reaction.

### 5.4 Construction of the level scheme from $\gamma-\gamma$ coincidence analysis

### 5.4.1 Strategy of $\boldsymbol{\gamma} \boldsymbol{-} \boldsymbol{\gamma}$ coincidence analysis

## (1) Principle

By collecting events gated with at least one $\gamma$-ray observed within a certain range of energy, relationships between the $\gamma$-ray transition and others decaying in a cascade from higher lying states can be investigated. The $\gamma-\gamma$ coincidence analysis was applied to the four most intense peaks among the ( $p, 2 p$ ) and ( $p, 3 p$ ) channels. In general, the energy gate was set to cover the region of a peak to be investigated to obtain the coincidence $\gamma$ rays with the peak event. However, there was no way to select only the real $\gamma$ rays within the coincidence gate, but background hits, such as Compton scattering events from transitions with different energy, cannot be avoided. Therefore, it is common to assume a background structure to subtract from the $\gamma$-ray spectrum. Such a background-subtracted spectrum can be derived by obtaining the differential between the coincidence spectrum and the off-gated one, which is a coincidence spectrum with background events by gating with certain ranges of the outside of the objective range. However, this treatment of the background subtraction was not implemented for this work because of the number of events was too small to discuss the $\gamma-\gamma$ coincidence quantitatively. Furthermore, it was difficult to estimate the background structures because the structures of Compton scatterings and the peaks overlap in the $\gamma$-ray spectrum. Alternatively, to prevent such effects from the contaminants from Compton hits, the high energy $\gamma$-ray transitions were gated first, as no higher lying states to create Compton backgrounds within the energy gate of interest.

## (2) Procedure of the $\boldsymbol{\gamma} \boldsymbol{-} \boldsymbol{\gamma}$ coincidence analysis

In the case of more than one $\gamma$-ray hit within the gated range, it is important to treat such events properly to avoid overestimating the number of $\gamma$-ray peaks within the range. Assuming that the number of unresolved $\gamma$-ray peaks within the energy range in one event is defined as $n$,


Fig. 5.13: Evolution of the number of $\gamma$ rays (left panels) and the significance level of each transition as a function of the gates of the $\gamma$-ray multiplicity, $m$ (right panels). The numbers on the horizontal axes, $X$, are the upper limit of the gating conditions, described as $m \leq X$. The points at $X=9$ are the values with no gating condition of the $\gamma$-ray multiplicity. While the evoltions for the ( $p, 2 p$ ) channel are displayed in the top panels, the ones for the ( $p, 3 p$ ) channel are displayed in the bottom panels. The legend of the lines is placed in the bottom right figure.
the optimum $\gamma-\gamma$ spectrum is generalized as a gated spectrum with $n-1$ peaks in the energy range of the gate. For the simplest case of $n=1$, the $\gamma-\gamma$ coincidence spectrum should be a spectrum without the peak in the gate, while for the $n>1$ case, an "unresolved peak" with the $\gamma$-ray intensity of $n-1$ peaks should be appearing in the coincidence spectrum. Thus, the contribution of one of the peaks in the gate may be eliminated in the analysis. In this analysis, such events from multiple $\gamma$-ray hit within a gate were analyzed as the following way with the detected number of $\gamma$-ray hit within the gated range, $N_{h i t}$. If there is only one $\gamma$-ray within the gate, $N_{h i t}=1$, the energies of the $\gamma$ rays except the one in the gate are filled in the coincidence histogram, while in the case of more than one $\gamma$ ray, $N_{h i t}>1$, fill all the events as $\left(N_{h i t}-1\right) / N_{h i t}$ event in the histogram. An alternative way for the simplicity is to select one of the $\gamma$ rays within the gate to be eliminated from the coincidence spectrum and fill the other(s) in the spectrum.

## (3) Counting the number of the events after the fitting

Assume the experimental $\gamma$-ray spectrum is binned with $B_{\exp }(\mathrm{keV})$ and the response function of the detector simulated by Monte-Carlo based GEANT4 with $N_{\text {sim }}$ events is prepared with the same binning. The response function for a certain peak $f_{E_{i}}(\varepsilon)^{\mathrm{b})}$ is fitted with the coefficient $p$ as $p f_{E_{i}}(\varepsilon)$ to the spectrum. In this case, the total number of $\gamma$ rays emitted from the nuclei of interest during the measurement is calculated as:

$$
\begin{equation*}
N_{\gamma}=p \cdot N_{s i m} \tag{5.28}
\end{equation*}
$$

Note that $N_{\gamma}$ will be utilized to calculate the relative intensities $I_{r e l}$ and exclusive cross sections. By integrating ${ }^{\mathrm{c})}$, or summing up the number of the values of the bins of simulated response function, $p f_{E_{i}}(\varepsilon)$, within the energy range of the coincidence gate for the $\gamma-\gamma$ analysis, $\left(\varepsilon_{-}, \varepsilon_{+}\right)$, the number of "efficiency-corrected" $\gamma$ rays within the coincidence gate, $N_{g g}$, can be derived as:

$$
\begin{equation*}
N_{g g}=\sum_{\varepsilon_{-}<\varepsilon<\varepsilon_{+}} p f_{E_{i}}(\varepsilon) . \tag{5.29}
\end{equation*}
$$

If the number of the efficiency-corrected $\gamma$ rays from the $\gamma$-ray peaks of the $i^{\prime}$-th $\gamma$-ray peak in coincidence, and the one of the $\gamma$-ray peak within the gate of interest, $i$-th, are defined as $N_{\gamma_{i}^{\prime}}$ and $N_{\gamma_{i}}$, the coefficient, $p^{\prime}$, to deduce the expected response function of the $i^{\prime}$-th peak in the gated coincidence spectrum can be derived by as follows by combining the two equations Eq. (5.28) and Eq. (5.29). There are two cases in the formulation, with the magnitude relation, $I_{\text {ratio }}=N_{\gamma_{i}^{\prime}} N_{\gamma_{i}}$. In the case of $N_{\gamma_{i}^{\prime}}<N_{\gamma_{i}}$,

$$
\begin{equation*}
p^{\prime} f_{E_{i^{\prime}}}\left(\varepsilon^{\prime}\right)=\frac{N_{\gamma_{i}^{\prime}}}{N_{\gamma_{i}}} \times \frac{N_{g g}}{N_{s i m}} f_{E_{i^{\prime}}}\left(\varepsilon^{\prime}\right)=\left(\frac{p N_{\gamma_{i}^{\prime}}}{N_{\gamma_{i}} N_{\text {sim }}} \sum_{\varepsilon_{-}<\varepsilon<\varepsilon_{+}} f_{E_{i}}(\varepsilon)\right) \times f_{E_{i^{\prime}}}\left(\varepsilon^{\prime}\right), \tag{5.30}
\end{equation*}
$$

[^9]while, the other case of $N_{\gamma_{i}^{\prime}} \geq N_{\gamma_{i}}$,
\[

$$
\begin{equation*}
p^{\prime} f_{E_{i^{\prime}}}\left(\varepsilon^{\prime}\right)=\frac{N_{g g}}{N_{s i m}} f_{E_{i^{\prime}}}\left(\varepsilon^{\prime}\right)=\left(\frac{p}{N_{s i m}} \sum_{\varepsilon_{-}<\varepsilon<\varepsilon_{+}} f_{E_{i}}(\varepsilon)\right) \times f_{E_{i^{\prime}}}\left(\varepsilon^{\prime}\right) . \tag{5.31}
\end{equation*}
$$

\]

The latter case is assuming the case the gated $\gamma$-ray transition is followed by other $\gamma$-ray transitions. This response function with the expected intensity in the $\gamma-\gamma$ spectrum can be used a rough indicator of the coincidence.

Note that the discussions above were performed with an assumption as background events, such as Compton scattered $\gamma$-ray hit from the higher energy $\gamma$-ray transitions, are not existing. In the realistic case, the expected response function can easily underestimate the $\gamma-\gamma$ coincidence spectrum because no background subtraction was performed in these $\gamma-\gamma$ coincidence analysis. In other words, if the experimental $\gamma-\gamma$ spectrum is below the expected response functions, two $\gamma$-ray transitions were not in coincidence.

### 5.4.2 Obtained results from $\boldsymbol{\gamma} \boldsymbol{-} \boldsymbol{\gamma}$ analysis

As Compton background is limited to originated from the higher energy region for any gated transition, the $\gamma$-ray transition with the highest energy was gated first, then, lower-energy peaks were investigated to check the consistency with the analysis. The $\gamma-\gamma$ coincidence spectra are shown in Fig. 5.14, where the energy of the gates are set as:

- 550 keV to 650 keV for the 580 keV peak
- 1000 keV to 1200 keV for the 1100 keV peak
- 2450 keV to 2750 keV for the 2600 keV peak
for the ( $p, 2 p$ ) channel, and
- 2750 keV to 3100 keV for the 2910 keV peak
for the ( $p, 3 p$ ) channel.
As defined in Eq. (5.30) and Eq. (5.31), the expected response functions with the expected intensity can be drawn in the coincidence spectra. Here, intensity ratios, $I_{\text {ratio }}=N_{\gamma_{i}^{\prime}} / N_{\gamma_{i}}$, of the peaks were calculated based on the assignments obtained in the previous analysis, as listed in Tab. 5.2. The $\gamma-\gamma$ coincidence spectra with several gating conditions on the obtained spectra are discussed in the following section.


## (1) $\gamma-\gamma$ coincidence analysis of the $(p, 2 p)$ channel

2600-keV peak As shown in the $\gamma$-ray spectra in Fig. 5.8, the peak at 2600 keV is much higher than the estimated background function. Thus, background events induced by Compton scattering hits from unrecognized higher lying transitions were assumed to be suppressed in the $\gamma-\gamma$ coincidence spectrum. The coincidence spectrum in the bottom left panel of Fig. 5.14 shows all the lower-energy transitions having peak-like structures with a reduced background as expected, while it can also be recognized the estimated response functions are smaller than the obtained spectrum. As another possibility in addition to the inclusion of the background events, the underestimation of $I_{\text {rel }}$ values of the peaks at 583,1540 , and 2110 keV in the $\gamma$-ray fit performed in section 5.2.2 can be considered. Though in this work, five $\gamma$-ray transitions were estimated in the ( $p, 2 p$ ) channel, there may be additional unresolved transitions undiscovered. Since the estimation of the background curve is found to be strongly connected with the inclusion of the $\gamma$-ray transitions in the fit, as already noticed in section 4.4, it can be reduced if other


Fig. 5.14: $\gamma-\gamma$ coincidence spectra with the expected response functions. The coefficients of the blue and the red curves are calculated based on the number of events within each coincidence gate. See text for detail discussions.
peaks taken into account, resulting in solving the possible underestimation of the intensity of the currently proposed five $\gamma$-ray transitions. In either case, all the four $\gamma$-ray transitions are reasonable to consider in coincidence with the $2600-\mathrm{keV}$ transition. By taking into account the relationships of the $\gamma$-ray intensity, $I_{\text {rel }}$, the $2600-\mathrm{keV}$ transition can be assumed as the $\gamma$-ray transition from the excited state at 2600 keV , feeding directly to the ground state.
$\mathbf{5 8 0}-\mathrm{keV}$ peak The peak at 580 keV is the $\gamma$-ray transition with the second largest significance level and intensity in the ( $p, 2 p$ ) channel. However, the situation for the $\gamma-\gamma$ coincidence analysis was different from the $2600-\mathrm{keV}$ case. As seen in the Fig. 5.8 , the peak structure of the 580 keV transition is located on the top of a double-exponential background, which is basically a contribution from unrecognized $\gamma$-ray transitions, and the Compton scattered events of higher lying states. Therefore, the $\gamma-\gamma$ coincidence spectrum was expected to contain background events. The gated spectrum shown at the top left panel of Fig. 5.14 has more events especially in the region below 700 keV , while this was relatively suppressed in the case of the gated spectrum with the $2600-\mathrm{keV}$ transition. As explained in the previous section, the expected response function only assume the recognized $\gamma$-ray transitions, the missing strength cannot be reproduced. Therefore, it may be possible to guess no coincidence with the $1100-\mathrm{keV}$ transition, while it may have coincidences with the $2000-\mathrm{keV}$ and $2600-\mathrm{keV}$ transitions. Note that the underestimation of the expected response function of the peak at 2600 keV might be because of the Compton scattered $\gamma$-ray hits of the high-lying transitions such as the one at 1100 keV within the coincidence gate contributing to increase the number of counts around 2600 keV in the coincidence spectrum.

1100-keV peak The $\gamma-\gamma$ spectrum gated with 1100 keV is also shown in the top right panel of Fig. 5.14. As it can be anticipated to have background events mainly from Compton scatterings of unrecognized higher lying transitions similar to the $580-\mathrm{keV}$ case, the structure seen in the figure around 1000 keV might be the peak at 1100 keV itself caused by the coincidence with the Compton hit of the higher lying transitions, but the possibility of the existence of a double-peak at around 1100 keV cannot be excluded. On the other hand, it can be seen that the number of events at 580 keV does not explain the expected response functions. Thus, the $1100-\mathrm{keV}$ transition might not be in coincidence with $580-\mathrm{keV}$ one, unless the $\gamma$-ray transition at 1100 keV does not consist of several peaks with some of weak transition being in coincidence with the $580-\mathrm{keV}$ transition. That is a consistent conclusion with the previous paragraph.

## (2) $\quad \gamma-\gamma$ coincidence analysis of the $(p, 3 p)$ channel

2910-keV peak As summarized in Tab. 5.2, the $\gamma$-ray transition at 2910 keV was the most intense in the ( $p, 3 p$ ) channel. Therefore the $2910-\mathrm{keV}$ transition is assumed as the transition feeding directly to the ground state. As a consequence, the $\gamma$-ray transitions at 2910 keV and 2600 keV were assumed to be independent. Though the coincidence spectrum of the high-lying $\gamma$-ray transition at 2910 keV was analyzed as shown in the bottom right panel of Fig. 5.14, there was a limitation of the number of events to deduce any conclusion with large error bars. No strong conclusion was obtained from this analysis.

### 5.4.3 Constructing the level scheme

The level scheme of the excited states of ${ }^{78} \mathrm{Ni}$ was constructed by ensuring the consistency of the consequences of the analysis of the $\gamma$-ray spectra. As summarized in Tab. 5.2, the most in-


Fig. 5.15: Proposed level schemes of ${ }^{78} \mathrm{Ni}$. Levels of the excited states are tentatively assigned from the obtained clues. See text for detail discussions. The arrows represent the $\gamma$-ray transitions with their relative intensities to the intensity of the transition to the ground state. The black arrows are mostly observed in the ( $p, 2 p$ ) channel, while the blue arrows are from the ( $p, 3 p$ ) channel. The solid and dashed lines represent the $\gamma$-ray transition with significance level $>5 \sigma$ and others, respectively. The extrapolated neutron separation energy, $S_{n}$ [61], and its error is also indicated with a red line and a red shade.
tense transition was the one at 2600 keV in the ( $p, 2 p$ ) channel and at 2910 keV in the $(p, 3 p)$ channel. It is reasonable to assume both transitions feed the ground state directly. Especially the $\gamma$-ray transition at 2600 keV is regarded as the de-excitation to the ground state from the first excited state with spin and parity of $2_{1}^{+}$, based on the systematics of even-even nuclei in the vicinity. Futhermore, the $\gamma-\gamma$ coincidence analysis inferred that all low-lying transitions are coincident with the $2600-\mathrm{keV}$ transition. Therefore, they were thought as the $\gamma$-ray transitions feeding the $2_{1}^{+}$state at 2600 keV . Although both the $580-\mathrm{keV}$ and the $1100-\mathrm{keV}$ transitions had almost half of the $\gamma$-ray intensity of the $2600-\mathrm{keV}$ transition, $I_{r e l}=49 \%$ for each, they were estimated as not coincident transitions since respective peaks were not observed in their $\gamma-\gamma$ coincidence spectra. Thus, these transitions were considered as independent transitions feeding the $2600-\mathrm{keV}$ state. As a result, other transitions at 1540 keV and 2110 keV , were assumed as not feeding directly to the $2600-\mathrm{keV}$ state because the sum of the $\gamma$-ray intensity of the 580 keV and the $1100-\mathrm{keV}$ transitions are already $98(16) \%$ of the one of the $2^{+} \rightarrow 0^{+}$transition. Figure 5.15 shows the tentative assignment of the levels and the placement of the transitions with black line and arrows. The $2110-\mathrm{keV}$ transition was tentatively placed on the top of the $3180(=2600+580)-\mathrm{keV}$ state as the indication of the coincidence was seen in the $\gamma-\gamma$ spectrum gated with the $580-\mathrm{keV} \gamma$-ray, while the placement of the $1540-\mathrm{keV}$ transition could not determined from the result of this work since no strong indication in the $\gamma-\gamma$ coincidence spectra could obtained. Though the information about this transition is not sufficient, it might be possible to assume to place the transition on the top of the $3700(=2600+1100)-\mathrm{keV}$ state rather than the top of the $5290(=2600+580+2110)-\mathrm{keV}$ state as the neutron separation energy of ${ }^{78} \mathrm{Ni}$ is evaluated at $S_{n}=5160(780) \mathrm{keV}$ [61]. However, it is not placed in the level scheme because direct feeding of the $2_{1}^{+}$state or the $3180-\mathrm{keV}$ state could not be ruled out. In addition to the placement of the excited levels, the level at $3180(=2600+580)-\mathrm{keV}$ was tentatively assigned as a candidate of the $4_{1}^{+}$state.

Even though the $(p, 3 p)$ reaction was expected to populate various states, because of the combinations of two removed proton-holes, which impedes resolving the peaks in the $\gamma$-ray spectrum, the indication of the $2910-\mathrm{keV}$ transition was seen rather clearly, especially with a low $\gamma$-ray multiplicity condition, $m$. Therefore, it can be considered as a candidate of the $2_{2}^{+}$ state feeding directly to the ground state. Considering the significance levels in Tab. 5.2, the $\gamma$-ray transition with more than $3 \sigma$ was the $1067-\mathrm{keV}$ one in the ( $p, 3 p$ ) channel with $3.6 \sigma$. The $1067-\mathrm{keV}$ transition was suspected as different to the one at 1103 keV in the ( $p, 2 p$ ) channel because of the much larger $\gamma$-ray intensity than that of the $2600-\mathrm{keV}$ transition, and the difference of the energy compared to the uncertainty. Under the assumption that the $1070-\mathrm{keV}$ transition in the ( $p, 3 p$ ) channel is different from the $1100-\mathrm{keV}$ transition, the $3980(=2910+1070)-\mathrm{keV}$ state was tentatively assigned, feeding the $2910-\mathrm{keV}$ state. Figure 5.15 illustrates these transitions of the ( $p, 3 p$ ) channel with blue arrows.

As an additional note, from the graphs in Fig. 5.13, convergence of the S. Ls. of the ( $p, 2 p$ ) channel had been achieved between $m \leq 4-6$, while the convergence of the ( $p, 3 p$ ) channel took place at the lower multiplicity, especially for the $2910-\mathrm{keV}$ transition. That implies the $\gamma$ ray transitions in the ( $p, 2 p$ ) channel might have been accompanied with several $\gamma$ rays at the same time in cascade from the highly lying states, while this might not happen for the 2910-keV one in the ( $p, 3 p$ ) channel. It is consistent with the discussions of the $\gamma-\gamma$ coincidence analysis.

### 5.5 Cross sections to excited states of ${ }^{78} \mathrm{Ni}$

The exclusive cross sections populating the states of ${ }^{78} \mathrm{Ni}$, constructed as Fig. 5.15, were calculated from the number of the de-excitation $\gamma$ rays emitted from reacted ${ }^{78} \mathrm{Ni}$ particles, $N(\gamma)$,
and the number of the incoming particles to the reaction target. From these results, discussions are performed by employing a reaction theory to investigate the property of the states of ${ }^{78} \mathrm{Ni}$ in section 6.2.

As discussed in section 5.1, the inclusive cross sections of the corresponding reaction channels, $\sigma_{i n c l}$, were deduced from the ratio of the number of particles of the incoming particles identified as a certain isotope by the BigRIPS spectrometer, $N(\mathrm{BR})$, and the outgoing particles identified as an isotope of interest by the ZeroDegree spectrometer in addition to the gatings of the incoming beam, $N(\mathrm{BR} \otimes \mathrm{ZD})$. Because the trigger settings of the data acquisition system were configured for the combination of the coincidence trigger of the beam and the $\gamma$-ray detection (F7 $\times$ F11 $\times \gamma$ ), and the down-scaled beam trigger (DS(F7)), as detailed in section 3.3.2, the number of the incoming beam should be converted from the number of the events in the $\gamma$-ray coincidence trigger to deduce the exclusive cross sections. Thus, the down-scaled factor $(D S F)$, defined as the ratio between the measurement of $\gamma$ rays and the inclusive cross section measurement, of the numbers of the incoming particles was necessary to be deduced. In this work, the former was obtained with the coincidence trigger from run 210 to 222 and 224 to 355 and the latter was with the down-scaled trigger from run 224 to 355 . It could be calculated from the counts in the scaler module detailed in section 3.3 .3 and Tab. 3.2 with the equation below:

$$
\begin{align*}
D S F & =\frac{\text { Number of counts at F7 (Run } 210-222 \text { and } 224-355)}{\text { Number of counts of DS(F7) (Run 224-355) }}, \\
& =\frac{2.68 \times 10^{9}}{6.94 \times 10^{7}}=38.6 \tag{5.32}
\end{align*}
$$

Here, the formula to obtain the inclusive cross section, $\sigma_{i n c l}$, as Eq. (5.2) are rewritten with the relationship below,
$\begin{cases}N_{Z D} & =N\left(\mathrm{DS}(\mathrm{F} 7) \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)\right), \\ N_{B R} & =N\left(\mathrm{DS}(\mathrm{F} 7) \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right)\right), \\ \kappa & =1 /\left(\tau \cdot n_{d c}\right) .\end{cases}$
$N_{Z D}$ is the number of particles gated with ${ }^{79} \mathrm{Cu}$ in the BigRIPS spectrometer and ${ }^{78} \mathrm{Ni}$ in the ZeroDegree spectrometer in DS(F7) trigger, $N_{B R}$ is without applying the gating condition in the ZeroDegree spectrometer, and $\kappa$ is a coefficient to produce the cross section. The equation is now formulated as:

$$
\begin{equation*}
\sigma_{i n c l}=\kappa \cdot \frac{N\left(\mathrm{DS}(\mathrm{~F} 7) \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)\right)}{N\left(\mathrm{DS}(\mathrm{~F} 7) \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right)\right)} \tag{5.33}
\end{equation*}
$$

In a similar fashion, the exclusive cross section $\sigma_{\text {excl }}$ for a certain $\gamma$-ray can be described as:

$$
\begin{equation*}
\sigma_{\text {excl }}=\kappa \cdot \frac{N\left(\gamma \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)\right)}{N\left(\mathrm{BR}\left({ }^{79} \mathrm{Cu}\right)\right)} \tag{5.34}
\end{equation*}
$$

The numerator is the number of $\gamma$ rays, estimated by the fit of the simulated response functions of the $\gamma$-ray detector, DALI2, with a certain particle gating, after the correction of the values of the efficiency of the vertex reconstruction using MINOS, as Eq. (4.7) and Eq. (4.8). By employing Eq. (5.32) and Eq. (5.33), the equation can be converted into the following:

$$
\begin{align*}
\sigma_{\text {excl }} & =\kappa \cdot \frac{N\left(\gamma \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)\right)}{D S F \times N\left(\mathrm{DS}(\mathrm{~F} 7) \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right)\right)} \\
& =\frac{\sigma_{\text {incl }}}{D S F} \cdot \frac{N\left(\gamma \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)\right)}{N\left(\mathrm{DS}(\mathrm{~F} 7) \otimes \mathrm{BR}\left({ }^{79} \mathrm{Cu}\right) \otimes \mathrm{ZD}\left({ }^{78} \mathrm{Ni}\right)\right)} . \tag{5.35}
\end{align*}
$$

Tab. 5.3: Summary of the exclusive and the inclusive cross sections. These values have been corrected with the efficiency values of DALI2 and MINOS. The errors in parentheses of energy and cross section are statistical only. The systematic errors of the energy of levels and the exclusive cross sections are $0.6 \%$ and $5 \%$, respectively. The systematic error of the inclusive cross section, $\sigma_{i n c l}$, is assumed to be negligible since its statistical uncertainties are large. In addition, the exclusive cross section for the ( $p, 2 p$ ) reaction can be changed by roughly 0.2 mb due to the ambiguity of its placement of the $1540-\mathrm{keV}$ transition.

| Energy <br> $(\mathrm{keV})$ | State | $\sigma_{p 2 p}$ <br> $(\mathrm{mb})$ | $\sigma_{p 3 p}$ <br> $(\mu \mathrm{~b})$ |
| :---: | :---: | :---: | :---: |
| 0 | $0_{1}^{+}$ | $\leq 1.07(28)$ | $\leq 10.2(41)$ |
| $2600(33)$ | $2_{1}^{+}$ | $\leq 0.01(23)$ | $\leq 0.1(17)$ |
| $3180(35)$ |  | $0.10(14)$ | $-0.8(17)$ |
| $3700(36)$ |  | $0.31(11)$ | - |
| $5290(59)$ |  | $0.21(10)$ | $2.6(14)$ |
| $2910(43)$ | $\left(2_{2}^{+}\right)$ | - | $0.6(25)$ |
| $3980(46)$ |  | - | $3.3(16)$ |
| Inclusive |  | $1.70(42)$ | $16.1(60)$ |

The exclusive cross sections for both reaction channels are summarized in Tab. 5.3. They were deduced based on the level scheme proposed in Fig. 5.15, as well as the numbers of $\gamma$ rays as summarized in Tab. 5.2. Here, the systematic errors of the energy of levels and the exclusive cross sections, which is basically same as the uncertainty of the $\gamma$-ray detection efficiency, are $0.6 \%$ and $5 \%$, respectively, while the systematic error of the inclusive cross section, $\sigma_{\text {incl }}$, is assumed to be smaller than its statistical uncertainties. Note that the exclusive cross section for the ( $p, 2 p$ ) reaction can be changed by roughly 0.2 mb due to the ambiguity of the placement of the $1540-\mathrm{keV}$ transition.

The physics interpretation is addressed in the following chapter.

## Chapter 6

## Discussion

In this chapter, the observed excited states of ${ }^{78} \mathrm{Ni}$ are discussed in comparison with several state-of-the-art theoretical predictions. Firstly, the energy of the excited states of ${ }^{78} \mathrm{Ni}$ is compared with several theoretical approaches to deduce structural information of such extremely neutron-rich nuclei in section 6.1. The trends of first $2^{+}$and $4^{+}$states as function of the proton and neutron number confirm the doubly magic nature of ${ }^{78} \mathrm{Ni}$. Furthemore, other high-lying states are discussed to understand a possible emergence of shape coexistence in this region of the nuclear chart. Subsequently, the exclusive cross sections of ${ }^{78} \mathrm{Ni}$ are discussed in section 6.2. The origin of its particularly small cross section, which is a few times less than nuclei in the vicinity, is discussed by employing recently developed reaction theory in addition to the predictions above. The summary and conclusion of these discussions are presented in the next chapter.

### 6.1 Excited states of ${ }^{78} \mathrm{Ni}$

The exicitation energies of ${ }^{78} \mathrm{Ni}$ obtained in this work are discussed in this section. Firstly, in section 6.1.1, the first $2^{+}$and $4^{+}$states along the isotopic and isotonic chains of ${ }^{78} \mathrm{Ni}$ are discussed. As there have been several theoretical calculation conducted to investigate the nuclear structure around ${ }^{78} \mathrm{Ni}$, the predicted energy levels of the calculations were compared along the nickel isotopic chain. Not only the first $2^{+}$and $4^{+}$states but also other states have been observed in this work, thus the interpretation of the states, especially the origin of the second $2^{+}$ state, is further discussed in section 6.1.2.

### 6.1.1 Isotopic and isotonic trends of first $\mathbf{2}^{+}$and $\mathbf{4}^{+}$states

The excitation energy, $E_{x}$, of first $2^{+}$and $4^{+}$states assigned in this work, tentatively, and their ratio,

$$
R_{4 / 2}=\frac{E_{4}}{E_{2}},
$$

are plotted in the graphs along the isotopic and isotonic chains of ${ }^{78} \mathrm{Ni}$, shown in Fig. 6.1 and Fig. 6.2, respectively. The former figure shows systematic trends along the nickel ( $Z=28$ ) isotopic chain, and the latter figure illustrates the trends along the $N=50$ isotonic chain. The red stars indicate the acquired values of ${ }^{78} \mathrm{Ni}$ in this work. Both sudden increase of $E\left(2^{+}\right)$and sudden drop of $R_{4 / 2}$ can be seen at both $N=50$ and $Z=28$. Note that the excitation energy of $E\left(2^{+}\right)=2.600(33) \mathrm{MeV}$ is almost the same as the $2.700(1) \mathrm{MeV}$ for the other doubly magic nickel


Fig. 6.1: Systematic trend and theoretical predictions of excitation energies along the $Z=28$ isotopic chain. The observed excitation energies, $E_{x}$, of the first $2^{+}$(filled circle and filled star) and $4^{+}$(open circle and open star) states, and their ratios, $R_{4 / 2}$, are illustrated in the left and right panels, respectively. As comparison, five recently published theoretical predictions are also drawn with the respective colors as the legend in the right panel. A Monte-Carlo shell model (MCSM) calculation with the A3DA-m based Hamiltonian [114, 115] predicts not only the energies of $2^{+}$states (blue line) but also $4^{+}$states (blue dashed line) and their ratio $R_{4 / 2}$ in right panel. Two large-scale shell model calculations with the LNPS interaction [111] up to $N=44$ and with the PFSDG-U interaction [34] above $N=44$ are shown with green dashed lines. Two of mean-field based approaches with the quasi-particle random-phase approximation (QRPA) and five-dimension collective Hamiltonian (5DCH) formalisms [120] are also illustrated with red dot-dash and dotted lines. See text for a detailed discussion.


Fig. 6.2: Systematic trend of excitation energies along the $N=50$ isotonic chain. As for Fig. 6.1, the observed excitation energies, $E_{x}$, of the first $2^{+}$and $4^{+}$states, and their ratios, $R_{4 / 2}$, are illustrated in the left and right panels, respectively. The sudden jump for the $4^{+}$energy at $Z=38\left({ }^{88} \mathrm{Sr}\right)$ might be due to lack of the experimental study of the identification of the first $4^{+}$state, which can be expected around 2.5 MeV .
isotope, ${ }^{56} \mathrm{Ni}$, which has 28 protons and 28 neutrons. This fact supports the shell closure nature of the ground state of ${ }^{78} \mathrm{Ni}$. Furthermore, the low value of the ratio

$$
\begin{equation*}
R_{4 / 2}\left({ }^{78} \mathrm{Ni}\right)=3.180 / 2.600=1.22(2) \tag{6.1}
\end{equation*}
$$

also confirms the doubly magic nature of ${ }^{78} \mathrm{Ni}$, which is as small as stable doubly magic nuclei: ${ }^{16} \mathrm{O}\left(R_{4 / 2}=1.50\right),{ }^{40} \mathrm{Ca}(1.35),{ }^{48} \mathrm{Ca}(1.18),{ }^{208} \mathrm{~Pb}$ (1.06). It is even smaller than for ${ }^{56} \mathrm{Ni}(1.46)$.

Figure 6.1 also illustrates the systematic trends of $2^{+}$and $4^{+}$excitation energies, and their $R_{4 / 2}$ ratios of the experimental results. Besides, several theoretical predictions by means of two types of large-scale shell model calculations, a Monte-Carlo shell model (MCSM) calculation with the A3DA-m interaction $[114,115]$ and a large-scale shell model calculation with two different model spaces named as LNPS [111] and PFSDG-U [34]; and two of beyond meanfield based approachs with the quasi-particle random-phase approximation (QRPA) and fivedimension collective Hamiltonian (5DCH) formalisms [120] are also drawn in Fig. 6.1. All calculation results, except the 5DCH formalism, are in good agreements with the acquired values of this work. To discuss the result further, the details of the individual theoretical calculations are discussed in the following.

A3DA-m The Monte-Carlo shell model calculation with the A3DA-m interaction employs the largest model space among the three shell model calculations, full $p f$ shells, $0 g_{9 / 2}$ and $1 d_{5 / 2}$ orbits in proton and neutron shells, namely 6 orbits above the ${ }^{40} \mathrm{Ca}$ core ( $Z=N=20$ ). The energies of $2^{+}$and $4^{+}$states and their ratio $R_{4 / 2}$ are in good agreement with observations for the entire isotopic chain. However, this calculation is anticipated to have difficulties with the predictions of higher-lying states because of the limitation of the model space for neutrons. Though the predicted $E\left(2_{1}^{+}\right)$and $E\left(4_{1}^{+}\right)$for ${ }^{80} \mathrm{Zn}$ reproduced the experimental results [82] better than the one with the previous JUN45 interaction with the $1 p_{1 / 2}, 1 p_{3 / 2}, 0 f_{5 / 2}$ and $0 g_{9 / 2}$ orbits [151], discrepancies with the experimental results for higher lying states have been noticed. Similar inconsistencies have been recognized in the excited states of ${ }^{79} \mathrm{Cu}[104,105]$. Though the energy trend of the first excited $2^{+}$states was reproduced well in this calculation, the validity of the calculated energy for other states of ${ }^{78} \mathrm{Ni}$ is necessary to be checked, which is discussed in the next section.

LNPS and PFSDG-U The shell model calculation with the LNPS interaction successfully reproduced the excitation energies of ${ }^{54-62} \mathrm{Ni}$ isotopes utilizing a model space of $p f$ orbits for protons, and $1 p_{1 / 2}, 1 p_{3 / 2}, 0 f_{5 / 2}, 0 g_{9 / 2}$, and $1 d_{5 / 2}$ orbits for neutrons, respectively. The model space is composed of 20 protons and 28 neutrons above the ${ }^{48} \mathrm{Ca}$ core. Since all the neutronorbitals except $1 d_{5 / 2}$ are filled in the ${ }^{78} \mathrm{Ni}$ case in the calculation, which is the same situation as with the A3DA-m interaction, it has difficulties to predict excited states in such neutronrich nickel isotopes. Thus, another calculation based on a different model space consisting of a wider neutron model space, PFSDG-U, has been developed. It accepts the full $p f$ shell for protons, which is the same proton space as LNPS interaction, and the full $s d g$ shell for neutrons on a ${ }^{60} \mathrm{Ca}$ core. In other words, this model space consists of the $3 \hbar \omega$ harmonic oscillator (HO) shell for protons and $4 \hbar \omega$ HO shell for neutrons. Since the LNPS interaction predicted the level-schemes of lighter neutron-rich nuclei, such as ${ }^{66} \mathrm{Cr}$ and ${ }^{70,72} \mathrm{Fe}$, well [116, 117], the monopole interaction common with PFSDG-U was not changed from LNPS calculation, while the new parts have been adjusted from experimental data of the measurement of the mass and the excited states from nickel to zirconium isotopes. As shown in Fig. 6.1, the $2^{+}$energies of the nickel isotopes, ${ }^{62-78} \mathrm{Ni}$, were calculated in agreement with the experimental results. Though

Tab. 6.1: Average numbers of particle-hole ( $p-h$ ) excitations across the proton- and neutron-shell gaps. The unit of the excitation energy, $E_{x}$, of each state is MeV . Note that the ab initio calculation with IM-SRG did not produce any collective state.

|  | PFSDG-U |  |  | MSCM |  |  |  | IM-SRG |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E_{x}$ | $n_{p-h}^{\pi}$ | $n_{p-h}^{v}$ | $E_{x}$ | $n_{p-h}^{\pi}$ | $n_{p-h}^{v}$ | $E_{x}$ | $n_{p-h}^{\pi}$ | $n_{p-h}^{v}$ |  |
| $0_{s p}^{+}$ | 0.00 | 0.56 | 0.38 | 0.00 | 0.39 | 0.65 | 0.00 | 0.67 | 0.39 |  |
| $2_{s p}^{+}$ | 3.15 | 1.47 | 1.55 | 2.57 | 0.91 | 1.67 | 3.25 | 0.85 | 1.34 |  |
| $4_{s p}^{+}$ | 3.66 | 1.14 | 1.40 | 3.26 | 0.69 | 1.44 | 3.63 | - | - |  |
| $0_{c}^{+}$ | 2.65 | 2.35 | 2.70 | 2.61 | 2.54 | 2.72 | - | - | - |  |
| $2_{c}^{+}$ | 2.88 | 2.22 | 2.51 | 2.88 | 2.54 | 2.72 | - | - | - |  |
| $4_{c}^{+}$ | 3.44 | 2.49 | 2.72 | 3.43 | 2.52 | 2.73 | - | - | - |  |

the discussion of the full level-scheme is detailed in the next section, it should be noted that the predicted nature of the $2_{1}^{+}$state is not a single-particle nature as MCSM pointed out, rather a collective behavior, in spite of the ground state with a spherical character, while the spherical excited states lie a few hundreds keV higher than the deformed ones, such as $E\left(2_{2}^{+}\right)=3.15 \mathrm{MeV}$ and $E\left(4_{2}^{+}\right)=3.66 \mathrm{MeV}$.

QRPA and 5DCH The predicted energy values along nickel isotopic chain with two types of the beyond static mean-field approximation with finite-range two-body effective interaction, the Gogny D1S force [152, 153], are also illustrated in Fig. 6.1. It can be recognized that the 5 DCH formalism estimates the excitation energies of ${ }^{68,78} \mathrm{Ni}$ lower than the observed values. This tendency is understood as this calculation has been deduced from triaxial constrained Hartree-Fock-Bogolyubov (HFB) solutions, and reproduces low-energy collective excitations, which are mainly the rotational and vibrational excitations, in open shell-nuclei. However, it is known to fail to describe $2^{+}$states in symmetric and rigid systems, such as doubly closed nuclei, since the calculation excludes spherical configuration, resulting in different and unreal predictions. On the other hand, the QRPA calculation, which was developed by a RPA formalism [154], conducts a better estimation of the excitation energies. Axial symmetric deformation was treated with this formalism, while the RPA one imposes spherical symmetry. As a consequence, QRPA succeeded to calculate the ground and excited states in even-even nuclei rather well along entire isotopic chains. However, it does not include the rotational degrees of freedom, thus excitation energies of some isotopes, such as ${ }^{64,68,70} \mathrm{Ni}$, were overestimated. Some modifications to couple the advantages of both calculations are needed in order to achieve better predicting power. The calculated higher-lying levels of respective formalisms are examined in the next section.

### 6.1.2 Predicted level-schemes of ${ }^{78} \mathrm{Ni}$

State-of-the-art theoretical calculations have tried to examine the excited levels of ${ }^{78} \mathrm{Ni}$ to extract their intrinsic properties. Figure 6.3 shows the experimental and theoretical level-schemes including unpublished results, which are also summarized in the article submitted [88]. In the following paragraphs, theoretical descriptions and interpretations about the excited states of ${ }^{78} \mathrm{Ni}$ with individual calculations: The large scale shell model, beyond mean-field, and firstprinciple (ab initio) calculations.


Fig. 6.3: Level schemes of state-of-the-art theoretical predictions. The experimental levels are compared with representative theoretical calculations. See section 6.1.2 for detailed discussions regarding to individual predictions.

## (1) Shell model calculations - PFSDG-U, MCSM, and A3DA-m

In this section, three large scale shell model calculations, PFSDG-U, A3DA-m, and MCSM, have been performed for the excited states of ${ }^{78} \mathrm{Ni}$. While it is important to compare the placement of the excited states in the level scheme, shown in Fig. 6.3, with the experimental results, it is also important to discuss the characteristics of the respective states, especially deformation. The average numbers of the particle-hole ( $p-h$ ) excitations across the shell gaps of $Z=28$ and $N=$ 50 can be utilized as indicators for shell closure and deformation. By comparing the average numbers of particles in the respective orbitals, the number of $p-h$ excitations is deduced. In contrast to the case of spherical states, many particle-hole ( $p-h$ ) excitations, such as $2 p-2 h$ and $4 p-4 h$, are involved in deformed states. In this way, spherical and deformed states can be differentiated. The deformed states are thought as collective, consisting of more than $2 p-2 h$ excitations for both protons and neutrons, while the spherical states are expected as rather single-particle $1 p-1 h$ excitations. Table 6.1 lists the expected numbers of particle-hole ( $p-h$ ) excitations across $Z=28\left(n_{p-h}^{\pi}\right)$ and $N=50\left(n_{p-h}^{v}\right)$ gaps of the $0^{+}, 2^{+}$, and $4^{+}$states in the respective calculations. The individual calculations are discussed in the following paragraphs.

PFSDG-U The PFSDG-U calculation [34, 118], introduced in the previous section, is the first theoretical prediction which raised the possibility of shape coexistence in ${ }^{78} \mathrm{Ni}$. The predicted energy levels are illustrated with yellow lines in Fig. 6.3 with solid lines representing the spherical levels including the ground state, and with dashed lines representing the deformed states consisting of a rotational excitation band starting from the $0_{2}^{+}$state in these calculations. Besides their averaged number of $p$ - $h$ excitations are summarized in Tab. 6.1. The existence of such deformed states in addition to the spherical ground state implies shape coexistence.

A3DA-m The A3DA-m calculation [114, 115], also introduced in the previous section, has difficulties to calculate highly excited states of ${ }^{78} \mathrm{Ni}$ due to the limitation of the model space with only one neutron valence orbital $1 d_{5 / 2}$ taken into the calculation. The calculated levels, limited to only even-spin states below 4 MeV drawn for their visibility, are drawn with red lines in Fig. 6.3. It proposes the ground and excitated states of ${ }^{78} \mathrm{Ni}$ as spherical with firmly doublyclosed shell, however, shape coexistence characteristics are not produced. These different outcomes may be understood as the limited size of the neutron model space in contrast to the case of PFSDG-U with the full $s d g$ shell for neutrons.

MCSM To overcome the limitation of the model space, a new shell model calculation was developed, dedicated for this work, with a very large model space, $p f$ and $s d g$ shells for both protons and neutrons, by extending the A3DA-m interaction [119]. In total, 60 states were computed, and some of the predicted levels are drawn in the figure with orange lines under the following conditions: spherical states (full lines) with spectroscopic factor of one-proton knockout channel larger than 0.1 , plus possible intermediate states from high-lying states, $2_{1}^{+}$ and $3_{1}^{+}$; and deformed states (dashed lines) below 4 MeV , and other yrast states. As the specific name of this new calculation has not been determined yet, it is termed as "MCSM" in this thesis. While the A3DA-m calculation estimates the ground and excitated states of ${ }^{78} \mathrm{Ni}$ as spherical with firmly doubly-closed shell, this MCSM calculation indicates a shape coexistence as previously predicted in the PFSDG-U calculation. It might be also important to be noted that the ordering of the spherical and deformed levels is reversed between the PFSDG-U and MCSM calculations. While the energies of $2_{1}^{+}$states in both calculations are calculated around 2.6 MeV ,
a deformed state in the PFSDG-U calculation and a spherical state in the MCSM calculation are predicted.
$\mathbf{2}_{1}^{+}$and ( $4_{1}^{+}$) states As discussed in the previous chapter, the experimentally observed $2_{1}^{+}$and $\left(4_{1}^{+}\right)$states were mainly populated in the $(p, 2 p)$ channel. It might be possible to think that the states with $1 p-1 h$ excitation are preferred over the collective states with $2 p-2 h$ excitations in the one-proton knockout reaction. The calculated energy values of the spherical states, $2_{s p}^{+}$and $4_{s p}^{+}$, by these three shell model predictions, as drawn in Fig. 6.3, range from 2.6 to 3.2 MeV , and from 3.3 to 3.7 MeV , respectively, while the observed energy were $E_{\text {exp }}\left(2_{1}^{+}\right)=2.60$ (3) MeV and $E_{\text {exp }}\left(4_{1}^{+}\right)=3.18(4) \mathrm{MeV}$. It is also possible to assume these states are deformed as the energy of the first excited $2_{1}^{+}$and $4^{+}$states in the PFSDG-U calculation, which are calculated as deformed states at 2.88 MeV and 3.44 MeV , are closer to the experimental values than these of $2_{s p}^{+}$and $4_{s p}^{+}$. However, this might be incorrect, as the ground state of ${ }^{79} \mathrm{Cu}$ is assumed as spherical with $J^{\pi}=5 / 2^{-}$[104] and the cross sections to populate such deformed states accompanying many $p$ - $h$ excitations should be small for the ( $p, 2 p$ ) reaction.
$\mathbf{2}_{2}^{+}$state The state at $2.91(4) \mathrm{MeV}$ assigned as $2_{2}^{+}$, which was observed in the ( $p, 3 p$ ) channel solely, may be assumed as a collective $2_{c}^{+}$state at almost 2.9 MeV proposed in the PFSDG-U and MCSM calculations. Though a $0_{c}^{+}=0_{2}^{+}$state is calculated in the calculations, the transition $2_{c}^{+} \rightarrow 0_{g s}^{+}$is preferred to $2_{c}^{+} \rightarrow 0_{2}^{+}$since the energy difference between these transitions is large enough to overcome the difference of the transition probabilities, $B(E 2)$, calculated in both shell model calculations, PFSDG-U and MCSM.

Higher lying states It is difficult to interpret higher lying states indicated in the experiment above the $\left(4^{+}\right)$state at $3.18(4) \mathrm{MeV}$, as a high level density is predicted in the various models above the $\left(4^{+}\right)$level. Meanwhile, the reason of no direct, or only very little, population to the $2_{1}^{+}$state in the $(p, 2 p)$ reaction channel will be discussed further in section 6.2 combining with the recently developed reaction theory and spectroscopic factors obtained in these shell model calculations.

## (2) Mean-field calculations

The predicted levels of the beyond mean-field calculations, QRPA [120, 121] and 5DCH [155, 156], are also illustrated in Fig. 6.3 with pink and blue lines, respectively. Though QRPA calculates excited states at high energy up to 16 MeV , only the states below 6 MeV are shown. As already mentioned in the previous section, due to the formulation of the QRPA calculation, no collective states could be obtained. On the other hand, the 5DCH is known to fail reproducing the characteristics of the nuclei with closed shell, and underestimating the excitation energy of their states. Better agreement of the excitation energy with $E_{\text {exp }}\left(2_{1}^{+}\right)=2.60(3) \mathrm{MeV}$ was obtained with QRPA at $E_{Q R P A}\left(2_{1}^{+}\right)=2.96 \mathrm{MeV}$ for ${ }^{78} \mathrm{Ni}$. In addition to the trend of the energy along $Z=28$ isotopes in QRPA, the incompatibility of 5DCH can be seen. This better agreement with QRPA may fortify the nature of shell closure of the ground state of ${ }^{78} \mathrm{Ni}$. It is also important to consider possible reasons for the discrepancies of the energy values of the higher lying states of ${ }^{78} \mathrm{Ni}$, which were basically overestimated in the QRPA calculation. As remarked in Ref. [120], the deviations might be due to the constraints of the formalism, which does not include any coupling between the rotational and vibrational degrees of freedom. A similar feature can be seen in Fig. 6.1 as the overestimation of the excitation energies of ${ }^{68} \mathrm{Ni}$, though there is a good
agreement of transition probability $B(E 2)$ between the experimental value and the QRPA calculations. A new formalism with more predicting power as an extension of QRPA formalism including the rotation degree of freedom might be needed.

## (3) First-principle approaches

Up to now, several attempts with first-principle (ab initio) approaches have been developed to depict nuclear systems based on microscopic interactions of nucleons in the nuclei. The nuclear interactions were provided by chiral effective field theory (EFT) [37-39], which originates from quantum chromodynamics (QCD). Basically, the formalism estimates the nuclei consisting of nucleons interacting with the nucleon-nucleon ( $N N$ ) force. Besides, the importance of the inclusion of three-nucleon forces ( $3 N F$ ) has been also recognized recently $[26,42,43,157]$. In general, this first-principle approach is difficult due to the requirement of huge computational powers to handle such quantum many body systems. However, several theoretical frameworks have been developed to calculate efficiently assuming an appropriate core in the nuclei.

The nickel isotopes are at the frontier for these calculations. Here, the excitation energies of recently developed ab initio computational descriptions, based on coupled-cluster singles-doublets(-triplets) (CCSD(T)) [47], and in-medium similarity renormalization group (IM-SRG) [122] formalisms, are illustrated with light-blue and green lines in Fig. 6.3, respectively. While the $\operatorname{CCSD}(\mathrm{T})$ method approximates the system consisting of closed-shell and its $1 p-1 h, 2 p-2 h$, and perturbatively included $3 p-3 h$ excitations. However, it can only calculate in the vicinity of closed nuclei. The IM-SRG formalism, which utilizes a normal-ordered two-body approximations, can calculate also open nuclei and deduce the absolute energy of their states [44-46]. For these calculations, the $N N$ and $3 N$ interactions were deduced by the chiral EFT interaction named as " $1.8 / 2.0(\mathrm{EM})$ ", which reproduces the energy in calcium isotopes most successfully, determined with momentum cutoffs of $\lambda=1.8 \mathrm{fm}^{-1}$ for $N N$, and $\Lambda_{3 N F}=2.0 \mathrm{fm}^{-1}$ for $3 N F$ parts. There is another formulation, many-body perturbation theory (MBPT), which reproduces the excited-state properties of calcium isotopes successfully [26, 43]. However, no calculation of the excitation energy of ${ }^{78} \mathrm{Ni}$ with this formulation is available yet as it suffers from the difficulty of the convergence in such perturbative way. Hereafter, individual ab initio calculations are detailed.
$\operatorname{CCSD}(\mathbf{T}) \quad$ The $\operatorname{CCSD}(\mathrm{T})$ is the first ab initio calculation applied to the ${ }^{78} \mathrm{Ni}$ case [47]. In order to see the convergence of the results, the model space of harmonic oscillator shells was varied from $N=10$ to $N=14$ with five empirical interactions with different parametrizations. Among these interactions, only the softest and most successful chiral EFT interaction, "1.8/2.0(EM)", achieved convergence as a function of the size of the model space. To confirm the validity of the calculation, the ground state property was firstly investigated. The neutron separation energy for ${ }^{78} \mathrm{Ni}$ was calculated to be $S_{n} \approx 4.5 \mathrm{MeV}$, which is in good agreement with the AME (Atomic Mass Evaluation) $2016[61]\left(S_{n}=5.16(78) \mathrm{MeV}\right)$. The excited states calculated in this framework inferred the excited $2_{1}^{+}$and $4_{1}^{+}$states of ${ }^{78} \mathrm{Ni}$ are not states with a pure $1 p-1 h$ excitation, but rather containing $2 p-2 h$ and $3 p-3 h$ excitations, and possibly some amount of $4 p-4 h$ contributions. Thus, the uncertainty of the excitation energy was estimated at 300 keV , taking account of the ambiguity of many particle-hole excitations. The calculated excitation energies, shown in Fig. 6.3 with light-blue lines, were $E\left(2_{1}^{+}\right)=2.45 \mathrm{MeV}$ and $E\left(4_{1}^{+}\right)=3.00 \mathrm{MeV}$, which is in agreement with the experimental levels. Howerver, the $2_{2}^{+}$state observed in the experiment could not be reproduced in this calculation. This might be because the state, which is expected
to be a collective state, requires many $p$ - $h$ excitations above $3 p-3 h$. It was pointed out in the paper [47] that the spin and parity of the ground state of ${ }^{79} \mathrm{Ni}$ was estimated as $J^{\pi}=1 / 2^{+}$state with an almost degenerating $5 / 2^{+}$state, which is consistent with the consequences of both shell model calculations in Refs. [34, 119]. Because of the high excitation energy and the calculated neutron separation energy, the natue of shell closure was deduced as persistent in this calculation.

IM-SRG The IM-SRG approach is a non-perturbative method by employing the continuous unitary transformations, and has advantages to derive absolute energies of the core and matrix elements, which can be input parameters to shell model calculations. Similar to the $\operatorname{CCSD}(\mathrm{T})$ calculation, the chiral interaction of "1.8/2.0(EM)" provided the best results for binding energies, charge radii, and $E\left(2_{1}^{+}\right)$of lighter nuclei among several chiral interactions, with only an exception of overestimating the $2^{+}$energy of closed-shell nuclei [46]. The probable cause of such an inaccuracy of the excitation energy of closed-nuclei is argued in Ref. [46] that the lack of inclusion of multi particle-hole excitations in this framework, especially the $3 p-3 h$ excitation, which was perturbatively included in $\operatorname{CCSD}(\mathrm{T})$ calculations and is known to take an important role to reproduce the excitation energy [47]. The excited states of ${ }^{78} \mathrm{Ni}$ were calculated recently [122], using a ${ }^{60} \mathrm{Ca}$ core, which is the same model space as the PFSDG-U shell model calculation [34]. As drawn in Fig. 6.3, the excitation energies, $E\left(2_{1}^{+}\right)=3.25 \mathrm{MeV}$ and $E\left(4_{1}^{+}\right)=3.63 \mathrm{MeV}$, are estimated a few hundred keV higher than the observed energy levels, though the employed chiral interaction of "1.8/2.0(EM)" was the same as the one used for $\operatorname{CCSD}(\mathrm{T})$ calculation. This overestimation compared to the $\operatorname{CCSD}(\mathrm{T})$ result may be explained as the lack of proper treatments for multi particle-hole excitations in the IM-SRG calculation. Indeed, the coupled cluster calculation with only the $1 p-1 h$ and $2 p-2 h$ excitations, estimates the energy as $E\left(2_{1}^{+}\right)=3.5 \mathrm{MeV}$ [47], which is in good agreement with the result of the IM-SRG calculation. Besides, the average number of the proton and neutron $p$ - $h$ excitations are also calculated and listed in Tab. 6.1. It can be seen that the average numbers of excitations for protons and neutrons in the $2_{1}^{+}$states are similar to the spherical states of the two shell model calculations using the phenomenological interactions.

### 6.2 Reaction theory

The reaction cross section is one of the beneficial observables to obtain structural information of the final state nuclei [158]. As discussed in section 5.1, the inclusive cross sections for producing ${ }^{78} \mathrm{Ni}$ in both $(p, 2 p)$ and ( $p, 3 p$ ) reactions were about factor four smaller than in neighboring nuclei. In this section, this anomaly is considered employing a recently developed reaction theory, distorted wave impulse approximation (DWIA). Firstly, the current understanding and arguments of the nuclear reaction cross sections are introduced in section 6.2.1, then the DWIA calculation [159] is briefly explained in section 6.2.2. The result of this work is discussed in section 6.2.3 by comparison with the calculated values based on the DWIA result and the spectroscopic factors from PFSDG-U, MCSM, and IM-SRG.

### 6.2.1 Reduction factors

To visualize the predictability of theoretical calculations, a "reduction factor", defined as a ratio of measured and calculated cross sections as shown below, is often used:

$$
\begin{equation*}
R_{s} \equiv \frac{\sigma_{\mathrm{exp}}}{\sigma_{\mathrm{th}}} . \tag{6.2}
\end{equation*}
$$

The theoretical cross section can be formulated from a spectroscopic factor, $C^{2} S$, and singleparticle cross section, $\sigma_{\mathrm{sp}}$, with the spin, $j$, of the removed nucleon and the final state, $\alpha$, as:

$$
\begin{equation*}
\sigma_{\mathrm{th}}(j, \alpha)=C^{2} S(j, \alpha) \cdot \sigma_{\mathrm{sp}}(j, S(\alpha)), \tag{6.3}
\end{equation*}
$$

with the effective separation energy, $S(\alpha)$, described with the proton (neutron) separation energy, $S_{p}\left(S_{n}\right)$, and excitation energy of the final state, $E_{\alpha}$, as:

$$
\begin{equation*}
S(\alpha)=S_{p}\left(S_{n}\right)+E_{\alpha} . \tag{6.4}
\end{equation*}
$$

Besides, the spectroscopic factor, $C^{2} S$, is defined as the overlap of the initial and final state wave functions:

$$
\begin{equation*}
C^{2} S(j, \alpha)=\frac{\left.\left|\left\langle\Psi_{A+1}\right| a_{j}^{\dagger}\right| \Psi_{A}(\alpha)\right\rangle\left.\right|^{2}}{2 j+1} \tag{6.5}
\end{equation*}
$$

Note that a correction factor for transforming the harmonic oscillator basis to the center-ofmass system, $(A /(A-1))^{N}$, is multiplied to the right-hand side of Eq. (6.3), in case of applying Glauber's eikonal and sudden model. However, this is not the case for other approximations, such as the DWIA calculation applied in this work.

Generally, the reduction factor $R_{s}$ in Eq. (6.2) is interpreted as a quantity of our knowledge about the nuclei, in other words, an indicator of the missing nucleon-nucleon ( $N N$ ) correlations from the nuclear structure calculation, such as the shell model, mean-field, or ab initio calculations. It has been empirically known that the $R_{s}$ is around $60-70 \%$ for stable isotopes from several measurements with $\left(e, e^{\prime} N\right)$ reactions. Thus, this quenching was considered as rather universal in the entire nuclear chart. However, more experimental results of nucleon removal reactions from unstable nuclei with about $70-230 \mathrm{MeV} /$ nucleon indicated the reduction factor has a strong dependence on the difference of the nucleon separation energies, $\Delta S=S_{p}-S_{n}$ for proton removal, and $\Delta S=S_{n}-S_{p}$ for neutron removal [160-162]. For these experiments, ${ }^{9} \mathrm{Be}$ and ${ }^{12} \mathrm{C}$ targets were employed, and the sudden and eikonal approximation was applied for the analysis of the one-proton or one-neutron removal cross sections. After these empirical findings, further studies on the reaction mechanism have been carried out with nucleon transfer reactions, such as $(p, d),\left(d,{ }^{3} \mathrm{He}\right)$, and $(d, t)$ reactions [163, 164]. The theoretical cross sections for nucleon pickup reactions were calculated with the adiabatic distorted wave approximation (ADWA) and the coupled reaction channel (CRC) calculations, and no such asymmetry of the reduction factor $R_{s}$ was observed. More recently, quasi-free proton knockout, ( $p, 2 p$ ), reactions with a hydrogen target were performed with ${ }^{14,16,18,22,24} \mathrm{O}$ beams systematically [165], and resulted in no dependency with $\Delta S$ within the error bars. For this case, the distorted wave impulse approximation (DWIA) formalism [159] was utilized as the reaction mechanism. The DWIA calculation with microscopic optical potential was also exploited in this work for the analysis of the ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ reaction channel, while the $(p, 3 p)$ channel could not be discussed as there is no available theory for multi-nucleon knockout reactions.

### 6.2.2 DWIA calculation

The DWIA calculation was conducted by K. Ogata [166] at RCNP, Osaka University, to deduce the single-particle cross sections feeding the excited states, $\sigma_{\text {sp }}$. The same calculation was performed for the ${ }^{80} \mathrm{Zn}(p, 2 p){ }^{79} \mathrm{Cu}$ channel $[104,105]$, which was obtained during the same measurement as this work. To obtain the theoretical cross sections, several conditions listed below were assumed:


Fig. 6.4: Theoretical predictions of inclusive cross sections. Calculated single-particle cross sections for proton-induced proton knockout process from respective orbitals, $f_{5 / 2}$ (left) and $f_{7 / 2}$ (right), of ${ }^{79} \mathrm{Cu}$ with DWIA formalism with respect to each incident energy of beam from $180 \mathrm{MeV} / u$ to $250 \mathrm{MeV} / u$.

- Density distribution of initial and final nuclei, ${ }^{79} \mathrm{Cu}$ and ${ }^{78} \mathrm{Ni}$, were derived from BohrMottelson's single-particle model to reproduce proper proton and neutron separation energy, $S_{p}$ and $S_{n}$, by adjusting the central forces.
- The separation energy was adjusted for the recently published atomic mass evaluation and mass excess of ${ }^{79} \mathrm{Cu}[61,62]$.
- The distorting optical potential was prepared from microscopic folding model with the nuclear density obtained by folding the Melbourne g-matrix interaction [167, 168] with the nuclear density distribution evaluated by Bohr-Mottelson's single-particle model.
- Effective density-dependent $N N$ interaction of Ref. [169] was utilized.
- Integrate the triple differential cross section (TDX) for the entire solid angle to obtain the single-particle cross section, $\sigma_{\text {sp }}$.

In addition, the integrated TDX of outgoing protons labeled 1 and 2 is divided by 2 to avoid the double count for two outgoing protons, which cannot be distinguished in the experiment:

$$
\begin{equation*}
\sigma_{\mathrm{sp}}=\frac{1}{2} \iiint d E_{1} d \Omega_{1} d \Omega_{2} \frac{d^{3} \sigma}{d E_{1} d \Omega_{1} d \Omega_{2}} . \tag{6.6}
\end{equation*}
$$

Here, the calculated single-particle cross sections, $\sigma_{\text {sp }}$, for the ( $p, 2 p$ ) knockout process from $f_{5 / 2}$ and $f_{7 / 2}$ orbits of ${ }^{79} \mathrm{Cu}$ with respect to each incident energy of beam from $180 \mathrm{MeV} / u$ to $250 \mathrm{MeV} / u$ are shown in Fig. 6.4. The cross section depends on the incident energy. Because a $10-\mathrm{cm}$ thick liquid hydrogen target was employed in this experiment, the kinetic energy of the beam at the reaction could slow down from $250 \mathrm{MeV} / u$ at the entrance to $180 \mathrm{MeV} / u$ at the exit. Thus, the geometrical average of these cross sections was calculated to deduce the theoretical single-particle cross section.

### 6.2.3 Predicted exclusive cross sections

Experimental results Figure 6.5 shows the evolution of the experimental and theoretical exclusive cross sections as a function of excitation energy of ${ }^{78} \mathrm{Ni}$. The experimentally obtained


Fig. 6.5: Evolution of the experimental and theoretical cross sections as a function of excitation energy for the ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ reaction. Panel a shows the obtained experimental cross sections with magenta bars representing exclusive cross sections and their running total. The orange dashed area illustrates the error bars of the experimental uncertainty. The evaluated neutron separation energy ( $S_{n}=5.16(78) \mathrm{MeV}[61]$ ) is also illustrated with a blue arrow. The calculated exclusive cross sections using PFSDG-U, MCSM, and IM-SRG, deduced by convolution spectroscopic factors with DWIA single-particle cross sections, are shown in panels b-d. Red and blue bars represent the amount of the contributions from the protons in the $f_{5 / 2}$ and $f_{7 / 2}$ orbitals of ${ }^{79} \mathrm{Cu}$ for the $(p, 2 p)$ reaction. The evolution of the running sum of the cross sections is shown with black lines. This figure is also included in the submitted paper of this work [88].
exclusive cross sections can also be found in Tab. 5.3. More than a half of the intensity contributes to generate the ground state, and other strengths exist above 3 MeV . Note that the sum of the exclusive cross sections is equivalent as the inclusive cross section $\sigma_{i n c l}=1.7(4) \mathrm{mb}$.

Contributions of $\boldsymbol{f}_{\mathbf{5} / 2}$ and $\boldsymbol{f}_{\mathbf{7 / 2}}$ PFSDG-U and MCSM produced the spectroscopic factors for each excited state of ${ }^{78} \mathrm{Ni}$ from $f_{5 / 2}$ and $f_{7 / 2}$ orbits of the ground state of ${ }^{79} \mathrm{Cu}$. By taking products of the spectroscopic factors $C^{2} S(j, \alpha)$ with single-particle cross sections $\sigma_{\mathrm{sp}}(j, S(\alpha))$ as denoted in Eq. (6.3), the expected exclusive cross section can be calculated. The theoretical exclusive cross sections are shown with red and blue bars, of which color represents the contribution of the orbital of the struck proton in ${ }^{79} \mathrm{Cu}, f_{5 / 2}$ and $f_{7 / 2}$, respectively. The knockout reaction of the $f_{5 / 2}$ proton contributes mainly to the ground state, while the $f_{7 / 2}$ part produces excited states. This result agrees with an intuitive sense of the ground state of ${ }^{79} \mathrm{Cu}$. In the case the valence proton in the $f_{5 / 2}$ orbital is taken away, no $p$ - $h$ excitations across $Z=28$ can be populated, and the ground state, $0_{g s}^{+}$, of ${ }^{78} \mathrm{Ni}$, may be favored. On the other hand, in the case of the tightly bound proton in the $f_{7 / 2}$ orbital below $Z=28$ gap reacting, several excited states at a few MeV excitation energy with discrete levels from $J^{\pi}=1^{+}$to $6^{+}$are expected, as the shell gap between $f_{5 / 2}$ and $f_{7 / 2}$ is assumed to be large. Note that the calculated cross sections of other proton states bound deeply, such as $p_{3 / 2}$ and $p_{1 / 2}$, were negligiblly small.

No population of $2_{1}^{+}$and deformed states in the $(\boldsymbol{p}, 2 p)$ channel As indicated experimentally in section 5.5 , there was no direct, or only very little, population from the ( $p, 2 p$ ) reaction to the $2_{1}^{+}$and $2_{2}^{+}$state at 2600 keV and 2900 keV , and another deformed state, tentatively assigned at 3980 keV . Following the discussion in section 6.1, the $2_{1}^{+}$state at 2600 keV is assumed as a spherical state $2_{s p}^{+}$, while the $2900-\mathrm{keV}$ state is considered as deformed state with multi $p-h$ excitations, which may also happen in the tentatively assigned $3980-\mathrm{keV}$ state. Though the ( $p, 2 p$ ) reaction is expected to prefer to populate spherical states since the ground state of ${ }^{79} \mathrm{Cu}$ is also thought to be spherical, there seems to be no, or only very little, population of the $2_{1}^{+}$state. The reason might be explained as that the $2_{s p}^{+}$state contains rather large neutron excitations across the $N=50$ gap, around $1.5 p-h$ excitations as listed in Tab. 6.1, which cannot be populated directly from the ( $p, 2 p$ ) reaction from the ground state of ${ }^{79} \mathrm{Cu}$ with about $0.4 p$ - $h$ excitations. Similar argument can be applied to the deformed states, as $2_{c}^{+}$and $4_{s p}^{+}$, in which many $p$ - $h$ excitations occur. As shown in Fig. 6.5, the tendencies of no feeding to the $2_{1}^{+}$state and deformed states can be seen in the theoretical calculations.

Low inclusive cross section and neutron separation energy Though the distributions of the calculated strength for the theoretical calculations shown in Fig. 6.5 are not the same, it might be possible to discuss their similarities. The strength from $f_{7 / 2}$ knockout does not appear in the energy region below $4-5 \mathrm{MeV}$, depending on the calculations, while large strength suddenly appear near the neutron separation energy threshold. It can be noticed that the running totals of the exclusive cross sections for these calculations just below these thresholds are 1-2 mb, while the values above them rapidly increase. Considering the neutron separation energy of ${ }^{78} \mathrm{Ni}$ is evaluated at $S_{n}=5.16(78) \mathrm{MeV}$ [61], it is possible to assume such high lying states are not bound, as they are predicted at similar energy of the neutron separation energy, $S_{n}$. At the same time, it might be worth to notice that the running sums below the threshold are close to the experimentally obtained inclusive cross section, $\sigma_{i n c l}=1.7(4) \mathrm{mb}$. Thus, it might also be possible to estimate that the reason of such low inclusive cross sections to produce ${ }^{78} \mathrm{Ni}$, compared to the ones for the nuclei in the vicinity, as discussed in section 5.1.3, is due to the
large strength after the ( $p, 2 p$ ) reaction are for unbound states of ${ }^{78} \mathrm{Ni}$, which may decay into ${ }^{77} \mathrm{Ni}$ consequently. This fact may be able to validate the accuracy of the atomic mass evaluation, $S_{n}=5.16$ (78) MeV, as the estimated energy of the threshold ranging $4-5 \mathrm{MeV}$ for the three calculations, are in agreement with the $S_{n}$ value of ${ }^{78} \mathrm{Ni}$ within the uncertainty.

## Chapter 7

## Conclusion and Future Outlook

In this work, excited states of the neutron-rich doubly magic isotope, ${ }^{78} \mathrm{Ni}$, were investigated by means of in-beam $\gamma$-ray spectroscopy for the first time, taking advantage of the combination of the detector devices, MINOS and DALI2, at the world's highest secondary beam intensity accelerator facility, RIBF at RIKEN, Japan. ${ }^{79} \mathrm{Cu}$ and ${ }^{80} \mathrm{Zn}$ beams were produced at the BigRIPS spectrometer by in-flight fission of an ${ }^{238} \mathrm{U}$ primary beam with an energy of $345 \mathrm{MeV} / u$ accelerated by a cyclotron complex. After the particle identification process, the secondary beams bombarded a $10-\mathrm{cm}$ thick liquid hydrogen target system for inducing proton knockout reactions with a vertex reconstructing apparatus, MINOS. Subsequently, the reaction residues and their de-excitation $\gamma$ rays were analyzed individually by a particle spectrometer, ZeroDegree, and a $\gamma$-ray detection array, DALI2.

The ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ and ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ reaction channels were analyzed separately. From the $\gamma$-ray spectra, several transition candidates were observed. To resolve these transitions, the spectra were fitted by the response functions of the $\gamma$-ray detector, simulated by a Monte-Carlo based simulation package, GEANT4, by maximizing the likelihood with a multivariable probability density function. Six candidates of $\gamma$-ray peaks, five in the ( $p, 2 p$ ) reaction channel and one additionally in the ( $p, 3 p$ ) channel, were examined by significance levels calculated from a likelihood ratio test. Furthermore, a $\gamma-\gamma$ coincidence analysis was performed. By summarizing the experimental facts of the intensity relationships, significance levels, and the $\gamma-\gamma$ correlations, the following conclusions were achieved:

- The most intense $\gamma$-ray transitions of $2600(33) \mathrm{keV}$ and $2910(43) \mathrm{keV}$ for the ( $p, 2 p$ ) and the ( $p, 3 p$ ) channel, respectively, were confirmed with $7.6 \sigma$ and $3.9 \sigma$ significance levels.
- They were understood as the transitions from the first and second $2^{+}$states decaying directly to the ground state.
- According to the $\gamma-\gamma$ coincidence analysis, the four other $\gamma$-ray transitions confirmed in the ( $p, 2 p$ ) channel do not decay directly to the ground state but passed through the $2_{1}^{+}$ state.
- Additional $\gamma-\gamma$ coincidence analysis, the intensity relationships, and the evaluated neutron separation energy $S_{n}=5160(780) \mathrm{keV}$ indicated that there are at least three bound excited states at $3180(55) \mathrm{keV}, 3700(36) \mathrm{keV}$, and $5290(59) \mathrm{keV}$.
- The states at $2910(43) \mathrm{keV}$ and $3980(46) \mathrm{keV}$, which were recognized only in the $(p, 3 p)$ channel, might have strong connection with the two-proton knockout reaction.

The obtained experimental level scheme described above was compared with several state-of-the-art theoretical predictions, large-scale shell model, mean-field, and ab initio calculations. While the first $2^{+}$state was reproduced well among these calculations, the second $2^{+}$
state was explained only by two large-scale shell model calculations with large model spaces for neutrons, full $s d g$ shell above the $N=50$ gap. Both shell model predictions indicate the $2_{2}^{+}$ state is an "intruder" state with more than $2 p-2 h$ excitations for both proton and neutron configurations. While the ground and excited states observed in the ( $p, 2 p$ ) reaction are expected to be of spherical shape, the "intruder" states are supposed to be deformed states establishing rotational excitations. Thus, a shape coexistence feature is emerging. In addition, the shell closure of both proton and neutron is predicted to be quenched for more neutron-rich isotopes and isotones. Namely, ${ }^{78} \mathrm{Ni}$ is expected to be a nuclei at an anchor point against deformation.

Even though the "intruder" states were not reproduced by other calculations, this hypothesis is partially supported. The mean-field calculations agreed with the spherical feature of the ground state, but also suggested that the excited states cannot be depicted as a simple vibrational excitation but rather explained well with an assumption of a mixture with both vibrational and rotational degrees of freedom. Likewise, the ab initio computational results inferred that contributions from the $2 p-2 h, 3 p-3 h$ and even more $p$ - $h$ excitations take important roles in the excited states. These explanations of the missing strengths underlined the possible shape coexistence and shell-quenching phenomena towards nuclei far from the stability line.

The reaction cross sections to produce ${ }^{78} \mathrm{Ni}$ from ${ }^{79} \mathrm{Cu}$ and ${ }^{80} \mathrm{Zn}$ turned out to be significantly lower than in neighboring nuclei. A possible explanation is that the excitation energy of the final state after the knockout reactions is higher than the neutron separation energy, owing to a large shell gap at $Z=28$ between $f_{5 / 2}$ and $f_{7 / 2}$ orbitals. In a naive picture of the nuclear reaction, while the final states after removing the proton in $f_{5 / 2}$ is preferred to be the ground state of ${ }^{78} \mathrm{Ni}$, the knockout reaction from the $f_{7 / 2}$ orbit can be assumed to be several states with high excitation energy. To figure out the origin of such a low cross section in the ( $p, 2 p$ ) reaction, an advanced theoretical framework for calculating a quasi-free one nucleon knockout reaction was applied in combination with the spectroscopic factors of shell model calculations. The theoretical results were in good agreement with the experimental cross sections: The ground and spherical excited states were favored, while the deformed states were not populated. Additionally, as it was expected, most of the cross sections after the reaction were found to feed states above the neutron separation energy threshold, which eventually evaporates one or more neutrons.

In this work, the predictive power of the ( $p, 2 p$ ) reaction mechanism was demonstrated quantitatively. However, there is no tool yet to explain the ( $p, 3 p$ ) reactions, especially the reason why the deformed states were mainly populated despite the ground state of ${ }^{80} \mathrm{Zn}$ is assumed to be spherical by several observations and calculations. Explanations of this "selectivity" were attempted by means of two nucleon amplitudes (TNAs), which represent overlaps of the wave functions of the initial and final states of the reaction as defined below, by a recent shell model calculation [119]:

$$
\begin{equation*}
\mathrm{TNA}: C\left(j_{1}, j_{2}, J\right)=\frac{\left\langle\Psi_{A+2}\right| A^{\dagger}\left(j_{1}, j_{2}\right)\left|\Psi_{A}\right\rangle}{\sqrt{2 J_{A+2}+1}} . \tag{7.1}
\end{equation*}
$$

Here, the $A^{\dagger}$ is a transfer operator, which is proportional to the two-neucleon annihilation operator, $a_{j_{1}}^{\dagger} a_{j_{2}}^{\dagger}$. Remarkably, the TNA values revealed that the spherical states have larger values than for the deformed states even in the two-proton knockout reaction, in which the $2 p-2 h$ "intruder" configuration can be naively considered as favored. This surprising fact is necessary to be investigated in further theoretical developments in both calculations of shell model and reaction mechanism.

As a conclusion of the experimental observations and theoretical interpretations, ${ }^{78} \mathrm{Ni}$ was confirmed as doubly magic, while emergence of shape coexistence was proposed. This finding
casts a question on the shell closure of proton $Z=28$ and neutron $N=50$ gaps in the heavier isotopes and lighter isotones than ${ }^{78} \mathrm{Ni}$, where the ground states are expected to be deformed due to reduced spin-orbit splitting of the gaps, as reported by the recent shell model calculations. In other words, ${ }^{78} \mathrm{Ni}$ is located at the starting point of shell quenching. Low inclusive cross sections of both $(p, 2 p)$ and ( $p, 3 p$ ) reactions indicated that most of the final states after the knockout reaction is high above the nucleon separation energy. From these results, new experiments to explore this unique feature are needed to be examined, such as:

- Improve the detection efficiency and/or the Compton suppressing ability of the $\gamma$-ray spectrometer, which is especially important for the $\gamma-\gamma$ coincidence analysis; a new detector based on a new type of scintillator, or $\gamma$-ray tracking array with HPGe semiconductor detector would be necessary.
- Invariant mass spectroscopy with neutrons is needed to probe the mechanism of the one- or two-proton knockout reactions.
- To determine the existence of $0_{2}^{+}$state, some experiment to observe the $E 0$ transition of $0_{2}^{+} \rightarrow 0_{1}^{+}$, such as conversion electron spectroscopy, should be considered.
- Coulomb excitation to the first and second $2^{+}$states, or life-time measurement from the excited states are also important to be conducted to obtain the reduced transition probabilities: $B\left(E 2: 2_{x}^{+} \rightarrow 0_{g s}^{+}\right)$.
- Further studies of the isotopic $(Z=28)$ and isotonic $(N=50)$ chains, especially the excited states of ${ }^{80} \mathrm{Ni}$ and ${ }^{76} \mathrm{Fe}$ are necessary to conclude the shell-quenching scheme proposed by the shell model calculations.

This study concludes the persistence of the shell closure for ${ }^{78} \mathrm{Ni}$, and indicated the shellquenching and shape coexistence at the same time. An emergence of new phenomena in such "exotic" nuclei located far from the stability line pins down an anchor point to constrain our picture of the nuclear shell structure, and ensures the necessity of the development of our knowledge on the interactions of nucleons in a nuclear system, especially with very unbalanced proton-neutron ratio. From the experimental point of view, a more detailed and wider survey for the entire nuclear chart to see such anomalous characters would be meaningful. Besides, further theoretical developments, such as mean-field and ab initio calculations, to universally understand the nuclear chart are desired.
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## Appendix A

## Analysis of excited states of ${ }^{\mathbf{8 0}} \mathbf{Z n}$

To confirm the procedure to deduce the $\gamma$-ray transition energies, applied for the analysis of ${ }^{78} \mathrm{Ni}$, the $\gamma$-ray spectrum of the excited states of ${ }^{80} \mathrm{Zn}$ was also analyzed in section 4.4. The method is presented in section 5.2.1. In this chapter, the result of the $\gamma$-ray energy determination for ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ channel is described. As the excited states of ${ }^{80} \mathrm{Zn}$ have been studied well in previous experimental works [82,91, 101], the five known $\gamma$-ray transitions are summarized in Fig. 4.20. The excited $\left(4^{+}\right)$state at 1974 keV is known to have a lifetime of $136_{-67}^{+92} \mathrm{ps}$ decaying through the $\left(4^{+}\right) \rightarrow 2^{+}$and $2^{+} \rightarrow 0^{+}$transitions to the ground state [82]. Thus the $\gamma$ ray peak of the $2^{+} \rightarrow 0^{+}$transition of 1492 keV in the spectrum may consist of two components: deteriorated one with the same lifetime effect and intensity as the $\left(4^{+}\right) \rightarrow 2^{+}$transition, and another one without any lifetime. The former represents the $\left(4^{+}\right)$state decaying sequentially after the $\left(4^{+}\right) \rightarrow 2^{+}$transition. While the latter is due to the direct population of the $2^{+}$state after the proton-removal reaction or feeding from other higher lying states.

The $\gamma$-ray spectrum shown in Fig. 4.27 has relatively wide peak structure around 1500 keV . To reproduce the $\gamma$-ray spectrum, GEANT4 simulations [139-141], with not only the reported lifetime of 136 ps , but also with a longer lifetime of 250 ps , to reproduce the width of the peak, were performed. Because the purpose of this analysis was to confirm the validity of the determination of the $\gamma$-ray transition energies by fitting the $\gamma$-ray spectrum of ${ }^{80} \mathrm{Zn}$, confirming the robustness of the result with the reported energy values between the two different lifetimes of the excited state, is sufficient. In addition to the reported five $\gamma$-ray transitions as listed in Tab. A.1, another transition around 1600 keV was included in the fit to fill the discrepancy

Tab. A.1: Energy values of the excited states of ${ }^{80} \mathrm{Zn}$. The literature values and the fit result with the assumption of 136 - and 250-ps lifetime of the excited $\left(4^{+}\right)$state. The unit of energy is keV . The transition marked with $\dagger$ mark is not reported in previous works [82,91, 101], but tentatively placed to fill the discrepancy with the simulated response function and the obtained $\gamma$-ray spectrum. The values in parenthesis are the uncertainties of the values.

| Literature | 136-ps lifetime | 250-ps lifetime |
| :---: | :---: | :---: |
| $482(7)$ | $475(1)$ | $479(1)$ |
| $841(13)$ | $844(3)$ | $840(2)$ |
| $1195(18)$ | $1195(5)$ | $1187(7)$ |
| $1492(1)$ | $1470(10)$ | $1500(10)$ |
| - | $1580(20)^{\dagger}$ | $1620(20)^{\dagger}$ |
| $2627(39)$ | $2600(10)$ | $2630(20)$ |

with the simulated response function and the obtained $\gamma$-ray spectrum. The energy values and their statistical errors of the $\gamma$-ray transitions were determined by deducing the maximum likelihood with six-dimensional multivariate probability density functions (PDFs) as detailed in section 5.2.1. To handle the lifetime effect of the $\left(4^{+}\right)$state at 1974 keV , the $\gamma$-ray peaks of the 482- and $1492-\mathrm{keV}$ transitions with a common lifetime and identical intensity were used in the fit. This simulated response function is illustrated with light-blue curve in Fig. 4.27. Besides, another response function for $1492-\mathrm{keV}$ peak without assuming the lifetime effect to reproduce events without feeding through the $\left(4^{+}\right) \rightarrow 2^{+}$transition was taken into account in the fitting, as well as the other $\gamma$-ray transitions with no lifetime effect. They are drawn with dark-blue curves in Fig. 4.27.

The obtained PDFs with 136- and 250-ps lifetimes are displayed in Fig. A. 1 and Fig. A.2, respectively. As the analysis was carried out coarsely, the intervals of the energy values for the peaks were not dense enough to fit with Gaussian distribution. Thus, the energy value of the maximum likelihood in the distribution was taken as the one of each $\gamma$-ray transition. The uncertainty of the energy determination was assumed with the interval of the binning of the PDF analysis, as the width of the distribution was assumed no more than the binning. The deduced energy values are summarized in Tab. A.1.


Fig. A.1: Probability density functions with six peaks of ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ reaction with assuming 136-ps lifetime of the ( $4^{+}$) state.


Fig. A.2: Probability density functions with six peaks of ${ }^{81} \mathrm{Ga}(p, 2 p)^{80} \mathrm{Zn}$ reaction with assuming 250-ps lifetime of the $\left(4^{+}\right)$state.

## Appendix B

## Miscellaneous figures

Miscellaneous figures which are not displayed in the main text are shown in this chapter. The description of each figure is written in the respective caption.


Fig. B.1: Particle identification plot of the radioactive beam by the ZeroDegree fragment separators with trajectories of all focal planes. The PID plot obtained with F8, F9, and F11 is plotted. It has better $A / Q$ resolution but looses some events because of the efficiency of F11 PPACs. Thus, trajectory information of F11 was not used for the actual analysis. See section 4.2 and Fig. 4.3 for the detailed explanations.


Fig. B.2: $\gamma$-ray spectra after the ${ }^{79} \mathrm{Cu}(p, 2 p)^{78} \mathrm{Ni}$ reaction (Linear scale). Same data and fittings as Fig. 5.8 with linear plot. 80 keV binning is adopted for the illustrations with several gatings of $\gamma$ ray multiplicity, $m$. The red curve is the fitting curve with maximum likelihood, while the blue line and blue dashed line are the each response function and the double-exponential background, respectively.


Fig. B.3: $\gamma$-ray spectra after the ${ }^{80} \mathrm{Zn}(p, 3 p)^{78} \mathrm{Ni}$ reaction (Linear scale). Same data and fittings as Fig. 5.10 with linear scale. 80 keV binning is adopted for the illustrations of two gating conditions for the $\gamma$-ray multiplicity: $m<6$ and $m<3$. The red curve is the fitting curve with maximum likelihood, while the blue line and blue dashed line are the response functions and the double-exponential background, respectively.


Fig. B.4: $\gamma-\gamma$ coincidence spectra with expected response functions (Linear scale). The coefficients of the blue and the red curves are calculated from the number of events within each coincidence gate. See discussions in section 5.4.
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[^0]:    ${ }^{\text {a) }} c=2.998 \times 10^{8} \mathrm{~m} / \mathrm{s}, e=1.602 \times 10^{-19} \mathrm{C}, m_{u} c^{2}=931.5 \mathrm{MeV}, m_{e} c^{2}=0.5110 \mathrm{MeV}$

[^1]:    ${ }^{\text {b) }}$ The kinetic energy of the beam of this experiment was around $200 \mathrm{MeV} / u$ which was high enough to assume most of the nuclei were stripped fully, i.e., $Q=Z e$.

[^2]:    ${ }^{\text {c) }}$ When the mean atomic number in the material/gas is $z$, mean electrun number density $n$ is written as $n=N_{A} \cdot z \cdot n_{\text {material }}$ with the Avogadro number $N_{A}$ and the number density of the material $n_{\text {material }}$.

[^3]:    ${ }^{\text {a) }}$ In principle, thinner plastic is better to avoid energy loss of the partice, but from the requirement from other practical issue, 1.0 mm was used for F 8 .

[^4]:    i) ${ }^{79} \mathrm{Cu}$ was centered in BigRIPS and ZeroDegree.
    ${ }^{\text {ii) }}$ Filled target run with ${ }^{79} \mathrm{Cu}$ centered in BigRIPS and ${ }^{79} \mathrm{Cu}$ centered in ZeroDegree.
    ${ }^{\text {iii) }}$ From run 234, the energy threshold of DALI2 changed from $100 \mathrm{mV}(\sim 200 \mathrm{keV})$ to $75 \mathrm{mV}(\sim 150 \mathrm{keV})$.

[^5]:    ${ }^{\text {a) }}$ While the values of Y-position and Y-angle were not used for the particle identification, the values in the F8 focal plane were used for the vertex reconstruction of the secondary reaction.

[^6]:    ${ }^{b}$ As summarized in Tab. 3.3, the setting of the DSF was changed from $1 / 20$ to $1 / 40$ during the beamtime. The averaged value is $\operatorname{DSF}=38.6$ as calculated in Eq. (5.32) discussed in section 5.5.
    ${ }^{\text {c) }}$ The live-time was $90.8 \%$ as the ratio of the numbers of the gated and ungated trigger counts listed in Tab. 3.2.

[^7]:    ${ }^{\text {a) }}$ The direction of the coordinate in the analysis framework ANAROOT [137] is opposite from the normal BigRIPS/ZeroDegree coordinate.

[^8]:    ${ }^{i}$ Captions for Tab. 5.2: The significance level is tested with the obtained energy of 2910 keV from the analysis of the ( $p, 3 p$ ) channel. See text for the discussions.
    ${ }^{\text {ii) }}$ Captions for Tab. 5.2: The energy value of 2600 keV , instead of 2710 keV , was used for the relative intensities $I_{\text {rel }}$ and the significance levels. See text for the details.

[^9]:    ${ }^{\text {b) }}$ The definition is same as the one in Eq. (5.7). This function corresponds to the one for the $i$-th peak at the energy of $E_{i}$.
    ${ }^{\text {c) }}$ In case of "integrating" the response function with software tools, such as root, it is important to be careful about the the binning of the experimental spectrum since such programs, such as TF1: : Integral (), will simply calculate the area of the response function, while the number of events per the unit of energy in the binned $\gamma$ ray spectrum is described as $p f_{E_{i}}(\varepsilon) / B_{\text {exp }}$. Thus, the value should be divided by the width of the binning of the histogram as: $N_{g g}=\int_{\varepsilon_{-}}^{\varepsilon_{+}} d \varepsilon \frac{p f_{E_{i}}(\varepsilon)}{B_{\text {exp }}}$.

