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Abstract

This dissertation is devoted to the study of AdS5/CFT4 correspondence, which is a
duality between N = 4 Supersymmetric Yang-Mills theory in four dimensions and type
IIB superstring theory on AdS5×S5. In particular, we focus on a fundamental physical
quantity in N = 4 supersymmetric Yang-Mills theory which is correlation functions. In
this thesis, there are two main results for computations of correlators of operators on the
1/2 BPS Wilson loop. The first result is a proposal for a finite coupling expression of
large-volume correlators by an integrability-based approach. The second result is that we
calculate finite-size corrections of the correlators at lower order from the perturbation.

After a general introduction, we begin with a brief review of the AdS5/CFT4 correspon-
dence, and give generic preliminaries of correlators of N = 4 supersymmetric Yang-Mills
theory in Part I. The main text in this thesis is split into two parts explained in Part II
and in Part III. Part II, the first half of the main contents of the thesis, deals with the
correlation functions of single trace operators, which correspond to an interaction process
of closed strings. Then, we review several developments of integrability-based approaches
for computations of correlators in a short course to explain a proposal for large-volume
correlators with finite coupling.

As a natural question, it is interesting to consider an open string version of the finite
coupling method. In Part III, the second half of the main contents of the thesis, we deal
with correlation functions of operators inserted into the 1/2 BPS Wilson loop. Such con-
figuration corresponds to open strings attached D3-brane in the dual AdS theory. Then,
we explain integrability-based computations of the correlators at lower order, and then
we propose large-volume correlators with finite coupling. In addition, we explain compu-
tations of finite-size corrections of the correlators at lower order from the perturbation.
It is a significant advantage to consider the open string configuration.

2



Acknowledgement

First of all, I would like to express my gratitude to Shota Komatsu. He was my
main collaborator, and discussion with him for several topics was always exciting and
stimulating. Secondly, I would like to thank all the collaborators, Takuya Nishimura and
Minkyoo Kim. The collaboration with them was enjoyed.

I next would like to acknowledge my supervisor Mitsuhiro Kato and all the former and
current members of the particle theory group at Komaba. In particular, I thank Keiyu
Goto, Hiroaki Matsunaga and Toko Sasaki. Without their help, I couldn’t make nice PhD
days.

Lastly, I would like to acknowledg various discussions of AdS/CFT and integrability
with Katsushi Ito, Yoichi Kazama, Hideki Kyono, Junichi Sakamoto, Yuji Sato, Hongfei
Shu and Kentaroh Yoshida.

3



Contents

I Introduction and AdS5/CFT4 8

1 Introduction 9

1.1 Opening act . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2 Outline of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.2.1 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . 14

1.2.2 Contents of the thesis organized in two figures . . . . . . . . . . . . 14

2 AdS5/CFT4 correspondence and N = 4 SYM 17

2.1 AdS5/CFT4 correspondence . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 Open string side . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.2 Closed string side . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1.3 AdS5/CFT4 correspondence . . . . . . . . . . . . . . . . . . . . . . 19

2.2 N = 4 SYM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.1 Correlation functions and BPS operator . . . . . . . . . . . . . . . 20

2.2.2 Weak coupling expansion of correlators . . . . . . . . . . . . . . . . 21

II Correlators of single trace operators 24

3 BPS operators – perturbation 25

3.1 Four-point functions at tree-level . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 Correlation functions at one-loop . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.1 One-loop insertion formula . . . . . . . . . . . . . . . . . . . . . . . 29

3.2.2 Four-point functions . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Non-BPS operators – perturbation and integrability 35

4.1 Two-point functions at one-loop . . . . . . . . . . . . . . . . . . . . . . . . 35

4



4.1.1 The anomalous dimension matrix and XXX spin chain Hamiltonian 36

4.1.2 Anomalous dimensions and coordinate Bethe ansatz . . . . . . . . . 37

4.2 Three-point functions at tree-level . . . . . . . . . . . . . . . . . . . . . . . 40

4.2.1 Structure constants at tree-level . . . . . . . . . . . . . . . . . . . . 40

4.2.2 Weight factors and Tree-level hexagon form factor . . . . . . . . . . 49

5 Complete method – integrability 50

5.1 Structure constants at finite coupling . . . . . . . . . . . . . . . . . . . . . 50

5.1.1 Symmetry of the three-point functions . . . . . . . . . . . . . . . . 52

5.1.2 Symmetry and hexagon form factor . . . . . . . . . . . . . . . . . . 53

5.1.3 Integrability and hexagon form factor . . . . . . . . . . . . . . . . . 57

5.1.4 Three-point functions at tree-level . . . . . . . . . . . . . . . . . . . 59

5.1.5 Finite-size correction and mirror transformation . . . . . . . . . . . 59

5.2 Four-point functions and hexagon method . . . . . . . . . . . . . . . . . . 62

5.2.1 Length two BPS operators . . . . . . . . . . . . . . . . . . . . . . . 63

5.2.2 Conformal transformation of the hexagon . . . . . . . . . . . . . . . 64

5.2.3 Gluing the hexagons . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.2.4 BPS four operators at one-loop . . . . . . . . . . . . . . . . . . . . 66

5.2.5 Some developments of the hexagonalization . . . . . . . . . . . . . 67

III Correlators of operators on the Wilson loop 69

6 Maldacena-Wilson loop 70

6.1 Maldacena-Wilson loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.1.1 Wilson loop at the strong coupling . . . . . . . . . . . . . . . . . . 71

6.1.2 Wilson loop in perturbation theory . . . . . . . . . . . . . . . . . . 71

6.2 Cusp and operator insertions in Wilson loop . . . . . . . . . . . . . . . . . 72

6.3 Set-up and notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

7 BPS operators – perturbation 76

7.1 Four-point functions at tree-level . . . . . . . . . . . . . . . . . . . . . . . 76

7.2 One-loop correlation functions of the BPS operators on the Wilson loop . . 81

7.2.1 One-loop insertion formulas without Wilson loop boundary . . . . . 81

7.2.2 One-loop insertion formulas with Wilson loop boundary . . . . . . . 82

5



7.3 One-loop correlation functions . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.3.1 Two- and three-point functions . . . . . . . . . . . . . . . . . . . . 85

7.3.2 Four-point functions . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8 Zero-length operators – perturbation 91

8.1 Two-point functions at two loops . . . . . . . . . . . . . . . . . . . . . . . 92

8.1.1 One loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

8.1.2 Two loops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

8.2 Three-point functions at two loop . . . . . . . . . . . . . . . . . . . . . . . 98

8.2.1 One loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

8.2.2 Two loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

8.3 Three-point functions in the ladders limit . . . . . . . . . . . . . . . . . . . 100

8.3.1 Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

8.3.2 Bridge kernel and the SD-equation . . . . . . . . . . . . . . . . . . 102

8.3.3 Two-point functions and renormalization . . . . . . . . . . . . . . . 104

8.3.4 Case I: one nontrivial and two trivial DCOs . . . . . . . . . . . . . 106

8.3.5 Case II: two nontrivial and one trivial DCOs . . . . . . . . . . . . . 107

8.3.6 Case III: three nontrivial DCOs . . . . . . . . . . . . . . . . . . . . 109

9 Non-BPS operators – perturbation and integrability 112

9.1 Open spin-chain and wave functions . . . . . . . . . . . . . . . . . . . . . . 113

9.1.1 One-magnon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

9.1.2 Two-magnon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

9.1.3 Multi-magnon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

9.2 Structure constants and the hexagon form factor . . . . . . . . . . . . . . 116

9.2.1 A nontrivial operator with one-magnon : CY ◦◦
123 . . . . . . . . . . . 116

9.2.2 A nontrivial operator with two-magnon : CY 2◦◦
123 . . . . . . . . . . . 117

9.2.3 A nontrivial operator with M -magnon : CYM◦◦
123 . . . . . . . . . . . 118

10 Complete method – integrability 125

10.1 Conjecture for finite coupling structure constants . . . . . . . . . . . . . . 125

10.2 Hexagonalization and the perturbation . . . . . . . . . . . . . . . . . . . . 127

10.2.1 Summary of the hexagonalization and perturbation . . . . . . . . . 127

10.2.2 Hexagonalization data from the one-loop correlators . . . . . . . . . 128

6



IV Conclusions and future directions 136

11 Conclusions 137

12 Future directions 139

12.1 Higher rank sector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

12.2 1/N correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

12.3 Hexagonalization of multi-magnon . . . . . . . . . . . . . . . . . . . . . . . 140

12.4 Application to higher spin holography . . . . . . . . . . . . . . . . . . . . . 140

V Appendix 142

A Basic integrals 143

B Three-point functions with double-magnon states at tree-level CXX◦
123 145

C Vertex and self-energy diagrams for the three-point functions 148

D Excited states and conformal descendants 150

E Contribution from the integral of ΓUV 154

F Explicit calculation of the C•◦◦
123 in (8.63) 156

G An infinite sum representation for C•••
123 158

H Open spin chain wave functions 160

H.1 One-magnon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

H.2 Two-magnon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

I Multi-magnon hexagon form factor 163

J Bridge length independent terms 166

K Two nontrivial operators with one-magnon : CY Y ◦
123 168

L On norms of structure constants for open string 171

7



Part I

Introduction and AdS5/CFT4

8



Chapter 1

Introduction

1.1 Opening act

In 1997, Maldacena proposed a duality between d-dimensional conformal field theory and
d+1-dimensional gravity theory on the anti-de Sitter space, which is so-called AdS/CFT
correspondence [1]. Since the AdS/CFT correspondence has many interesting aspects,
it has several ways to call it: holographic duality, gauge/gravity duality and so on. In
addition, many models with such duality have been discovered, and then many researchers
have studied or used the AdS/CFT correspondence in the various topics.

Among them, we focus on the most prototypical case of the AdS5/CFT4 correspon-
dence, which is the duality between Type IIB superstring theory on AdS5×S5 background
and N = 4 supersymmetric Yang-Mills theory in four-dimension (N=4 SYM). Since the
AdS5/CFT4 correspondence has a strong/weak property, we should be away from the
perturbative computation naively in order to verify it. This is, actually, not only a nice
property to be used, but also a cause of difficulty.

It is no doubt that one of the general goals in the context of the AdS5/CFT4 cor-
respondence has been how to give a finite coupling result of correlation functions. In
the long history, the symmetry and integrability-based approach has been developed
greatly [2], for instance computations of correlators with finite coupling, since both sides
of the AdS5/CFT4 correspondence have large symmetries and integrable structures [3–6].

At the initial stage in the long history, the study was focused on the computation of
two-point functions of single trace operators, that is, spectrum problem. Since an anoma-
lous dimension matrix in N = 4 SYM is considered to be identified with a Hamiltonian
of spin chain system, the spectrum problem has been deeply related to a diagonaliza-
tion problem of the Hamiltonian.1 With an assumption that the anomalous dimensions
correspond to the spin chain system at finite coupling,2 S-matrices of magnons on the
spin chain are strongly constrained by the symmetry of the two-point functions in N = 4

1We believe that the identification is true even at finite coupling.
2And also, we assume that there is a finite coupling spin chain model.
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SYM:

[J , S] = 0,

where J are generators of such symmetry. Solving the equation, one can analytically
determine the exact S-matrices [7–11]. Thus, momentums of the magnons are also deter-
mined by using the Bethe ansatz equation 1 = exp(ipkL)

∏
k ̸=l S(pk, pl). Finally, the dis-

persion relation teaches us the spectrum from the momentum [12].3 Such a integrability-
based results were surprisingly matched to all perturbative results till now.

At the next stage, the study of three-point functions in the AdS5/CFT4 correspondence
also has a long history.4 The three-point functions in N = 4 SYM are composed not only
of the anomalous dimensions but also of structure constants C123 defined by the operator
product expansion (OPE) of the conformal field theory. On the string theory side, the
three-point functions can be interpreted as a three-string interaction, which is the joining
or splitting process of the three strings. The interaction of three operators is characterized
three-string string field theory vertex VSFT including three-string Hilbert spaces Hi:

|VSFT⟩ ∈ H1 ⊗H2 ⊗H3, ⟨VSFT|(|1⟩ ⊗ |2⟩ ⊗ |3⟩).

In fact, in the context of the AdS5/CFT4 correspondence, it is shown that structure
constants in the pp-wave limit are related to the three-string field theory vertex in the
pp-wave string field theory [24–30]. However, for the general AdS5 background, it is still
an open problem.5

Recently, a remarkable development for studying the three-point functions in the
AdS5/CFT4 correspondence has been done. It is because the structure constants are
proposed at finite coupling [34]. Roughly speaking, the idea comes from the world sheet
picture interacting with three closed strings, that is, a pair of pants diagram, and such
diagram is graphically decomposed into two hexagon form factors:

×~

✂

✂

✂ .

Thus, the finite coupling method says that the structure constants in N = 4 SYM are
given by a function of the hexagon form factor h:

C123(h), h ≡ ⟨h|(|1⟩ ⊗ |2⟩ ⊗ |3⟩).

3Moreover, a resummation formula of the finite size correction called quantum spectrum curve was
also important development [13,14].

4Some researches are successful in analysing the three-point functions in the AdS5/CFT4 correspon-
dence [15–23].

5Some developments are in [31–33]
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Figure 1.1: Chart for the three-point functions of the AdS5/CFT4 correspondence

Then, the hexagon form factor is strongly constrained by the symmetry:

⟨h|J̃ = 0,

where J̃ is generators of symmetry of the three-point functions in N = 4 SYM. Thereby,
the hexagon form factor is completely fixed by the symmetry and further integrability
constraints. Although we could get the finite coupling answer of the structure constants
(if we believe the hexagon method), we do not understand physical explanation at all.

The hexagon method is a technique introduced very recently. It certainly gives a new
aspect for studying the three-point functions in the AdS5/CFT4 correspondence. Until
now, the weak coupling region in the AdS5/CFT4 correspondence is sufficiently calculated
by perturbative gauge theory (perturbative gauge theory realm), and the strong coupling
region is also studied by classical string theory (classical string theory realm). In addition,
the hexagon method teaches us another region which is the finite coupling within large-
volume limit (hexagonailzation realm),6 see in figure 1.1. In other words, each three
realm can be studied by using each of the established methods.7 Then, we find the two
overlapping regions: between the classical string theory realm and hexagonalization realm
and between perturbative gauge theory realm and hexagonalization realm. It is worth
studying the relations since we will eventually have an ambitious question, how does the
string emerge from the gauge theory through the integrability realm in the future.

In what follows, we explain more specific motivation, and then we shall connect the
contents in this thesis. Then, notable topics are split into three directions.

6The large volume limit is a technical word which is used in the Hexagonalization realm. The volume
(or size) is defined in terms of a length ℓij = (Li + Lj − Lk)/2, where Lis are the length of the external
operators. The length ℓij means the number of tree-level contractions between operators Oi and Oj .

7Rigorously, the hexagonalization method is a proposal. However, we will assume the validity of the
proposal in this thesis.
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Perturbation and hexagonalization

In this thesis, we focus on studying the relation between the perturbative gauge theory
realm and hexagonalization realm. One of the main differences in these method is dia-
grams. The perturbative method is based on the calculation of Feynman diagrams. Fur-
thermore, loop diagrams produce divergences and regularization. However, the hexagon
method doesn’t know such familiar phenomena. On the other hand, the hexagon method
has the hexagon form factor, which is a 2-dimensional world-sheet like object. It is in-
teresting to reproduce such object from the perturbative method. The most hopeful task
is to produce the hexagon form factor from the tailoring method, which can calculate
tree-level structure constants by using both the perturbation and an integrability. In this
thesis, we shall see it in chapter 4 and 9.

Closed string and open string

As a natural question, we would like to consider an open string version of the hexagon
method. In the perturbative gauge theory realm, a gauge invariant operator corresponding
to the open strings attached D3-brane, is given by three local operators inserted into the
1/2-BPS Wilson loop. The three-point functions of the open strings can also apply the
hexagon method since it is decomposed into one hexagon and three boundaries in chapter
10:

~

✂

✂

✂

bo
ud

na
ry

boudnary

boudnary

.

Surprisingly, in our proposal, the hexagon form factor in the three-point functions of the
open stings is the same object with one of the closed strings. One may seem that the closed
string correlator will be written in terms of the open string correlator at finite coupling.
Actually, we shall sometimes see that the open string correlator naturally appears in
computations of the closed string correlator in this thesis, for instance in chapter 3 and
7.

Open string correlator and finite-size corrections

Finally, we would like to mention a further motivation to consider the open string
correlator. One of the big differences from the closed correlator is the fact that the open
string worldsheet is always attached to the boundary. Because of that, we can define
diagrams propagated from a boundary to another boundary in N = 4 SYM:

12



Since such loop diagrams will have the order of operator length O(eL), it is often called
finite-size corrections (or mirror collections in terms of the integrability realm). In prac-
tice, the two-loop and the ladder resumed diagrams can be calculated by perturbative
method in chapter 8 and 10. This is one of the advantages to consider the open string
configuration.

13



1.2 Outline of this thesis

1.2.1 Organization of the thesis

This thesis is devoted to the study of correlation functions in the AdS5/CFT4 correspon-
dence. Among them, we focus on computations of correlators of N = 4 SYM from the
perturbation and an integrability-based approach. In the rest of Part I, we start with an
introduction of the AdS5/CFT4 correspondence, and then we summarize basic things of
correlators of N = 4 SYM.

The Part II deals with correlators of single trace operators. In chapter 3, we calculate
correlators of single trace BPS operators up to one-loop by using the well known pertur-
bative method. In chapter 4, we review correlators of non-BPS operators. In particular,
we consider two-point functions at one-loop and three-point functions at tree-level. Then,
we use integrability techniques, spin chain system and tailoring method, in order to effi-
ciently solve an operator mixing problems. In chapter 5, we review a proposal for finite
coupling prescription of three- and four-point functions, which is called hexagon method
and hexagonalization. Such correlators are given by bootstrap techniques for symmetry
and integrability.

The Part III is a main part of this thesis, since all contents are composed by the
author’s published papers. There, we consider correlation functions of operators inserted
into the 1/2 BPS Wilson loop. After introducing the set-ups in chapter 6, we start
with calculation of correlators of BPS operators up to one-loop by using the perturbative
method in chapter 7. In chapter 8, we consider correlator of length zero operators, which
is defect changing operators, by using the perturbative method. Then, we calculate two-
loop and ladder-resummed diagrams [37]. In chapter 9, we calculate the three-point
functions of non-BPS operators at tree-level by using tailoring method. In section 10, we
propose a finite coupling conjecture of the correlator [35,37]. Thus, from the perturbative
results showed in chapter 7, we predict hexagonalization data whose integrability-based
calculations are difficult because it is technically challenging [36].

In Part IV, we discuss the results explained in this thesis and comment on further
directions. In Part V, we add some appendices to help reading the main contexts.

Before ending the organization of this thesis, it is better to more clarify which parts
of this thesis are on the basis of the author’s works. In Part II, the one-loop results of
sections 3.2 were proposed by previous papers [39]. However, the tree-level results in
section 3.1 and more rigorous proof of the one-loop results in section 3.2 was done by
the author in unpublished notes. In the section 4.2, the multi-magnon proof is also first
worked out by the author. In the Part III, the chapter 8 are on the basis of the author’s
work [37]. On the other hand, the chapter 7, 9 and 10 are on the basis of the author’s
work heavily [35,36].

1.2.2 Contents of the thesis organized in two figures

The story of this thesis is arranged in figure 1.2. The main text in this thesis is split into

14
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Figure 1.2: The arrangement of the contents based on the ordering of the chapters in this
thesis.

two parts: Part II and Part III. The contents of Part II, which have from chapter 2 to
chapter 5, correspond to closed string configuration, and correlators of each chapter are
calculated by perturbation, not only perturbation but also integrability and integrability-
based approach respectively. The contents of Part III, which have from chapter 6 to
chapter 10, correspond to open string configuration, and most chapters have parallel
contents with Part III. However, the configuration in chapter 8, which is the correlators
of zero-length operators, is only on the open string side.

We can explain the arrangement of chapters in terms of studying the computations of
correlators of AdS5/CFT4 correspondence in figure 1.3. The studies in chapter 3 and in
chapter 7 are located in the perturbation realm. In chapter 4 and chapter 9, these studies
are relied not only on perturbation but also on integrability techniques. In chapter 5 and
chapter 10, the studies with finite coupling are in the hexagonalization realm available
for the large-volume. Conversely, the configuration in chapter 8 is a zero-volume region
in the perturbative realm.
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Figure 1.3: Chapters in this thesis and AdS5/CFT4 correspondence.
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Chapter 2

AdS5/CFT4 correspondence and
N = 4 SYM

The aim of this chapter is to introduce the AdS5/CFT4 correspondence, which is the
duality between N = 4 Supersymmetric Yang-Mills theory in four-dimensions (N = 4
SYM) and type IIB superstring on AdS5 × S5.

2.1 AdS5/CFT4 correspondence

Let us start with the situation where there is a stack of N D3-branes in type IIB super-
string theory on the ten-dimensional flat space. Since the type IIB superstring theory is
a closed string theory, there is closed string interacting with the D3-branes. Furthermore,
an open string attached to the D3-branes is also included.

We would like to discuss the low energy limit of the situation from two different
prospectives: open string and closed string. The AdS5/CFT4 correspondence shall be
stated as a duality between these two prospectives.

2.1.1 Open string side

We first focus on the open strings attached to the D3-branes. By quantizing them, the
action includes the four-dimensional vector field Aµ(µ = 0 ∼ 3) which live in parallel to
the four direction of D3-brane, six scalar fields ϕi(i = 1 ∼ 6) which live in the six-direction
perpendicular to D3-brane and supersymmetric partners, four fermions ψA(A = 1 ∼ 4)
as a massless sector. The massless sector of the low energy effective action of the N

17



D3-branes is known as the action of N = 4 SYM

S =
1

g2YM

∫
d4x L , (2.1)

L =Tr
[
− [Dµ, Dν ]

2

2
+ (Dµϕi)

2 +
[ϕi, ϕj]

2

2
+ iψ̄ΓµDµψ + ψ̄Γi[ϕi, ψ] + ∂µc̄Dµc+ (∂µA

µ)2
]
.

(2.2)

Unfortunately, the practical action, which comes from string theory includes not only
the massless sector but also massive sectors and interactions with the closed strings, which
are hard to deal with. In order to decouple and ignore these terms, we take a doubles
scaling limit: ls → 0 and gs = fixed. Then, the mass and coupling constant of the closed
string become

κ ∼ gsα
′2 → 0, m ∝ 1

α′ →∞. (2.3)

Thereby, it is often called the decoupling limit.

From above, under the decoupling limit, N = 4 SYM appears in the low energy
effective theory of the D3-branes. In addition, there is ten-dimensional supergravity theory
from the closed string decoupling with the open string. Therefore, from the open string
side, we see the following theories:

4-dim N = 4 SYM ⊕ 10-dim supergravity

2.1.2 Closed string side

We next discuss the situation from the closed string side. Immediately, we faced with a
problem of the scattering of the closed string by the D-branes. If we attempt to straight-
forwardly attack the problem, we must calculate the all passible Feynman diagrams, that
is, sum over Riemann surface with any number of holes. In order to avoid such terrible
and hopeless calculation, we image the scene that the light closed string move into the
potential made by the heavy D3-branes. In fact, it is known to the classical solution of
D3-brane in the supergravity theory, which is called black 3-brane as follows:

ds2 = f−1/2dxµdxµ + f 1/2(dr2 + r2dΩ2
5), (2.4)

f = 1 +
r40
r4
, r0 = 4πgsNl

4
s .

After doing so, we should further consider the decoupling limit in the same way as the
open string. Here, it is better to divide the two regions: r > r0 and r < r0, and discuss
separately:

r > r0

In this region, the (2.4) become the ten-dimensional flat space metric

ds2 = dxµdxµ + dr2 + r2dΩ2
5. (2.5)
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In the same argument as the open string side, the massive modes of the closed string
are decoupled. Therefore, we get a ten-dimensional flat space supergravity theory in the
region r > r0.

r < r0

By performing coordinate transformation Z =
r20
r
, we have

ds2 = r20

(
dxµdx

µ + dZ2

Z2
+ dΩ2

)
, (2.6)

where is nothing but the AdS5 × S5 space-time with radius r0. Even though we take the
decoupling limit ls → 0, gs = fixed, it remains to show the curved metric. The fact is
understood as the red-shift. Thus, the massive modes cannot be neglected. Furthermore,
since the decoupling limit implies the limit r0 → 0, it is so-called the near horizon limit.

From above arguments, we find that there is a ten-dimensional flat-space supergravity
in the r > r0 region and type IIB superstring on the AdS5×S5 background in the r < r0:

type IIB superstring on AdS5 × S5 ⊕ 10-dim supergravity

2.1.3 AdS5/CFT4 correspondence

According to the arguments of both sides, we finally have the AdS5/CFT4 correspondence:

type IIB superstring on AdS5 × S5 ↔ 4-dim N = 4 SYM

We further state of parameters of the correspondence. In N = 4 SYM and type
IIB superstring theory on AdS5 × S5, there are two parameters (gYM, N) and (gs, α

′)
respectively. Here, it is better for discussions below to introduce the so-called ’t Hooft
coupling constant λ = g2YMN . Thus, the relations between the parameters are

λ ≡ g2YMN = gsN =
R4

α′2 . (2.7)

Notice that the parameter α′ is proportional to the inverse of the λ. Due to the fact, the
AdS5/CFT4 correspondence is a duality of weak/strong. This is one of the nontrivial and
interesting feature of AdS5/CFT4 correspondence.

In this thesis, we only discuss a special double scaling limit: N → ∞ and λ = fixed,
which is called planar limit or large N limit [38]. In this limit, planar Feynman diagrams
are the only dominant contributions.

2.2 N = 4 SYM

In this section, we summarize basic properties of correlation functions in N = 4 SYM as
a preliminary.
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We first recall the action of N = 4 SYM

S =
1

g2YM

∫
d4x L , (2.8)

L =Tr
[
− [Dµ, Dν ]

2

2
+ (Dµϕi)

2 +
[ϕi, ϕj]

2

2
+ iψ̄ΓµDµψ + ψ̄Γi[ϕi, ψ] + ∂µc̄Dµc+ (∂µA

µ)2
]

(2.9)

with Dµ ≡ ∂µ − i[Aµ, ]. The c and c̄ are the ghosts and ΓA = (Γµ,Γi) are the ten-
dimensional Dirac matrices satisfying

tr(ΓAΓB) = 16δAB. (2.10)

Using this action, one can compute the propagators in the Feynman gauge as follows:

Gluon : =
g2YMδ

acδbd

8π2

δµν
|x− y|2

,

Scalar : =
g2YMδ

acδbd

8π2

δij
|x− y|2

,

Fermion : =
g2YMδ

acδbd

8π2

1

|x− y|2
,

Ghost : =
g2YMδ

acδbd

8π2

1

|x− y|2
.

(2.11)

Here a-d are the color indices and all the propagators are proportional to δacδbd.

2.2.1 Correlation functions and BPS operator

Since N = 4 SYM is a conformal field theory, correlation functions are constrained by
conformal symmetry. Thus, two- and three-point functions of single trace operators have
following forms:

⟨O1(x1)O2(x2)⟩ = n1 ×
1

|x12|2∆1
,

⟨O1(x1)O2(x2)O3(x3)⟩√
n1n2n3

=
C123√
N
× 1

|x12|∆12|3

1

|x23|∆23|1

1

|x31|∆31|2
. (2.12)

where ∆ij|k ≡ ∆i + ∆j − ∆k. ∆i and Cijk are conformal dimensions and the structure
constants respectively.

On the other hand, four-point functions

⟨O1(x1)O2(x2)O3(x3)O4(x4)⟩√
n1n2n3n4

≡ G1,2,3,4

N
(2.13)
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is a nontrivial function of the cross ratios. To see this explicitly, we strip off the space-time
dependence from G1,2,3,4 as

G1,2,3,4 =
1

|x12|∆1+∆2

1

|x34|∆3+∆4

(
x14
x24

)∆2−∆1
(
x14
x13

)∆3−∆4

g1,2,3,4(χ) . (2.14)

Then, the remaining quantity g1,2,3,4 depends only on the cross ratios, defined by

x212x
2
34

x213x
2
24

= zz̄ ,
x214x

2
23

x213x
2
24

= (1− z)(1− z̄) , (2.15)

As a special case, we next discuss correlation functions of BPS operators, which do
not receive the quantum correlations. In N = 4 SYM, the BPS operator is given by

OBPS(Li)
i (xi) = tr[(Yi · Φ)Li ](xi), (2.16)

where Y is a complex six-dimensional null vector Y i · Y i = 0. Then, contractions of
the operators produce not only the differences of the space-time variables xij, but also
inner product of the SO(6) R-symmetry vector Yi · Yj. Namely, the two- and three-point
function of the BPS operators become

⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)⟩ = n1δ1,2 × (d12)
L1 ,

⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)⟩√

n1n2n3

=
c1,2,3√
N
× (d12)

L12|3
2 (d23)

L23|1
2 (d31)

L31|2
2 ,

(2.17)

where Lij|k ≡ Li + Lj − Lk is the combinations of the bare dimensions. Furthermore, dij
is defined as

dij ≡
λ

8π2

Yi · Yj
x2ij

. (2.18)

The four-point functions also depend on cross ratios not only of the space-time but
also of R-symmetry denoted by α and ᾱ:

⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)OBPS(L4)

4 (x4)⟩√
n1n2n3n4

≡ 1

N
d

L1+L2
2

12 d
L3+L4

2
34

(
d24
d14

)L2−L1
2

(
d13
d14

)L3−L4
2

g1,2,3,4(χ, χ̄, α, ᾱ) .

(2.19)

with

(Y1 · Y2)(Y3 · Y4)
(Y1 · Y3)(Y2 · Y4)

= αᾱ ,
(Y1 · Y4)(Y2 · Y3)
(Y1 · Y3)(Y2 · Y4)

= (1− α)(1− ᾱ). (2.20)

2.2.2 Weak coupling expansion of correlators

In this subsection, we explain how to extract the anomalous dimensions and structure
constants from the actual perturbative computations. Because, the two- and three-point
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functions given in (2.12) are applied to the correlators of the renormalized operators. How-
ever, the actual perturbative computations have divergence due to the un-renormalized
(or equivalently bare) operators.

By introducing the cut off parameter ϵ ∼ Λ−1, the bare operator OB is related to the
renormalized operator OR in general as follows:1

OR ≡ ϵ−γ√
a
OB , (2.21)

where a is the finite renormalization constant which need to bring the renormalized cor-
relator into a canonical form (2.12). Then, substituting (2.21) to (2.12), the two-point
functions of the un-renormalized operators are given by

⟨OB(t1)OB(t2)⟩ =
a

|x12|2∆(0)

1

(|x12|/ϵ)2γ
, (2.22)

where ∆(0) is the bare dimension. Both γ and a are functions of the ’t Hooft coupling
constant λ ≡ g2YMN , and can be expanded as

a = 1 + λa(1) + λ2a(2) + · · · , γ = λγ(1) + λ2γ(2) + · · · . (2.23)

Here, we assumed the tree-level renormalized constant become one a|λ=0 = 1. By ex-
panding the right hand side of (2.22), we obtain the expression at weak coupling,

⟨OB(x1)OB(x2)⟩ =
(
1 + λA(1) + λ2A(2) + · · ·

)
|x12|2∆

(0)
1

, (2.24)

with

A(1) = a(1) − 2γ(1) log
|x12|
ϵ

,

A(2) = a(2) − 2a(1)γ(1) log
|x12|
ϵ

+ 2

(
γ(1) log

|x12|
ϵ

)2

− 2γ(2) log
|x12|
ϵ

.

(2.25)

From the relation (2.21) and three-point functions of the renormalized operators (2.12),
we can also determine the structure constants C123 of the un-renormalized operators at
weak coupling. To simplify the expression, below we set a(1) = 0 2. Then, using the
expansion of the structure constant,

C123 = C
(0)
123

(
1 + λc

(1)
123 + λ2c

(2)
123 + · · ·

)
, (2.26)

one can write the result as

⟨OB1 (x1)OB2 (x2)OB3 (x3)⟩ =
C

(0)
123

(
1 + λB(1) + λ2B(2) + · · ·

)
|x12|∆

(0)
1 +∆

(0)
2 −∆

(0)
3 |x23|∆

(0)
2 +∆

(0)
3 −∆

(0)
1 |x31|∆

(0)
3 +∆

(0)
1 −∆

(0)
2

, (2.27)

1Here, we ignored the operator mixing. If there is an operator mixing , γ should be anomalous
dimension matrix Γ defined by Γ = −d logZ

d log ϵ where OR
i = Z j

i OB
j .

2In fact, when we calculate correlation functions up to two-loop order, such a case occurred in chapter
8, we will see the condition a(1) = 0.
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with

B(1) =c
(1)
123 −

∑
i

γ
(1)
i log ui ,

B(2) =c
(2)
123 +

1

2

∑
i

a
(2)
i −

∑
i

(
γ
(2)
i + c

(1)
123γ

(1)
i

)
log ui +

1

2

∑
i,j

γ
(1)
i γ

(1)
j log ui log uj .

(2.28)

Here ai and γi are the normalization and the anomalous dimension of the operator Oi
respectively and ui is given by

ui ≡
∣∣∣∣xijxkixjkϵ

∣∣∣∣ (2.29)

where {i, j, k} is a cyclic permutation of {1, 2, 3}.
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Part II

Correlators of single trace operators
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Chapter 3

BPS operators – perturbation

In this chapter, we discuss the correlation functions of the BPS operators up to one-loop
by using the perturbative method.

The tree-level contribution is merely given by the Wick contraction. Actually, the
two- and three-point functions of the BPS operators at tree-level surely have following
contraction patterns:

⟨OBPS(L)
1 (x1)OBPS(L)

2 (x2)⟩tree : dL12, (3.1)

⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)⟩tree : d

L12|3
2

12 d
L23|1

2
23 d

L31|2
2

31 . (3.2)

On the other hand, the four-point functions are non-trivial and have interesting structures.
Because, even if the operator’s lengths are minimum such as the length one, the four-point
functions have following three contraction patterns:1

⟨OBPS(1)
1 (x1)OBPS(1)

2 (x2)OBPS(1)
3 (x3)OBPS(1)

4 (x4)⟩tree :
d23d41, d12d34,

d13d24.
(3.3)

Furthermore, the contractions are corresponding to the diagrams in figure 3.1.

If the operator lengths become long, the four-point functions have a lot of contraction
patterns. Thereby, a structure of the four-point functions seems complicated problem even
though it is the tree-level computations. In section 3.1, we try to study the combinatorial
problems of the four-point functions. After doing so, we calculate the one-loop corrections
by dressing the tree-level diagrams in section 3.2.

3.1 Four-point functions at tree-level

Let us begin with the simplest operator set whose lengths are same and two: L1 = L2 =
L3 = L4 = 2. Then, there are six contraction patterns as follows:

1We now consider the length one operators. However, in practice, such an operator should vanish due
to the trace of the gauge group indices, ϕaTr[T a] = 0.
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!1

!2 !3

!4 !1

!2 !3

!4

!1

!2 !3

!4

Figure 3.1: Four-point functions of the length one operators.

d223d
2
41, d34d41d12d23, d212d

2
34,

d23d41d13d24, d12d34d13d24,

d213d
2
24.

Notice that we now arranged the contractions in triangle. The arrangement shall be
suggestive for the generalization and for one-loop computation. Then, we first focus on
the contractions in the first line of the triangle:

!1

!2 !3

!4 !1

!2 !3

!4 !1

!2 !3

!4

d2
23d2

41 d23d41d12d34 d2
12d2

34

Here, we would like to mention following two points:

1. There are no cross contractions, that is, d13 or d24, in the first line. In other words, all
contractions are parallel or vertical to the arrow being below the diagrams.

2. With following the directions of the arrow, the vertical contraction pairs, d23d41, vanish
and the parallel contraction pairs, d12d34, are added.

The remains diagrams in the triangle, the second line and the third line, are depicted in
figure 3.2
Then, we next mention the following properties:

3. The diagrams in n-th line have n − 1 pair cross contractions, dn−1
13 dn−1

24 . Namely, the
diagrams in the second line have one-pair cross contraction, d13d24. On the other
hand, the diagrams in the third line have two-pair cross contractions d213d

2
24
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!1

!2 !3

!4

!1

!2 !3

!4 !1

!2 !3

!4

d2
13d2

24

⋯

d23d41d13d24 d12d34d13d24

Figure 3.2: The most-below diagram has contraction d213d
2
24, which comes the one pair

cross contraction d13d24 times common factor between the d23d41d13d24 and d12d34d13d24.

4. a n-th diagram is given by the one-pair cross contraction times common contractions
of two diagrams in n+ 1-th diagrams just above the n-th diagram.

With the lessons from 1.to 4., the contractions of the length-four operators are easily
given by

d312d
3
34, d212d

2
34d23d41, d12d34d

2
23d

2
41, d323d

3
41,

d212d
2
34d13d24, d12d34d23d41d13d24, d223d

2
41d13d24,

d12d34d
2
13d

2
24, d23d41d

2
13d

2
24,

d313d
3
24.

Here, we subtract the most combinations below dℓ1313 d
ℓ24
24 from the all diagrams and intro-

duce the following notations2

d12d34
d13d24

=
αᾱ

χχ̄
≡ s̄ (= s−1) and

d23d41
d13d24

=
(1− α)(1− ᾱ)
(1− χ)(1− χ̄)

≡ t̄ (= t−1). (3.4)

Then, the contractions are simply written in terms of s̄, t̄ down as:

s̄3, s̄2t̄, st2, t̄3,
s̄2, s̄t̄, t̄2,

s̄, t̄,
1.

In general, the four-point functions with any length operators will be following multi-
plet:

2The s and t are ordinary notations. On the other hand, we here used the inverse of them.
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s̄n, s̄n−1t̄, · · · s̄t̄n−1, t̄n,

. . . . .
.

s̄, t̄,

1.

Here, we don’t explain the details. Because the combination in the first line is the same
as the tree-level four-point functions of operators inserted into Wilson line explained in
section 7.1. Thereby, we devote to the section 7.1 for the more detail explanation of
generalization.

3.2 Correlation functions at one-loop

We now discuss the one-loop correlation functions by using the perturbative method. A
compact formula for n-point functions was suggested by Drukker and Plefka [39]. In
particular, the one-loop four-point functions are suggested as

⟨OBPS(L1)
1 OBPS(L2)

2 OBPS(L3)
3 OBPS(L4)

4 ⟩one−loop (3.5)

= L1L2L3L4

(
D1234⟨O(L1−1)

1 O(L2−1)
2 O(L3−1)

3 O(L4−1)
4 ⟩tree, disc

+D1324⟨O(L1−1)
1 O(L3−1)

3 O(L2−1)
2 O(L4−1)

4 ⟩tree, disc

+D1243⟨O(L1−1)
1 O(L2−1)

2 O(L4−1)
4 O(L3−1)

3 ⟩tree, disc
)
, (3.6)

where

D1234 ≡
λ

32π2
Φ(z, z̄) (2d13d24 − ((1− z) + (1− z̄))d14d23 − (z + z̄)d12d34) . (3.7)

The Φ(s, t) is a one-loop conformal integral and the explicit form is shown in appendix
A. The correlator ⟨· · · ⟩tree, disc is the tree-level four-point functions of the four operators
at the boundary of the disc.

Referring the previous paper [39], we introduce the one-loop insertion formulas and
calculate the one-loop dressed diagrams from the tree-level result. Eventually, we shall
see that the compact formula (3.6) is reproduced.
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3.2.1 One-loop insertion formula

Let us begin with introducing the fundamental materials at one-loop inN = 4 SYM. Using
the Lagrangian, self-energy, scalar quartic interaction and gluon exchange are given by

self12 : Y1 ⋅ ϕ(x1) Y2 ⋅ ϕ(x2) = −λ(Y1 · Y2)I12
Y112 + Y122

I12
,

G1234 :
Y1 ⋅ ϕ(x1) Y2 ⋅ ϕ(x2)

Y3 ⋅ ϕ(x3) Y4 ⋅ ϕ(x4)

= λ(Y1 · Y2)(Y3 · Y4)I12I34F12,34 ,

S1234 :
Y1 ⋅ ϕ(x1) Y2 ⋅ ϕ(x2)

Y3 ⋅ ϕ(x3) Y4 ⋅ ϕ(x4)

= λ [2(Y2 · Y3)(Y1 · Y4)− (Y2 · Y4)(Y1 · Y3)− (Y1 · Y2)(Y3 · Y4)]X1234 ,

(3.8)
where I12, Y123, F12,34 and X1234 are usual functions to present the one-loop diagrams. We
summarized the details in appendix A.

By combing above three fundamental materials, we calculate the two- and three-
point functions as a preliminary. In addition, we make the D1234 functions (3.7), which
constructs the four-point functions.

(i) Two-point functions

We first calculate the two-point functions with operator’s length L at one-loop. They have
L self-energy, quartic scalar interaction and gluon exchanges. Then, their contributions
are canceled out and the two-point functions vanish:

⟨OBPS(2)
1 (x1)OBPS(2)

2 (x2)⟩one−loop = (2self12 + S1212 +G1212) d
L
12

= 0. (3.9)

The result implies the BPS property. Namely there are no quantum corrections of spec-
trum due to the supersymmetry.

(ii) Corner interactions and three-point functions

It is useful to combine the one-half of the self-energy and three-body interactions, and
such diagram appears at a corner of the diagrams:

Y1 ⋅ ϕ(x1)

Y2 ⋅ ϕ(x2)

Y3 ⋅ ϕ(x3)

≡ 1
2

+ + + ≡ CI123d12d23, (3.10)

where the corner interaction CI123 is given by

CI123 = λY123

(
1

I12
+

1

I23
− 2

I31

)
. (3.11)
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Using the function (3.10), one can show that the one-loop three-point functions also
vanish:

⟨OBPS(2)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)⟩one−loop =

one-loop 
dressed

!1(x1)

!3(x3)

!2(x2)

= 23(CI123 + CI231 + CI312)d12d23d31 = 0.
(3.12)

Therefore, the one-loop structure constants are also zero.

(iii) D-function

In order to construct the D1234-functions, we start with the four-body interactions:

!1(x1)

!3(x3)

!2(x2)

!4(x4)

+

!1(x1)

!3(x3)

!2(x2)

!4(x4)

+

!1(x1)

!3(x3)

!2(x2)

!4(x4)

= S1234 +G1234 +G1324. (3.13)

Here, the F12,43 function in the G1234 diagram can be written as

λF12,43d12d34 =

[
λ
X1234

I13I24
(t− 1) + CI12,43

]
d12d34, (3.14)

where CI12,43 function is related as the corner interaction CIijk by

CI12,43 = −
1

3
(CI123 + CI412 + CI341 + CI234 − CI124 − CI243 − CI431 − CI312). (3.15)

Thus, subtracting the corner interactions, we obtain the D1234-function as follows:

D1234 = S1234 +G1234 +G1324 − CI12,43d12d34 − CI14,23d14d23

= λ
X1234

I13I24
(2d13d24 + (s− 1− t)d14d23 + (t− 1− s)d12d34)

=
λ

16π2
Φ(s, t)(2d13d24 + (s− 1− t)d14d23 + (t− 1− s)d12d34). (3.16)

The function is manifestly cyclic-symmetric as well as the reflection symmetry 2↔ 4 and
s↔ t.

3.2.2 Four-point functions

Let us calculate the four-point functions at one-loop and reproduce the suggestion (3.6).
Key point in the calculation is how to remove the corner interactions CIij,kl and get only
the D1234 functions.
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Let us begin with the simplest correlator with length one operators. The tree-level
contributions were given by (3.3). Using the one-loop insertion formulas, we dress the
tree-level diagrams, and then we shall get the one-loop four-point functions. However,
when we use the one-loop dressed diagrams from tree-level contractions, we must be
careful of the ordering of the operators. For example, the one-loop dressed diagrams of
the tree-level contraction d23d41 are

!1

!2 !3

!4

one-loop 
dressed

=

!1

!2 !3

!4 !1

!2!3

!4

+ +⋯

Then, the ordering of between the operators O2 and O3 in diagrams is irrelevant at
tree-level. However, we must distinguish them at one-loop level. In order to avoid such
difficulty, we fix the operators at the boundary on the disc:

!1

!2 !3

!4

one-loop 
dressed

=

!1

!2 !3

!4

one-loop 
dressed

+

!1

!3 !2

!4

one-loop 
dressed

Thus, we define a tree-level disc four-point function Disc
(1,1,1,1)one−loop
1234 whose length one

operators are arranged in the order of O1O2O3O4 on the disc:

!1

!2 !3

!4

one-loop 
dressed

=

!1

!2 !3

!4 !1

!2 !3

!4

+ + + ⋯

!1

!2 !3

!4

+( (
!1

!2 !3

!4

Disc(1,1,1,1)one−loop
1234 ≡

Then, other one-loop dressed diagrams are given only by the replacement of the operators.
Therefore, the one-loop four-point function is given by

Disc
(1,1,1,1)one−loop
1234 +Disc

(1,1,1,1)one−loop
1324 +Disc

(1,1,1,1)one−loop
4231 (3.17)

Each term comes from the one-loop diagrams of the tree-level contraction (d23d41+d12d34),
(d23d41 + d13d24) and (d23d41 + d12d34) respectively, see also in figure 3.3. We find that
each edge of the triangle in the tree-level contractions corresponds to each disc one-loop
four-point function.

We next consider the length two operators. In the same way as the length one case, we
first divide the diagrams into three parts corresponding to the three edges of the triangle
at tree-level. Then, the one-loop four-point functions are given by

Disc
(2,2,2,2)one−loop
1234 +Disc

(2,2,2,2)one−loop
1324 +Disc

(2,2,2,2)one−loop
4231 , (3.18)

where the function Disc
(2,2,2,2)one−loop
1234 is defined as
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Disc(1,1,1,1)one−loop
1234

d12d34 d23d41

d13d24 Disc(1,1,1,1)one−loop
4231Disc(1,1,1,1)one−loop

1324

Figure 3.3: The tree-level contractions and one-loop diagrams in the disc. The
Disc

(1,1,1,1)one−loop
ijkl comes from the tree-level contraction of the operators arranged in the

order of OiOjOkOl on the disc.

!1

!2 !3

!4

one-loop 
dressed

!1

!2 !3

!4

+( (Disc(2,2,2,2)one−loop
1234 ≡

!1

!2 !3

!4

+

From here, we discuss how to kill the corner interactions and how to produce the D1234

functions.

Let us see the details of the function Disc
(2,2,2,2)one−loop
1234 . The function includes the

following one-loop diagrams, see also in figure 3.4

Disc
(2,2,2,2)one−loop
1234 = (S1234 +G1234 +G1324) (d12d34 + d23d41)

+ (CI123 + CI234 + CI341 + CI412)(d12d23d34d41). (3.19)

Here, we used the property (3.9). Using the definition of the D1234-function (3.16), the
disc four-point function become

Disc
(2,2,2,2)one−loop
1234 = D1234(d12d34 + d23d41)

+ CI12,43d
2
12d

2
34 + CI14,23d

2
14d

2
23. (3.20)

It is because the corner interactions are canceled with a part of the CIij,kl function in the
D1234 function as3

CI12,43 + CI13,24 + CI123 + CI234 + CI341 + CI412 = 0. (3.21)

Although the corner interactions were not completely canceled out, the remained corner
interactions, CI12,43d

2
12d

2
34 + CI14,23d

2
14d

2
23, can be canceled with the corner interactions

in the other disc four-point functions Disc
(2,2,2,2)one−loop
1324 and Disc

(2,2,2,2)one−loop
4231 functions.

Therefore, the one-loop four-point functions are given by

Disc
(2,2,2,2)one−loop
1234 +Disc

(2,2,2,2)one−loop
1324 +Disc

(2,2,2,2)one−loop
4231

= D1234(d12d34 + d23d41) +D1324(d13d24 + d23d41) +D4231(d42d31 + d23d41). (3.22)

3When we prove the cancelation (3.21), we use the property CI123 +CI231 +CI312 = 0
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!4 !1
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Figure 3.4: One-loop diagrams of the Disc
(2,2,2,2)one−loop
1234 . It has six four-body diagrams

and four corner interactions diagrams.

As expected, the result is represented by only the D1234 functions. Furthermore, the pre-
factors of the D1234 functions are just tree-level disc four-point functions of the length one
operators. Therefore, we finally have

⟨OBPS(2)
1 OBPS(2)

2 OBPS(2)
3 OBPS(2)

4 ⟩one−loop =24
(
D1234⟨O(1)

1 O
(1)
2 O

(1)
3 O

(1)
4 ⟩tree, disc

+D1324⟨O(1)
1 O

(1)
3 O

(1)
2 O

(1)
4 ⟩tree, disc

+D4231⟨O(1)
4 O

(1)
2 O

(1)
3 O

(1)
1 ⟩tree, disc

)
. (3.23)

In particular, the four-point functions of the length two BPS operators are written as

⟨OBPS(2)
1 OBPS(2)

2 OBPS(2)
3 OBPS(2)

4 ⟩one−loop = − λ

π2
Φ(s, t)RN=4, (3.24)

where the pre-factor RN=4 is known as a universal refactor [40,41] given by

RN=4 = (z(d12d34 − d23d41 + d41d23 − d13d24)) (z̄(d12d34 − d23d41 + d41d23 − d13d24))
(3.25)

The above discussions can be easily generalized for the general four-point functions.
Namely, even though the operator lengths are general, the all corner interactions are
canceled out and the remaining functions are only the Dijkl function. In addition, the
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pre-factors become the tree-level disc four-point functions of the operator length L1 −
1, L2 − 1, L3 − 1, L4 − 1.

Here, it is instructive to consider the length-three operators. The tree-level contribu-
tion is surely written by the triangle in section 3.1. In the same way as the length-two
operators, we make the one-loop dressed diagrams from the three edges of the triangle
in tree-level combinatorics. Then, the D1234 functions are produced and the all corner
interactions are canceled out. As a result, the four-point function is given by

Disc
(3,3,3,3)one−loop
1234 +Disc

(3,3,3,3)one−loop
1324 +Disc

(3,3,3,3)one−loop
4231

= D1234⟨O(2)
1 O

(2)
2 O

(2)
3 O

(2)
4 ⟩tree, disc +D1324⟨O(2)

1 O
(2)
3 O

(2)
2 O

(2)
4 ⟩tree, disc

+D4231⟨O(2)
4 O

(2)
2 O

(2)
3 O

(2)
1 ⟩tree, disc.

Although the diagrams corresponding to the edges of triangle are relevant, the inte-
rior of the triangle should vanish in order to produce the correct answer. So as to
check this, we now focus on the one-loop dressed diagram in the interior of the trian-
gle, d12d34d23d41d13d24. The diagram is given by

one-loop 
dressed

!1

!2 !3

!4

=

!1

!2 !3

!4

∑
{i,j,k}

(CIijk + CIjki + CIkij) × = 0

where ({1, 2, 4}, {2, 3, 4}, {1, 3, 4}, {1, 2, 3}) ∈ {i, j, k}. This imply that the all diagrams
in the interior of the triangle are given by the summation of the three-point functions.
Thereby, these contribution become zero.

Overall, we get the general four-point functions as follows:

⟨OBPS(L1)
1 OBPS(L2)

2 OBPS(L3)
3 OBPS(L4)

4 ⟩one−loop =L1L2L3L4

(
D1234⟨O(L1−1)

1 O(L2−1)
2 O(L3−1)

3 O(L4−1)
4 ⟩tree, disc

+D1324⟨O(L1−1)
1 O(L2−1)

3 O(L3−1)
2 O(L4−1)

4 ⟩tree, disc

+D4231⟨O(L1−1)
4 O(L2−1)

2 O(L3−1)
3 O(L4−1)

1 ⟩tree, disc
)
.

(3.26)

The result is just the same as the suggestion by the Drukker and Plefka (3.6).
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Chapter 4

Non-BPS operators – perturbation
and integrability

In this chapter, we discuss the correlation functions with a non-BPS operator. In section
4.1, we first consider the two-point functions at one-loop. For the case of non-BPS opera-
tor, the operator has nontrivial anomalous dimensions due to operator mixings. Namely,
if there are no operator mixing, the all one-loop diagrams of two-point function vanish
such as (3.9). On the other hand, if the operators include impurity, the scalar quartic
interaction S1234 exchange the position of the impurity. Such mixing has tensor structure
and the diagrams of two-point functions of operators with impurity are not canceled out.
As a result, the two-point functions produce anomalous dimensions. Then, to diagonalize
such tensor structure and calculate one-loop anomalous dimensions, we use an integrabil-
ity technique which is so-called spin chain system. The study is just the first discovery of
the relation between the integrability and N = 4 SYM. In section 4.1, we briefly explain
the relation, following the paper [6].

We next consider the three-point functions at tree-level in section 4.2. Then, we
use the one-loop spin chain system. Even if it is the tree-level computation, we should
rely on the integrability technique in order to efficiently count the contractions. It is
because a large number of operators have the identical conformal dimensions, and the
degeneracy will be lifted by the one-loop corrections. Therefore, we need to use the one-
loop eigenstate, which correspond to the one-loop spin chain state, in the same way as
the standard degenerated perturbation theory in quantum mechanics. Such technique
to efficiently compute the tree-level structure constants is called tailoring method and
suggested by previous papers [42–45]. The section 4.2 is devoted to give the incentive
lessons for finite coupling method explained in next chapter 5.

4.1 Two-point functions at one-loop

In this section, we discuss the two-point functions of non-BPS operators which is in SU(2)
sub-sector at one-loop.
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4.1.1 The anomalous dimension matrix and XXX spin chain
Hamiltonian

Let us start with a special class of the single-trace operators which consist only of a scalar
fields as follows:

Oi1i2,... = tr[ϕi1ϕi2 · · · ], (4.1)

which is the so-called SO(6) sector. Notice that we do not impose the symmetric and null
property. The tree-level two-point functions of the operator is easily given by

⟨Oi1i2,...(x1)Oj1j2,...(x2)⟩tree =
λL

(8π2)L
1

|x12|2L
δj1i1 δ

j2
i2
· · · . (4.2)

At one-loop level, the operators receive the quantum correction as the anomalous dimen-
sion γ, ∆ = L + γ. To determine the one-loop anomalous dimension, we calculate the
one-loop Feynman diagrams in the similar way as correlators of the BPS operator 3.8.
However, we must be careful of the SO(6) indices. The only scalar quartic interaction
has non-trivial tensor structure of the SO(6) indices. The interaction comes from the
commutator square term

[ϕi, ϕj]
2 = 2ϕiϕjϕiϕj − 2ϕiϕiϕjϕj (4.3)

in the action of N = 4 SYM. Therefore we have the following contribution:

λ

16π2

(
2δ

Jℓ+1

Iℓ
δJℓIℓ+1

− δJℓIℓ δ
Jℓ+1

Iℓ+1
− δIℓIℓ+1

δJℓJℓ+1

)
. (4.4)

Since the others have trivial tensor structures, we use the previous results in 3.8.

Iℓ Jℓ

Iℓ+1 Jℓ+1
= − λ

16π2
2δJℓIℓ δ

Jℓ+1

Iℓ+1
,

Iℓ

Iℓ+1

Jℓ

Jℓ+1

=
λ

16π2
δJℓIℓ δ

Jℓ+1

Iℓ+1
.

Adding all one-loop corrections, we therefore have

⟨Oi1i2,...(x1)Oj1j2,...(x2)⟩ =
1

|x12|2L
(1− 2Γ log(Λ|x12|)) δj1i1 δ

j2
i2
· · · ,

Γ =
λ

16π2

∑
n

(−2Pn,n+1 + 2In,n+1 +Kn,n+1), (4.5)

where Pn,n+1, In,n+1 and Kn,n+1 act on the SO(6) indices defined as

In,n+1| · · · , i, j, · · · ⟩ = | · · · , i, j, · · · ⟩,

Pn,n+1| · · · , i, j, · · · ⟩ = | · · · , j, i, · · · ⟩,

Kn,n+1| · · · , i, j, · · · ⟩ = δij

6∑
k=1

| · · · , k, k, · · · ⟩.
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Notice that if the state is the BPS, which satisfy the symmetric and null condition, we
can check that such anomalous dimension becomes zero due to

(−Pn,n+1 + In,n+1)|BPS⟩ = (−In,n+1 + In,n+1)|BPS⟩ = 0, Kn,n+1|BPS⟩ = 0. (4.6)

Here, we make a two complex scalars of four real scalars. For example, we define as

Z = ϕ1 + iϕ2, Y = ϕ3 + iϕ4. (4.7)

Furthermore, we consider the operators of SU(2) sub-sector,

O = tr[· · ·Z · · ·Y · · · ]. (4.8)

Then, we can identify the anomalous dimension matrix with the Hamiltonian of the XXX
Heisenberg spin chain:

Γ→ HXXX =
λ

16π2

∑
n

(−2Pn,n+1 + 2I.n,n+1). (4.9)

Namely, we define that the all Z operator, which is the BPS operator is a spin chain
vacuum state denoted uparrow ↑. On the other hand, the Y scalars inserted in BPS
operator are corresponding to the excitation on the vacuum called magnon, which is
denoted downarrow ↓. Namely, the single trace operators are mapped to the spin chain
states are as follows:

tr[Z · · ·Z]←→ |↑ · · · ↑⟩, (4.10)

tr[· · ·ZY Z · · ·]←→ |· · · ↑↓↑ · · ·⟩. (4.11)

4.1.2 Anomalous dimensions and coordinate Bethe ansatz

In what follows, we explain the details of the spin chain states in coordinate Bethe ansatz.
By using the coordinate Bethe ansatz, we can capture the physical intuition from the
movement of the magnons, rather than the algebraic Bethe ansatz.

One-magnon state

We first start with the one-magnon state corresponding to the operator inserted one X
scalar, which is the one spin flipping state as follows:

tr[· · ·ZY Z · · ·]←→ | · · · ↑↓↑ · · · ⟩.

Acting the Hamiltonian on the spin chain state, we have

HXXX | · · · ↑↓↑ · · · ⟩ =
λ

8π2

(
(L− (L− 2))| · · · ↑↓↑ · · · ⟩ − | · · · ↓↑↑ · · · ⟩ − | · · · ↑↑↓ · · · ⟩

)
,

(4.12)
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where L denoted the length of the spin chain. Here, we assume a eigenstate which is
so-called Bethe ansatz state as follows:

|p⟩ ≡
L∑
x=1

eipx| · · · ↑↓↑
x
· · · ⟩, (4.13)

where p was the momentum of the magnon. Then, the magnon will satisfy the periodic
boundary condition: eipL = 1, which is often called Bethe ansatz equation1. Using the
Bethe ansatz state, the Hamiltonian is diagonalized and the eigenvalue is given by

HXXX |p⟩ = ϵ(p)|p⟩, ϵ(p) =
λ

2π2
sin2 p

2
. (4.14)

Two-magnon state

We next consider the two-magnon state, which has the two down spins. The Bethe ansatz
state have two terms for the ordering of the magnons as follows:

|p1, p2⟩ ≡
L∑

x1<x2

eip1x1+ip2x2 | · · · ↑↓
x1

↑ · · · ↑↓
x2

↑ · · · ⟩+ S(p2, p1)
L∑

x1<x2

eip2x1+ip1x2 | · · · ↑↓
x1

↑ · · · ↑↓
x2

↑ · · · ⟩.

(4.15)

where S(p2, p1) is a factor of magnon scattering. In addition, the magnons will satisfy the
following Bethe ansatz equation:

eip1LS(p2, p1) = 1. (4.16)

There is the S-matrix factor since the magnons are scattered when the magnon of the
momentum p1 go around on the spin chain.

Then, we act the Hamiltonian on the Bethe ansatz state. If each magnon is not lived
in the site next to the other magnon: x2 > x1 + 1, we have

HXXX |p1, p2⟩ = 4|p1, p2⟩ − |p1 − 1, p2⟩ − |p1 + 1, p2⟩ − |p1, p2 − 1⟩ − |p1, p2 + 1⟩. (4.17)

On the other case: x2 = x1 + 1, we have

HXXX |p1, p2⟩ = 2|p1, p2⟩ − |p1 − 1, p2⟩ − |p1, p2 + 1⟩. (4.18)

Solving these equations (4.17) and (4.18), the energy eigenvalue and S-matrix factor are
given by

ϵ(p1, p2) =
λ

2π2

(
sin2 p1

2
+ sin2 p2

2

)
= ϵ(p1) + ϵ(p2) (4.19)

and

S(p2, p1) = −
ei(p1+p2) − 2eip2 + 1

ei(p1+p2) − 2eip1 + 1
. (4.20)

1The one magnon state have the momentum p. However, due to the trace of the single trace operator,
the spin chain state is imposed the zero-momentum condition. Thereby, the only solution is p = 0 in the
case. It means that the one-magnon state cannot practically exist.
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Multi-magnon state

Finally, we consider the general spin chain system with M -magnon. The Bethe ansatz
state is given by

|p1, · · · , pM⟩ =
∑

1≤x1<...<xM≤L

ΨA(x1, · · · , xM)| · · · ↓ · · · ↓ · · · ↓⟩, (4.21)

where the wave function ΨA(x1, · · · , xM) is

ΨA(x1, · · · , xM) =
∑
σ∈PM

A(σ)
M∏
j=1

eiPσjxj . (4.22)

The σ is a set of the momentums {· · · , pi, · · · , pj, · · · } and
∑

σ∈PM means the sum over
permutations. In addition, the pre-factor A(σ) satisfied the following relation:

A(· · · , pj, pi, · · · )
A(· · · , pi, pj, · · · )

= S(pj, pi). (4.23)

For instance, if the number of magnon is three,
∑

σ∈P3
A(σ) means the sum over the

following terms

A(p1, p2, p3), A(p1, p3, p2), A(p2, p1, p3), A(p2, p3, p1), A(p3, p1, p2), A(p3, p2, p1). (4.24)

Furthermore, by dividing the factor A(p1, p2, p3), each terms become

A(p1, p3, p2)

A(p1, p2, p3)
= S(p3, p2),

A(p2, p1, p3)

A(p1, p2, p3)
= S(p2, p1),

A(p3, p2, p1)

A(p1, p2, p3)
= S(p3, p1),

A(p2, p3, p1)

A(p1, p2, p3)
=
A(p2, p3, p1)

A(p2, p1, p3)

A(p2, p1, p3)

A(p1, p2, p3)
= S(p3, p1)S(p2, p1),

A(p3, p1, p2)

A(p1, p2, p3)
=
A(p3, p1, p2)

A(p1, p3, p2)

A(p1, p3, p2)

A(p1, p2, p3)
= S(p3, p1)S(p3, p2).

Therefore, the wave function Ψ(x1, · · · , xM) can also be written as

Ψ(x1, · · · , xM) =
∑
σ∈PM

∏
j<k
σk>σj

S(pσk , pσj)
M∏
j=1

eipσjxj . (4.25)

In addition, the Bethe ansatz equation is given by

eipkL
M∏
ℓ ̸=k

S(pℓ, pk) = 1. (4.26)

Here, in order to write more simply, we introduce the rapidity u which is defined by

u :=
1

2
cot

p

2
, eip =

u+ i
2

u− i
2

. (4.27)
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Figure 4.1: Tailoring method: the three-point functions have three bridge edges. We
cut the three spin chains, and then we get three “two-point functions” with each bridge
length.

Using the rapidity expression, the notations of the spin chain system become more simple.
For example, the S-matrix factor and Bethe ansatz equation are written as

S(uk, uℓ) =
uk − uℓ + i

uk − uℓ − i
,

(
u+ i

2

u− i
2

)L M∏
ℓ ̸=k

uk − uℓ + i

uk − uℓ − i
. (4.28)

Furthermore, the energy eigenvalue is also simplified as

E =
M∑
k=1

ϵ(uk)

=
λ

8π2

M∑
k=1

1

u2k +
1
4

. (4.29)

4.2 Three-point functions at tree-level

In this section, we discuss the three-point functions of the non-BPS operators which is in
SU(2) sub-sector at tree-level.

4.2.1 Structure constants at tree-level

In general, the tree-level computation is given by the Wick contractions. For the three-
point functions case, the contractions are divided by the three parts with the bridge length
ℓij ≡ Li+Lj−Lk

2
in figure 4.1. Referring to the previous papers, to calculate the three-point

functions at tree-level, we first map the operators to spin chain states. Secondly, the spin
chain states are cut in respect to the bridge lengths and flipping the cut spin chain states.
Thirdly, the spin chain states are contracted with each other. Finally, we get the structure
constants at tree-level.
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Figure 4.2: Three-point functions with one-magnon: The Y excitation can be contracted
with only the operator Z̃.

One-magnon

Let us first consider the simplest configuration, which has one excitation as follows:

O1 = Tr[ZL1Y ], O2 = Tr[Z̄L2 ], O3 = Tr[Z̃L3 ], (4.30)

where we set the scalars

Z = ϕ1 + iϕ2, Y = ϕ3 + iϕ4, (4.31)

Z̃ =
Z + Z̄ + Y − Ȳ

2
. (4.32)

Also, the notation Z̄ and Ȳ are complex conjugate of Z and Y respectively.

In order to systematically calculate the structure constants, we go on spin chain sys-
tem. The operators are mapped to the each states with magnon as follows:

O1 → |p⟩1 =
∑
x

eipx| · · ·ZY Z · · · ⟩1,

O2 → |0⟩2 = | · · · Z̄ · · · ⟩2,

O3 → |0⟩3 = | · · · Z̃ · · · ⟩3.

Next, these states are decomposed into two states. Then we must be careful of range of
the excitations Y , because the excitation Y can only be contracted with the scalar Z̃ in
fig 4.2. Namely, we have

O1 →
ℓ12∑
x=1

eipx| · · ·ZY Z · · · ⟩1 ⊗ | · · ·Z · · · ⟩1,

O2 →| · · · Z̄ · · · ⟩2 ⊗ | · · · Z̄ · · · ⟩2,

O3 →| · · · Z̃ · · · ⟩3 ⊗ | · · · Z̃ · · · ⟩3.
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Also, we perform a flipping operation which is merely change from the bra-state to ket-
state for the right side states as follows:

O1 →
ℓ12∑
x=1

eipx| · · ·ZY Z · · · ⟩1 ⊗ 1⟨· · ·Z · · · |,

O2 →| · · · Z̄ · · · ⟩2 ⊗ 2⟨· · · Z̄ · · · |,

O3 →| · · · Z̃ · · · ⟩3 ⊗ 3⟨· · · Z̃ · · · |.

Finally, by contracting them, the structure constants are given by

CY ◦◦
123 ∝

ℓ12∑
x=1

eipx. (4.33)

Here, we normalized as ⟨Z|Z⟩ = ⟨Y |Y ⟩ = 1. The geometric sum is calculated easy as

ℓ12∑
x1=1

eipx = N(p)(1− eipℓ12), N(p) ≡ 1

e−ip − 1
. (4.34)

It is important to interpret the above equation as a movement of the magnon on the spin
chain coordinate.

ℓ12

∑
x= 1

∝ −x 1 ℓ12

The magnon is denoted by the black dot. The first term of the right hand side shows that
the magnon lives at the start point of site 1. The second term shows that the magnon
lives at the end point of site ℓ12 on the spin chain coordinate. The propagation factor
eipℓ12 in (4.34) are raised when the magnon propagate from the start point to the end
point.

Two-magnon

Next, we consider the operator with two excitations

O1 = Tr[· · ·ZY Z · · ·ZY Z · · · ]. (4.35)

According to the section 4.1.2, the operator is mapped to the two-magnon state as follows:

|p1, p2⟩ =
∑
x1<x2

eip1x1+ip2x2 | · · ·ZY
x1
Z · · ·ZY

x2
Z · · · ⟩+ S(p2, p1)

∑
x1<x2

eip2x1+ip1x2 | · · ·ZY
x1
Z · · ·ZY

x2
Z · · · ⟩.

(4.36)
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In addition, by cutting, flipping and contracting the states, the structure constants are
given by the geometric sum as follows:

CY 2◦◦
123 ∝

∑
1≤x1<x2≤ℓ12

eip1x1+ip2x2 + S(p2, p1)
∑

1≤x1<x2≤ℓ12

eip2x1+ip1x2 . (4.37)

The first term become∑
1≤x1<x2≤ℓ12

eip1x1+ip2x2 = N(p2)

ℓ12∑
x1=1

(ei(p1+p2)x1 − eip1x1eip2ℓ12)

= N(p2)N(p1 + p2)(1− ei(p1+p2)ℓ12)−N(p1)N(p2)(e
ip2ℓ12 − ei(p1+p2)ℓ12).

(4.38)

This geometric sum can also be interpreted as a movement of the magnons on the spin
chain coordinate as follows:

ℓ12

∑
x1= 1

ℓ12

∑
x2= x1+ 1

=x1 x2

ℓ12

∑
x1= 1

x1
− x1

( )

= −( )

N(p2)

N(p2)N(p1 + p2) − −( )N(p1)N(p2)

When the two magnons are propagated together as a mass, the pre-factor become N(p1+
p2) rather than N(p1) or N(p2).

Then, we notice that the interpretation of the summation depends on the ordering of
the summation. Namely, if we first sum over x2 and then sum over x1, the summation is
given by

ℓ12

∑
x2= 1

x2−1

∑
x1= 1

=x1 x2

ℓ12

∑
x2= 1

x2
− x2

( )

= −( )

N(p1)

N(p1)N(p2) − −( )N(p1)N(p1 + p2)e−ip1

e−ip1

Surely, it seems that the geometric sum apparently give the different answer as follows:∑
1≤x1<x2≤ℓ12

eip1x1+ip2x2 = N(p1)N(p2)(1− eip2ℓ12)−N(p1)N(p1 + p2)e
−ip1(1− ei(p1+p2)ℓ12).

(4.39)

It teaches us that the terms should be summarized in respect to the each propagation
factors, and then the representation has two types. According to the both (4.38) and
(4.39), the summation can be rewritten as∑
1≤x1<x2≤ℓ12

eip1x1+ip2x2 = N(p2)N(p1 + p2)−N(p2)N(p1)e
ip2ℓ12 +N(p1)N(p1 + p2)e

−ip1ei(p1+p2)ℓ12 ].

(4.40)
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Notice that the non-trivial factors N(· · · ) are related to the the number of magnons at
the left-(right-)most site. Thus, by substituting the result (4.40) for (4.37), we finally get
the structure constants as follows:

CY 2◦◦
123 ∝ N(p1)N(p2)[h(u1, u2)− eip2ℓ12 − S(p1, p2)eip1ℓ12 + h(u1, u2)e

i(p1+p2)ℓ12 ], (4.41)

where h(u, v) is defined by

N(p1)N(p2)h(u, v) ≡ N(p1)N(p2)
u− v

u− v + i
(4.42)

= N(p2)N(p1 + p2) + S(p1, p2)N(p1)N(p1 + p2)

= N(p1)N(p1 + p2)e
−ip1 + S(p1, p2)N(p2)N(p1 + p2)e

−ip2 .

In the next section, we will see that the factor h(u, v) is just the tree-level hexagon form
factor. In addition, we find the significant property of the relation between the factor
h(u, v) and S-matrix

h(u, v)

h(v, u)
= S(u, v). (4.43)

As an another case, we explain the structure constants of the two-magnon in different
spin chain C••◦

123 in appendix B

Multi-magnon

Finally, we discuss the operator with multi-magnon. According to the section 4.1.2, the
Bethe ansatz state of the multi-magnon is given by

|p1, · · · , pM⟩ =
∑

x1<···<xM

Ψ(x1, · · · , xM)|ZY · · ·Y Z⟩, (4.44)

Ψ(x1, · · · , xM) =
∑
σ∈PM

∏
j<k
σk<σj

S(Pσk , pσj)
M∏
j=1

eipσjxj (4.45)

Using the relation between S-matrix and h(u, v) function (4.43), the product of S-matrices
can be divided by

∏
σk<σj

j<k

S(pσj , pσk) =

∏
σk<σj

j<k

h(uσk , uσj)


∏

σk<σj

j<k

1

h(uσj , uσk)

 . (4.46)

Furthermore, the first bracket can be decomposed as∏
σk<σj

j<k

h(uσk , uσj)

 =

 ∏
σk<σj

h(uσk , uσj)


∏

σk<σj

j>k

1

h(uσk , uσj)

 . (4.47)
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Next, by relabelling indices of the product, the S-matrices become

∏
σk<σj

j<k

S(uσj , uσk) =

(∏
j<k

h(uj, uk)

)∏
σk>σj

j<k

1

h(uσk , uσj)


∏

σk<σj

j<k

1

h(uσk , uσj)

 . (4.48)

Overall, we get the following form of the product of the S-matrices:

∏
σk<σj

j<k

S(uσj , uσk) =

(∏
j<k

h(uj, uk)

)(∏
j<k

1

h(uσj , uσk)

)
. (4.49)

Therefore, the structure constants are written as

CYM◦◦
123 ∝

∑
1≤x1···<xM≤ℓ12

Ψ(x1, · · · , xM) (4.50)

=
∏
j<k

h(uj, uk)
∑
σ∈PM

(∏
j<k

1

h(uσj , uσk)

)
M(Pσ1 , · · · , PσM ) (4.51)

with

M(Pσ1 , · · · , PσM ) ≡
∑

1<x1···<xM≤ℓ12

ei
∑
j pjxj . (4.52)

Let us next treat the factor M(Pσ1 , · · · , PσM ), which is evaluated by geometric series.
In advance, we state the result of the geometric sum of the multi-magnon:

M(Pσ1 , · · · , PσM ) =
∑

α={1,...,m}
ᾱ={m+1,...,M}

(−1)|ᾱ|
(∏
j∈ᾱ

eipjℓ12

)(∏
j∈α

1

e−i
∑m
k=j pk − 1

)(∏
j∈ᾱ

eipj

1− ei
∑M
k=j+1 pk

)
.

(4.53)

By checking above result, we recall the two-magnon case. The lessons of geometric sum
of the two-magnons are as follows:

• The non-trivial factors arise when the magnons are moved together as a mass.

• There are two different perspectives of the non-trivial factors, whether the magnons
are at left-most site or right-most site.

First, we consider that the magnons are at the right-most site. For the cases of one-, two-
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and three-magnon, the geometric sums are given by

ℓ12∑
x1=1

eip1x =
eip1

1− eip1
(1− eip1ℓ12),

ℓ12∑
x2=1

x2−1∑
x1=1

eip1x1+ip2x2 =

ℓ12∑
x2=1

eip2x2 × (−1) eip1

1− eip1
eip1(x2−1) + · · ·

= N(p1)N(p1 + p2)e
−ip1ei(p1+p2)ℓ12 + · · ·

=
ei(p1+p2)

(1− eip1)(1− ei(p1+p2))
ei(p1+p2)ℓ12 + · · ·

ℓ12∑
x3=1

x3−1∑
x2=1

x2−1∑
x1=1

eip1x1+ip2x2+ip3x3 =

ℓ12∑
x3=1

eip3x3 × (−1)2 ei(p1+p2)

(1− eip1)(1− ei(p1+p2))
ei(p1+p2)(x3−1) + · · ·

= (−1)3 ei(p1+p2+p3)

(1− eip1)(1− ei(p1+p2)(1− ei(p1+p2+p3))
ei(p1+p2+p3)ℓ12 + · · ·

It is easy to find the rules. Using the mathematical induction, the summation is given by

∑
1<x1···<xM≤ℓ12

M∏
i=1

eipi =

ℓ12∑
xM=1

eipMxM × (−1)M−1

M−1∏
i=1

eipi

1− ei
∑i
j=1 pj

eipi(xM−1) + · · · (4.54)

= (−1)M
M∏
i=1

eipi

1− ei
∑i
j=1 pj

eipM ℓ12 + · · · (4.55)

The left-most side is also given by the same way as the right-most side:

∑
1<x1···<xM≤ℓ12

M∏
i=1

eipi =
M∏
i=1

1

e−i
∑i
j=1 pj − 1

+ · · · . (4.56)

Therefore, in respect to the number of magnons at the left-(right-)most site, by using
the (4.55) and (4.56), the summation (4.52) in figure 4.3 is rewritten as∑

1<x1···<xM≤ℓ12

=
∑

α={1,...,m}
ᾱ={m+1,...,M}

(−1)|ᾱ|
∏
i∈α

1

e−i
∑i
j=1 pj − 1

∏
k∈ᾱ

eipk

1− ei
∑k
j=1 pj

eipkℓ12 (4.57)

where α and ᾱ denote the magnons lived at the left-(right-)most site. Thus, the structure
constants become

CM◦◦
123 ∝

∏
j<k

h(uj, uk)
∑

α∪ᾱ={1,...,M}

(−1)|ᾱ|
(∏
j∈ᾱ

eipjℓ12

) ∏
i,j

i∈α,j∈ᾱ

F (α)F̄ (ᾱ) (4.58)
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∑
1< x1⋯< xM≤ℓ12

=
x1 xM ∑

α = {1,...,m}
ᾱ = {m + 1,...,M}

(−1)|ᾱ|⋯ ⋯ ⋯⏟ ⏟α ᾱ

ei(pm+ 1+ ⋯+ pM)ℓ12

= ∑
α = {1,...,m}

ᾱ = {m + 1,...,M}

(−1)|ᾱ| ⋯⏟α × ⋯⏟̄α
ei(pm+ 1+ ⋯+ pM)ℓ12

= ∑
α = {1,...,m}

ᾱ = {m + 1,...,M}

(−1)|ᾱ| ∏
i∈α

1
e−i∑i

j= 1 pj −1
× ∏

k∈ᾱ

eipk

1 −ei∑k
j= 1 pj

eipkℓ12

Figure 4.3: The summation of propagation factors is divided into sum over partitions of
magnons in α and ᾱ.

with

F (1, 2, ...,m) ≡
∑
σ∈Pm

(∏
i<j

1

h(uσi , uσj)

)(
m∏
j=1

1

e−i
∑m
k=j Pσk − 1

)
, (4.59)

F̄ (1, 2, ...,m) ≡
∑
σ∈Pm

(∏
i<j

1

h(uσi , uσj)

)(
m∏
j=1

eipσj

1− ei
∑m
k=j Pσk

)
. (4.60)

They seem tedious functions. However, we turn out that these functions can become
following smart product

F (1, 2, ...,m) = F̄ (1, 2, ...,m) =
m∏
k=1

i(uk + i/2). (4.61)

Here, we deal with the relation of F (1, 2, ...,m). The function can be shown by the
mathematical induction. For the preparation, the each factors in F (1, 2, ...,m) are written
as

M(p1, · · · , pm) ≡
m∏
j=1

1

e−i
∑m
k=j Pk − 1

=
1

e−i
∑m
k=1 Pk − 1

×M(p1, · · · , pm−1),

H(p1, · · · , pm) ≡
∏
i<j

1

h(ui, uj)

=
∏
k ̸=m

1

h(uk, um)
×H(p1, · · · , pm−1).
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Using this relations, the function F (1, 2, ...,m) become

F (1, 2, ...,m) =
∑
σ∈Pm

(
1

e−i
∑m
k=1 Pσk − 1

∏
k ̸=m

1

h(uσk , uσm)
×M(pσ1 , · · · , pσm−1)H(pσ1 , · · · , pσm−1)

)

=
1

e−i
∑M
k=1 pk − 1

m∑
j=1

∏
k ̸=j

1

h(uk, uj)
× F (i, · · · , ǰ, · · · ,m),

where F (i, · · · , ǰ, · · · ,m) means that j-th excitation does not contribute. Thereby, we
assume

F (1, 2, ...,m) =
1

e−i
∑M
k=1 pk − 1

m∑
j=1

∏
k ̸=j

1

h(uk, uj)

∏M
k=1 i(uk + 1/2)

i(uj + 1/2)
.

Here, by using the following counter integral, we can see

(e−i
∑M
k=1 pk − 1) =

m∏
k=1

uk − i/2
uk + i/2

=

∮
z=0

dz

2πi

1

z

(
uk − z − i/2
uk − z + i/2

− 1

)
=

m∑
j=1

∏
k ̸=j

1

h(uk, uj)

1

i(uj + 1/2)
.

(4.62)

Therefore, we arrive at the relation

F (1, 2, ...,m) =
m∏
k=1

i(uk + i/2). (4.63)

Overall, by considering the normalization, which is called the Gaudin norm [46, 47],
we finally have the following correct form of the tree-level structure constants

CM◦◦
123 =

A√∏
i<j S(ui, uj) det ∂ujϕk

(4.64)

A =
∏
j<k

h(uj, uk)
∑

α∪ᾱ={1,...,M}

(−1)|ᾱ|
(∏
j∈ᾱ

eipjℓ12

) ∏
i,j

i∈α,j∈ᾱ

1

h(ui, uj)

 , (4.65)

where ϕj is defined by the Bethe equation as

eiϕj ≡ eipjL
∏
k ̸=j

S(uj, uk). (4.66)

This form (4.65) is written as the sum over partitions of the magnons in α and ᾱ. It will
be really helpful to the generalization for the finite coupling method.
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4.2.2 Weight factors and Tree-level hexagon form factor

In this subsection, we would like to mention short interpretation about the tree-level
hexagon form factor. In the (4.42), we define the function h(p1, p2). As you can see
later in subsection (5.1.4), the function is just the tree-level hexagon form factor. Then,
we found how to produce the tree-level hexagon form factor from the tailoring method.
Therefore, we would like to summarise the results here.

Let us recall the sum over the position of the magnons as

ℓ12∑
x=1

eipx = N(p)(1− eipℓ12). (4.67)

Of course, the result is written as the difference of the propagation factors and the weight
factor N(p). In other word, the factor N(p) is given by the weight factor when one magnon
move, and we depict as follows:

weight [ [≡ N(p) .

Furthermore, by replacing the momentum p to p1 + p2, the two-magnon weight factor,
which arise when two-magnons move together, is simply given as

weight [ [≡ N(p1 + p2).

Then, the tree-level hexagon form factor with two-magnon is given by

weight [ [
weight [ [

h(p1, p2) = + S(p1, p2)
weight [ [
weight [ [ .

Namely, the tree-level hexagon form factor with two-magnon is given by the sum over
ordering with S-matrix for the two-magnon weight factors factor normalised one-magnon
weight factors. Thus, the multi-magnon hexagon form factor can be written as:

weight [ [
weight [ [

h(p1, ⋯, pM) = ∑
σ∈PM

∏
j < k

σk < σj

S(Pσk
, pσj

) N(p1 + ⋯ + pM)
N(pσj

) ,

N(p1 + ⋯ + pM)
N(pσj

) =
⋯( (

.
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Chapter 5

Complete method – integrability

In the context of the AdS5/CFT4 correspondence, one of the goals is surely to give a finite
coupling solution. In this chapter, we explain a formalism which gives such result.

In the section 5.1, we discuss the three-point functions at finite coupling, which is
so-called hexagon method [34]. 1 The tree-level method, tailoring method, should be
included into the hexagon method. In fact, these methods are deeply related to each
other. Therefore, we start with the result in the section 4.2 and go to the discussion of
the hexagon method.

In the section 5.2, we discuss a four-point functions at finite coupling, which is so-
called hexagonalization [48,49]. In particular, we consider the four-point functions of the
BPS operators. Thus, we would like to see how to reproduce the results in section 3.2,
which was the one-loop four-point functions of the BPS operators.

5.1 Structure constants at finite coupling

Let us first recall the result of the three-point functions at tree-level (4.65). Using the
relation between the factor h(u, v) and S-matrix (4.43), we immediately find that the
(4.65) can be rewritten as

Atree =
∑

α∪ᾱ={1,...,M}

(−1)|ᾱ|
∏
j∈ᾱ

eip
tree
j ℓ12

∏
j<k

j∈ᾱ,k∈α

Stree(uj, uk)Htree(α)Htree(ᾱ), (5.1)

Htree(α) =
∏
i<j
i,j∈α

htree(ui, uj), Htree(ᾱ) =
∏
i<j
i,j∈ᾱ

htree(ui, uj), (5.2)

where we added the subscript “tree” to the momentum, S-matrix and the function h(u, v)
in order to clarify that they are tree-level functions. Here, we try to replace the tree-level

1The good review is for example [50]
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Figure 5.1: The pair of pants diagram is decomposed into two hexagons form factors.

factors by finite coupling functions as

Atree → Afinite : ptreei → pfinitei , Stree(uj, uk)→ Sfinite(uj, uk), Htree(α)→ Hfinite(α).
(5.3)

Immediately, we suggest asymptotic structure constants at finite coupling

CM◦◦
123 =

Afinite√∏
i<j S

finite(ui, uj) det ∂ujϕ
finite
k

, (5.4)

where pfinitei is given by

eip
finite(u) =

x(u+ i
2
)

x(u− i
2
)

with u = g

(
x+

1

x

)
, (5.5)

and Sfinite(u, v) is the Beisert’s S-matrix, see [7, 8]. The remained unknown factor is
only Hfinite(α). Surely, we should add a factor occurred by loop correction. Such factor
is known as a finite-size correction explained in subsection 5.1.5. In other wards, the
proposal (5.4) should be called asymptotic structure constants. 2 In what follows, we
would like to suggest a solution from the symmetry and integrability argument.

Before we begin with the discussion, we comment the strong coupling description of
the three-point functions. At the strong coupling, the three-point functions are depicted
as the pair of pants diagram. Here, we try to decompose the pair of pants diagram into
two hexagons in the similar way as the cutting in the tailoring method in figure 5.1. On
the other hand, we consider two-magnons of the Afinite in (5.4):

A = H({u1, u2} = α)H({} = ᾱ)− eip2ℓ12H({u1} = α)H({u2} = ᾱ)

− S(p1, p2)eip1ℓ12H({u2} = α)H({u1} = ᾱ) + ei(p1+p2)ℓ12H({} = α)H({u1, u2} = ᾱ).
(5.6)

Here, we remove the subscript “finite” due to illegiblity. Assuming the existence of the
finite coupling spin chain, the factors H(α),H(ᾱ) in (5.6) seems to be interpreted as figure
5.2. In this picture, we assume that the H(ᾱ) is a hexagon form factor with magnons,
which is given by the decomposition of the pair of pants diagram. Notice that we ignored
the remaining sign factor (−1)|α|, Because we can’t mention anything until now.

2Of course, we cannot be denied any other correction.
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×

×+eip2�

p2

+S(p2, p1)e
ip1� ×

p1

+ei(p1+p2)� ×

Figure 5.2: If we assume that the H(ᾱ) is an object like a hexagon form factor, the Astrong

can be interpreted as a movement of the magnon on the object.

5.1.1 Symmetry of the three-point functions

The symmetry of the N = 4 SYM is PSU(2, 2|4). Considering the correlation functions
of N = 4 SYM, the symmetry is broken. We first recall the symmetry of the two-point
functions of the BPS operators

⟨trZL(0)trZ̄L(∞)⟩. (5.7)

Choosing this vacuum, the correlator has the SO(4) rotation for the R-symmetry in addi-
tion to SO(4) rotation around the origin. Adding the fermionic part and central charges,
Beisert proposed the centrally-extended PSU(2|2)2 algebra. We write the generators as

Lorentz : Lαβ, L̇
α̇
β̇
, R− symmetryRa

b, Ṙ
ȧ
ḃ
,

Supersymmetry : Qα
b , Q̇

α̇
ḃ
, Superconformal : Saβ, Ṡ

ȧ
α̇,

Centralcharges : P, K, C.

The central charges extend by the anti-commutators of the fermionic generators:

{Qα
a, Q

β
b} = ϵαβϵabP,

{Saα, Sbβ} = ϵabϵαβK,

{Qα
a, S

b
β} = δαβR

a
b + δbaL

α
β + δbaδ

α
βC.

The symmetry of the three-point functions is less than the case of two-point functions.
In the same way as the two-point functions, we start with the canonical configuration of
the three-point functions. For example, we take

O1(0) = trZL1 |x1=(0,0,0,0),

O2(1) = trZ̃L2 |x2=(1,0,0,0),

O3(∞) = trZ̄L3 |x3=(∞,0,0,0).
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The boson symmetry part is O(3) Lorentz symmetry3 and O(3) R-symmetry4. It shows
that it has the single PSU(2|2) symmetry, which is the diagonal part of the PSU(2|2)2
symmetry. We denote the generators of the diagonal PSU(2|2) as follows:

Lαβ = Lαβ + L̇α̇
β̇
, Ra

b = Ra
b + Ṙȧ

ḃ

Qαb = Qα
b + iϵαβ̇ϵaḃṠ

ḃ
β̇
, Saα = Saα +

i

ϵ

aḃ

ϵαβ̇Q̇
β̇

ḃ
. (5.8)

In addition, one central charge P ≡ P −K extend by the commutator between Q and S
as follows

{Qαa,Q
β
b} = ϵαβϵabP ,

{Saα,Sbβ} = −ϵabϵαβP ,

{Qα
a, S

b
β} = δαβRa

b + δbaLαβ.

Therefore, the three-point functions, moreover the hexagon form factor, should be invari-
ant under the above centrally-extended diagonal PSU(2|2) symmetry.

5.1.2 Symmetry and hexagon form factor

From here, we consider the strong coupling region, and then we use the fact of the
AdS5/CFT4 correspondence that the symmetries discussed above are equivalent to the
one in the strong coupling. Furthermore, we introduce a hexagon vertex ⟨H|, and we
assume that the function H(α) is equal to the hexagon vertex contracted three spin chain
states, which is the hexagon form factor:5

H(α) = ⟨H|(|α⟩ ⊗ |0⟩ ⊗ |0⟩). (5.9)

Here, we introduce the notation: χAȦ ∈ α, which is labeled by PSU(2|2)2. The represen-
tations χAȦ = χA ⊗ χ̇Ȧ are given by

χA = (ϕ1, ϕ2, ψ1, ψ2), χ̇Ȧ = (ϕ̇1̇, ϕ̇2̇, ψ̇1̇, ψ̇2̇), (5.10)

where ϕa and ψα are bosonic and fermionic fields respectively. Furthermore, the excitation
χAȦ are related to the fields in N = 4 SYM as follows:

Φ11̇ = X, Φ12̇ = Y, Φ21̇ = Ȳ , Φ22̇ = −X̄, (5.11)

ψαψ̇α̇ = Dαα̇Z, others = fermion, (5.12)

where Φaȧ ≡ ϕaϕȧ.

3The three operators can be arranged in a line. Then, we find that they are invariant under the
rotation of the line in four-dimension.

4It is the rotation symmetry of the remained scalars ϕ4, ϕ5, ϕ6.
5The small consistency check of the ansatz is comparison with tailoring method in subsection 5.1.4.
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The property of the hexagon vertex is only symmetry constraint as:

⟨H|J = 0, J ∈ {Lαβ,Ra
b,Qαb,Saα}. (5.13)

Namely, the hexagon vertex should vanish by the generators of the centrally-extended
diagonal PSU(2|2) symmetry. Using this fact, we can consider the following identity:

0 = ⟨H| (J |α⟩ ⊗ |0⟩ ⊗ |0⟩) . (5.14)

One-magnon state

We first calculate the identity for the case of the one-magnon state

0 = ⟨H|J |χAȦ⟩. (5.15)

Here, we used the short hand notation. For example, we choose the generators of the
R-symmetry Ra

b and scalar excitation Φab.

0 = ⟨H|Ra
b|Φab⟩. (5.16)

By calculating the operation by Ra
b, we have

R1
2|Φ21̇⟩ = |ϕ1 ⊗ ϕ1̇⟩, (5.17)

R1
2|Φ22̇⟩ = |ϕ1 ⊗ ϕ2̇⟩+ |ϕ2 ⊗ ϕ1̇⟩. (5.18)

Thus, we get

0 = ⟨H|ϕ1 ⊗ ϕ1̇⟩, (5.19)

⟨H|ϕ1 ⊗ ϕ2̇⟩ = −⟨H|ϕ2 ⊗ ϕ1̇⟩. (5.20)

They show that the one-scalar magnon hexagon form factor is determined up to a constant
µ as6

⟨H|Φab⟩ = −i√µϵaḃ. (5.21)

Here, µ will be a measure factor. Using the other generators, we can determine the other
one-magnon hexagon form factors as

⟨H|Dαβ̇⟩ = √µϵαβ̇, (5.22)

⟨H|Ψαȧ⟩ = 0. (5.23)

In short, for the one-magnon the hexagon form factor with magnon χA ⊗ χ̇Ȧ is given by
the ϵ-tensor contraction up to normalization in figure 5.3:

⟨H|χAȦ⟩ ∝ ϵAȦ. (5.24)

6The coefficients of the ϵ is just the convention.
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χ A ·χ ·A

∼
χ A ·χ ·A

ϵA ·A

Figure 5.3: Hexagon form factor with one-magnon.

Two-magnon state

We next consider the two-magnon hexagon form factor. In the same way as the one-
magnon hexagon form factors, we consider the following identities:

0 = ⟨H|J |χAȦχBḂ⟩ ⊗ |0⟩ ⊗ |0⟩. (5.25)

Calculating them, we have

⟨H|Φaȧ
1 Φbḃ

2 ⟩ = A12ϵ
aḃϵbȧ +

1

2
(A12 − B12)ϵabϵȧḃ,

⟨H|Φaȧ
1 D

ββ̇
2 ⟩ = G12ϵaȧϵββ̇, ⟨H|Dαα̇2 Φbḃ

1 ⟩ = L12ϵ
αα̇ϵbḃ,

⟨H|Dαα̇1 D
ββ̇
2 ⟩ = D12ϵ

aḃϵbȧ +
1

2
(D12 − ϵ12)ϵabϵȧḃ,

⟨H|Ψaα̇
1 Ψbβ̇

2 ⟩ =
1

2
C12ϵabϵα̇β̇, ⟨H|Ψaα̇

1 Ψβḃ
2 ⟩ = H12ϵ

aḃϵβα̇,

⟨H|Ψαȧ
1 Ψbβ̇

2 ⟩ = K12ϵ
bȧϵαβ̇, ⟨H|Ψaα̇

1 Ψβḃ
2 ⟩ =

1

2
F12ϵ

ȧḃϵαβ. (5.26)

The coefficients are also given by

A12 = h12A12, B12 = h12B12,

G12 = h12N2G12, L12 = h12N1L12,

D12 = −h12N1N2C12, ϵ12 = −h12N1N2E12,

C12 = −h12N1N2z
−1C12, F12 = −zh12F12,

K12 = h12N2K12, H12 = −h12N1H12. (5.27)
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and

A12 =
x+2 − x−1
x−2 − x+1

,

B12 =
x+2 − x−1
x−2 − x+1

(
1− 2

1− g2/2x−2 x+1
1− g2/2x−2 x−1

x+2 − x+1
x+2 − x−1

)
,

C12 =
g2γ2γ1
αx−2 x

−
1

1

1− g2/2x−2 x−1
x+2 − x+1
x−2 − x+1

,

D12 = −1,

E12 = −
(
1− 2

1− g2/2x+2 x−1
1− g2/2x+2 x+1

x−2 − x−1
x−2 − x+1

)
,

F12 = −
2α(x+2 − x−2 )(x+1 − x−1 )

γ2γ1x
+
2 x

+
1

1

1− g2/2x+2 x+1
x−2 − x−1
x−2 − x+1

,

G12 =
x+2 − x+1
x−2 − x+1

,

H12 =
γ1
γ2

x+2 − x+2
x−2 − x+1

,

K12 =
γ2
γ1

x+1 − x+1
x−2 − x+1

,

L12 =
x−1 − x−1
x−2 − x+1

. (5.28)

In fact, the results are completely match the Beisert’s S-matrix up to unknown scalar
factor h12.

7 In short, the two-magnon hexagon form factor is given by

⟨H|χA1Ȧ1χA2Ȧ2⟩ = (−1)ḟ1f2h12⟨χȦ2
2 χȦ1

1 |S12|χA1
1 χA2

2 ⟩, (5.29)

where S12 is the Beisert’s S-matrix [7, 8] in figure 5.4:

Multi-magnon conjecture

From the above lessons, we now propose the multi-magnon hexagon form factors. The
form factors are composed two factors

⟨H|χA1Ȧ1 · · ·χAM ȦM ⟩ = HdynHmat (5.30)

where Hdyn denotes the product of the scalar factor h(ui, uj)

Hdyn =
∏
i<j

h(ui, uj), (5.31)

7Strictly speaking, we take the S0
12 = 1 in the Beisert’s S-matrix.
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χ A ·χ ·A

∼
χ A ·χ ·A

χ B ·χ ·B

χ B ·χ ·B

SAB

Figure 5.4: Hexagon form factor with two-magnon

χ A1
·A1 χ A2

·A2

∼
χ A1 χ A2 ·χ ·A1 ·χ ·A2

χ AM ·χ ·AM

χ AM ·χ ·AM

S

⋯

⋯ ⋯

Figure 5.5: Hexagon form factor with multi-magnon

where we called the dynamics part. The Hmat denotes the matrix part determined by the
Beisert’s S-matrix:

Hmat = (−1)†⟨χȦMM · · ·χȦ1
1 |S|χA1

1 · · ·χ
AM
M ⟩. (5.32)

The matrix part can be fixed by the symmetry of the hexagon. Furthermore, the matrix
part is depicted as figure 5.1.2. From the discussions so far, we find that the most parts of
the hexagon form factor can be fixed only by the symmetry up to scalar factor. Although,
we can determine the scalar factor (including the measure factors) by using the power of
the integrability as well.

5.1.3 Integrability and hexagon form factor

In this subsection, we finally determine the scalar factor and measure factor, which is
the dynamic part of the hexagon form factor. These factors can be fixed by integrability
constraints which are Watson equation and decoupling equation.

Watson equation

Watson equation is known as one of the axioms of the form factor bootstrap [51, 52].
Thus, it is composed by the Yang-Baxter equation and Unitarity relation as

57



∼

=

The equation is given by

⟨H|(Sii+1 − I)| · · ·χAiȦii χ
Ai+1Ȧi+1

i+1 · · · ⟩ = 0. (5.33)

decoupling equation

The decoupling equation says the decoupling of particle anti-particle pair8. Using the
crossing relation and Yang-Baxter relation, the equation is depicted as

∼

=

Thus, the equation is given by

−iRes
u=v

[⟨H|χ(u)χ(v̄)χ1 · · ·χM⟩] = ⟨H|χ1 · · ·χM⟩. (5.34)

Solutions

Solving these equations, Both the scalar factor and measure factor are given by

h(u, v) =
x−u − x−v
x−u − x+v

1− 1/x−u x
+
v

1− 1/x+u x
+
v

1

σ(u, v)
(5.35)

µ(u) =
(1− 1/x+x−)2

(1− 1/(x+)2)(1− 1/(x−)2)
(5.36)

where σ(u, v) is the Beisert-Eden-Staudacher(BES) dressing phase [53].
8In the context of the form factor, the anti-particle is given by the mirror transformation. In the

section 5.1.5, we will explain in detail.
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5.1.4 Three-point functions at tree-level

We now calculate the hexagon form factor at tree-level.

hY Y (u, v) =
u− v

u− v + i
. (5.37)

In the case of two Y ’s excitations, the hexagon form factor is given by

⟨H|Φ12̇Φ12̇⟩ = A12 (5.38)

= h12A12. (5.39)

The hexagon form factor is divided into two parts: the matrix part Hmat and the dynamics
part Hdyn. The matrix part was given by the Beisert’s S-matrix. In this case, the matrix
part is A12 and the dynamical part is h12. Each function is expanded at the weak coupling
constant as follows:

A12 =
u− v − i
u− v + i

+O(λ) (5.40)

h12 =
u− v

u− v − i
+O(λ) (5.41)

Therefore, we could find that the result by the tailoring method (4.42) is reproduced from
the weak coupling expansion of the hexagon form factor:

⟨H|Φ12̇Φ12̇⟩ = u− v
u− v + i

(5.42)

= H(u, v) (5.43)

Even the other configurations, the ansatz (5.9) is corrected at tree-level.

5.1.5 Finite-size correction and mirror transformation

Until now, we have discussed the finite coupling expression of the three-point functions
(5.2). Surely, the proposal could be reproduced the tree-level result given by the tailoring
method. However, the formula is not still complete. Because, it has been known that there
are corrections with dumping factor of the bridge lengths e−ℓij from the loop order. When
the bridge lengths are small, the corrections of the dumping factors can’t be ignored. Such
correction is called finite-size correction [54–57]. Namely, the proposal (5.2) is available
only when the all bridge lengths are long ℓij >> 1 and the finite-size corrections are
neglected.

In terms of the hexagon method, the finite-size corrections come from the gluing two
hexagons by exchanging the mirror particles which live on the dashed edges of the hexagon
form factor in figure 5.6
Then, we must calculate the hexagon form factors with mirror magnon. To do this, we
here discuss how to get the mirror particles in terms of the (hexagon) form factor theory.
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×∼ ∑
α∪ᾱ= {1,⋯,M}

α ᾱ

×+∫
∞

−∞

dv
2π

eiEℓ31

α ᾱ

v v

+⋯

⋯

Figure 5.6: At the loop order, the structure constants receive the finite-size correction
from the asymptotic result. Then, the correction is given by the gluing mirror edges. In
other words it is given by a correction of mirror particles inserted in the glued edges.

✂

Figure 5.7: The square form factor is given by the cutting the cylinder.

Mirror transformation

Let us begin with the cylinder configuration, which is the two-point functions. Cutting
the cylinder, we get the square form factor with two glued lines in figure 5.7. Then, we
consider the energy and momentum of the magnon at finite coupling:

eip =
x+

x−
, E =

1

2

1 + 1
x+x−

1− 1
x+x−

. (5.44)

The Zhukowski variables were given by

x(u) =
u+

√
u2 − 4g2

2g
. (5.45)

Here we defined as x±(u) ≡ x(u ± i
2
). Since the Zhukowski variables have branch cuts

[−2g ± i/2, 2g ± i/2], we should understand the physical meaning when we pass through
different sheets. It is simple to consider what happen by the analytic continuation. It is
because when we pass through the branch cut, the variable become

x(u)→ 1

x(u)
. (5.46)

Then, we define a mirror transformation which is the analytic continuation in the u-plane.
Thus, u2γ means : we first pass through the branch cut [−2g − i/2, 2g − i/2], after doing
so we pass through the branch cut [−2g + i/2, 2g + i/2] in figure 5.8. Then, the both
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u

−2g + i
2

−2g − i
2 2g − i

2

2g + i
2

u 2γ u γ

Figure 5.8: Mirror transformation is given by the crossing of the Zhukowski cut. When
the magnon pass through the below cut ±2g − i/2, the magnon is mirror transformed
once. On the other hand, When the magnon pass through the both cut ±2g − i/2 and
±2g + i/2, the magnon is mirror transformed twice.

u

u2γ

uγ

Figure 5.9: Under the twice mirror transformation, the in-coming particles are converted
into out-going particles. On the other hand, the once mirror transformation corresponds
to conversion into the mirror particle.

variables x± are transformed to 1/x±. Thus, the momentum and energy also transform

2γ : p→ −p, E → −E. (5.47)

It shows that the 2γ transformation convert the particles into anti-particles in figure 5.9.
Thereby, it is just the crossing transformation.

On the other hand, if we consider the half-transformation of the crossing transforma-
tion, we path through only the branch cut [−2g − i/2, 2g − i/2]. Namely, the Zhukowski
variables are transformed as

γ : x+ → 1/x+, x− → x−. (5.48)

Then, the particles are on the dashed line. In terms of such a particle, the space and
time seems to be changed as figure 5.1.5, which is so-called mirror transformation [58,59].
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u

u γ

t

σ

mirror  
transformation

t

σ

Figure 5.10: The mirror transformation means the double Wick rotation, which exchange
space direction into time direction and vice verse.

Furthermore, the particle is called mirror particles. Therefore, the mirror transformation
lead to exchange between the momentum and energy [60,61]

γ : p→ iE, E → −ip. (5.49)

Furthermore, the transformation rules are as follows:

u→ uγ : x+ → 1/x+, x− → x−,

u→ u2γ : x+ → 1/x+, x− → 1/x−,

u→ u3γ : x+ → 1/x+, x− → x−,

u→ u4γ : x+ → x+, x− → x−.

In the same way, the mirror particles on the hexagon form factor is defined by the
mirror transformation:

u
= h(v, uγ)

v uγv

=

Furthermore, the S-matrix of the mirror particles is also given by

S(uγ, vγ) =
h(uγ, vγ)

h(vγ, uγ)
. (5.50)

5.2 Four-point functions and hexagon method

In this section, we calculate the four-point functions of the BPS operators at one-loop by
extending the hexagon method. Thus, we would like to reproduce the perturbative result
(3.6).
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perturbation hexagonalization world-sheet

!1

!4!2

!3

Figure 5.11: The most-left figure is in perturbative gauge theory realm, the middle figure
is in hexagonalization realm and the most-right figure is in classical string theory realm.

The world-sheet diagram of the four-point functions is decomposed into four hexagons
in figure 5.2. Since the BPS operator don’t have any excitations, there are no magnons on
the operator edge. Therefore, the one-loop correction comes from only the contributions
of the mirror particles and gluing dashed edge:

1-loop 
dressed

= +・・・

!1

!4!2

!3

5.2.1 Length two BPS operators

Let us consider the length two BPS operators. As discussed in section 1, the tree-level
diagrams in this case are three disconnected diagrams and three connect diagrams. How-
ever, the disconnected diagrams have not correct power 1/Nn−2. Therefore, we consider
following connected diagrams:

d12d23d34d41, d12d13d34d24, d23d13d41d24. (5.51)

In particular, we focus on one-mirror magnon on the zero-length edge between the oper-
ators O1 and O3:

!1

!2

!3

!4H1 H2
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0 1 ∞|z |

e−D log|z|

(z, z̄)

Figure 5.12: Using the conformal transformation, the operator O4 is located at the point
written by the cross ratio (z, z̄).

As mentioned in section (5.1.5), the mirror contribution have the propagation factor
eiEℓij . Then, the energy is a function of the coupling constant. Therefore, if we consider
the mirror correction at the lower order of the coupling constants, we should put the
mirror particles on the zero-bridge length ℓij = 0. For the other diagrams in (5.51), we
can obtain by the replacement of the operators.

In order to reproduce the perturbative results, we should get the cross-ratio dependence
and one-loop conformal integral from this mirror particle contribution. In what follows,
we discuss how to glue the these hexagons for four-point functions.

5.2.2 Conformal transformation of the hexagon

We now recall the three-point functions with diagonal PSU(2|2, 4) symmetry. When we
consider the hexagon in terms of the symmetry, the operators were put on the canonical
configuration. In the same way, we put a hexagonH1 on the canonical positions as follows:

O1 : x1 = (0, 0, 0, 0), O2 : x2 = (1, 0, 0, 0), O3 : x3 = (∞, 0, 0, 0). (5.52)

On the other hand, the other hexagon with operator O4 should depend the cross ratios.
Thus, the hexagon H2 is not canonical and is given by the conformal transformation (see
figure 5.12)

e−D log |z|eiLϕ, (5.53)

where L and ϕ are combinations of the elements of the PSU(2|2)2

L ≡ 1

2
(L1

1 − L2
2 − L1̇

1̇
− L2̇

2̇
), eiϕ ≡

√
z

z̄
. (5.54)

In the same argument, the R-symmetry part is also transformed as

eJ log |α|eiRθ (5.55)

with

R ≡ 1

2
(R1

1 −R2
2 −R1̇

1̇
−R2̇

2̇
), eiθ ≡

√
α

ᾱ
. (5.56)
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L R

ψ1 +1/2 0
ψ2 −1/2 0
ϕ1 0 +1/2
ϕ2 0 −1/2

Table 5.1: Charges of the fundamental magnons

Combing them, the generator which is transformed H2 to H1 is given by

g ≡ e−D log |z|eiLϕeJ log |α|eiRθ (5.57)

Thus, using the notation of the mirror momentum

D − J
2

= E = ip̃, (5.58)

we have

g = e−2ip̃ψ log |z|eJψφeiLψϕeiRψθ (5.59)

with

eφ =
∣∣∣α
z

∣∣∣ . (5.60)

5.2.3 Gluing the hexagons

In order to glue the hexagons, the idea is that we first transform the hexagons to the
canonical configuration and we second insert the complete basis:

⟨H1|eiẼℓ13|H2⟩ →
∑
ψ

⟨H1|ψ⟩⟨ψ|eiẼℓ13 g̃|ψ⟩⟨ψ|H1⟩. (5.61)

where g̃ is a generator of diagonal PSU(2|2). The
∑

ψ means sum over rapidity, bound
states and flavors. Then, the factor ⟨H1|ψ⟩ is just the ordinary canonical hexagon form
factor.

Here, referring the generator of PSU(2|2)2, the generator g̃ is given by

g̃ = e−2ip̃ψ log |z|e2JψφeiL̃ψϕeiR̃ψθ. (5.62)

where L̃ and R̃ is defined as

L̃ ≡ 1

2
(L1

1 − L2
2), R̃ ≡ 1

2
(R1

1 −R2
2) (5.63)

The charges of the left and right parts are given in table 5.1.
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In the computation of (5.61), the non-trivial part is the trace of the generator g̃. We
now compute the trace of the flavor part with bound state. In particular, we first treat
the following part

tra[(−1)F eiL̃ϕ+iR̃θ], (5.64)

where a is bound state indices and F is a fermion number. The basis including the bound
states which have been known as the a-th anti-symmetric representation are given by

|ψα1 · · ·ψαa⟩+ · · · , |ϕ1ψα1 · · ·ψαa−1⟩+ · · · , (5.65)

|ϕ2ψα1 · · ·ψαa−1⟩+ · · · , |ϕ1ϕ2ψα1 · · ·ψαa−2⟩+ · · · , (5.66)

with αi = 1, 2. Then, the trace of the flavors are given by

tra[(−1)F eiϕL̃+iθR̃] = (−1)a
(
eiaϕ

a∑
n=0

e−2inϕ − 2 cos θei(a−1)ϕ

a−1∑
n=0

e−2inϕ + ei(a−2)ϕ

a−2∑
n=0

e−2inϕ

)
(5.67)

= 2(−1)a(cosϕ− cos θ)
sin aϕ

sinϕ
. (5.68)

Finally, we consider the J-charge factor9. Then, the result is modified as

tra[(−1)F e2φJ+iϕL̃+iθR̃] = 2(−1)a(cos θ − coshφ cos θ)
sin aϕ

sinϕ
. (5.69)

5.2.4 BPS four operators at one-loop

Using the result (5.69), the contributions of the gluing the hexagons are given by

int1−3
a (v) =

2(cos θ − coshφ cos θ) sin aϕ

sinϕ
µa(v

γ)e−2ip̃(v) log |z|e−Ẽℓ13 . (5.70)

We now set ℓ13 = 0 and use the weak-coupling expansions of the measure factor

µa(v
γ) =

λ

16π2

a

(v2 + a2/4)2
+O(g4). (5.71)

Then, the integrand is given by

int1−3
a (v) =

2λ(cos θ − coshφ cos θ) sin aϕ

16π2 sinϕ

a

(v2 + a2/4)2
e−2iv log |z|. (5.72)

9Due to the supersymmetry, it is known that the J-charge is shifted since the supercharges have ±1/2
J-charges:|ψ⟩ Q,S−−→ |Z±1/2ϕ⟩, where Z called Z-marker and modify the difference of the J-charge.
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Therefore, by summing over the bound states and rapidity, one mirror-magnon con-
tribution on the edge between the hexagons H1 and H2 at one-loop is given by

Mz,α ≡
∞∑
a=1

∫
dv

2π
inta(v) (5.73)

=
λ

16π2
[2(z + z̄)− (α−1 + ᾱ−1)(zz̄ + αᾱ)]Φ(z, z̄). (5.74)

Here, Φ(z, z̄) is the so-called one-loop conformal integral

Φ(z, z̄) =
2Li2(z)− 2Li2(z̄) + log(zz̄) log 1−z

1−z̄

z − z̄
. (5.75)

Using this result, we can reproduce the perturbative result. In particular, we con-
sider the four-point functions of the BPS operators with length two. For the tree-level
contraction d12d23d34d41, we get the following one-loop result:

!1

!2

!3

!4H1 H2

!1

!2

!3

!4H1 H2+ = 2ℳz,αd12d23d34d41

In addition, the other contributions are given by the replacement of the space-time labels.
Namely, the others are given by the transformations z → 1 − z and z → z/(z − 1).
Therefore, the four-point function is given by

⟨OBPS(2)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)OBPS(2)

4 (x4)⟩one−loop

= 2
(
d12d24d34d13Mz,α + d13d23d24d14M1−z,1−α + d12d23d34d14M z

z−1
, α
α−1

)
= − λ

8π2
R̃1234Φ(z, z̄).

where R̃1234 is given by

R̃1234 =
(z − α)(z − ᾱ)(z̄ − α)(z̄ − ᾱ)

zz̄(1− z)(1− z̄)
d213d

2
24. (5.76)

The result completely match as the perturbation result (3.25).

5.2.5 Some developments of the hexagonalization

As a short comment, we would like to introduce some developments of hexagonalization.
However, each content is highly technical to explain here, and we do not explain details.
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For the three-point functions, the contributions of a few mirror magnons were calculated
in [62–64]. For the four-point functions, the contributions of the multi-mirror magnons
on one edge were sufficiently calculated in [65–68]. In addition, the non-planar correlator
were also done in [69,70].
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Part III

Correlators of operators on the
Wilson loop
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Chapter 6

Maldacena-Wilson loop

6.1 Maldacena-Wilson loop

Wilson loop is a nonlocal quantity which stems from a very massive quark in the funda-
mental representation moving along the loop [71]. In N = 4 SYM, however, there are no
fields in the fundamental representation since the all fields in N = 4 SYM belong to ad-
joint representation of the gauge group. In order to consider such a field in the context of
the AdS5/CFT4 correspondence, one consider the SU(N + 1) N = 4 SYM and construct
a heavy W-boson by breaking gauge symmetry to SU(N)× U(1) [72].

After doing so, the Wilson loop in AdS5/CFT4 correspondence, which is often called
the Maldacena-Wilson loop [73,74], is introduced by

W (C) =
1

N
tr P exp

[∮
C

dτ
(
iAµ(x)ẋ

µ + ϕi(x)n
i|ẋ|
)]

(6.1)

with n2 = 1. The important role of the quantity is what the supersymmetry is par-
tially remained, even though there is the Wilson loop [75]. Under the supersymmetry
transformations of the gauge and scalar fields

δϵAµ = Ψ̄Γµϵ, δϵϕ(x) = Γiϵ, (6.2)

the exponent of the Wilson loop become

Ψ̄
(
iΓµẋ

µ(τ)− Γiθ
i|ẋ(τ)|

)
ϵ. (6.3)

Due to the property of the gamma matrices {Γm,Γn} = −2ηmn1, the square of the Dirac
matrices (iΓµẋ

µ(τ)−Γiθi|ẋ(τ)|)2 equal to zero and half of the supersymmetry is remained.
In addition, the case is occurred when the integrand is τ independent. This is only straight
line case since ẋµ(τ) is a constant. Thus, in the straight line configuration, the Wilson
line operator is a BPS operator. Namely, it is independent of the coupling constant and

⟨W ⟩line = 1. (6.4)

On the other hand, when the path of the Wilson loop is not line, for example loop or
rectangular, the expectation value has divergences. More generally, the Wilson line has a
cusp, it has nontrivial divergences.
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AdSC

Figure 6.1: Wilson loop and minimal surface.

6.1.1 Wilson loop at the strong coupling

From the string in AdS point of view, the above discussion is corresponding to the config-
uration with a separated single D3-brane and N stacked D3-branes. In addition, an open
string is stretched between them. Then, when we consider the infinite distance between a
separated D3-bran and stacked D3-branes, the mass of the stretched open string become
infinite corresponding to the heavy W-boson. In the AdS side the heavy open string inter-
acted with closed string is propagated with the boundary condition characterized by the
path C. Thereby, in the AdS/CFT correspondence the expectation value of the Wilson
loop is given by the path integral of the string propagating with boundary on the path
C:

⟨W ⟩ =
∫
∂X=C

DX exp
(
−
√
λS[X]

)
(6.5)

Here, X represents bosonic and fermionic coordinates. In particular, for the large λ case,
the path integral is estimated by the area of the minimal surface bounded by the path
C [76]:

⟨W ⟩ ∼ exp
(
−
√
λ× area

)
(6.6)

Namely, the expectation value of the Wilson loop with path C is related to the minimal
surface of the open string bounded by the path C in figure 6.1.

6.1.2 Wilson loop in perturbation theory

In the Wilson loop, the one-loop correction is given by

⟨W ⟩C = 1 +
λ

16π2

∮
C

dτ1τ2
|ẋ(τ1)||ẋ(τ2)| − ẋ(τ1) · ẋ(τ2)

|x(τ1)− x(τ2)|2
+ · · · . (6.7)
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The |ẋ(τ1)||ẋ(τ2)| term in the integrand comes from the scalar exchange in the Wilson
loop. Furthermore, the ẋ(τ1) · ẋ(τ2) term comes from the gauge field exchange.

We now take the line configuration, that is, x(τ) = (τ, 0, 0, 0). In this case, the one-
loop correction trivially vanishes. It’s implied the BPS condition. On the other hand, for
the case of the loop configuration, that is, x(τ) = (cos τ, sin τ, 0, 0), the denominator is
written as

|x(τ1)− x(τ2)|2 = 2(1− ẋ(τ1) · ẋ(τ2)). (6.8)

Thus, the one-loop correction have nontrivial value∮
C

dτ1τ2
|ẋ(τ1)||ẋ(τ2)| − ẋ(τ1) · ẋ(τ2)

|x(τ1)− x(τ2)|2
=

1

2

∮
C

dτ1τ2 =
(2π)2

2
. (6.9)

Fortunately, thanks to the supersymmetry, the contribution other than the ladder
diagrams are canceled out. Thereby, using the recursion relation of the ladder diagrams,
we can solve the finite coupling result of the expectation value of the circle Wilson loop
as follows [77,78]:

⟨W ⟩circ =
2√
λ
I1

(√
λ
)
, (6.10)

where I1 is modified the Bessel function. The leading order in large λ [72,79] can be also
given by

⟨W ⟩strongcirc = eλ. (6.11)

6.2 Cusp and operator insertions in Wilson loop

In what follows, we basically consider the line configurations of the Wilson line, which
is surely BPS configuration and the expectation value become trivial one. Then, we can
consider the deformations of them. The deformations are to make cusps in the Wilson
loop. Due to the existence of the cusps, the expectation values have several divergences
which have an important meaning for physics [80–83].

We first introduce the geodesic cusp. Namely, two Wilson lines are meeting with angle
ϕ in R4. As a different point of view by using the conformal transformation, the two lines
run along the time direction in S3×R, see figure 6.2. For ϕ = 0, the cusp disappears and
the configuration is infinity line, which is the BPS. On the other hand, for ϕ = π, the two
lines are very close. Expectation value of such a configuration is related as the potential
of the quark antiquark pair.

The other deformation is realized by two different scalars coupled into Wilson loop,
see figure 6.3. We now introduce the deformation parameter θ as an inner product of the
two SO(6) vectors n⃗1 · n⃗2 = cos θ. For θ = 0, the scalars coupled to each Wilson line
are same scalar field, which is the BPS configuration. For θ = π, the two vectors are
orthogonal. It means that the two scalars are completely different scalars.
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ϕ
W

in R4

ϕ

in S3 × R

Figure 6.2: A cusped Wilson loop with the geodesic angle ϕ

⃗n1

⃗n2

Figure 6.3: A cusped Wilson loop with the internal angle ϕ

As a further generalization, we can consider the operator insertion into the Wilson
loop. While retaining the gauge invariance, we can insert local operators in the trajectory
of the Wilson loop. In R4, such a local operator shall be inserted at the cusp. In terms of
S3×R, the local operator is at past infinity and make the excitation of the Wilson loop,
see figure 6.4. Furthermore, it will be corresponding to the excitation of the world sheet
in AdS.

6.3 Set-up and notations

As mentioned in the section 6.1.2, the Maldacena-Wilson loop is given by

W (C) =
1

N
tr P exp

[∮
C

dτ
(
iAµ(x)ẋ

µ + Φi(x)n
i|ẋ|
)]
. (6.12)

Using the non-local operator, the n-point functions of the operators inserted into the
Wilson loop can be introduced by

⟨W [O1(x1) · · · On(xn)]⟩ ≡
⟨

1

N
Tr
[
P
(
O1(x1) · · · On(xn)e

∮
C(iAµẋ

µ+Φ6|ẋ|)ds
)]⟩

. (6.13)

More explicitly, the one operator insertion of the corrector (6.13) can be written as

⟨W [O]⟩ ≡

⟨
Tr

[
Pexp

(∫ τ

−∞
dτ ′iAµẋ

µ + ϕin
i|ẋµ|

)
ZL︸︷︷︸
O

Pexp

(∫ ∞

τ

dτ ′′iAµẋ
µ + ϕiñ

i|ẋµ|
)]⟩

,

(6.14)
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W

in R4

ϕ

in S3 × R

" ∼ Z⋯Y Z⋯Z

|ψ⟩

Figure 6.4: Operator inserted Wilson loop with geodesic cusp.

where Z is a complex scalar field.

Precisely speaking, to make contact with the defect CFT data, we should consider
the normalized correlator which is obtained by dividing the correlator by the expectation
value of the Wilson loop as [85,112]

⟨⟨O1(x1) · · · On(xn)⟩⟩ ≡
⟨W [O1(x1) · · · On(xn)]⟩

⟨W⟩
. (6.15)

For the straight-line Wilson loop, this manipulation is trivial since the expectation value
of the Wilson loop is unity while for the circular Wilson loop it involves the division by
the planar expectation value,

⟨W⟩circle =
2√
λ
I1(
√
λ) , (6.16)

with λ being the ‘t Hooft coupling constant λ ≡ g2YMN . The spacetime dependence of
these correlators is constrained by the SL(2, R) symmetry [85]. For instance, the two-
and the three-point functions are given by

⟨⟨O1(x1)O2(x2)⟩⟩ = nL1δL1,L2 × (d12)
L1 ,

⟨⟨O1(x1)O2(x2)O3(x3)⟩⟩√
nL1nL2nL3

=
cL1,L2,L3√

N
× (d12)

L12|3
2 (d23)

L23|1
2 (d31)

L31|2
2 ,

(6.17)

where N is the rank of the gauge group, Lij|k ≡ Li+Lj−Lk and dij is the free-field Wick
contraction which takes the following form for the straight-line Wilson loop:

dij|straight line =
λ

8π2

Yi · Yj
x2ij

, x2ij ≡ |xi − xj|2 . (6.18)

The quantity cL1,L2,L3 is the structure constant of the defect CFT while nL is the normal-
ization of the two-point function. For the circular Wilson loop, one just needs to replace
dij with

dij|circle =
λ

8π2

Yi · Yj
(2 sin

τi−τj
2

)2
, (6.19)
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where τi parametrizes the position of the insertion on the circle and ranges from 0 to 2π.
Note that the two expressions (6.18) and (6.19) are related by the conformal transforma-
tion.

On the other hand, the four-point function

⟨⟨O1(x1)O2(x2)O3(x3)O4(x4)⟩⟩√
nL1nL2nL3nL4

≡ GL1,L2,L3,L4

N
, (6.20)

is a nontrivial function of the cross ratios. To see this explicitly, we strip off the space-time
(and the R-symmetry) dependence from GL1,L2,L3,L4 as

GL1,L2,L3,L4 = d
L1+L2

2
12 d

L3+L4
2

34

(
d24
d14

)L2−L1
2
(
d13
d14

)L3−L4
2

gL1,L2,L3,L4(χ, α, ᾱ) . (6.21)

Then, the remaining quantity gL1,L2,L3,L4 depends only on the cross ratios.

Let us now make one important remark: In one-dimensional (defect) CFTs, one should
be careful about the ordering of the operators since the correlators with different orderings
are not related by a simple analytic continuation even in the Euclidean kinematics. This
is in marked contrast to the higher-dimensional CFTs in which one can continuously move
one operator around another to reach a different configuration. In terms of the conformal
cross ratio, the different orderings correspond to different ranges of χ as1

{2134} : χ ∈ [−∞, 0] , {1234} : χ ∈ [0, 1] , {1324} : χ ∈ [1,∞] , (6.22)

where {ijkl} signifies the correlator with the operator ordering OiOjOkOl. Thus the
above statement translates to the fact that the correlators with different values of χ
are not simply related by the analytic continuation. In the rest of this paper, to avoid
any possible confusions arising from this point, we always consider the correlators in the
ordering {1234}. In other words, we always assume that the cross ratio χ takes the value
between 0 and 1.

1These are all possible orderings in the presence of the parity invariance.
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Chapter 7

BPS operators – perturbation

In this chapter, we compute two-, three- and four-point functions of BPS operators up to
one loop from perturbation theory.

As a set-up, we use the Maldacena-Wilson loop that mentioned in section 6.3. In this
chapter, we, however, choose a specific scalar field coupled to Wilson loop to six-direction
ϕ6:

W (C) =
1

N
tr P exp

[∮
C

dτ (iAµ(x)ẋ
µ + ϕ6(x)|ẋ|)

]
. (7.1)

Instead, the BPS operator we consider in this chapter, don’t include the scalar ϕ6:

OBPS(Li)
i (xi) = (Yi · ϕi)Li(xi),

where Y i satisfy Y6 = 0 and
∑5

i=1 Y
iY i = 0. In this configuration, there are no direct

propagators between the BPS operators and Wilson loop.

7.1 Four-point functions at tree-level

As a warm up, let us consider the most trivial case, which has all the operator lengths
one. Then, it has two contraction patterns:

!1

!2 !3

!4 !1

!2 !3

!4

d12d34 d23d41

Here. we would like to mention that the contraction d13d24 are not dominant in this
Wilson loop correlator since such contraction is suppressed in the large N limit. By using
the double line notation, we can easily see the fact as:
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!1

!2 !3

!4

d12d34 d13d24

!1

!2 !3

!4

In the left picture, the number of unicursal lines are four. On the other hand, the number
of unicursal lines are two in the right picture. This shows that the contraction d13d24
become a non-planar correction in the large N theory.

Here it may be bit interesting to recall the single trace operator case. Because, the
cross contraction d13d24 were dominant for the that case, for instance in the double line
notation:

!1

!2 !3

!4

d12d34 d13d24

!1

!2 !3

!4

The above figure states that the number of unicursal lines of the contraction d12d34 are
same with the one of the d13d24. More precisely, if there is a boundary such as the
Wilson loop, the location of the operators are fixed and they have only contraction with
the nearest neighbor operators. On the other hand, if there are no such boundaries,
we should take into account the permutations of the operators. For that reason, the
cross contraction is also dominant in the single trace operator case even the large N
theory. This is one of the important differences between the “open”(with boundary) and
“closed”(without boundary) operators theory.

The next simple examples are cases in which all the operators have length two and
three, and then one have following contraction patterns.

length two: d212d
2
34, d12d34d23d41, d223d

2
41.

length three: d312d
3
34, d212d

2
34d23d41, d12d34d

2
23d

2
41, d323d

3
41.

It is easy to find that the tree-level diagrams of all the operator length L can be simply
written as follows

length L : dL−x12 dL−x34 dx14d
x
23, x = [0, · · · , L]. (7.2)

Namely, the tree-level diagrams of the correlators of the operators with boundary arranged
in a low with one-dimensional parameter x, see in figure 7.1. Also here, we can mention
the relation with the tree-level diagrams of the single trace operators.

Let us recall the tree-level diagrams in section 3.1, the contractions were arranged in
triangle as
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1

2 3

4 1

2 3

4 1

2 3

4

・・・ ・・・

1

2 3

4 1

2 3

4

dL
12dL

34 dL−1
12 dL−1

34 d41d23 dL−x
12 dL−x

34 dx
41dx

23 d12d34dL−1
41 dL−1

23 dL
23dL

41

Figure 7.1: Tree-level four-point correlators which have all same operator lengths. The
tree-level diagrams are on the one-parameter.

dL12d
L
34 · · · dL23d

L
41

. . . . .
.

dL13d
L
24

Briefly, by using the double-parameters, they are summarized as

dL−x−y12 dL−x−y34 dx14d
x
23d

y
13d

y
24, x = [0, · · · , L− y], y = [0, · · · , L]. (7.3)

Namely, the tree-level diagrams of the operators on the defect are simply given by a
sub-multiplet, such as y = 0, of the cases without the defect.

In this section, we try to generalize to the correlator with the operator lengths (L1, L2, L3, L4).
First of all, we divide the diagrams into three cases: L1+L3 = L2+L4, L1+L3 < L2+L4,
and L1 + L3 > L2 + L4, which corresponds whether there are cross contractions, d13 or
d24, or not:

!1

!2 !3

!4 !1

!2 !3

!4 !1

!2 !3

!4

L1 + L3 = L2 + L4L1 + L3 < L2 + L4 L1 + L3 > L2 + L4

If we can get the correlator for the case of L1 + L3 = L2 + L4, the other cases are easily
obtained by simple extensions. Therefore, we first consider the only L1 + L3 = L2 + L4

case in what follows.
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Case L1 = L2 and L3 = L4 in Case L1 + L3 = L2 + L4

We further divide the diagrams and first consider the case of L1 = L2 and L3 = L4.
The most-left contraction in the one-parameter diagrams is written as the dL1

12 d
L4
34 . Then,

the one-parameter is continued until that the lengths either ℓ12 or ℓ34 vanishes. Namely
the diagram of the end of the one-parameter, which is at the most-right diagram, are
characterized as min(L1, L4) such as

!1

!2 !3

!4

L1 L4

!1

!2 !3

!4

⋯

dL1
12dL4

34 dL1−1
12 dL4−1

34 d23d41 dmin(L1,L4)
23 dmin(L1,L4)

41 dL1−min(L1,L4)
12 dL4−min(L1,L4)

41⋯

Therefore, for the case of L1 = L2 and L3 = L4, the diagrams are given by

dL1−x
12 dL4−x

34 dx23d
x
41, x = [0, · · · ,min(L1, L4)], (7.4)

where we defined the function min(Li, Lj) as follows:

min(Li, Lj) =
{ Lj Li ≥ Lj
Li Li < Lj

. (7.5)

Case L1 > L2 and L3 < L4 in Case L1 + L3 = L2 + L4

Secondly we consider the case of L1 > L2 and L3 < L4. In this case, the most-left
contraction become dL2

12 d
L3
34 d

L1−L2
41 . In addition, by using the same one-parameter argument

with the case of L1 = L2 and L3 = L4, the diagrams are written as

!1

!2 !3

!4

L2 L3

!1

!2 !3

!4

⋯

dL2
12dL3

34dL2−L1
41 dL2−1

12 dL3−1
34 dL2−L1+ 1

41 d23 dmin(L2,L3)
23 dL2−L1+ min(L2,L3)

41 dL2−min(L2,L3)
12 dL3−min(L2,L3)

41⋯

L1 −L2

Therefore, for the case of L1 > L2 and L3 < L4, the diagrams are given by

dL2−x
12 dL3−x

34 dx23d
L2−L1+x
41 , x = [0, · · · ,min(L2, L3)]. (7.6)
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Case L1 < L2 and L3 > L4 in Case L1 + L3 = L2 + L4

Lastly, we consider the case of L1 < L2 and L3 > L4. The diagrams of this case are also
parametrized as

!1

!2 !3

!4

L2 L3

!1

!2 !3

!4

⋯

dL1
12dL4

34dL1−L2
23 dL1−1

12 dL4−1
34 dL1−L2+ 1

23 d41 dL1−L2+ min(L1,L4)
23 dmin(L1,L4)

41 dL1−min(L1,L4)
12 dL4−min(L1,L4)

41⋯

L2 −L1

Therefore, for the case of L1 < L2 and L3 > L4, the diagrams are given by

dL1−x
12 dL4−x

34 dx41d
L1−L2+x
23 , x = [0, · · · ,min(L1, L4)]. (7.7)

Case L1 + L3 = L2 + L4: gathering three-pieces

By gathering three cases (7.4), (7.6) and (7.7), we can put together as

d
min(L1,L2)−x
12 d

min(L3,L4)−x
34 d

max(0,L2−L1)+x
41 d

max(0,L1−L2)+x
23 (7.8)

with x = [0, · · · ,min(L1, L2, L3, L4)].

Case L1 + L3 < L2 + L4 and Case L1 + L3 > L2 + L4

In this cases, the diagrams have additional cross contractions. Such cross contractions
have the following bridge lengths:

ℓ13 ≡
1

2
(L1 + L3 − L2 − L4), ℓ24 ≡

1

2
(L2 + L4 − L1 − L3).

By taking into account these corrections to (7.8), we can write down tree-level contractions
of the three-point functions of the BPS operators as follows:

HL1,L2,L3,L4
x ≡dmin(L̃1,L̃2)−x

12 d
min(L̃3,L̃4)−x
34 d

max(0,L̃2−L̃1)+x
41 d

max(0,L̃1−L̃2)+x
23 d

max(0,ℓ13)
13 d

max(0,ℓ24)
24

with x = [0, · · · ,min(L̃1, L̃2, L̃3, L̃4)], (7.9)

where

L̃1 = L1 −max(0, ℓ13), L̃3 = L3 −max(0, ℓ13),

L̃2 = L2 −max(0, ℓ24), L̃4 = L4 −max(0, ℓ24).

Notice that the left-most diagrams, which is HL1,L2,L3,L4

0 , have diagrams in figure 7.2.
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Figure 7.2: The left-most diagrams in the one-parameter, which is HL1,L2,L3,L4

0 .

7.2 One-loop correlation functions of the BPS oper-

ators on the Wilson loop

In this section, we calculate the one-loop correlation functions of the BPS operators on
the Wilson loop. Then, the one-loop diagrams are divided into two cases: whether the
one-loop diagrams are contracting with the Wilson loop boundary or not. The cases of
not contracting with the Wilson loop boundary has same diagrams with the correlation
functions of the single trace operators in the section 3.2. However, each coefficient of
the functions the we consider here is slightly different from the one of the single trace
operators due to the boundary.

7.2.1 One-loop insertion formulas without Wilson loop bound-
ary

Basic one-loop dressed diagrams not contracting with the Wilson loop in N = 4 SYM are
self-energy, gluon exchange and quartic scalar vertex diagrams in figure 7.3. First of all,
the self-energy, which is two-body diagrams, has the same contribution with the case of
the single trace operator such as

self12 =
λ

8π2

(
−2 log x21

ϵ
− 2
)
. (7.10)

On the other hand, the other four-body diagrams should be added 1/2 factors from
the result of the G1234 and S1234. Roughly speaking, the gluon propagator in Gboundary

1234

and scalar quartic interaction in Sboundary
1234 can be contracted only at inside of the four-
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1234 Sboundary
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Figure 7.3: Basic one-loop diagrams on the Wilson loop boundary
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2 CI123d12d23

Figure 7.4: Corner diagrams on the Wilson loop boundary

operators.1 Therefore, we have

Gboundary
1234 =

1

2
G1234, Sboundary

1234 =
1

2
S1234. (7.11)

Thus, the corner interaction with boundary in figure 7.4 has also half contribution as

CIboundary123 d12d23 ≡
1

2
CI123d12d23 =

[
1

4
(self12 + self23) + Gboundary

1223

]
d12d23 + Sboundary

1223 .

(7.12)

Furthermore, the D1234-function is also given by

1

2
D1234 =

(
Gboundary

1234 − 1

2
CI12,43

)
d12d34 +

(
Gboundary

4123 − 1

2
CI14,23

)
d14d23 + Sboundary

1234

=
λ

32π2
Φ(z, z̄) (2d13d24 − ((1− z) + (1− z̄))d14d23 − (z + z̄)d12d34) . (7.13)

7.2.2 One-loop insertion formulas with Wilson loop boundary

We next calculate the one-loop insertion formulas contracting with the Wilson loop bound-
ary. In the Lagrangian of N = 4, such contractions are occurred only through the scalar-
scalar-gauge vertex and the gauge field comes from the Wilson loop. In what follows, we
calculate the line configurations for all diagrams.

1On the other hand, the diagrams without boundary, G1234 and S1234, include the contribution that
contracted at the out side of the four-operators. More rigorously, we can see the 1/2 factor from the
difference of the trace of the gauge group.
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+

circle line

Figure 7.5: Four-point boundary diagrams T23,14

It is useful to first introduce the four-point boundary diagram in figure 7.5. The
diagram in the straight line configuration is given by

T23,14d23 ≡
∫ x1

−∞
dτ

⟨
Tr[A(τ)Φ2(x2)Φ3(x3)]

(
2i

g2YM

∫
d4xTr{∂µϕ(x)[Aµ(x), ϕ(x)]}

)⟩
+

∫ ∞

x4

dτ

⟨
Tr[Φ2(x2)Φ3(x3)A(τ)]

(
2i

g2YM

∫
d4xTr{∂µϕ(x)[Aµ(x), ϕ(x)]}

)⟩
.

(7.14)

where Φi ≡ ni · ϕ, i = (1, 2, 3, 4) and A ≡ Aµẋ
µ. By calculating them, we get

T23,14 =
λ

8π2

(
−4ζ(2) + 2ζ(2)LiR

[
x21
x31

]
+ 2ζ(2)LiR

[
x43
x42

])
− 1

3
(CIboundary123 − CIboundary231 + CIboundary234 − CIboundary324 ). (7.15)

The function LiR[x] ≡ 6
π2 (Li2[x] +

1
2
log x log(1 − x)) is so-called Roger’s Dilogarithm,

which has a “crossing” like property:

LiR[x] + LiR[1− x] = 1. (7.16)

Thus, the other four-body diagram in figure 7.6 is given by

T14,23 =
λ

8π2

(
8ζ(2) + 2ζ(2)LiR

[
x43
x31

]
+ 2ζ(2)LiR

[
x21
x42

])
− 1

3
(CIboundary341 − CIboundary413 + CIboundary412 − CIboundary142 ). (7.17)

Notice that we must be careful that the diagram T23,14 is not simply related to the
diagram T14,23 by the rotation of the space-time. The difference comes from whether
the gluon propagator go to infinity or not. Although it may seem strange, there are no
problem. It is Because it is no reason that the diagram has rotation property at the each
diagrammatic level. In fact, there is the rotation property at the correlator level.

We next calculate the three-body diagrams in figure 7.7. Such diagrams are given
by collapsed limit of the space-time points from the four-body diagram T23,14 and T14,23.
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Figure 7.6: Four-point boundary diagrams T14,23
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Figure 7.7: Three-point basic boundary diagrams

Then, we use the point-splitting regularization since the diagrams have divergence. For
instance, the L112,23 is given as follows:

L434,41 = lim
x→4+ϵ

T34,x1. (7.18)

In the same way, by calculating the other diagrams, we obtain 2

L112,23 =
λ

8π2

(
1

2
− 2ζ(2) +

1

2
log

x21
ϵ

+ 2ζ(2)LiR

[
x21
x31

])
+

1

3
(CIboundary123 − CIboundary312 ),

L212,41 =
λ

8π2

(
1

2
− 2ζ(2) +

1

2
log

x21
ϵ
− 2ζ(2)LiR

[
x21
x41

])
+

1

3
(CIboundary412 − CIboundary124 ),

L334,23 =
λ

8π2

(
1

2
− 2ζ(2) +

1

2
log

x43
ϵ

+ 2ζ(2)LiR

[
x43
x42

])
+

1

3
(CIboundary234 − CIboundary243 ),

L434,41 =
λ

8π2

(
1

2
− 2ζ(2) +

1

2
log

x43
ϵ
− 2ζ(2)LiR

[
x43
x41

])
+

1

3
(CIboundary341 − CIboundary431 ).

Furthermore, the two-body diagrams in fig (7.8) are given by the further limit and we
have

DK12 ≡
λ

8π2

(
1 + 2ζ[2] + log

x12
ϵ

)
, (7.19)

DK21 ≡
λ

8π2

(
1− 4ζ[2] + log

x12
ϵ

)
. (7.20)

2The pictures are written as the circle configuration for simplicity. However, the equations are line
configuration results. As a consistency check, we directly calculate the three-body diagrams, and we saw
that these results are exactly match.
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Figure 7.8: Two-point basic boundary diagrams

It is useful to combine some diagrams to make cross ratio functions without divergence:

L12,34 ≡ (L112,23 + L212,41 + L334,23 + L434,41) +
1

2
self12 +

1

2
self34

=
λ

8π2
(−8ζ(2) + 2ζ(2)LiR [z])− CIboundary12,43 , (7.21)

Table1234 ≡ (L212,41 + L434,41 + T23,14) + CIboundary123 + CIboundary234 +
1

4
self12 +

1

4
self34

=
λ

8π2
(−8ζ(2) + 2ζ(2)LiR [z])− CIboundary14,23 (7.22)

B12 = DK12 +
1

2
self12

=
λ

8π2
(2ζ(2)), (7.23)

B′
12 = DK21 +

1

2
self12

=
λ

8π2
(−4ζ(2)). (7.24)

Then, we used the five-term relation for the Rogers Dilogarithm

LiR [x] + LiR [y]− LiR

[
x(1− y)
1− xy

]
− LiR

[
y(1− x)
1− xy

]
− LiR [xy] = 0. (7.25)

7.3 One-loop correlation functions

7.3.1 Two- and three-point functions

By using the one-loop insertion formulas discussed above, we would like to calculate the
one-loop correlation functions. We first consider the two-point functions with the operator
length L. Then, there are a lot of one-loop diagrams:

(L− 1) Sboundary
1221 , (L− 1) Gboundary

1221 , L self12, DK12, DK21. (7.26)
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Figure 7.9: One-loop dressed diagram with zero-bridge length

Using the explicit form of the functions of S1223 and G1221 in appendix A, we find

Sboundary
1221 +Gboundary

1221 + self12 = 0. (7.27)

Then, the remaining diagrams are only B12 and B′
12. Namely, the two-point functions are

given by

⟨⟨OBPS(L)
1 OBPS(L)

1 ⟩⟩1−loop = (B12 +B′
12)d

L
12 = −

λ

8π2
2ζ(2)dL12. (7.28)

Notice that the two-point function of the BPS operators on the Wilson loop doesn’t vanish
unlike one of the single-trace BPS operators.3

Next, we calculate the three-point functions in the same way as the two-point func-
tions. The difference is what the three-point functions have two-type contractions at the
tree-level whether there is a zero-bridge length. The case which there is a zero-bridge
length, has one-loop dressed diagrams in figure 7.9. Using the property (7.27), we have

⟨⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)⟩⟩ℓ13=0

√
n1n2n3

|1−loop

=

[
CIboundary123 +B12 +B23 + L12,31 +

λ

8π2
3ζ(2)

]
dℓ1212 d

ℓ23
23 =

λ

8π2
ζ(2)dℓ1212 d

ℓ23
23 . (7.29)

The last term in the bracket, which is the λ
8π23ζ(2), is the normalization term from the

two-point functions. The other diagram, which is the triangle diagram, become

⟨⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)⟩⟩ℓij ̸=0

√
n1n2n3

|1−loop

=

[
CIboundary123 + CIboundary231 + CIboundary312 +B12 +B23 +B′

31 +
λ

8π2
3ζ(2)

]
dℓ1212 d

ℓ23
23 d

ℓ31
31

=
λ

8π2
3ζ(2)dℓ1212 d

ℓ23
23 d

ℓ31
31 , (7.30)

3Surely, the anomalous dimensions vanish.
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Unified two-type three-point functions, we can write as

⟨⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)⟩⟩√

n1n2n3

|1−loop =
λ

8π2
(3− 2δℓij)ζ(2)d

ℓ12
12 d

ℓ23
23 d

ℓ31
31 , (7.31)

where δℓij is Kronecker delta functions and defied as follows:

δℓij =

{
1 ℓij = 0
0 ℓij ̸= 0

. (7.32)

7.3.2 Four-point functions

Let us calculate the four-point functions. As a form up, we firstly consider the four-point
functions with all operator lengths are one L1 = L2 = L3 = L4 = 1. The one-loop
diagrams not contracting with the Wilson loop part is given by

!1

!2 !3

!4 !1

!2 !3

!4

+( (
not contracting 
with Wilson loop

=
1

2
D1234 + CIboundary12,43 d12d34 + CIboundary14,23 d41d23.

In addition, The one-loop diagrams contracting with the Wilson loop parts given by

!1

!2 !3

!4

contracting 
with Wilson loop

= (L12,34 +B12 +B34 − norm) d12d34

=

(
λ

8π2
2ζ(2)LiR[z]− CIboundary12,43

)
d12d34.

!1

!2 !3

!4

contracting 
with Wilson loop

=

(
λ

8π2
2ζ(2)LiR[1− z]− CIboundary14,23

)
d23d41.

(7.33)

By combing them, all the corner interactions are canceled with each other and we get

⟨⟨OBPS(1)
1 (x1)OBPS(1)

2 (x2)OBPS(1)
3 (x3)OBPS(1)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234 +

λ

8π2
2ζ(2)LiR[z]d12d34 +

λ

8π2
2ζ(2)LiR[1− z]d23d41 (7.34)

In the same argument, by collecting the appropriate one-loop insertion formulas, the
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four-point functions of the length L operators is given by 4

⟨⟨OBPS(L)
1 (x1)OBPS(L)

2 (x2)OBPS(L)
3 (x3)OBPS(L)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234⟨OBPS(L1−1)

1 OBPS(L2−1)
2 OBPS(L3−1)

3 OBPS(L4−1)
4 ⟩tree

+
λ

8π2
6ζ(2)

(
L−1∑
x=1

HL,L,L,L
x

)

+
λ

8π2
2ζ(2)LiR[z]H

L,L,L,L
0 +

λ

8π2
2ζ(2)LiR[1− z]HL,L,L,L

L (7.35)

The first term is the same with the one-loop four-point functions of the single trace
operators up to 1/2 factor. The other terms come from the existence of the Wilson loop
boundary.

Next we consider the (L1 + L4 < L2 + L3) and (L1 + L4 > L2 + L3) cases in no cross,
ℓ13 = ℓ24 = 0, condition (L1+L3 ̸= L2+L4). In this case, the difference from the (7.35) is
only the contribution from the left-(right-)most diagrams. Then the diagrams are given
by

!1

!2 !3

!4

contracting 
with Wilson loop

(
!1

!2 !3

!4

or ( =
λ

8π2
(2ζ(2) + 2ζ(2)LiR[z])H

L1,L2,L3,L4

0

− CIboundary12,43 HL1,L2,L3,L4

0 .

!1

!2 !3

!4

contracting 
with Wilson loop

(
!1

!2 !3

!4

or ( =
λ

8π2
(2ζ(2) + 2ζ(2)LiR[1− z])HL1,L2,L3,L4

L

− CIboundary14,23 HL1,L2,L3,L4

L .

Therefore, by adding the (7.35), the four-point functions with (L1 + L3 ̸= L2 + L4) are

4Notice that the tree-level contribution is denoted as ⟨OBPS(L)
1 (x1)OBPS(L)

2 (x2)OBPS(L)
3 (x3)OBPS(L)

4 (x4)⟩ =∑L
x=0 H

L,L,L,L
x
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given by

⟨⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)OBPS(L4)

4 (x4)⟩⟩ℓ13=ℓ24=0

√
n1n2n3n4

|1−loop

=
1

2
D1234⟨OBPS(L1−1)

1 OBPS(L2−1)
2 OBPS(L3−1)

3 OBPS(L4−1)
4 ⟩tree

+
λ

8π2
6ζ(2)

min(L1,L2,L3,L4)−1∑
x=1

HL1,L2,L3,L4
x


+

λ

8π2
(2ζ(2)(δℓ14 + δℓ23 − 2δℓ14 · δℓ23) + 2ζ(2)LiR[z])H

L1,L2,L3,L4

0

+
λ

8π2
(2ζ(2)(δℓ12 + δℓ34 − 2δℓ12 · δℓ34) + 2ζ(2)LiR[1− z])HL1,L2,L3,L4

L , (7.36)

It shows that if it is ℓ14 = ℓ23 = 0 (L1+L4 = L2+L3), the single ζ(2) for the leftmost vanish
and it has 2ζ(2)LiR[z]. On the other hand, if it is ℓ14 = 0 or ℓ23 = 0 (L1 +L4 ̸= L2 +L3),
the leftmost become 2ζ(2) + 2ζ(2)LiR[z].

Lastly we consider the most general four-point functions, which has cross contractions.
By using the one-loop insertion formulas, the four-point functions with cross contraction
has following contributions:
Left-most

!1

!2 !3

!4

= λ
8π2 4ζ(2),

!1

!2 !3

!4

= λ
8π2 2ζ(2)=

!1

!2 !3

!4

Middle

!1

!2 !3

!4

= λ
8π2 6ζ(2)

Right-most

!1

!2 !3

!4

= λ
8π2 4ζ(2),

!1

!2 !3

!4

= λ
8π2 2ζ(2)

!1

!2 !3

!4

=

From the lessons of above and the one-loop insertion formulas, we can see the following
statement for the general four-point functions.
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1. If the four-point functions have cross contractions, there are no 1
2
D1234 functions

since four-body diagrams cannot contribute.

2. The Left-(and Right-)most diagrams receive the contributions of the zeta function
ζ(2) in respect to the number of the zero-bridge lengths: If the number of the zero-
bridge lengths is one, it has λ

8π24ζ(2). On the other hand, If the number of the
zero-bridge lengths is two, it has λ

8π22ζ(2).

Therefore we have

⟨⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)OBPS(L4)

4 (x4)⟩⟩ℓ13 ̸=0 or ℓ24 ̸=0

√
n1n2n3n4

|1−loop

=
λ

8π2
6ζ(2)

min(L1,L2,L3,L4)−1∑
x=1

HL1,L2,L3,L4
x


+

λ

8π2
(2ζ(2)(1 + δℓ14 + δℓ23 − 2δℓ14 · δℓ23))H

L1,L2,L3,L4

0

+
λ

8π2
(2ζ(2)(1 + δℓ12 + δℓ34 − 2δℓ12 · δℓ34))H

L1,L2,L3,L4

L . (7.37)

Summing up the results (7.36) and (7.37), we finally have the complete form of the
one-loop four-point functions of the BPS-operators as follows:

⟨⟨OBPS(L1)
1 (x1)OBPS(L2)

2 (x2)OBPS(L3)
3 (x3)OBPS(L4)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234δℓ13 · δℓ24

min(L̃1,L̃2,L̃3,L̃4)∑
x=0

HL1,L2,L3,L4
x

+
λ

8π2
6ζ(2)

min(L̃1,L̃2,L̃3,L̃4)−1∑
x=1

HL1,L2,L3,L4
x


+

λ

8π2
(2ζ(2)(1− δℓ13 · δℓ24 + δℓ14 + δℓ23 − 2δℓ14 · δℓ23) + 2ζ(2)LiR[z])H

L1,L2,L3,L4

0

+
λ

8π2
(2ζ(2)(1− δℓ13 · δℓ24 + δℓ12 + δℓ34 − 2δℓ12 · δℓ34) + 2ζ(2)LiR[1− z])HL1,L2,L3,L4

L

(7.38)
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Chapter 8

Zero-length operators – perturbation

In this chapter, we study the three-point functions of zero-length operators inserted into
the Wilson loop. Such a zero-length operator is constructed as follows

ODCO : ZL L→0−−→ DCO,

where the DCO means the defect changing operator. It is because insertion of the zero-
length operator into the Wilson loop merely change the polarization of the R-symmetry
of the SO(6) scalars as

W [ODCO] ≡ trP

exp(∫ τ

−∞
dτ ′iAµẋ

µ + ϕin
i|ẋµ|

)
DCO︸ ︷︷ ︸
ODCO

(∫ ∞

τ

dτ ′′iAµẋ
µ + ϕiñ

i|ẋµ|
) .
(8.1)

The main topic of this chapter is the three-point functions of the DCO’s. Then, the
Wilson loop has three-type scalars. To characterized these three scalars, we introduce
the 6-dimensional unit vector nij, see figure 8.1. Namely, the three-point functions of the
DCOs are written as

⟨⟨ODCO
1 (t1)ODCO

2 (t2)ODCO
3 (t3)⟩⟩

≡ ⟨Tr
[
Pexp

(∫ t1

−∞
dτ iAµẋ

µ + ϕin
i
31|ẋµ|

)
Pexp

(∫ t2

t1

dτ iAµẋ
µ + ϕin

i
12|ẋµ|

)
Pexp

(∫ t3

t2

dτ iAµẋ
µ + ϕin

i
23|ẋµ|

)
Pexp

(∫ ∞

t3

dτ iAµẋ
µ + ϕin

i
31|ẋµ|

)]
⟩ .

(8.2)

Notice that the inner product of the unit vectors are often written in terms of the angle
θi as

cos θ1 ≡ n31 · n12 , cos θ2 ≡ n12 · n23 , cos θ3 ≡ n23 · n31 . (8.3)

In order to calculate and extract the structure constants of the three-point functions up
to two-loop, we should first calculate the two-point functions and determine the normal-
ization. We perform them in section 8.1 and see what the known anomalous dimensions in
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Figure 8.1: The DCOs are located at ti, i = (1, 2, 3). The each blue, green and red
segment show the each Wilson loop coupled scalar with the polarization n31, n12 and n31

respectively.

the literature [80] are reproduced. Next we compute the three-point functions at two-loop
in section 8.2. After doing so, we discuss a theory in the ladder limit whose contributions
are only ladder diagrams rather than other interactive diagrams. In the ladder limit, the
structure constants are evaluated at finite coupling by solving the SD-equation.

8.1 Two-point functions at two loops

8.1.1 One loop

Figure 8.2: Two-point function of DCO’s. The DCOs are located at t1 and t2

The two-point functions of DCOs are of the following form, see also figure 8.2:

⟨⟨ODCO
1 (t1)ODCO

2 (t2)⟩⟩ ≡ ⟨Tr
[
Pexp

(∫ t1

−∞
dτ iAµẋ

µ + ϕiñ
i|ẋµ|

)
Pexp

(∫ t2

t1

dτ iAµẋ
µ + ϕin

i|ẋµ|
)
Pexp

(∫ ∞

t2

dτ iAµẋ
µ + ϕiñ

i|ẋµ|
)]
⟩ .

(8.4)

In the perturbative computation, we have to expand the exponentials in (8.4) and take
the contractions them with the vertices in N=4 SYM. Then the result should depend on
the inner product n · ñ.

At the one-loop level, there are no vertices contribution in N = 4 SYM. Since the
Wilson loop include both the gauge field and scalar field, we use the following single
propagators:

Gauge propadeter : − λ

8π2

1

τ 212
, Scalar propadeter : (n1 · n2)

λ

8π2

1

τ 212
, (8.5)

The extra minus sign for gluons comes from factors of i in the exponentials in (8.4). As
is clear from (8.5), the contributions from the gauge field and the scalar field cancel out
if n1 = n2 and n1 · n2 = 1, which is the BPS configuration explained in previous chapter.
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Figure 8.3: Two-point function of DCOs at one-loop. Owing to the cancellation between
gluon propagator and scalar propagator, the survived diagrams are only propagators con-
necting two different segments of the Wilson loop.

The remained diagrams are propagators connecting two segments with different po-
larizations ni, see figure 8.3. Then, we must be careful of the UV divergence when we
compute such diagrams. We introduce a point-splitting regularization by cutting out a
small circle ϵ/2 around the DCO’s and we have

⟨⟨ODCO
1 (t1)ODCO

2 (t2)⟩⟩1-loop =
λ(n · ñ− 1)

8π2

(∫ t−1

−∞
dτ1

∫ t−2

t+1

dτ2
1

τ 212
+

∫ t−2

t+1

dτ1

∫ ∞

t+2

dτ2
1

τ 212

)
,

(8.6)
with t±i = ti ± ϵ/2. Using the following integration formula∫ c

d

dτ1

∫ a

b

dτ2
1

τ 212
= log

(a− c)(b− d)
(a− d)(b− c)

, (8.7)

we can easily evaluate as

⟨⟨ODCO
1 (t1)ODCO

2 (t2)⟩⟩1-loop =
λ(n · ñ− 1)

4π2
log

t12
ϵ

+O(ϵ) . (8.8)

Comparing the weak coupling expansions with (2.24), we can determine the one-loop
normalization a(1) and the anomalous dimension γ(1) as

a(1) = 0 , γ(1) =
1− n1 · n2

8π2
. (8.9)

The result for γ(1) of course matches the one in the literature [80]. Furthermore, we find
that the one-loop normalization a(1) vanishes in our set-up.

8.1.2 Two loops

Next we compute the two-point functions of DCO’s at two-loop. At two loop order, there
are three types diagrams; the ladder, the vertex and the self-energy diagrams. Below
sub-subsections, we evaluate them one by one.

Ladder diagrams

We first consider the ladder diagrams, which consist only of propagators. In the similar
manner as the one-loop computations in the previous subsection, the cancellation between
the scalars and the gluons occurrs.
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Figure 8.4: Ladder diagrams that contribute to the two-point function at two loops. Here,
thick black curves represent either a scalar propagator or a gluon propagator.

Thus only non-zero diagrams are the ones depicted in figure 8.4, which are given by

L1 =

(
(n1 · n2 − 1)λ

8π2

)2 ∫ t−1

−∞
dτ1

∫ t−1

τ1

dτ2

∫ t−2

t+1

dτ3

∫ t−2

τ3

dτ4
1

τ 214

1

τ 223
,

L2 =

(
(n1 · n2 − 1)λ

8π2

)2 ∫ t−1

−∞
dτ1

∫ t−2

t+1

dτ2

∫ t−2

τ2

dτ3

∫ ∞

t+2

dτ4
1

τ 212

1

τ 234
,

L3 =

(
(n1 · n2 − 1)λ

8π2

)2 ∫ t−2

t+1

dτ1

∫ t−2

τ1

dτ2

∫ ∞

t+2

dτ3

∫ ∞

τ3

dτ4
1

τ 214

1

τ 223
.

(8.10)

Thus, we have

L1 = L3 =

(
(n1 · n2 − 1)λ

8π2

)2
[
π2

6
− log

t21
ϵ

+
1

2

(
log

t21
ϵ

)2
]
+O(ϵ) ,

L2 =

(
(n1 · n2 − 1)λ

8π2

)2
[
−π

2

6
+

(
log

t21
ϵ

)2
]
+O(ϵ) .

(8.11)

Summing three terms, we get

L ≡ L1+ L2+ L3 =

(
(n1 · n2 − 1)λ

8π2

)2
[
π2

6
− 2 log

t21
ϵ

+ 2

(
log

t21
ϵ

)2
]
. (8.12)

Vertex diagrams

We second consider the diagrams which contain one interaction vertex. Written explicitly,
they arise from the Wick contraction of the following terms:

i3

3!

∫
dτ1dτ2dτ3

⟨
TrP[A(τ1)A(τ2)A(τ3)]

(
2i

g2YM

∫
d4xTr{∂µAν(x)[Aµ(x), Aν(x)]}

)⟩
+

i

2!1!

∫
dτ1dτ2dτ3

⟨
TrP[Φ1(τ1)Φ2(τ2)A(τ3)]

(
2i

g2YM

∫
d4xTr {∂µϕ(x) [Aµ(x), ϕ(x)]}

)⟩
.

Here A ≡ Aµẋ
µ and Φi ≡ (ϕ · ni)|ẋ| with n1,2.
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Figure 8.5: The interaction vertex diagrams for two-loop diagrams. Each black line can
be either scalar propagator or gluon propagator.

Let us focus on the diagram V1 in figure 8.5. The contribution in the diagram V1

include the three different terms of the scalar-scalar-gauge vertex by the path-ordering:

i

∫
τ1,τ2∈[−∞,t1]

τ1<τ2

dτ1dτ2

∫
τ3∈[t1,t2]

dτ3 [⟨Tr (A(τ3)Φ2(τ2)Φ2(τ1))⟩

+ ⟨Tr (Φ1(τ3)A(τ2)Φ2(τ1))⟩+ ⟨Tr (Φ1(τ3)Φ2(τ2)A(τ1))⟩] .

(8.13)

Here Φi ≡ ni ·ϕ, i = (1, 2), and we did not write the interaction vertex for brevity. Among
these three terms, since two scalars are in the same segment [−∞, t1], n2 ·n2 = 1, the first
term does not contribute to the final answer. On the other hand, from the second term
we get

(second term) = −λ
2(n · ñ)
4(4π2)3

∫
τ1,τ2∈[−∞,t1]

τ1<τ2

dτ1dτ2

∫
τ3∈[t1,t2]

dτ3 (−∂τ1Y123 + ∂τ3Y123) , (8.14)

with (see Appendix A for more details)

Y123

(
≡
∫

d4x5
x215x

2
25x

2
35

)
= −2π2

(
log |τ12|
τ13τ23

+
log |τ13|
τ12τ32

+
log |τ23|
τ21τ31

)
. (8.15)

In (8.14), the term−∂τ1Y123 comes from the contraction with the interaction
∫
d4xTr(∂µϕAµϕ)

while the term ∂τ3Y123 comes from the contraction with −
∫
d4xTr(∂µϕϕAµ). Similarly

the third term (8.13) yields1

(third term) = −λ
2(n · ñ)
4(4π2)3

∫
τ1,τ2∈[−∞,t1]

τ1<τ2

dτ1dτ2

∫
τ3∈[t1,t2]

dτ3 (−∂τ3Y123 + ∂τ2Y123) . (8.16)

1Here −∂τ3Y123 comes from the contraction with
∫
d4xTr(∂µϕAµϕ) while ∂τ1Y123 comes from the

contraction with −
∫
d4xTr(∂µϕϕAµ).

95



Adding up the two terms, (8.14) and (8.16), and also the contributions from the three-
gauge vertex, we arrive at the following result for the diagram V1:

V1 = −λ
2(n1 · n2 − 1)

4(4π2)3

∫ t−1

−∞
dτ1

∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 ϵ(τ1 − τ2)∂τ1Y123 . (8.17)

Here we used the permutation symmetry of Y123, Y123 = Y213 etc., to simplify the result
and ϵ(x) ≡ θ(x)− θ(−x) with θ(x) being the step function.

By performing the similar analysis, we arrive at the following results for other dia-
grams:

V2 =− λ2(n1 · n2 − 1)

4(4π2)3

∫ t−1

−∞
dτ1

∫ t−2

t+1

dτ2

∫ t−2

t+1

dτ3 ϵ(τ2 − τ3)∂τ2Y123 ,

V3 =− λ2(n1 · n2 − 1)

4(4π2)3

∫ t−2

t+1

dτ1

∫ ∞

t+2

dτ2

∫ ∞

t+2

dτ3 ϵ(τ2 − τ3)∂τ2Y123 ,

V4 =− λ2(n1 · n2 − 1)

4(4π2)3

∫ t−2

t+1

dτ1

∫ t−2

t+1

dτ2

∫ ∞

t+2

dτ3 ϵ(τ1 − τ2)∂τ1Y123 ,

V5 =− λ2(n1 · n2 − 1)

4(4π2)3

∫ t−1

−∞
dτ1

∫ t−2

t+1

dτ2

∫ ∞

t+2

dτ3 (∂τ1Y123 − ∂τ3Y123) .

(8.18)

To proceed, we perform the integration by parts to each contribution and rewrite them
using ∂xϵ(x) = 2δ(x) as

V1 =− λ2(n1 · n2 − 1)

4(4π2)3

[∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 Yt−1 23 − 2

∫ t−1

−∞
dτ1

∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 δ(τ1 − τ2)Y123

]

=− λ2(n1 · n2 − 1)

4(4π2)3

[∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 Yt−1 23 − 2

∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 Y223

]
. (8.19)

We thus get

V ≡V1+ V2+ V3+ V4+ V5 =

− λ2(n1 · n2 − 1)

4(4π2)3

[∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3

(
Yt−1 23 + Yt+1 23 + Yt−2 23 + Yt+2 23

)

+

∫ t−2

t+1

dτ2

∫ ∞

t+2

dτ3

(
Yt−1 23 + Yt+1 23 + Yt−2 23 + Yt+2 23

)

−2
∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 (Y223 + Y233)− 2

∫ t−2

t+1

dτ2

∫ ∞

t+2

dτ3 (Y223 + Y233)

]
.

(8.20)
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Figure 8.6: The self-energy diagrams that contribute to the two-loop two-point function.
The sum of these two diagrams is given by (8.22).

Self-energy diagrams

We next compute the self-energy diagrams, see figure 8.6. The one-loop correlation of the
scalar propagators were introduced in the section 3.8. We here recall them as

=
λδacδbdδµν

2
(Y223 + Y233) ,

= −λδ
acδbdδij
2

(Y223 + Y233) .

(8.21)

Here again δacδbd is the color factor. Using them, the contribution if the self-energy
diagrams are given by

S = −λ
2(n1 · n2 − 1)

2(4π2)3

[∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3 (Y223 + Y233) +

∫ t−2

t+1

dτ2

∫ ∞

t+2

dτ3 (Y223 + Y233)

]
.

(8.22)
Surprisingly, the contribution from the self-energy diagrams cancels the divergent terms
in the vertex diagrams (8.20).

Using the expression for Y123 (8.15), one can straightforwardly evaluate the remaining
integral2 to get

V+ S = −2(n1 · n2 − 1)

(
λ

8π2

)2(
π2

3
log

t21
ϵ

+ 3ζ(3)

)
. (8.23)

Final result

Summing up all the contributions:the ladder (8.12) and the vertex and self-energy (8.23),
we finally get the two-point function of DCO’s at two loop:

⟨⟨ODCO
1 (t1)ODCO

2 (t2)⟩⟩2-loop =

(
λ

8π2

)2
[
(n1 · n2 − 1)2

(
π2

6
− 2 log

t21
ϵ

+ 2

(
log

t21
ϵ

)2
)

−2(n1 · n2 − 1)

(
π2

3
log

t21
ϵ

+ 3ζ(3)

)]
.

(8.24)

2In terms of polylogarithms.
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Figure 8.7: The one-loop diagrams with the coefficient (n12 · n23 − 1) for the three-point
functions. The result of the computation is given in (8.27).

By comparing the weak coupling expansion of the two-point function (2.28), one can finally

obtain the two-loop anomalous dimension γ
(2)
j and the constant term a

(2)
j as follows:

a(2) =
1

(8π2)2

[π2

12
(n1 · n2 − 1)2 − 3ζ(3)(n · ñ− 1)

]
, (8.25)

γ(2) =
1

(8π2)2

[
(n1 · n2 − 1)2 +

π2

3
(n · ñ− 1)

]
. (8.26)

The result for γ(2) matches the one in the literature [80] again.

8.2 Three-point functions at two loop

In this section, we calculate the three-point functions of DCO’s.

8.2.1 One loop

At one-loop level, the three-point functions have three patterns: the coefficients are (n12 ·
n23−1), (n23 ·n31−1) and (n31 ·n12−1). However, we only focus on the diagrams with the
(n12 ·n23− 1) in figure 8.7. It is because other diagrams are obtained by the permutation
of the operator labels. The diagram of figure 8.7 can straightforwardly be evaluated as

λ(n12 · n23 − 1)

8π2

∫ t−2

t+1

dτ1

∫ t−3

t+2

dτ2
1

τ 212
=
λ(n12 · n23 − 1)

8π2
log

t21t32
t31ϵ

. (8.27)

By taking into account the symmetrization, the one-loop result become

⟨⟨ODCO
1 (t1)ODCO

2 (t2)ODCO
3 (t3)⟩⟩1-loop =

λ

8π2

∑
{i,j,k}

(nij · njk − 1) log

∣∣∣∣tijtjktkiϵ

∣∣∣∣ , (8.28)

where the sum is over {i, j, k} = {1, 2, 3}, {2, 3, 1}, {3, 1, 2}. Comparing with the weak
coupling expansion given in (2.28), one can read off the one-loop anomalous dimension
and the one-loop structure constant as3

γ
(1)
j =

(1− nij · njk)
8π2

, c
(1)
123 = 0.

As expected the result for the anomalous dimension matches the previous result (8.9).
This also shows that the one-loop structure constant is exactly zero.

3Here we already used the fact that the one-loop normalization a(1) vanishes in our scheme. See (8.9).
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(n12 · n23 − 1)2 (n12 · n23 − 1)(n23 · n31 − 1)

Figure 8.8: The two-loop ladder diagrams. The left diagram produces the term propor-
tional to (n12 · n23 − 1)2 while the right two diagrams produce the term proportional to
(n12 · n23 − 1)(n23 · n31 − 1).

8.2.2 Two loop

At the two-loop order, there are three-types of the diagrams in the same way as the
two-point functions: ladder, self-energy and vertex.

Ladder diagrams

In the ladder diagrams, we only focus on the diagrams with (n12 ·n23−1)2 and (n12 ·n23−
1)(n23 · n31− 1) in figure 8.8. Then, the diagram with (n12 · n23− 1)2 can be evaluated as(

(n12 · n23 − 1)λ

8π2

)2 ∫ t−2

t+1

dτ1

∫ t−2

τ1

dτ2

∫ t−3

t+2

dτ3

∫ t−3

τ3

dτ4
1

τ 214

1

τ 223

=

(
(n12 · n23 − 1)λ

8π2

)2
[
π2

6
− log

∣∣∣∣t12t23t31ϵ

∣∣∣∣+ 1

2

(
log

∣∣∣∣t12t23t31ϵ

∣∣∣∣)2
]
.

(8.29)

Next the diagram with (n12 · n23 − 1)(n23 · n31 − 1) is given by

(n12 · n23 − 1)(n23 · n31 − 1)

(
λ

8π2

)2
[∫ t−2

t+1

dτ1

∫ t−3

t+2

dτ2

∫ t−3

τ2

dτ3

∫ ∞

t+3

dτ4
1

τ 212

1

τ 234

+

∫ t−1

−∞
dτ1

∫ t−2

t+1

dτ2

∫ t+3

t+2

dτ3

∫ t+3

τ3

dτ4
1

τ 214

1

τ 223

]

= −(n12 · n23 − 1)(n23 · n31 − 1)

(
λ

8π2

)2(
π2

6
− log

∣∣∣∣t12t23t31ϵ

∣∣∣∣ log ∣∣∣∣t23t31t12ϵ

∣∣∣∣) .

(8.30)

Self-energy and vertex diagrams

Next we consider the self-energy and vertex diagrams. In the three-point functions case,
the divergence parts are canceled each other. Therefore, the relevant terms are only finite
part of the vertex diagrams in figure 8.9. However, since the computations are tedious
task, we devote the detail of the computation to Appendix C. We present only the final
result here:

−(n12 · n23 − 1)

(
λ

8π2

)2(
3ζ(3) +

π2

3
log

∣∣∣∣t12t23t31ϵ

∣∣∣∣) . (8.31)
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Figure 8.9: The two-loop diagram with one interaction vertex for the three-point functions.
Notice that the each diagram produce the single (n12 · n23 − 1).

The result

Adding and symmetrizing them, we get the two-loop three-point functions as

⟨⟨ODCO
1 (t1)ODCO

2 (t2)ODCO
3 (t3)⟩⟩2-loop =(

λ

8π2

)2 ∑
{i,j,k}

[
(nij · njk − 1)2

(
π2

6
− log

∣∣∣∣tijtjktkiϵ

∣∣∣∣+ 1

2

(
log

∣∣∣∣tijtjktkiϵ

∣∣∣∣)2
)

− (nij · njk − 1)(njk · nki − 1)

(
π2

6
− log

∣∣∣∣tijtjktkiϵ

∣∣∣∣ log ∣∣∣∣tjktkitijϵ

∣∣∣∣)
−(nij · njk − 1)

(
3ζ(3) +

π2

3
log

tijtjk
tkiϵ

)]
.

(8.32)

Here, the
∑

{i,j,k} means the sum over {i, j, k} = {1, 2, 3}, {2, 1, 3}, {3, 1, 2}.

Comparing (8.32) with the weak-coupling expansion (2.28) and using the two-point
functions result, we can read off the two-loop anomalous dimension and the two-loop
structure constant as follows:

γ
(2)
j =

1

(8π2)2

[
(nij · njk − 1)2 +

π2

3
(nij · njk − 1)

]
, (8.33)

c
(2)
123 =

1

(8π2)2
π2

12

∑
{i,j,k}

[
(nij · njk − 1)2 − 2(nij · njk − 1)(njk · nki − 1)

]
. (8.34)

As expected, the result for the two-loop anomalous dimension matches with the previous
paper [80].

8.3 Three-point functions in the ladders limit

In this section, we consider a ladders limit. In this limit, the only specific diagrams survive
and one can resumm them by solving the Schwinger-Dyson equation (SD-equation). We
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Figure 8.10: The ladder diagram.

perform such a resummation for the computation of the structure constant of DCOs as
we explain below.

8.3.1 Set-up

The ladders limit is a double scaling limit:the ’t Hooft coupling constant λ goes to zero
while the angle θ, between the neighboring polarizations (cos θ ≡ n1·n2), goes to imaginary
negative infinity:

λ→ 0 , (n1 · n2)→∞ with λ̃ ≡ λ(n1 · n2)

2
: fixed . (8.35)

Since n1·n2 sent to infinity, all the diagrams which contain gluon propagators or interaction
vertices disappear in the limit. The only diagrams that survive are the ones which have
scalar propagators connecting the two segments, which called ladder diagrams (See figure

8.10.). It is because the coefficients of the ladder diagram is (n1 ·n2)
♯ of order of loop. On

the other hand, the diagrams that vanish here have (n1 · n2)
(♯ of order of loop)−1

The three-point function has three polarizations and we thus have three different angles
cos θi = nij · njk, i = (1, 2, 3). We can therefore define three rescalled couplings4

λ̃i ≡
cos θiλ

2
(i = 1, 2, 3) . (8.36)

Here, there are various different limits whether λ̃ = 0 or λ̃ ̸= 0, depending on how we
scale θi’s, in figure 8.11.

The simplest case among them is the limit in which one of the angle, say cos θ2, sent
to infinity while the others are kept finite. In this limit, the rescalled coupling constants
become following configurations:

C◦•◦
123 , Case I : λ̃1 = λ̃3 = 0 , λ̃2 ̸= 0 , (8.37)

The survive ladder diagrams are the connected two neighboring segments of O2. In what
follows, the operators whose effective coupling is zero, are called trivial operators such as
O1 and O3 in this case. On the other hand, the operator O2 with non-vanishing effective
coupling is a nontrivial operator.

The next simplest limit is the following limit,

C••◦
123 , Case II : λ̃1 ̸= 0 , λ̃2 ̸= 0 , λ̃3 = 0 . (8.38)

4See (8.3) for definitions of θi’s
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Figure 8.11: From the left diagrams to right diagrams, each structure constant are Case
I, the Case II and the Case III.

Figure 8.12: The bridge-kernel is defined as a sum over all the ladder diagrams.

The structure constants have two trivial DCOs, O1, O2, and one nontrivial DCO, O3.
Lastly, the most complicated structure constant case is in the following limit:

C•••
123 , Case III : λ̃1 ̸= 0 , λ̃2 ̸= 0 , λ̃3 ̸= 0 . (8.39)

These three cases are discussed in subsections 8.3.4-8.3.6.

8.3.2 Bridge kernel and the SD-equation

In order to compute the ladder resumed diagrams, we first introduce a building block.
It is defined as a sum over all the ladder diagrams see also figure 8.12 and we call the
bridge-kernel K(τ1, τ2|τ3, τ4).

The SD-equation of the bridge-kernel K(τ1, τ2|τ3, τ4) is shown in figure 8.13 and given
by

K(τ1, τ2|τ3, τ4) = 1 +

∫ τ2

τ1

ds

∫ τ4

τ3

dt P (t− s)K(τ1, s|t, τ4) , (8.40)

where P (x) = λ̃
4π2

1
x2

is a scalar propagator connecting the two segments between [τ1, τ2]
and [τ3, τ4]. Then, we differentiate in respect to the variables τ1 and τ2 and derive a
differential equation for the bridge-kernel as follows:

∂τ2∂τ3K = −P (τ3 − τ2)K . (8.41)

Furthermore, for simplicity, we here use the one-dimensional cross ratio

z =
τ12τ34
τ13τ24

. (8.42)
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Figure 8.13: The SD-equation satisfied by the bridge-kernel K.

Using the variable, cross ratio, we can rewrite5 bridge-kernel (8.41) as a differential equa-
tion of the variable z:[

z(1− z) d
2

dz2
+ (1− z) d

dz
− λ̃

4π2(1− z)

]
K(z) = 0 . (8.43)

Since this is a second-order differential equation, there are two linearly independent so-
lutions6. Imposing the boundary condition which is K(z = 0) = 1 (or equivalently
K|τ1→τ2 = K|τ3→τ4 = 1), we can get correct solution. As a result, the bridge-kernel is
given by the hypergeometric function

K(z) = (1− z)−Ω
2F1(−Ω,−Ω, 1; z) , (8.44)

with

Ω =
1

2

−1 +
√
1 +

λ̃

π2

 . (8.45)

Using the bridge-kernel, we compute a physically important quantity which we call
the vertex function Γϵ(S, T ). Roughly speaking, the function is given by the limit τ2 → τ3
in the bridge-kernel, see in figure 8.14. However, since such a quantity has UV divergence,
one has to be cut off to regularize such divergence. Then, we introduce the point-splitting
cut off in the same way as the two loop calculation in the previous section. Thus, the
precise definition is given by

Γϵ(S, T ) ≡ K(−S,−ϵ/2 | ϵ/2, T ) = K

(
(S − ϵ

2
)(T − ϵ

2
)

(S + ϵ
2
)(T + ϵ

2
)

)
(8.46)

Notice that from the differential equation of the bridge-kernel (8.41) the vertex function
Γϵ(S, T ) also satisfies the following differential equation

∂S∂TΓϵ(S, T ) = P (S + T )Γϵ(S, T ) , (8.47)

From the bridge-kernel written by the hyper geometric function, we can calculate the ϵ
expansion in the region S, T ≫ ϵ,

Γϵ(S, T ) =
A(Ω)

ϵΩ

(
1

S
+

1

T

)−Ω

+O(ϵ) , A(Ω) =
Γ(2Ω + 1)

Γ(Ω + 1)2
. (8.48)

Then, we define the leading term of the ϵ as
5To rewrite the differential equation, we used ∂τ2 = −τ14/(τ12τ24) ∂z and ∂τ3 = τ14/(τ13τ34) ∂z
6The other (incorrect) solution is (1 − z)−Ω [2F

∗
1 (−Ω,−Ω, 1; z) + log z 2F1(−Ω,−Ω, 1; z)], with

2F
∗
1 (a, b, c; z) = (∂a + ∂b + 2∂c)2F

∗
1 (a, b, c; z).
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Figure 8.14: Thevertex function. is defined as a sum of diagrams whose end-points are in
[−S,−ϵ/2] and [ϵ/2, T ] and the ϵ is a cut off parameter by point-splitting regularization.

. . .  

Figure 8.15: The resummation of the ladder diagrams for the two-point function. The
left diagram, which has single vertex functions will be denoted as Single. On the other
hand, the right diagram , which has double vertex functions will be denoted as Double.

ΓIR(S, T ) ≡
A(Ω)

ϵΩ

(
1

S
+

1

T

)−Ω

.

As discussed in appendix D, there is an intriguing relation between the vertex function
and the solutions to the Schrödinger equation.

8.3.3 Two-point functions and renormalization

In this subsection, we calculate the two-point functions of DCO’s for the ladder resumed
diagrams and determine the renormalization to calculate the three-point functions.

Using the vertex functions introduced the previous subsection, the two-point functions
are in figure 8.15. The contributions of the two-point functions come from two parts:single
vertex operator and double vertex operators

Single = Γϵ(∞, τ21) ,

Double =

∫ τ−2

τ+1

ds

∫ ∞

τ+2

dtΓϵ(∞, s− τ1)P (t− s)Γϵ(τ2 − s, t− τ2) .
(8.49)

In advance, we state the important comment:for the contribution single, the order of the
ϵ become Single ∼ ϵ−Ω. On the other hand, the Double has the order Double ∼ ϵ−2Ω.
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Therefore, in the ϵ → 0 limit, the diagrams Double are relevant, rather than Single.
In what follows, we check the fact and determine the renormalization from the diagrams
Double.

We easily find that using the ΓIR, the divergence part of the Single is evaluated as

Single ∼ ΓIR(∞, τ21) =
(τ21
ϵ

)Ω
. (8.50)

The second diagram can be written as

Double =

∫ τ−2

τ+1

ds

∫ ∞

τ+2

dtΓϵ(∞, s− τ1)(−∂s∂t)Γϵ(τ2 − s, t− τ2) (8.51)

Here, we used the differential equation (8.47). Thus, computing the total derivative and
the fact Γϵ(∗, ϵ/2) = K(u)|u=0 = 0, we get

−
∫ τ−2

τ+1

dsΓϵ(∞, s− τ1)∂sΓϵ(τ2 − s,∞) (8.52)

Unlike the first contribution, there is a priori no reason to expect that Γϵ can be approx-
imated by ΓIR in (8.52) since the arguments of Γϵ can be of order O(ϵ). Nevertheless, it
turns out that the leading singular piece in the limit ϵ≪ 1 can be computed by replacing
Γϵ with ΓIR.

7 Replacing the vertex operators Γϵ with ΓIR, the diagram Double become
straightforward:

Double
ϵ≪1
= −

(
A(Ω)

ϵΩ

)2 ∫ τ2

τ1

ds (s− τ1)Ω∂s(τ2 − s)Ω =

(
A(Ω)

ϵΩ

)2

Ω

∫ 1

0

ds̄ s̄Ω(1− s̄)Ω−1

=
Γ(2Ω + 1)

Γ(Ω + 1)2
|τ12|2Ω

ϵ2Ω
.

(8.54)
In the second equality, we changed the variable as s̄ = (s− τ1)/(τ1− τ2). Furthermore, in
the last equality we used the property of the Beta function

B(a, b) ≡ b

∫ 1

0

ds̄ s̄a(1− s̄)b−1 =
Γ(a+ 1)Γ(b)

Γ(a+ b+ 1)
. (8.55)

Therefore we get the two-point functions of the bare DCO’s for ladder diagrams as

⟨OB,DCO(τ1)OB,DCO(τ2)⟩
ϵ≪1
=

Γ(2Ω + 1)

Γ(Ω + 1)2
|τ12|2Ω

ϵ2Ω
. (8.56)

7Roughly speaking, this is because the difference between Γϵ and ΓIR,

ΓUV ≡ Γϵ − ΓIR , (8.53)

is of order ϵΓIR whenever the arguments are O(1) while it is of O(1) only when the arguments are in a
small interval of length ϵ near the origin. Therefore the contribution from ΓUV is always O(ϵ) smaller
than the contribution from ΓIR. See Appendix E for more detailed arguments.
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Figure 8.16: The three-point functions for the Case I.

Through the definition of the renormalized operator O = Z−1/2OB ,, the renormalized
two-point function has a following canonical form:

⟨ODCO(τ1)ODCO(τ2)⟩ = Z−1⟨O,DCO(τ1)O,DCO(τ2)⟩ =
1

|τ12|2∆
. (8.57)

Therefore, by comparing (8.56) with (8.57), we can get the conformal dimension and the
renormalization factor of the DCO as follows:

∆(λ̃) = −Ω , Z(λ̃) =
A(Ω)

ϵ2Ω
. (8.58)

As expected, the result for the conformal dimension matches the result in the literature
[81]. Finally, we defined the renormalized vertex function ΓR for later discussions as

ΓR(S, T ) ≡ lim
ϵ→0

Z−1/2ΓIR(S, T ) =
√
A(Ω)

(
1

S
+

1

T

)−Ω

. (8.59)

8.3.4 Case I: one nontrivial and two trivial DCOs

We now compute the three-point function of one nontrivial DCO and two trivial DCOs,
see figure 8.16. In the figure, a nontrivial operator is in the middle and the structure
constants are C◦•◦

123 . Here and in what follows, the symbols ◦ and • signify a trivial DCO
and a nontrivial DCO respectively. On the other hand, the others, for example C•◦◦

123 ,
whose nontrivial operator is in the most-left, can be obtained as the same value with
C◦•◦

123 . Therefore, we only consider the C◦•◦
123 case. Thus, the configuration is easily given

by the single vertex function as follows:

⟨ODCO◦
1 (τ1)ODCO•

2 (τ2)ODCO◦
3 (τ3)⟩ = ΓR(τ21, τ32) =

C◦•◦
123

τ−Ω
21 τ

−Ω
32 τ

Ω
31

,

C◦•◦
123 =

√
A(Ω) =

Γ(2Ω + 1)1/2

Γ(Ω + 1)
.

(8.60)

At weak coupling of the effective coupling constant λ̃, the result can be expanded from
(8.45) as

C◦•◦
123 = 1 +

π2

12

(
λ̃

4π2

)2

−
(
π2

6
+ ζ(3)

)(
λ̃

4π2

)3

+O(λ̃4) . (8.61)

The result up to two loops reproduces the perturbative result for the ladder diagrams
in the previous section. At strong coupling (λ̃ ≫ 1), on the other hand, the result
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Figure 8.17: The structure constant C•◦◦
123 , which is in Case I. The structure constants

C•◦◦
123 are given by the two diagrams unlike the C◦•◦

123 in figure 8.16.

exponentiates and is given by

lnC◦•◦
123 ∼

√
λ̃

2π
ln 2 . (8.62)

On the other hand, we can compute the structure constant C•◦◦
123 . As shown in figure

8.17, we have

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

= ΓR(∞, τ21) +
λ̃

4π2

∫ τ2

τ1

ds

∫ ∞

τ3

dt
ΓR(∞, s− τ1)K(s, τ2|τ3, t)

(t− s)2︸ ︷︷ ︸
(∗)

. (8.63)

Using the differential equation of the SD-equation (8.41), and boundary conditionK(∗, ∗′|x, x) =
1, the integration can be evaluated in appendix F and we obtain the expected result

C•◦◦
123 = C◦•◦

123 =
√
A(Ω) . (8.64)

8.3.5 Case II: two nontrivial and one trivial DCOs

Next we calculate the structure constant for Case II. Since the operators have two non-
trivial conformal dimensions ∆i = −Ωi, the structure constant have following form:

⟨ODCO•
1 (τ1)ODCO•

2 (τ2)ODCO◦
3 (τ3)⟩ =

C••◦
123

τ−Ω1−Ω2
21 τΩ1−Ω2

32 τ−Ω1+Ω2
31

. (8.65)

The diagrams of Case II is in 8.3.3. The diagrams also include two patterns:single
vertex functions and double vertex functions. However, in the same argument as the
CaseI, the relevant diagrams are just with a maximal number of vertex functions.

The renormalized three-point function is given by

⟨ODCO•
1 ODCO•

2 ODCO◦
3 ⟩ =

∫ τ2

τ1

ds

∫ τ3

τ2

dt

∫ τ1

−∞
du

∫ s

τ1

dv (−∂u∂v)ΓR1 (τ1 − u, v − τ1)

×K1(v, s|τ3,∞)(−∂s∂t)ΓR2 (τ2 − s, t− τ2) .
(8.66)
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Figure 8.18: The three-point functions for Case II have four diagrams. However, the
most dominant contribution in the limit ϵ→ 0 is only double vertex functions.

Here we used the SD-equation (8.41). In (8.66), the integral of u can be easily computed.
Thus, the integral of v is just the same with (8.63)∫ s

τ1

dv ∂vΓ
R
1 (∞, v − τ1)K1(v, s|τ3,∞) = τΩ1

31

(
s− τ1
τ3 − s

)Ω1√
A(Ω1) (8.67)

Therefore, (8.66) become

⟨ODCO•
1 ODCO•

2 ODCO◦
3 ⟩ = τΩ1

31

√
A(Ω1)

∫ τ2

τ1

ds

∫ τ3

τ2

dt

(
s− τ1
τ3 − s

)Ω1

(−∂s∂t)ΓR2 (τ2 − s, t− τ2)

= −τΩ1
31 τ

Ω2
32

√
A(Ω1)A(Ω2)

∫ τ2

τ1

ds

(
s− τ1
τ3 − s

)Ω1

∂s

(
τ2 − s
τ3 − s

)Ω2

.

(8.68)

The last integral can be done explicitly8 by performing the following change of variables,
which amounts to performing the Möbius transformation (τ1, τ2, τ3)→ (0, 1,∞):

s̄ =
s− τ1
s− τ3

τ2 − τ3
τ2 − τ1

. (8.69)

As a result, we finally get the two nontrivial structure constant

C••◦
123 =

√
A(Ω1)A(Ω2)I(Ω1,Ω2) =

Γ(2Ω1 + 1)1/2Γ(2Ω2 + 1)1/2

Γ(Ω1 + Ω2 + 1)
. (8.70)

Surely, setting the Ω2 = 0, we can reproduce the C•◦◦
123 . Weak coupling expansion of the

result is

C••◦
123 = 1 +

(λ̃1 − λ̃2)2

192π2
+

(λ̃1 − λ̃2)2(λ̃1 + λ̃2)(π
2 + 6ζ(3))

384π6
+O(λ̃4) , (8.71)

whereas at strong coupling we have

lnC••◦
123 ∼ Ω1 ln

2Ω1

Ω1 + Ω2

+ Ω2 ln
2Ω2

Ω1 + Ω2

, Ωi ∼
√
λ̃i

2π
. (8.72)

The result at two loops at weak coupling matches the ladder contribution to the pertur-
bative result given in section 8.2.

8The integral reduces to the integral for I(a, b) given in (8.55).
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Figure 8.19: The three-point functions for Case III. It seems that there are a lot of
diagrams. However, in the same argument as the previous cases, the dominant diagrams
in the limit ϵ→ 0 are only triple vertex diagrams.

8.3.6 Case III: three nontrivial DCOs

In this subsection, we compute the most general three-point functions of DCOs,

⟨ODCO•
1 (τ1)ODCO•

2 (τ2)ODCO•
3 (τ3)⟩ =

C•••
123

τ−Ω1−Ω2+Ω3
21 τ−Ω2−Ω3+Ω1

32 τ−Ω3−Ω1+Ω2
31

. (8.73)

As shown in figure 8.19, there are 24 diagrams for the Case III. However, only three
diagrams which are a, b and c in figure 8.19, are relevant diagrams since they contain a
maximal number of vertex functions. 8.3.3.
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We first consider the diagram b and given by

b =

∫ τ2

τ1

ds

∫ τ3

τ2

dt

∫ ∞

τ3

du

∫ τ3

t

dv

∫ τ1

−∞
dw

∫ s

τ1

dxK(x, s|u,∞)

× (−∂w∂x)ΓR(w − τ1, x− τ1)(−∂s∂t)ΓR(τ2 − s, t− τ2)(−∂u∂v)ΓR(τ3 − v, u− τ3)

=
3∏
i=1

√
A(Ωi)

∫ τ2

τ1

ds

∫ τ3

τ2

dt

∫ ∞

τ3

du

(
(s− τ1)(u− τ1)

u− s

)Ω1

× (−∂s∂t)
(
(τ2 − s)(t− τ2)

t− s

)Ω2

∂u

(
(τ3 − t)(u− τ3)

u− t

)Ω3

.

(8.74)
Then, performing the integration by parts for the variable u, we get the contribution of
the diagram a as a surface term:

b = −a+ I2 , (8.75)

with

a = (−1)×
∫ τ2

τ1

ds

∫ τ3

τ2

dt

∫ τ3

t

du

∫ ∞

τ3

dv ΓR(∞, s− τ1)(−∂s∂t)ΓR(τ2 − s, t− τ2)

× (−∂u∂v)ΓR(τ3 − u, v − τ3)

=
3∏
i=1

√
A(Ωi)

∫ τ2

τ1

ds

∫ τ3

τ2

dt (s− t)Ω1(−∂s∂t)
(
(τ2 − s)(t− τ2)

t− s

)Ω2

(τ3 − t)Ω3

(8.76)

and

I2 =
3∏
i=1

√
A(Ωi)

∫ τ2

τ1

ds

∫ τ3

τ2

dt

∫ ∞

τ3

du (−∂u)
(
(s− τ1)(u− τ1)

u− s

)Ω1

×(−∂s∂t)
(
(τ2 − s)(t− τ2)

t− s

)Ω2
(
(τ3 − t)(u− τ3)

u− t

)Ω3

.

(8.77)

The contribution from the diagram c can be evaluated in a similar manner and the
result reads

c =
3∏
i=1

√
A(Ωi)

∫ τ2

τ1

ds

∫ τ3

τ2

dt

∫ τ1

−∞
du (−∂u)

(
(s− τ1)(u− τ1)

u− s

)Ω1

×(−∂s∂t)
(
(τ2 − s)(t− τ2)

t− s

)Ω2
(
(τ3 − t)(u− τ3)

u− t

)Ω3

.

(8.78)

Summing up three contributions, we get

⟨O•
1O•

2O•
3⟩ = a+ b+ c = I2 + c (8.79)

To further proceed, we perform the following change of variables,

s̄ =
τ23
τ21

s− τ1
s− τ3

, t̄ =
τ31
τ32

t− τ2
t− τ1

, ū =
τ12
τ13

u− τ3
u− τ2

. (8.80)
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After doing so, the three-point function have the following simple form:

C•••
123 =

(
3∏
i=1

√
A(Ωi)

)
× J ,

J ≡ −
∫ 1

0

ds̄

∫ 1

0

dt̄

∫ 1

0

dū ∂ū
[
g(ū, s̄)−Ω1

]
∂s̄
[
g(s̄, t̄)−Ω2

]
∂t̄
[
g(t̄, ū)−Ω3

]
.

(8.81)

with g(x, y) ≡ (1−x)−1+y−1−1. The integral J can be evaluated explicitly. The tedious
expression is in Appendix G.

Then, the weak coupling expansion of the effective coupling λ̃ is given by

C•••
123 = 1 +

1

192π2

(
3∑
i

λ̃2i − 2
∑
i<j

λ̃iλ̃j

)

+
π2 + 6ζ(3)

384π6

(
3∑
i=1

λ̃3i −
∑
i<j

(λ̃2i λ̃j + λ̃iλ̃
2
j)

)
+
π2 − 3− 6ζ(3)

192π6
λ̃1λ̃2λ̃3 +O(λ̃4) .

(8.82)

We can explicitly check the result with the two-loop calculation in section 8.2. Further-
more, when we take the limits λ̃i, we can reproduce the results in the previous subsections.

In order to evaluate the strong coupling expansion (λ̃i ≫ 1), we use the saddle-point
approximation of the integral J ,

J =

∫ 1

0

ds̄

∫ 1

0

dt̄

∫ 1

0

dū ef(s̄,t̄,ū) ,

f(s̄, t̄, ū) = −Ω1 log g(ū, s̄)− Ω2 log g(s̄, t̄)− Ω3 log g(t̄, ū) +O(ln λ̃) .

(8.83)

By analyzing the saddle-point approximation of J , that is ∂s̄g = ∂t̄g = ∂ūg = 0, we find
the two solutions. However, the relevant solution for the integral, which is inside the
integration region is given by

(s̄∗, t̄∗, ū∗) =

(
Ω1

Ω1 + Ω2

,
Ω2

Ω2 + Ω3

,
Ω3

Ω3 + Ω1

)
. (8.84)

At the saddle point (s̄∗, t̄∗, ū∗), we get the strong coupling expansions as follows:

lnC•••
123 ∼ Ω1 log

2Ω1

Ω1 + Ω2 + Ω3

+ Ω2 log
2Ω2

Ω1 + Ω2 + Ω3

+ Ω3 log
2Ω3

Ω1 + Ω2 + Ω3

. (8.85)
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Chapter 9

Non-BPS operators – perturbation
and integrability

In this chapter, we calculate the three-point functions of non-BPS operators inserted into
the Wilson loop. In the same way as the single trace operators, first of all, we choose the
following state:

O1 : Z
L1 , O2 : Z̄

L1 , O3 : Z̃
L3 = (Z + Z̄ + Y − Ȳ )L3 . (9.1)

Furthermore, we insert the another complex scalar Y as an excitation. Then, we used
the total scalars ϕi, i = (1, 2, 3, 4) in the operators. On the other hand, we have a choice
what the scalar coupled to the Wilson loop is. If we choose the Wilson loop scalar as
the same scalar of the operators, there are direct contractions between the operator and
Wilson loop:

!1 !2 .

Furthermore, if we take the ϕi, i = (1, 2, 3, 4) scalar in the Wilson loop, such a configura-
tion can’t be BPS even if the operators are ordinary vacuums state (9.1). For the other
choices, the Wilson loop scalar is ϕ5 or ϕ6, there are not direct contracting diagrams and it
becomes BPS state when the operators are (9.1). Therefore, the choice of the Wilson loop
scalar is very important. In this chapter, we ordinarily choose the Wilson loop coupled
to the scalar ϕ6 as follows:

W = exp
[ ∫

dτ(iAµẋ
µ + ϕ6|ẋµ|)

]
, (9.2)

In the section 9.1, we first explain the open spin chain under the coordinate Bethe
ansatz. Next, in the section 9.2 we calculate the structure constants by using the tailoring
method.
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9.1 Open spin-chain and wave functions

In our set up, the one-loop anomalous dimension is corresponding to the eigenvalue of
the XXX1/2 open spin-chain Hamiltonian [85]. Thus, the open spin-chain Hamiltonian
introduced in [86] is given by

Hopen =
L−1∑
k=1

(Ik,k+1 − Pk,k+1) + C1(I −Qϕ6
1 ) + CL(I −Qϕ6

L ), (9.3)

where Ik,k+1 is the identity operator in flavor-space and Pk,k+1 is the permutation operator

which switches two scalars at site k and at site k+1 each other. Here, the operators Qϕ6
1

and Qϕ6
L appear since we chose the scalar in the Wilson loop as ϕ6. As a result, Qϕ6

1 and
Qϕ6
L are defined as1

Qϕ6
1 |ϕ6 · · · ⟩ = 0, Qϕ6

1 |Z · · · ⟩ = |Z · · · ⟩,

Qϕ6
L | · · ·ϕ6⟩ = 0, Qϕ6

L | · · ·Z⟩ = | · · ·Z⟩. (9.4)

The coefficients C1 and CL determine the boundary condition of the Bethe wave function.
For example, if the excitations are the Y scalar, the boundary coefficients are given as
C1 = CL = 0 and the wave function satisfies the Neumann boundary condition. On the
other hand, the excitations include the ϕ6 scalar, the boundary coefficients C1 and CL
become non-zero. In fact, the boundary coefficients depend on the contraction between
the operator and Wilson loop.

9.1.1 One-magnon

Let us begin by giving the explicit form of the open spin-chain state for a few number of
magnons in our conventions. The eigenfunction for one-magnon | Ψ(1)

open⟩ is defined as

Hopen|Ψ(1)
open⟩ = E(1)|Ψ(1)

open⟩. (9.5)

Then, the Bethe state is written as

|Ψ(1)
open⟩ =

∑
1≤x≤L

ψ(1)
open(x)|Z · · ·Z

x
↓
Y Z · · ·Z⟩,

ψ(1)
open(x) = A′(p)

(
A(x, p) + e2ipLBL(p)A(x,−p)

)
with BL(p) = −

e−ip − (1− CL)
1− (1− CL)e−ip

,

(9.6)

where A′(p) is a normalization factor of the wave function. The propagation factor is

defined as A(x, p) ≡ eip(x−
1
2
). Notice that the factor is half-step shifted, such feature is

first mentioned in [88]. The wave function can be interpreted as a dynamical processes
on the spin chain coordinate, see also figure 9.1. The details of the wave function are
analyzed in appendix H.

1The notation was introduced in [87]. In addition, although we shall not introduce the computations,
we actually have calculated the SO(6) Hamiltonian by evaluating all Feynman diagrams, and could check
that the result is written as the above form.
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x1/2 L + 1/2

A(x, p)

+
x1/2 L + 1/2

eipL � BL(p) � eipLA(x, �p)

Figure 9.1: The first term A(x, p) in the wave function (H.2) shows that the magnon
is propagated from the site at 1/2 to the site at x. The second term e2ipLBL(p)A(x,−p)
is factorized to eipLBL(p)e

ipLA(x,−p). It shows that the magnon first go to the other
boundary at L+1/2 and reflected denoted by boundary factor BL(p). After doing so, the
magnon return back to the site at x.

9.1.2 Two-magnon

Next the two-magnon eigenfunction is given by

Hopen|Ψ(2)
open⟩ = E(2)|Ψ(2)

open⟩. (9.7)

The Bethe ansatz state for the two-magnon is

|Ψ(2)
open⟩ =

∑
1≤x1<x2≤L

ψ(2)
open(x1, x2)|Z · · ·Z

x1
↓
Y Z · · ·Z

x2
↓
Y Z⟩,

ψ(2)
open(x1, x2)/A

′(p1, p2) = f(x1, p1;x2, p2) + e2ip2LBL(p2)f(x1, p1;x2,−p2)

+ S(p2, p1)S(−p2, p1)e2ip1LBL(p1)f(x1,−p1;x2, p2) (9.8)

+ S(p2, p1)S(−p2, p1)e2i(p1+p2)LBL(p1)BL(p2)f(x1,−p1;x2,−p2),

where A′(p1, p2) is a normalization factor. Note that the S-matrix for SU(2) sector is
given as

S(p2, p1) =
u− v − i
u− v + i

,

where u = cot p1
2
and v = cot p2

2
are ordinary rapidity notations. Notice that the S-matrix

is the same with the closed spin chain’s one and has the following property:

S(−pj, pi) = S(−pi, pj).

The factor f(x1, p1;x2, p2) is defined as

f(x1, p1;x2, p2) ≡ A(x1, p1)A(x2, p2) + S(p2, p1)A(x1, p2)A(x2, p1), (9.9)

The terms are just the summation over the permutations property, which appear in the
closed spin chain system. The dynamical processes of the two-magnon wave function are
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1/2 L + 1/2x1 x2

A(x1, p1) � A(x2, p2)

1/2 L + 1/2x1 x2

eip2L � BL(p2) � eip2(L�(x2�1/2))

� eip1x2S(�p2, p1)e
ip1(L�x2) � BL(p1) � eip1(L�x2)S(�p1, �p2)e

ip1(x2�x1)

Figure 9.2: For the first term A(x1, p1)A(x2, p2), the red magnon first go to site x2.
After doing so, the blue magnon go to the site x1. For the final term, each red and blue
magnon go to the other boundary and return back to the site x2 and x1 respectively
after reflecting by the boundary. Then, the ordering of the positions of the magnons
are changed each other. By taking account into such contribution, we add the S-matrix
factors appropriately.

understood as in figure 9.2.2 In the two-magnon wave functions (9.8), we found that the
wave function is basically constructed by the summation over the sign flipping terms of
f(x1, p1; x2, p2) as follows:

f(x1, p1; x2, p2), f(x1,−p1; x2, p2), f(x1, p1;x2,−p2), f(x1,−p1;x2,−p2). (9.10)

In addition, because of the scatterings of the magnons, we must insert the boundary co-
efficient, S-matrix factor and propagation factors such as e2ip1LBL(p1)S(p2, p1)S(−p2, p1).
Such a factors are inserted when the sign of the momentum pl is flipped. For multi-magnon
case, the factor is generalized as

e2iplLBL(pl)
∏
k>l

S(pk, pl)S(−pk, pl). (9.11)

Based on these systematic constructions, we can find the multi-magnon open spin chain
wave function.

9.1.3 Multi-magnon

TheM -magnon wave function can be decomposed into two parts: summation over the sign
flipping terms with appropriate factors and summation over the permutation. Thereby it

2For intuitive understanding, it may be better to rewrite the S-matrix factor S(p2, p1)S(−p2, p1) as
S(p2, p1)S(−p1, p2).
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is written down:

ψ(M)
open =

∑
P+∪P−={1,...,M}

∏
l∈P−

(e2iplL)
∏
k>l

S(pk, pl)S(−pk, pl)


︸ ︷︷ ︸
summation over the sign flipping terms with appropriate factors

f(p̂1, · · · , p̂M),

f(p̂1, · · · , p̂M) ≡
M∑

σ1 ̸=···̸=σM

∏
j<k
σk<σj

S(p̂σj , p̂σk)

︸ ︷︷ ︸
summation over the permutation

M∏
m=1

A(xm, p̂σm), (9.12)

where p̂i is defined as

p̂i =

{
pi i ∈ P+

−pi i ∈ P−
. (9.13)

Notice that the f(p̂1, · · · , p̂M) in the wave functions is the same with the closed spin chain
wave function.

9.2 Structure constants and the hexagon form factor

Using the open spin chain wave functions discussed above, we now calculate the structure
constants at tree-level by using the tailoring method. Surprisingly, the hexagon form
factors, which are introduced in the structure constants of the single trace operators,
appear as a fundamental black.

9.2.1 A nontrivial operator with one-magnon : CY ◦◦
123

We first consider the following configurations

O1 :
∑
x

ZxY ZL1−(x+1), O2 : Z̄
L2 , O : Z̃L3 . (9.14)

According to the ordinary tailoring method explained in section 4.2, we first do mapping,
cutting and flipping and we have

O1 → | · · ·Z · · · ⟩1 ⊗
∑
x

ψ(1)
open 1⟨· · ·ZY Z · · · |,

O2 → | · · · Z̄ · · · ⟩2 ⊗ 2⟨· · · Z̄ · · · |,

O3 → | · · · Z̃ · · · ⟩3 ⊗ 3⟨· · · Z̃ · · · |.
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�e2ip�13

Figure 9.3: The first term means that a magnon is located at the start point ℓ12, which
is shifted by the normalization. The second term has the propagation factor e2ipℓ13 . It
shows that the magnon is propagated to the right-boundary and return back to the start
point.

Contracting them, the structure constants are given by

C1◦◦
123 ∝

L1∑
x2=ℓ12+1

ψ(1)
open(x). (9.15)

The summation of the propagator A(x, p) in the wave function becomes

L1∑
x2=ℓ12+1

A(x, p) =M(p)(eipℓ12 − eipL1), (9.16)

where the factor M(p) ≡ (e−i
p
2 − ei

p
2 )−1 obeys a useful identity M(p) = −M(−p).

Therefore, we get

C1◦◦
123 ∝M(p)(eipℓ12 − e2ipL1e−ipℓ12)

=Mℓ12(p)(1− e2ipℓ13), Mℓ12(p) ≡M(p)eipℓ12 (9.17)

Then, we defined the normalization including the exponent of the bridge length eipℓ12 . It
means that we should interpret as the start point of the magnon is changed to the point
ℓ12, rather than 1/2.

9.2.2 A nontrivial operator with two-magnon : CY 2◦◦
123

Next we consider the case of a nontrivial operator with two excitations as follows:

O1 :
∑
x<y

ZxY Zy−(x+1)Y ZL1−(y+1), O2 : Z̄
L2 , O : Z̃L3 . (9.18)

Then, the structure constants become

CY 2◦◦
123 ∝

∑
1≤x1<x2≤L1

ψ(2)
open(x1, x2) =

L1∑
x1=ℓ12+1

L1∑
x2=x1+1

ψ(2)
open(x1, x2). (9.19)
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Notice that we extend the summation range because the contribution of x1 = L1 becomes
zero. The summation of the product of the propagators A(x1, p1)A(x2, p2) in the two-

magnon wave function ψ
(2)
open is written as∑

1≤x1<x2≤L1

A(x1, p1)A(x2, p2)

=M(p1)M(p2)
{ i+ 2v

2(u+ v)
ei(p1+p2)ℓ12 − eip2L1eip1ℓ12 +

(
− i+ 2v

2(u+ v)
+ 1
)
ei(p1+p2)L1

}
.

(9.20)

Here, there are nontrivial factors i+2v
2(u+v)

. Such factors come from the geometric series and
we can give the appropriate expression in the same way as the three-point functions of
the closed string in section 4.2.

Next we substitute the result (9.20) in the two-magnon wave function (9.8) and we
get the structure constant as follows:

CY 2◦◦
123 ∝Mℓ12(p1)Mℓ12(p2)

{ u− v
i+ u− v

− S(p2, p1)S(−p2, p1)e2ip1ℓ13
−u− v
i− u− v

− e2ip2ℓ13 u+ v

i+ u+ v
+ S(p2, p1)S(−p2, p1)e2i(p1+p2)ℓ13

−u+ v

i− u+ v

}
. (9.21)

Here, we obtained nontrivial factors, i.e. u−v
i+u−v . Actually, this factor is known as the

hexagon form factor, which is introduced in the three-point functions of the closed string,
at tree-level

hY Y (u, v) =
u− v

i+ u− v
+O(g).

As an another case, we calculate the structure constants CY Y ◦
123 in appendix K

9.2.3 A nontrivial operator with M-magnon : CYM◦◦
123

By doing similar tasks, we would like to get the structure constants for the multi-magnon.
The wave function for the multi-magnon is naively written as∑

x1<···<xM

ψ(M)
open(x1, · · · , xM). (9.22)

From a few magnons lessons, we expect that the summation of positions for the multi-
magnon wave function should be obtained by summing the hexagon form factor over all
patterns such as flipping momentum signs with the negative weight. To justify the above
statement, we prove the following two lemmas:

1. Bridge length dependent terms : the bridge length dependent terms such as ei(p1+···+pM )ℓ12

produce the multi-magnon hexagon form factors.

2. Bridge length independent terms : The others terms which are independent of the
bridge length, completely vanish.
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1. Multi-magnon hexagon form factor

We first focus on the sum over the permutation parts of the multi-magnon wave function
(9.12):

∑
x1<···<xM

f(p1, · · · , pM)

=
∑

x1<···<xM

∑
σ1 ̸=···̸=σM

∏
σk<σj

j<k

S(pσj , pσk)A(x1, pσ1) · · · A(xM , pσM ). (9.23)

As the above summation for a few number of magnons is relatively manageable, it is given
in appendix I. The evaluation of the equation is the similar to the closed spin chain case.
In fact, we start to recall the relation between the S-matrix and the hexagon form factor:

S(u, v) =
h(v, u)

h(u, v)
. (9.24)

By using this, the product of S-matrices can be transformed as

∏
σk<σj

j<k

S(pσj , pσk) =

∏
σk<σj

j<k

h(uσk , uσj)


∏

σk<σj

j<k

1

h(uσj , uσk)

 . (9.25)

Using the same discussion with the closed case, we therefore can be rewritten the sum-
mation (9.23) as

h(u1, · · · , uM)
∑

σ1 ̸=···̸=σM

(∏
j<k

1

h(uσj , uσk)

) ∑
x1<···<xM

A(x1, pσ1) · · · A(xM , pσM ). (9.26)

Then, we used the following identity:

h(u1, · · · , uM) =
∏
j<k

h(uj, uk), (9.27)

Because the multi-magnon hexagon form factor can be decomposed by the two-magnon
hexagon form factor.

The remaining part is the summation over the positions for the multi-product of the
propagation factors ∑

x1<···<xM

A(x1, pσ1) · · · A(xM , pσM ), (9.28)
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irrelevant 

g(2��M)(p)

g(2��M)(p)g(2��M)(p) g(1��M)(p)

2−M

2−M2−M 1−M

Figure 9.4: Let us consider the summation of the positions for a magnon at site x and
M − 1 magnon at site y. We first sum over the position y. From this, we get a nontrivial
function g(2−M) = 1

e−i(p2+···+pM )−1
. After doing so, we sum over the position x and get the

further factor g(1−M) = 1
e−i(p1+···+pM )−1

. Thereby, the coefficients of the ei(p1+···+pM ) become

the product of the g(2−M) and g(1−M).

which is easily evaluated by geometric series. For one- and two-magnon cases, they
respectively become∑

x

A(x, p) = e−
i
2
p 1

e−ip − 1
eipℓ12 + · · · ,

∑
x1<x2

A(x1, p1)A(x2, p2) = e−
i
2
(p1+p2)

1

e−ip2 − 1

1

e−i(p2+p1) − 1
ei(p1+p2)ℓ12 + · · · .

Then, we would expect the summation for the multi-magnon wave function

∑
x1<···<xM

A(x1, p1) · · · A(xM , pM) =
M∏
k=1

e−
i
2
pk

M∏
j=1

1

e−i
∑M
k=j pk − 1

ei(p1+···+pM )ℓ12 + · · · .

(9.29)

Pictorially, the geometric series in the summation can be sketched in figure 9.4.

From above argument the summation (9.23) becomes

M∏
k=1

e−
i
2
pk

(∏
s<t

h(us, ut)

) ∑
σ1 ̸=···≠σM

(∏
j<k

1

h(uσj , uσk)

)
M∏
n=1

1

e−i
∑M
m=n pm − 1

ei(p1+···+pM )ℓ12 + · · · .

(9.30)
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We finally prove the following relations :

F (p1, · · · , pM) =
M∏
k=1

i

(
uk +

i

2

)
, (9.31)

F (p1, · · · , pM) ≡
∑

σ1 ̸=···̸=σM

(∏
j<k

1

h(uσj , uσk)

)
M∏
n=1

1

e−i
∑M
m=n pm − 1

, (9.32)

by mathematical induction. First, relating F (p1) for the M = 1 case is trivially found.
Next, we assume that the relation holds for M − 1 case. Then, we extract the expression
F (p1, · · · , p̌j, · · · , pM) where the j-th excitation does not contribute :

F (p1, · · · , pM) =
1

e−i
∑M
k=1 pk − 1

M∑
j=1

(∏
k ̸=j

1

h(uk, uj)

)
F (p1, · · · , p̌j, · · · , pM). (9.33)

We finally have

F (p1, · · · , pM) =
1

e−i
∑M
k=1 pk − 1

M∑
j=1

(∏
k ̸=j

1

h(uk, uj)

) ∏M
k=1 i(uk + 1/2)

i(uj + 1/2)
. (9.34)

Here, the expression

1

e−i
∑M
k=1 pk − 1

M∑
j=1

(∏
k ̸=j

1

h(uk, uj)

)
1

i(uj + 1/2)
(9.35)

can be handled by introducing a residue integral which is given as∮
dz

2πi

1

z

(
M∏
k=1

uk − z − i/2
uk − z + i/2

− 1

)
, (9.36)

where the integrand has poles at z = 0 and z = uk + i/2. Picking up the pole at z = 0,
we get ∮

z=0

dz

2πi

1

z

(
M∏
k=1

uk − z − i/2
uk − z + i/2

− 1

)
= e−i

∑M
k=1 pk − 1. (9.37)

Otherwise, from the other poles, we have∮
z=uk+i/2

dz

2πi

1

z

(
M∏
k=1

uk − z − i/2
uk − z + i/2

− 1

)
=

M∑
j=1

(∏
k ̸=j

1

h(uk, uj)

)
1

i(uj + 1/2)
. (9.38)

From those, we could completely get the following relation :

F (p1, · · · , pM) =
M∏
k=1

i

(
uk +

i

2

)
(9.39)

=
M∏
k=1

1

e−ipk − 1
. (9.40)
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Thus, the summation (9.23) becomes∑
x1<···<xM

∑
σ1 ̸=···̸=σM

∏
σk<σj

j<k

S(pσj , pσk)A(x1, pσ1) · · · A(xM , pσM ) (9.41)

=
M∏
k=1

M(pk)
∏
j<k

h(uj, uk)e
i(p1+···+pM )ℓ12 + · · · . (9.42)

2. Bridge length independent terms

Next we prove the second lemma, which is for the terms which have exponent of the
spin-chain length, ei(p1+···+pM )L1 . As a more simpler case, we explain a few magnon case
in appendix J for helping to understand. 3 By applying the result of the multi-magnon
hexagon form factor, the summation (9.22) for the wave function with Neumann boundary
condition is given by:

∑
x1<···<xM

ψ(M)
open(x1, · · · , xM)/

M∏
i=1

M(pi)

=
∑

P+∪P−={1,...,M}

∏
k∈P−

(−e2ipkL)
∏
l<k

S(pk, pl)S(−pk, pl)

∏
i<j

h(p̂i, p̂j)e
i(p̂1+···+p̂M )L1 + · · · .

(9.43)

First of all, the propagation factor can be trivially picked out:

ei(p1+···+pM )L
∑

P+∪P−={1,...,M}

∏
k∈P−

(−)
∏
l<k

S(pk, pl)S(−pk, pl)

∏
i<j

h(p̂i, p̂j) + · · · . (9.44)

By dividing the factor such as ∏
l<k

h(pl, pk)
∏
l<k

h(pl,−pk), (9.45)

the leading term (p1, · · · , pM) becomes

ei(p1+···+pM )L
∏
l<k

h(pl, pk)
∏
l<k

h(pl,−pk)

(
1∏

l<k h(pl, pk)
∏

l<k h(pl,−pk)
∏
i<j

h(pi, pj)

)

= ei(p1+···+pM )L
∏
l<k

h(pl, pk)
∏
l<k

h(pl,−pk)

(∏
l<k

1

h(pl,−pk)

)
. (9.46)

3For a naive discussion, when we consider the case, for example ℓ12 = 0, ℓ13 ̸= 0 and ℓ23 ̸= 0, the
structure constants don’t have any non-trivial factors because the Bethe state can’t contract with other
states. This shows that the structure constants are independent for the spin chain length Li.
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On the other hand, the next to leading term which is the term for p1 → −p1 is written as

− ei(p1+···+pM )L
∏
l<k

h(pl, pk)
∏
l<k

h(pl,−pk)

×

(
1∏

l<k h(pl, pk)
∏

l<k h(pl,−pk)

M∏
l<k

S(pk, pl)S(−pk, pl)
M∏
i=1

h(−p1, pi)
M∏

1̸=i<j

h(pi, pj)

)

= −ei(p1+···+pM )L
∏
l<k

h(pl, pk)
∏
l<k

h(pl,−pk)

(∏
k

1

h(p1, pk)

∏
1̸=l<k

1

h(pl,−pk)

)
, (9.47)

where the expression in brackets is just the negative k part of (9.46). Generally, the
equation (9.44) becomes

ei(p1+···+pM )L
∏
l<k

h(pl, pk)
∏
l<k

h(pl,−pk)
∑

P+∪P−={1,...,M}

∏
k∈P−

(−)

∏
l<k

1

h(p̂l,−p̂k)
. (9.48)

From this, we shall show that

G(pi) ≡
∑

P+∪P−={1,...,M}

∏
k∈P−

(−)

∏
l<k

1

h(p̂l,−p̂k)
= 0 (9.49)

by investigating the poles. The function G(pi) has poles at ui = ±uk because of

1

h(u, v)
= 1 +

i

u− v
. (9.50)

However, these poles are irrelevant since the residues of such poles become zero. Now let
us move to the pole at p̂m = p̂n, (n < m). Then we can simply show that the residue is

∑
P+∪P−={1,...,M}/{m,n}

∏
k∈P−

(−)

 res
p̂m→p̂n

( ∏
n ̸=i<m

1

h(p̂i,±p̂m)
∏
m<j

1

h(±p̂m, p̂j)
1

h(±p̂n,±p̂m)

+
∏

i<n ̸=m

1

h(p̂i,±p̂n)
∏
n<j

1

h(±p̂n, p̂j)
1

h(±p̂m,±p̂n)

)
= 0. (9.51)

Therefore, the function G(pi) does not have any poles. Thus, the remaining one is deter-
mined by the u→∞ behavior. Since it trivially becomes zero such as

G(ui →∞) = 1− 1 + 1− 1 + · · ·︸ ︷︷ ︸
2M terms

= 0, (9.52)

we showed that the function G(pi) is precisely zero. This fact means that the summation
of the spin-chain length dependent terms doesn’t contribute to the structure constants.
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As a result, we can write down the final result for the multi-magnon structure constants
at tree-level as

CYM◦◦
123 |tree ∝

M∏
i=1

M(pi)e
i(p1+···+pM )ℓ12

×
∑

P+∪P−={1,...,M}

∏
k∈P−

(−e2ipkℓ13)
∏
l<k

S(pk, pl)S(−pk, pl)

∏
i<j

htreeY Y (p̂i, p̂j)

(9.53)

We would like to emphasize that the structure constants depend on only the exponential
of the bridge length terms and the hexagon form factor, which is the same with the closed
sting case, naturally appears.
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Chapter 10

Complete method – integrability

In this chapter, we would like to suggest the finite coupling correlators of the open strings
or operators inserted into the Wilson loop. In the section 10.1, we conjecture a finite
coupling structure constants naively, following the original hexagon paper [34]. After
doing so, we suggest a more refined form in section 10.2. It is because the conjecture in
section 10.1 is slightly different from the one-loop perturbative results. The accuracy of
the result in section 10.2 was supported at higher loops by using the recent developed
localization techniques [90].

10.1 Conjecture for finite coupling structure constants

In the previous chapter, the result of tree-level structure constants are given by

CYM◦◦
123 |tree ∝

M∏
i=1

M(pi)e
i(ptree1 +···+ptreeM )ℓ12

×
∑

P+∪P−={1,...,M}

∏
k∈P−

(−e2iptreek ℓ13)
∏
l<k

Stree(pk, pl)S
tree(−pk, pl)

∏
i<j

htreeY Y (p̂i, p̂j),

(10.1)

with

p̂i =

{
pi i ∈ P+

−pi i ∈ P−
. (10.2)

Then, in the same argument of three-point functions of the closed strings in section 5.1,
we replace the tree-level quantities to finite coupling functions:

C123|tree → C123|finite : ptreei → pfinitei , Stree(u, v)→ Sfinite(u, v), htree(u, v)→ hfinite(u, v).
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In addition, by inserting the reflection amplitude B(p) at finite coupling given in [83, 89]
and correct norm explained in appendix L, we propose the structure constants at finite
coupling1 (

CM◦◦
123

C◦◦◦
123

)2
?
=

(ei(p1+···+pM )ℓ12K)2

det(∂uiϕj)
∏

i<j S(pj, pi)e
i(p1+···+pM )L1

, (10.3)

where the denominator is a norm part by a product of S-matrices times the open-chain
version of Gaudin norm factor which is a determinant of differential ϕ defined from

eiϕj ≡ e2ipjL1

∏
k ̸=j

S(uk, uj)BL(pj)S(−uk, uj)B1(−pj) (10.4)

with respect to rapidity variables ui (not the momentum), and by the propagation factor
for the length of the operator O1. Also, we define

K =
∑

P+∪P−={1,...,M}

∏
k∈P−

(
−e2ipkℓ13BL(pk)

)∏
l<k

S(pk, pl)S(−pk, pl)

H(p), (10.5)

where H(p) ≡
∏

i<j hY Y (p̂i, p̂j).

We now give some comments for this result. First, we here recall the result of the
three-point functions of the closed string (5.2):

Aclosed =
∑

α∪ᾱ={1,...,M}

(−1)|ᾱ|
∏
j∈ᾱ

eipjℓ12
∏
j<k

j∈ᾱ,k∈α

S(uj, uk)H(α)H(ᾱ) (10.6)

The closed sting version is written as the sum over partitions and there are two hexagons.
On the other hand, comparing the results, the open sting version has one hexagon and
sum over the sign flipped momentum by the reflection amplitude. Pictorially, the three-
point function of operators inserted on the Wilson loop is implemented by a hexagonal
object. Cutting the three seams, the hexagonal object can be described by one hexagon
with three mirror edges contracted by the boundary states |B⟩, see figure 10.1.

In the case of two magnon, the above expression is simply written as

K(2) = hY Y (u, v)− S(p2, p1)S(−p2, p1)BL(p1)e
2ip1ℓ13hY Y (−u, v)

−BL(p2)e
2ip2ℓ13hY Y (u,−v) + S(p2, p1)S(p1,−p2)BL(p1)BL(p2)e

2i(p1+p2)ℓ13hY Y (−u,−v).
(10.7)

It shows that the structure constant is given by the summation over the sign flipping
hexagon form factor with negative sign and appropriate factors related dynamical processes
of the magnons. Furthermore, the two-magnon structure constants at finite coupling is
depicted in figure 10.2.

1The meaning of question mark ? is explained in the next section.
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Figure 10.1: In the N = 4 SYM, the configuration can be pictorially written as a hexagon.
In the hexagon method of open string attached D-brane, we cut the world sheet and make
one hexagon and three square like figures. Then, we identify the three square like figures
are boundary states.

10.2 Hexagonalization and the perturbation

In this section, we would like to predict the hexagonalization data from the perturbation.
In advance, we mention the summary of the relations between the hexagonalization and
perturbation method in the subsection 10.2.1. After doing so, we explicitly see how to
predict the hexagonalization data from the perturbation in subsection 10.2.2.

10.2.1 Summary of the hexagonalization and perturbation

One interesting (and perhaps peculiar) outcome of our analysis is that the integrability
computation does not give the normalized correlator ⟨⟨∗⟩⟩, which is the result (10.3). It
rather corresponds to the ratio of the correlators on the circular Wilson loop,

Hexagonalization =
⟨W [O1 · · · Om]⟩circle∏m
k=1

√
⟨W [OkOk]⟩′circle

, (10.8)

where ⟨W [OkOk]⟩′circle denotes the space-time independent part of the two-point function
on the circular loop; namely ⟨W [OkOk]⟩′circle = nLk × ⟨W⟩circle. In terms of normalized
correlators, the conjecture (10.8) can be rewritten as

Hexagonalization = (⟨W⟩circle)
2−m

2
⟨⟨O1 · · · Om⟩⟩√∏m

k=1 nk
. (10.9)

Although we do not have a strong argument as to why the hexagonalization computes the
correlators on the circle rather than the normalized correlators, we check this conjecture
explicitly for the three- and four-point functions at one loop.
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−S(p2, p1)S(−p1, p2)BL(p1)e2ip1ℓ13

|BL⟩⟨B1 ||BL⟩⟨B1 |

−BL(p2)e2ip2ℓ13

|BL⟩⟨B1 |

+ S(p2, p1)S(−p1, p2)BL(p1)BL(p2)e2i(p1+ p2)ℓ13

|BL⟩⟨B1 |

Figure 10.2: The red and blue magnons on the hexagon form factors give the hexagon
form factors hY Y (u, v). Then, the four terms shows the propagating process on the edge
of the hexagon form factor and boundary states.

10.2.2 Hexagonalization data from the one-loop correlators

Assembling some 1-loop BPS correlation functions, we shall try to predict hexagonaliza-
tion data, which should also be calculated from integrability method. Because, in our
conjecture, the BPS correlation functions are given by summing of hexagonalization data
with having mirror-magnon on the gluing edge. In fact, by counting the power of the
coupling constant, there are three-type hexagon data related up to three mirror-magnon,
as long as we consider the 1-loop calculation by the perturbation. The aim in this section
is to read the three hexagonalization data from the 1-loop BPS correlation functions.

As a beginning step to be good at but including essences, let us consider the three
three-point functions whether it has a zero-bridge lengths or not. The 1-loop results are
given by

⟨⟨OBPS(2)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)⟩⟩√

n1n2n3

|1−loop =
λ

8π2
3ζ(2)d12d23d31, (10.10)

⟨⟨OBPS(2)
1 (x1)OBPS(1)

2 (x2)OBPS(1)
3 (x3)⟩⟩√

n1n2n3

|1−loop =
λ

8π2
ζ(2)d12d31. (10.11)

The first shape with one triangle and three objects like crescent moon has all non-zero
bridge length. On the other hand, the second shape has zero bridge length. The difference,
in terms of the hexagonalization, shows a mirror magnon on the gluing edge between the
boundary state and the hexagon in figure 10.3. As mentioned the original hexagonalization
paper, only single-particle states on zero-length bridges can contribute at 1-loop. However
it is curious why the three-point function of the first shape has non-zero value since it
cannot have any contribution from hexagonalization method. We find that it implies
that the hexagonalization data are related to the perturbation results divided by the
expectation value of the Wilson loop. Namely, the three-point functions divided by the
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Figure 10.3: The left figure is the ⟨⟨OBPS(2)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)⟩⟩. The right corre-

lator is ⟨⟨OBPS(2)
1 (x1)OBPS(1)

2 (x2)OBPS(1)
3 (x3)⟩⟩, which have zero-bridge length.

one with the appropriate power become

(⟨W⟩circle)−
1
2
⟨⟨OBPS(2)

1 (x1)OBPS(2)
2 (x2)OBPS(2)

3 (x3)⟩⟩√
n1n2n3

|1−loop = 0, (10.12)

(⟨W⟩circle)−
1
2
⟨⟨OBPS(2)

1 (x1)OBPS(1)
2 (x2)OBPS(1)

3 (x3)⟩⟩√
n1n2n3

|1−loop =
λ

8π2
(−2ζ(2))d12d31. (10.13)

In the second line, the coefficient λ
8π2 (−2ζ(2)) should be reproduced by a hexagonalization

data in hexagonalization method which has one mirror-magnon on the gluing edge between
hexagon and boundary state,

= −2 λ

8π2
ζ(2). (10.14)

Considering a next beginning step is a four-point function with the operator length
L1 = 5, L2 = L3 = L4 = 3 and L1 = 4, L2 = L3 = L4 = 2. The tree-level diagrams are in
figure 10.4. They are given by

⟨⟨OBPS(5)
1 (x1)OBPS(3)

2 (x2)OBPS(3)
3 (x3)OBPS(3)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
λ

8π2
4ζ(2)d312d

2
34d41d13 +

λ

8π2
6ζ(2)d212d23d34d

2
41d13 +

λ

8π2
4ζ(2)d12d

2
23d

3
41d13, (10.15)

⟨⟨OBPS(4)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)OBPS(2)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
λ

8π2
4ζ(2)d212d34d41d13 +

λ

8π2
4ζ(2)d12d23d

2
41d13. (10.16)

We found that the 4ζ(2) terms come from the tree-level diagrams with zero-bridge lengths.
It implies that the contributions in terms of the hexagonalization came from the one-mirror
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Figure 10.4: The tree-level diagram of the corre-
lator ⟨⟨OBPS(5)

1 (x1)OBPS(3)
2 (x2)OBPS(3)

3 (x3)OBPS(3)
4 (x4)⟩⟩ and

⟨⟨OBPS(4)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)OBPS(2)

4 (x4)⟩⟩.

particle between the hexagon and boundary state. On the other hand, the existence of
the 6ζ(2) term is not so good. Because we cannot see the well interpretation in the
hexagonalization theory. It is also implied that we should dived by the expectation value
of the Wilson loop. For the four-point function, it is turned out well by divided by
(⟨W⟩circle)−1. Then we have

(⟨W⟩circle)−1 ⟨⟨O
BPS(5)
1 (x1)OBPS(3)

2 (x2)OBPS(3)
3 (x3)OBPS(3)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
λ

8π2
(−2ζ(2))d312d234d41d13 +

λ

8π2
(−2ζ(2))d12d223d341d13, (10.17)

(⟨W⟩circle)−1 ⟨⟨O
BPS(4)
1 (x1)OBPS(2)

2 (x2)OBPS(2)
3 (x3)OBPS(2)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
λ

8π2
(−2ζ(2))d212d34d41d13 +

λ

8π2
(−2ζ(2))d12d23d241d13. (10.18)

We now call each hexagonalization data which have mirror-magnon on the bottom, right,
up, left edge between the hexagon and the boundary states to HBbottom, HBright,
HBup and HBleft respectively, see figure 10.5. Using these notations, in our conjecture,
the each equation (10.17) and (10.18) would be respectively equal to

(10.17) = (HBbottom)d312d
2
34d41d13 + (HBright)d12d

2
23d

3
41d13,

(10.18) = (HBbottom)d212d34d41d13 + (HBright)d12d23d
2
41d13.

By solving two simultaneous equations, we have the hexagonalization data:

(HBbottom) = (HBright) = −2 λ

8π2
ζ(2).
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Figure 10.5: The one-mirror particle on both the hexagon form factor and boundary state.
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!1

!2 !3
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Figure 10.6: The two-mirror particle on two hexagon form factors and boundary state.

In the same way, we can get other hexagonalization data which have mirror-magnon on
the up and left edge between the hexagon and the boundary states2, HBup and HBleft.
They also have same value HBup=HBleft= −2 λ

8π2 ζ(2). We can see that these values
are the same with the three-point function (10.14). From these facts, we find that the
hexagonalization data with one-magnon on the edge gluing between the hexagon and the
boundary state will be −2 λ

8π2 ζ(2).

More hexagonalization data with two-mirror magnon defined in 10.6 can be predicted
from other 1-loop four-point functions. For example, we consider the four-point functions
with L1 = 2, L2 = 1, L3 = 2, L4 = 3 and L1 = 3, L2 = 2, L3 = 3, L4 = 4 in 10.7:

2In this case, for example, we consider the four-point functions with the operator length L1 = L2 =
L3 = 3, L4 = 5 and L1 = L2 = L3 = 2, L4 = 4.
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Figure 10.7: Tree-level diagrams of correlator ⟨⟨OBPS(2)
1 (x1)OBPS(1)

2 (x2)OBPS(2)
3 (x3)OBPS(3)

4 (x4)⟩⟩ and
⟨⟨OBPS(3)

1 (x1)OBPS(2)
2 (x2)OBPS(3)

3 (x3)OBPS(4)
4 (x4)⟩⟩

(⟨W⟩circle)−1 ⟨⟨O
BPS(2)
1 (x1)OBPS(1)

2 (x2)OBPS(2)
3 (x3)OBPS(3)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234d34d41

+
λ

8π2
(−4ζ(2) + 2ζ(2)LiR[z])d12d

2
34d41 +

λ

8π2
(−4ζ(2) + 2ζ(2)LiR[1− z])d23d34d241.

(10.19)

(⟨W⟩circle)−1 ⟨⟨O
BPS(3)
1 (x1)OBPS(2)

2 (x2)OBPS(3)
3 (x3)OBPS(4)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234(d12d

2
34d41 + d23d34d

2
41)

+
λ

8π2
(−4ζ(2) + 2ζ(2)LiR[z])d

2
12d

3
34d41 +

λ

8π2
(−4ζ(2) + 2ζ(2)LiR[1− z])d223d34d341.

(10.20)

In the hexagonalization picture, the equations (10.19) and (10.20) should be equal to

(10.19) =M(d12d
2
34d41 + d23d34d

2
41)

+ (HHBbottom+HBbottom)d12d
2
34d41 + (HHBleft+HBleft)d23d34d

2
41,

(10.20) =M(d212d
3
34d41 + d12d23d

2
34d

2
41 + d223d34d

3
41)

+ (HHBbottom+HBbottom)d212d
3
34d41 + (HHBleft+HBleft)d223d34d

3
41,

where M = m
(

z
z−1

)
+ m

(
z−1
z

)
, m ≡ λ

16π2

(z+z̄)−(α+ᾱ)
2

Φ(z, z̄) is the one-mirror particle
contribution between hexagon form factors calculated in section 5.2, see figure 10.8. Then,
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Figure 10.8: The one-mirror particle on the hexagons.

the D1234 function can be also written in terms of the m(z) as

D1234 = m

(
z

z − 1

)
d23d41 +m

(
z − 1

z

)
d12d34.

Since we have already known theM, HBbottom and HBleft, by solving the equations
for the unknown hexagonalization data HHBbottom and HHBleft, we get

(HHBbottom) = m

(
1

1− z

)
− λ

8π2
2ζ(2)LiR[1− z],

(HHBleft) = m

(
1

z

)
− λ

8π2
2ζ(2)LiR[z].

From the other four-point functions, we find

HHBbottom = HHBup and HHBleft = HHBright.

Finally, we consider the four-point functions with L1 = L2 = 2, L3 = L4 = 1 and
L1 = 2, L2 = 1, L3 = 1, L4 = 2 in (10.9):

(⟨W⟩circle)−1 ⟨⟨O
BPS(2)
1 (x1)OBPS(2)

2 (x2)OBPS(1)
3 (x3)OBPS(1)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234d12 +

λ

8π2
(−6ζ(2) + 2ζ(2)LiR[z])d

2
12d34 +

λ

8π2
(−4ζ(2) + 2ζ(2)LiR[1− z])d12d23d41,

(10.21)

(⟨W⟩circle)−1 ⟨⟨O
BPS(2)
1 (x1)OBPS(1)

2 (x2)OBPS(1)
3 (x3)OBPS(2)

4 (x4)⟩⟩√
n1n2n3n4

|1−loop

=
1

2
D1234d41 +

λ

8π2
(−4ζ(2) + 2ζ(2)LiR[z])d12d34d41 +

λ

8π2
(−6ζ(2) + 2ζ(2)LiR[1− z])d23d241.

(10.22)

In the hexagonalization picture, they include the hexagon data with three-mirror particle
in figure 10.10. The each correlators (10.21) and (10.22) should be equal to
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Figure 10.9: Tree-level diagrams of correlator ⟨⟨OBPS(2)
1 (x1)OBPS(2)

2 (x2)OBPS(1)
3 (x3)OBPS(1)

4 (x4)⟩⟩
and ⟨⟨OBPS(2)

1 (x1)OBPS(1)
2 (x2)OBPS(1)

3 (x3)OBPS(2)
4 (x4)⟩⟩

(10.21) =M(d212d34 + d12d23d41)

+ (BHHBvertical+HHBdown+HHBup+HBdown+HBup)d212d34

+ (HHBright+HBright)d12d23d41,

(10.22) =M(d12d34d41 + d23d
2
41)

+ (BHHBhorizon+HHBleft+HHBright+HBleft+HBright)d23d
2
41

+ (HHBdown+HBdown)d12d34d41.

By solving the equations, we get

(BHHBvertical) = −m
(

1

1− z

)
+

λ

8π2
2ζ(2)LiR[1− z],

(BHHBhorizon) = −m
(
1

z

)
+

λ

8π2
2ζ(2)LiR[z].

The result is just the opposite signs of HHBbottom and HHBleft respectively.
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Figure 10.10: The three-mirror particle on two hexagon form factors and two boundary
states.
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Conclusions and future directions
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Chapter 11

Conclusions

The main topic of this thesis was to study the correlation functions of the N = 4 SYM
in the AdS5/CFT4 correspondence. Among them, we mentioned three directions of the
notable topics in the introduction of chapter 1. In what follows, we indicate conclusions
and discussions of the each paragraphs.

Closed string and open string

In the section 10.1, we proposed the asymptotic structure constants on the Wilson loop
at finite coupling by using the hexagon method, and the result was (10.3). As a result,
the structure constants were given by the hexagon form factor and three boundary states.
Furthermore, the hexagon form factor in our studies was the same as the one introducing
in original closed string correlators. Our proposal was reminiscent of the KLT relation
between open and closed string tree-level amplitudes in flat space [102]. Actually, the
number of hexagons for the correlators on the Wilson loop was precisely half the number
for the correlators of single trace operators:

∼
2

∼

∼
4

∼
2

n − pt ∼
2n − 4

∼
n − 2

of closed

n − pt
of open

.

Of course, the analogy is more complicated, rather than KLT relation. Although, it
will be interesting what we try to do more clearly the analogy and study the folklore
(closed string) = (open string)2 in the future work.

Open string correlator and finite-size corrections
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In section 8.2, we calculated the three-point functions of DCOs on the Wilson loop
at two-loop. All calculations were performed by perturbation method. In terms of the
hexagon method, the two-loop results should correspond a lot of mirror particles on the
hexagon form factor and boundary state. It was a great advantage of studying DCOs that
we could get such contributions from the perturbation. In addition, it may be further value
that one could perform perturbative computation for the contribution corresponding to
mirror particle. It is because the information of the mirror particles seems rather less than
“physical” magnons which is in ordinary integrable spin chain system such as coordinate
(and algebraic) Bethe ansatz, Bethe ansatz equation and so on. In other words, I want
to know what is a Hamiltonian of the mirror particle if it exists. I hope to discover the
similar argument with the paper by Minahan and Zarembo for mirror particles.

In the section 8.3, by solving the SD-equations, we calculated the ladder resumed
diagrams for the three-point functions of the DCOs at finite coupling. Recently, some
calculable resummed diagrams models with dual bulk theory have been studied, for in-
stance SYK model [103–108] and fishnet model [109–111]. As a next step for studying
our model, it is interesting to understand the AdS dual of the ladders limit, that is,
“tensionless string”.

In the section 10.2, we predicted the hexagonalization data from the perturbative
computation. Thereby, we found the correct relation between the hexagonalization and
perturbation (10.8). Moreover, if we try to calculate hexagonalization data corresponding
to the predictions, it is highly technical and difficult problem. Although, the future work
is surely to reproduce the data from integrability-based computation.

Perturbation and hexagonalization

In the subsection 4.2.2, we shortly commented how to reproduce the hexagon form
factor from the tailoring method. The result was sum over ordering with S-matrix for
normalized multi-magnon weight factors occurred when the magnons move together. As
a natural question, it is interesting to extend the higher-loop. Then, we will need the
two-loop wave function of the spin chain, and the geometric sum will be generalized∑

x

eipx →?. (11.1)

On the other hand, the hexagon form factor was identified with hexagon vertex con-
tracted spin chain states (5.9) as

H(α) = ⟨H|(|α⟩ ⊗ |0⟩ ⊗ |0⟩). (11.2)

However, we do not sure how to understand the relation between the weight factors and
hexagon vertex formalism.
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Chapter 12

Future directions

12.1 Higher rank sector

In the section 9.2, we calculate the non-BPS structure constants of SU(2) sector by using
the tailoring method. As a natural extension, to calculate the higher rank sector is open
problem.1 For example, if we consider an excitation including ϕ6, which is the same
scalar with the one coupled to Wilson loop, we must consider the contraction between
the operators and Wilson loop even the tree-level diagram. Then, due to the boundary
reflection matrix, the excitation will be mixing at the boundary. Therefore, the extension
for the general excitation is not so easy problem.

12.2 1/N correction

In this thesis, we discuss the correlation functions of the BPS operators by using the
perturbative method. Then, to study the 1/N correction is not so hopeless problem.
Because, since the 1/N correction is comes from only the traces of the gauge group,
the fundamental one-loop insertion formulas can be used continuously. Furthermore, the
tree-level diagrams including 1/N can be easily written down by dressed three parts:

Two-body diagram Three-body diagram Four-body diagram

By calculating them, we will predict the hexagonalization data for 1/N .

1The SL(2) and the diagonal SO(6) sector were already calculated in unpublished note.
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12.3 Hexagonalization of multi-magnon

In the section 10.2, we predicted the hexagonalization data from the perturbation. How-
ever, the direct calculation from the hexagonalization is so complicated but not a hopeless
problem.

As an interesting comment, we would like to see the “relations” between the mirror-
particles. the one-mirror magnon on the both two hexagons are given by the one-loop
conformal integral:2

Φ(z) =
−(1− z) log(1− z)2 − log z2

z(1− z)
(12.1)

On the other hand, the one-mirror magnon on the between hexagon from factor and
boundary state had roughly ζ(2) contribution, which is given by the integration Φ(z)
with respect to z: ∫ ∞

0

Φ(z)dz = 8ζ(2). (12.2)

Furthermore, the two-magnons on the two hexagons and one boundary state was given
by the Roger’s Dilogarithm. Thus, the derivative of the Roger’s Dilogarithm times ζ(2)
is equal to the one-loop conformal integral:

d

dz
(ζ(2)LiR[z]) = Φ(z) (12.3)

Namely, these mirror particle contributions may relate as follows:

!1

!2 !3

!4
!1

!2 !3

!4

∂z
∫ dz

? ?

It is interesting to clarify these mirror particle contributions.

12.4 Application to higher spin holography

It may be useful to apply the hexagon decomposition method to other theories. For exam-
ple, as a simple integrable CFT model, there is the three-dimensional O(N) vector model
as free boson (fermion) theory. The theory is trivially integrable since it is a free theory.
The simplest dual gauge invariant operator is given by the bi-fundamental operator. The
operator would map to a sort of open spin-chain with only two sites. Furthermore, this

2As a simple discussion, we noted the one-dimensional one-loop conformal integral, which is defined
as Φ(z) limz̄→z Φ(z, z̄)
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theory has an attractive property, so-called 3d-bosonization [91, 92]. The boson theory
and a fermion theory can be interchanged by the Chern-Simons coupling constants. How
this information is realized in the hexagon framework would be an interesting question.
The AdS dual description of this model is the Vasiliev’s higher spin theory which is de-
fined as a bulk theory [93–96]. The coupling to Chern-Simons amounts to changing the
boundary condition on the Vasiliev side. On the other hand, the hexagon method is based
on the world-sheet formalism, since the hexagon is basically obtained by the cutting the
world-sheet. Therefore, if we can express the three-point function of the three dimen-
sional O(N) vector model in terms of the hexagon method, it may give a useful hint for
the world-sheet formulation of the higher spin theory.
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Appendix A

Basic integrals

Here we introduce basic integrals following [97], which appear in the perturbative com-
putation. The fundamental integrals are defined by

I12 =
1

(2π)2x212
, (A.1)

Y123 =

∫
d4ωI1ωI2ωI3ω, (A.2)

X1234 =

∫
d4ωI1ωI2ωI3ωI4ω, (A.3)

H12,34 =

∫
d4ud4vI1uI2uIuvI3vI4. (A.4)

The third integral is the so-called 1-loop conformal integral and can be evaluated explicitly
[98] as

X1234 =
π2Φ(z, z̄)

(2π)8x213x
2
24

, Φ(z, z̄) ≡
2Li2(z)− 2Li2(z̄) + log zz̄ log 1−z

1−z̄

z − z̄
, (A.5)

where z and z̄ are the usual conformal cross ratios:

zz̄ =
x212x

2
34

x213x
2
24

, (1− z)(1− z̄) = x214x
2
23

x213x
2
24

. (A.6)

The second integral can be evaluated using X1234 as

Y123 = lim
x4→∞

(2π)2x24X1234 =
π2Φ(z′, z̄′)

(2π)6x213
, (A.7)

with

z′z̄′ =
x212
x213

, (1− z′)(1− z̄′) = x223
x213

. (A.8)

143



When all external points are on a single line, these integrals further simplify to

X1234

∣∣
line

= − 2π2

(2π)8

(
log(|τ12τ34|)
τ13τ24τ14τ23

+
log(|τ13τ24|)
τ12τ34τ14τ32

+
log(|τ14τ23|)
τ12τ43τ13τ42

)
,

Y123
∣∣
line

= − 2π2

(2π)6

(
log |τ12|
τ13τ23

+
log |τ13|
τ12τ32

+
log |τ23|
τ21τ31

)
,

(A.9)

where τi’s are the positions of the external points on the line and τij = τi− τj. The fourth
integral is accompanied by derivative in the calculation of the Feynman one-loop diagram
as

F12,34 =
(∂1 − ∂2) · (∂3 − ∂4)H12,34

I12I34
=
X1234

I13I24
− X1234

I14I23
+G1,34 −G2,34 +G3,12 −G4,12,

(A.10)

G1,34 =
Y134
I14
− Y134

I13
. (A.11)

When any two points are collided, the integrals become divergent. Such a value is
useful to calculate the two- and three-point functions at one-loop. Therefore, we further
note the results in the point-splitting regularization

Y112 = Y122 = −
1

16π2

(
ln

ϵ2

x212
− 2

)
I12,

X1123 = −
1

16π

2

I12I13

(
ln

ϵ2x223
x212x

2
31

− 2

)
,

F12,13 = −
1

16π2

(
ln

ϵ2

x223
− 2

)
+ Y123

(
1

I12
+

1

I13
− 2

I23

)
,

X1122 = −
1

8π2
I212

(
ln

ϵ2

x212
− 1

)
,

F12,12 = −
1

8π2
I212

(
ln

ϵ2

x212
− 3

)
.

Finally, the fundamental one-loop diagrams are written as

self12 =
λ

8π2

(
−2 log x21

ϵ
− 2
)
, (A.12)

G1234 =

[
λ

16π2
Φ(z, z̄)((1− z)(1− z̄)− 1) + C12,43

]
, (A.13)

S1234 =
λ

16π2
Φ(z, z̄) (2d13d24 − (1− z)(1− z̄)d23d41 − zz̄d12d34) (A.14)
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Appendix B

Three-point functions with
double-magnon states at tree-level
CXX◦123

We first consider the three-point functions of the two non-BPS operators with each exci-
tation X or X̄ and one BPS operator as following:

O1 = Tr[ZL1−1X], O2 = Tr[Z̄L2−1X̄], O3 = Tr[Z̃L3 ], (B.1)

where we recall definition of the scalars

Z = ϕ1 + iϕ2, Y = ϕ3 + iϕ4, X = ϕ5 + iϕ6, (B.2)

Z̃ = Z + Z̄ + Y − Ȳ . (B.3)

Also, the notation Z̄, Ȳ and X̄ are complex conjugate of Z, Y and X respectively. In this
set up, while the excitation X of operator O1 is only contracting with the excitation X̄
of operator O2, see figure B.1.

In order to systematically calculate the structure constants, we go on spin chain sys-
tem. First of all, the operators are mapped to the each “spin chains” with magnon as
follows:

O1 → |p⟩1 =
∑
x

eipx| · · ·ZXZ · · · ⟩1,

O2 → |q⟩2 =
∑
x

eiqx| · · · Z̄X̄Z̄ · · · ⟩2,

O3 → |0⟩3 = | · · · Z̃ · · · ⟩3.

Next, these “spin chains” states are decomposed into two states. Then we must be careful
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Z ⋯X⋯Z Z⋯Z

Z̄⋯
X̄⋯

Z̄

Z̄⋯
Z̄

Z̃⋯
Z̃

Z̃⋯Z̃

Figure B.1: CXX̄◦

of range of the excitations X and X̄

O1 →
ℓ12∑
x=1

eipx| · · ·ZXZ · · · ⟩1 ⊗ | · · ·Z · · · ⟩1,

O2 →| · · · Z̄ · · · ⟩2 ⊗
L2∑

x=ℓ12+1

eiqx| · · · Z̄X̄Z̄ · · · ⟩2,

O3 →| · · · Z̃ · · · ⟩3 ⊗ | · · · Z̃ · · · ⟩3.

Also, we define a flipping operation which is merely change from the bra state to ket state
and act the flipping operator to the right side states

O1 →
ℓ12∑
x=1

eipx| · · ·ZXZ · · · ⟩1 ⊗ 1⟨· · ·Z · · · |,

O2 →| · · · Z̄ · · · ⟩2 ⊗
L2∑

x=ℓ12+1

eiqx 2⟨· · · Z̄X̄Z̄ · · · |,

O3 →| · · · Z̃ · · · ⟩3 ⊗ 3⟨· · · Z̃ · · · |.

Finally, by contracting the states like in fig, the structure constants are given by

CXX̄◦
123 ∝

ℓ12∑
x=1

eipx+iq(L1−x+1). (B.4)

Calculating the geometric sum, we finally have

CXX̄◦
123 ∝ N (p)N (q)

−i
u− v

(1 + eipℓ31eiqℓ12). (B.5)

Then, we got the nontrivial factor −i/(u−v). The factor is interpreted as a weight factor,
when two magnons are propagated as a mass:

∑
x

= !(p)!(q) −i
u −v { {−

ℓ121

L2
ℓ31
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Thus, the factor is just the tree-level hexagon form factor

hX|X̄(u, v) = hXX̄(v
2γ, u) = − i

u− v
+O(g). (B.6)

Finally, the asymptotic structure constants at finite coupling in this set-up is given by

Afinite = hfiniteX|X̄ (u, v)(1− eipℓ31eiqℓ12). (B.7)

Notice that, the one-particle hexagon form factor for X excitation is zero: hX(u) = 0 by
(5.21).
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Appendix C

Vertex and self-energy diagrams for
the three-point functions

In this appendix, we explain the contributions from the vertex diagrams and self-energy
diagrams for three-point functions at two-loop. Then, the diagrams are divided into three-
parts:the coefficients have (n12 · n23 − 1), (n23 · n31 − 1). and (n31 · n12 − 1). However, we
explicitly write down the (n12 · n23 − 1) diagrams. Because, the others are obtained by
the replacement of the operator.

The vertex diagrams are listed in figure 8.9 and we have

T1 =− λ2(n12 · n23 − 1)

4(4π2)3

∫ t−2

t+1

dτ1

∫ t−2

t+1

dτ2

∫ t−3

t+2

dτ3 ϵ(τ1 − τ2)∂τ1Y123 + (perm.) ,

T2 =− λ2(n12 · n23 − 1)

4(4π2)3

∫ t−2

t+1

dτ1

∫ t−3

t+2

dτ2

∫ t−3

t+2

dτ3 ϵ(τ2 − τ3)∂τ2Y123 + (perm.) ,

T3 =− λ2(n12 · n23 − 1)

4(4π2)3

∫ t−1

−∞
dτ1

∫ t−2

t+1

dτ2

∫ t−3

t+2

dτ3 (∂τ2Y123 − ∂τ3Y123) + (perm.) ,

T4 =− λ2(n12 · n23 − 1)

4(4π2)3

∫ t−2

t+1

dτ1

∫ t−3

t+2

dτ2

∫ ∞

t+3

dτ3 (∂τ1Y123 − ∂τ2Y123) + (perm.) .

(C.1)

Calculating them, some integrals produce the divergent terms. However, fortunately,
these terms are completely canceled by the self-energy diagrams in the same way as the
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two-point functions. Therefore, the remained finite terms are given by

T|finite =−
λ2(n12 · n23 − 1)

4(4π2)3

[∫ t−2

t+1

dτ2

∫ t−3

t+2

dτ3

(
Yt−2 23 + Yt+1 23 + Yt−3 23 + Yt+2 23

)

+

∫ t−1

−∞
dτ2

∫ t−3

t+2

dτ3(Yt−2 23 − Yt+1 23) +

∫ t−1

−∞
dτ2

∫ t−2

t+1

dτ3(Yt+2 23 − Yt−3 23)

+

∫ t−3

t+2

dτ2

∫ ∞

t+3

dτ3(Yt−2 23 − Yt+1 23) +

∫ t−2

t+1

dτ2

∫ ∞

t+3

dτ3(Yt+2 23 − Yt−3 23)

]
.

(C.2)

Thus, performing the integration, we get

T|finite = −(n12 · n23 − 1)

(
λ

8π2

)2(
3ζ(3) +

π2

3
log

∣∣∣∣t12t23t31ϵ

∣∣∣∣) . (C.3)
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Appendix D

Excited states and conformal
descendants

In this appendix, we explain the relation between the vertex function Γϵ and the Schrödinger
equation in [81,99]. In particular, we clarify the physical meaning of the wave functions of
the Schrödinger equation by showing that they correspond to the three-point functions of
DCOs, and that the excited states of the Schrödinger equation correspond to conformal
descendants.

For this purpose, let us quickly review how the Schrödinger equation comes about
from the differential equation for Γϵ (8.47). To begin with, we rewrite the equation in
terms of the “radial coordinate”1

S = exp(−x+ y) , T = exp(x+ y) , (D.1)

to get [
−1

4
(∂2x − ∂2y)−

λ̃

4π2

1

(2 cosh x)2

]
Γϵ = 0 . (D.2)

Physically this rewriting corresponds to considering the theory on R × S3: x describes
the (Euclidean) time difference of the two endpoints while y corresponds to the time of
the “center of mass”. Then, assuming the form of the solution to be

Γϵ =
∑
N

cNe
ΩNyΨN(x) , (D.3)

one can reduce the differential equation (D.2) to the following one-dimensional Schrödinger
equation: [

− d2

dx2
− λ̃

4π2

1

cosh2 x

]
ΨN(x) = −Ω2

NΨN(x) . (D.4)

1If we instead rewrite the equation in terms of the coordinates s = S + T and t = S − T , one arrives
at the “conformal quantum mechanics” [100]; the Schrödinger equation with the inverse square potential.
This description, however, is not very useful for our purpose and we will not discuss it here.
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The Schrödinger equation with this potential (called the Pöschl-Teller potential) has the
SL(2,R) symmetry2 and is known to be exactly solvable. This can be seen explicitly by
the change of the variable

z =
1

1 + ex
, (D.5)

which maps the problem to the hypergeometric differential equation.

By using the explicit form of Γϵ shown in (8.46), one can determine which wave
functions appear in the expansion (D.3). The result turns out to be given by a sum of
two families of solutions3

Γϵ =
∞∑
n=0

cne
Ω(n)yΨn(x) +

∞∑
n=0

c̃ne
Ω̃(n)yΨ̃n(x) (D.7)

with
Ω(n) = Ω− n , Ω̃(n) = −Ω− n− 1 ,

Ψn(z) = (z(1− z))
Ω(n)

2
2F1(Ω

(n) − Ω,Ω(n) + Ω+ 1, 1 + Ω(n); z) ,

Ψ̃n(z) = (z(1− z))
Ω̃(n)

2
2F1(Ω̃

(n) − Ω, Ω̃(n) + Ω+ 1, 1 + Ω̃(n); z) .

(D.8)

These solutions have several interesting properties. First, they are the only solutions to
(D.4) for which the hypergeometric function reduces to a polynomial. Second, the first
family of solutions with n < Ω decay at x = ±∞ and correspond to the bound states
of the Schrödinger equation (D.4), as discussed in [81]. Note also that, to reconstruct
Γϵ, one needs to include “unphysical solutions” which blow up at x = ±∞, in addition
to such bound state solutions. Although it might seem counter-intuitive, it has natural
interpretation in terms of the OPE in the defect CFT as we see below.

To see this, recall that the vertex function is obtained as a limit of the four-point
ladder kernel Γϵ(S, T ) ≡ K(−S,−ϵ/2 | ϵ/2, T ). A crucial observation is that the ladder
kernel itself can be interpreted as a certain four-point function of (trivial) DCOs,

Γϵ(S, T ) = K(−S,−ϵ/2 | ϵ/2, T ) = ⟨O◦
1(−S)O◦

2(−ϵ/2)O◦
3(ϵ/2)O◦

4(T )⟩ , (D.9)

and the limit ϵ→ 0 corresponds to the OPE limit where O2 and O3 approach. Using the
OPE, one can replace the product of O2 and O3 with an infinite sum4,

O◦
2(−ϵ/2)O◦

3(ϵ/2) =
∑
Õ

ϵ∆Õc23ÕÕ(0) . (D.10)

2The difference from the usual conformal quantum mechanics [100] lies in that the “dilatation gen-
erator” of the SL(2,R) is identified not with the Hamiltonian itself but with its square root. See for
instance [101].

3As in the main text Ω is defined by

Ω(λ̃) =
1

2

−1 +
√
1 +

λ̃

π2

 . (D.6)

4Here we used the fact that the trivial DCOs have zero conformal dimensions.
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Here the sum on the right hand side is over both primaries and descendants, and c23Ô
denotes the structure constant. Using this OPE inside the four-point function (D.9), we
get the following infinite-sum representation for the vertex function

Γϵ(S, T ) =
∑
Õ

ϵ∆Õc23Õ⟨O
◦
1(−S)Õ(0)O◦

4(T )⟩ . (D.11)

Let us now compare this sum with the sum over wave functions (D.7). To do so, one has
to know the behavior of ⟨O◦

1(−S)Õ(0)O◦
4(T )⟩ (both for primaries and descendants) and

express it in terms of the x and y coordinates. When Õ is primary, the behavior of the
three-point function is well-known5,

⟨O◦
1(−S)Õprimary(0)O◦

4(T )⟩ ∝
(
S + T

ST

)∆

. (D.12)

On the other hand, the behavior for the descendants can be computed by differentiation
as

⟨O◦
1(−S)∂nÕprimary(0)O◦

4(T )⟩ ∝
(
S + T

ST

)∆ n∑
k=0

(
n
k

)
(−1)k(∆)k(∆)n−k

1

SkT n−k
,

(D.13)
with (x)k being the Pochhammer symbol. Re-expressing this in terms of x and y, we
obtain

(D.13) = e−(∆+n)y(ex + e−x)∆+n

n∑
k=0

(
n
k

)
(−1)k(∆)k(∆)n−ke

2kx(1 + e−2x)−n

= e−(∆+n)y(z(1− z))−
∆+n

2

[
n∑
k=0

(
n
k

)
(−1)k(∆)k(∆)n−kz

n−k(1− z)k
]
.

(D.14)

In the second line, we further rewrote it in terms of z = 1/(1 + ex). The polynomial in
the bracket turns out to be summed into a hypergeometric function 2F1(−n, 1 − 2∆ −
n, 1−∆− n, z). We thus get the expression

⟨O◦
1(−S)∂nÕprimary(0)O◦

4(T )⟩

∝ e−(∆+n)y(z(1− z))−
∆+n

2 2F1(−n, 1− 2∆− n, 1−∆− n, z) .
(D.15)

With the identifications ∆ = −Ω and ∆ = 1 + Ω, this coincides with eΩnyΨn and
eΩ̃nyΨ̃n in (D.8) respectively. We can therefore interpret the sum (D.7) really as the OPE
expansion and the wave functions are identified with the three-point functions:

Γϵ =
∑

X=DCO,shadow

∞∑
n=0

ϵ∆X+ncX,n⟨O◦
1(−S)∂nO•

X(0)O◦
4(T )⟩ ,

⟨O◦
1(−S)∂nO•

DCO(0)O◦
4(T )⟩ ↔ eΩnyΨn ,

⟨O◦
1(−S)∂nO•

shadow(0)O◦
4(T )⟩ ↔ eΩ̃nyΨ̃n .

(D.16)

5For the sake of brevity, below we omit writing the subscript Õ in ∆Õ.
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Here O•
DCO is a nontrivial DCO, which we studied in the main text, and O•

shadow is its
shadow operator6, which has dimension ∆shadow = 1 − ∆DCO = 1 + Ω. This provides a
clear physical interpretation of the wave functions for the Schrödinger equation (D.4).

6In unitary CFTs, the shadow operators do not usually show up in the spectrum since they are often
below the unitarity bound. However, the possibility of having both an operator and its shadow in the
spectrum is not totally ruled out. In fact, it is known that some long-range CFTs have such a spectrum.
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Appendix E

Contribution from the integral of
ΓUV

In this appendix, we show that, in the ϵ → 0 limit, the integrals involving the vertex
function Γϵ can be approximated by replacing Γϵ with its IR counterpart, ΓIR. More
precisely the goal is to show that the ratio between the contributions from ΓUV and ΓIR

is given as follows: ∫
ds
∫
dtΓUV(s, t)f(s, t)∫

ds
∫
dtΓIR(s, t)f(s, t)

≤ O (ϵ log ϵ)
ϵ→0→ 0 . (E.1)

Here f(s, t) denotes the rest of the integrand, which may contain other vertex functions,
propagators and the ladder kernels K.

For this purpose, it is convenient to split the vertex function in a slightly different way
as follows:

Γϵ(u) = Γ̃IR(u) + Γ̃UV(u) ,

Γ̃IR(u) =
A(Ω)

(1− u)Ω
.

(E.2)

Since the ratio (ΓIR − Γ̃IR)/ΓIR is always of order O(ϵ) (regardless of their arguments), it
is enough to show (E.1) for Γ̃IR and Γ̃UV.

Now, let us estimate the maximal value of Γ̃UV. In all the examples studied in the
main text, the cross ratio u = (S−ϵ/2)(T−ϵ/2)

(S+ϵ/2)(T+ϵ/2)
takes values in [0, 1 − ϵ/C]1 with a O(1)

positive constant C. In this region, the UV vertex Γ̃UV monotonically decreases in u for
Ω ≤ 1 while it monotonically increases in u for Ω > 12. Therefore, the maximal absolute
value of the UV vertex is given by

max |Γ̃UV(u)| =
{
|1− A(Ω)| (= |Γ̃UV(0)|) for Ω ≤ 1

O
(
ϵ1−Ω

)
(= |Γ̃UV(1− ϵ/C)|) for Ω > 1

. (E.3)

1u can reach 1 only when S = T = ∞. However, we never encounter an integral whose integration
regions both extend to infinity.

2One can easily verify this by using the definitions of the vertex functions (8.46) and (E.2), and the
series expansion of the hypergeometric function.
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Hence, the integral of Γ̃UV can be bounded from above as follows:∫
ds

∫
dt Γ̃UV(s, t)f(s, t) ≤

C̃

ϵΩ−1

∫
ds

∫
dt f(s, t) . (E.4)

In all the cases encountered in the main text, the integral of f(s, t) can produce at most
logarithmic divergences3

∫
ds
∫
dt(s− t)−2 ∼ log ϵ. We thus have∫

ds

∫
dt Γ̃UV(s, t)f(s, t) ≤ O

(
log ϵ

ϵΩ−1+|f |

)
, (E.5)

where ϵ−|f | is the singularity contained already in the integrand, f ∼ O(ϵ−|f |).

On the other hand, since Γ̃IR ∼ ϵ−Ω × k(s, t) with k(s, t) being the O(1) function, we
can easily estimate its integral as∫

ds

∫
dtΓ̃IR(s, t)f(s, t) ≥ O

(
1

ϵΩ+|f |

)
. (E.6)

Combining (E.5) and (E.6), we get the estimation (E.1) for Γ̃UV and Γ̃IR.

3This inverse square behavior comes from a propagator contained in f(s, t).
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Appendix F

Explicit calculation of the C•◦◦123 in
(8.63)

In this chapter, we explicitly calculate the following integral

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

= ΓR(∞, τ21) +
λ̃

4π2

∫ τ2

τ1

ds

∫ ∞

τ3

dt
ΓR(∞, s− τ1)K(s, τ2|τ3, t)

(t− s)2
. (F.1)

Using the SD-equation and performing the t integral, we get

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

= ≡
∫ τ2

τ1

ds ∂sΓ
R(∞, s− τ1)K(s, τ2|τ3,∞). (F.2)

Thus, by substituting the explicit form of the bridge kernel K, we have

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

=

√
A(Ω)

τΩ32

∫ τ2

τ1

ds ∂s
[
(s− τ1)Ω

]
(τ3 − s)Ω 2F1

(
−Ω,−Ω, 1; τ2 − s

τ3 − s

)
. (F.3)

Furthermore, we perform the following change of variables:

x =
s− τ2
s− τ3

τ1 − τ3
τ1 − τ2

, (F.4)

and use the identity 2F1(a, b, c; z) = (1− z)−a−b+c2F1(c− a, c− b, c; z) to get

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

= Ω
√
A(Ω)τΩ21(1− α)

∫ 1

0

dx (1− x)Ω−1
2F1 (Ω + 1,Ω + 1, 1;αx) , (F.5)

with α = τ21/τ32. To proceed, we rewrite 2F1 using the integral representation as

2F1 (Ω + 1,Ω + 1, 1;αx) =
1

Γ(Ω + 1)Γ(−Ω)

∫ 1

0

dy yΩ(1− y)−Ω−1(1− yαx)−Ω−1 . (F.6)

One can then perform the x integral to get1

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

=

√
A(Ω)τΩ21(1− α)

Γ(Ω + 1)Γ(−Ω)

∫ 1

0

dy yΩ(1− y)−Ω−1(1− αy)−1 . (F.7)

1Here we used the integral expression for the hypergeometric function and the identity 2F1(a, 1, a; z) =
(1− z)−1.
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This is again a hypergeometric integral and we can compute it as follows:

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

=
√
A(Ω)τΩ21(1− α)2F1 (1,Ω + 1, 1;α) . (F.8)

Finally, using the identity 2F1 (1,Ω + 1, 1;α) = (1− α)−Ω−1, we arrive at

C•◦◦
123

τ−Ω
21 τ

Ω
32τ

−Ω
31

=

√
A(Ω)

τ−Ω
21 τ

Ω
32τ

−Ω
31

. (F.9)
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Appendix G

An infinite sum representation for
C•••123

In this appendix, we perform the integral of the structure constants (8.81). As a result,
we can see the infinite-sum representation, rather than integral representation.

First we perform the change of variables as follows:

x =
1− ū

1− (1− s̄)ū
, y = 1− (1− s̄)ū , z =

1− t̄
1− (1− ū)t̄

. (G.1)

Here the Jacobean is given by y
(1−xyz)2 . Then we have

J =
3∏
i=1

Ωi

∫ 1

0

dx

∫ 1

0

dy

∫ 1

0

dzxΩ1−1yΩ1zΩ3−1

(1− x)Ω1+1(1− y)Ω2−1(1− z)Ω2+1(1− xy)−(Ω1+Ω2−Ω3+1)(1− yz)−(Ω2+1) .

(G.2)

The integrals of x and z yield the hypergeometric functions,

J =
3∏
i=1

Ωi

∫ 1

0

dyyΩ1(1− y)Ω2−1Γ(Ω3)Γ(Ω2 + 2)

Γ(Ω2 + Ω3 + 2)
2F1(Ω3,Ω2 + 1,Ω2 + Ω3 + 2; y)

× Γ(Ω1)Γ(Ω1 + 2)

Γ(2Ω1 + 2)
2F1(Ω1,Ω1 + Ω2 − Ω3 + 1, 2Ω1 + 2; y) .

(G.3)

Using the series expansion of the hypergeometric function, the y integral is also calculated.
After doing so, using the Euler integral representation for the generalized hypergeometric
function

3F2

(
α1, α2, α3

β1, β2
; z

)
=

Γ(β1)Γ(β2)

Γ(α1)Γ(β1 − α1)Γ(α2)Γ(β2 − α2)

×
∫ 1

0

ds

∫ 1

0

dtsα1−1(1− s)β1−α1−1tα2−1(1− t)β2−α2−1(1− zst)−α3 ,

(G.4)
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we finally obtain the infinite-sum representation of the structure constants

C•••
123 =

3∏
k=1

√
A(Ωk)

Γ(Ω1 + 1)2Γ(Ω1 + 2)Γ(Ω2 + 1)Γ(Ω2 + 2)Γ(Ω3 + 1)

Γ(2Ω1 + 2)Γ(Ω2 + Ω3 + 2)Γ(Ω1 + Ω2 + 1)

×
∞∑
k=0

(Ω3)k(Ω2 + 1)k
(Ω2 + Ω3 + 2)kk!

(Ω1 + 1)k
(Ω1 + Ω2 + 1)k

3F2

(
Ω1,Ω1 + Ω2 − Ω3 + 1,Ω1 + k + 1

2Ω1 + 2,Ω1 + Ω2 + k + 1
; 1

)
.

(G.5)
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Appendix H

Open spin chain wave functions

In this appendix, we discuss the wave functions of the open spin chin in Coordinate Bethe
ansatz.

H.1 One-magnon

We first recall the eigenfunction equation and wave function ansatz

Hopen|Ψ(1)
open⟩ = E(1)|Ψ(1)

open⟩. (H.1)

The Bethe state is written as

|Ψ(1)
open⟩ =

∑
1≤x≤L

ψ(1)
open(x)|Z · · ·Z

x
↓
Y Z · · ·Z⟩,

ψ(1)
open(x) = A′(p)

(
A(x, p) + e2ipLBL(p)A(x,−p)

)
with BL(p) = −

e−ip − (1− CL)
1− (1− CL)e−ip

,

(H.2)

The wave function of x = 1, L and others satisfy following constraint:

E(1)ψopen(1) = (1 + C1)ψopen(1)− ψopen(2), (H.3)

E(1)ψopen(x) = 2ψ(x)− ψopen(x− 1)− ψopen(x+ 1), (H.4)

E(1)ψopen(L) = (1 + CL)ψopen(L)− ψopen(L− 1). (H.5)

Furthermore, we take the following general boundary conditions:

ψopen(0) = (1− C1)ψopen(1), ψopen(L+ 1) = (1− CL)ψopen(L) (H.6)

Thus the Bethe equation become

1 = e2ipLB1(−p)BL(p) (H.7)
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where B1(p) and BL(p) are defined as

B1(p) ≡ −e−ip
A(−p)
A(p)

= − e−ip − (1− C1)

1− (1− C1)e−ip
,

BL(p) ≡ −e−ipe−2ipLA(−p)
A(p)

= − eip − (1− CL)
1− (1− CL)eip

. (H.8)

H.2 Two-magnon

Next for two-magnon wave functions, the eigenfunction equation become

E(2)ψopen(1, x2) = (1 + C1)ψopen(1, x2) + 2ψopen(1, x2)− ψopen(2, x2)

− ψopen(1, x2 − 1)− ψopen(1, x2 + 1), (H.9)

E(2)ψopen(x1, x2) = 4ψopen(x1, x2)− ψopen(x1 − 1, x2)− ψopen(x1 + 1, x2)

− ψopen(x1, x2 − 1)− ψopen(x1, x2 + 1), (H.10)

E(2)ψopen(x1, x1 + 1) = 2ψopen(x1, x1 + 1)− ψopen(x1 − 1, x1 + 1)− ψopen(x1, x2 + 2),
(H.11)

E(2)ψopen(x1, L) = (1 + CL)ψopen(x1, L) + 2ψopen(x1, L)− ψopen(x1, L− 1)

− ψopen(x1 + 1, L1)− ψopen(x1 − 1, L1). (H.12)

We have the boundary conditions as follows:

ψopen(0, x2) = (1− C1)ψopen(1, x2), ψopen(x1, L+ 1) = (1− CL)ψopen(x1, L) (H.13)

The constraints (H.10) and (H.11) for the bulk wave functions give the following equation
:

0 = 2ψopen(x1, x1 + 1)− ψopen(x1 + 1, x1 + 1)− ψopen(x1, x1). (H.14)

By solving the equation, we obtain the bulk S-matrix

S(p2, p1) =
u− v − i
u− v + i

, (H.15)

The S-matrix is completely same with the closed spin chain system. Finally, the Bethe
equation for two-magnon is given as

1 = e−2iLp2B1(p2)BL(−p2)S(p2, p1)S(p2,−p1). (H.16)

In the literature [86], the wave functions have another notation. we comment on these
relation. In [86], the wave function was written as

ψopen = A(p1, p2)e
i(p1x1+p2x2) − A(−p1, p2)e−i(p1x1−p2x2) − A(p1,−p2)ei(p1x1−p2x2)

+ A(−p1,−p2)e−i(p1x1+p2x2) − A(p2, p1)ei(p2x1+p1x2) + A(p2,−p1)e−i(p2x1−p1x2)

+ A(−p2, p1)ei(p2x1−p1x2) − A(−p2,−p1)e−i(p2x1+p1x2).
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It is useful to introduce the half-step shift which means that the first and the last sites
are the‘ 1/2-th ’and the‘ L+ 1/2-th ’sites respectively.

ψ(2)
open = A

′
(p1, p2)e

i(p1(x1− 1
2
)+p2(x2− 1

2
)) − A′

(−p1, p2)e−i(p1(x1−
1
2
)−p2(x2− 1

2
))

− A′
(p1,−p2)ei(p1(x1−

1
2
)−p2(x2− 1

2
)) + A

′
(−p1,−p2)e−i(p1(x1−

1
2
)+p2(x2− 1

2
))

− A′
(p2, p1)e

i(p2(x− 1
2
)1+p1(x2− 1

2
)) + A

′
(p2,−p1)ei(p2(x1−

1
2
)−p1(x2− 1

2
))

+ A
′
(−p2, p1)e−i(p2(x1−

1
2
)−p1(x2− 1

2
)) − A′

(−p2,−p1)e−i(p2(x1−
1
2
)+p1(x2− 1

2
))

where

A
′
(p1, p2) = e

i
2
p1+

i
2
p2A(p1, p2).

By using the Bethe equation, bulk and boundary S-matrices S(pj, pi) =
A(pj ,pi)

A(pi,pj)
, BL(p1) =

−e−ip1e−2ip1LA(p2,−p1)
A(p2,p1)

and BL(p2) = −e−ip2e−2ip2LA(p1,−p2)
A(p1,p2)

1, we get our notation

ψ(2)
open(x1, x2)/A

′(p1, p2) =

g(x1, p1; x2, p2) + S(p2, p1)S(−p2, p1)e2ip1LBL(p1)g(x1,−p1;x2, p2)

+ e2ip2LBL(p2)g(x1, p1;x2,−p2) + S(p2, p1)S(−p2, p1)e2i(p1+p2)LBL(p1)BL(p2)g(x1,−p1;x2,−p2)

where the function g(x1, p1;x2, p2) is defined as

g(x1, p1;x2, p2) ≡ A(x1, p1)A(x2, p2) + S(p2, p1)A(x1, p2)A(x2, p1).

1B1(p1) = −e−ip1 A(−p1,p2)
A(p1,p2)

and B1(p2) = −e−ip2 A(−p2,p1)
A(p2,p1)

162



Appendix I

Multi-magnon hexagon form factor

In section 9.2.3, we explained the multi-magnon structure constant buying the tailoring
method. As a result, we got the multi-magnon hexagon form factor. However, these
arguments are quite tedious. Therefore in this appendix, we express again for a few
magnon case.

For the most simple case, which have one-magnon, the sum over positions of the
propagation factor become

L1∑
x1=ℓ12+1

A(x, p) = e−
i
2
p 1

e−ip − 1
eipℓ12 + · · ·

=M(p)h(u)eipℓ12 + · · · . (I.1)

Here h(u) is the one-magnon hexagon form factor.

Next for two-magnon case, we have

L1∑
x1=ℓ12+1

L1∑
x2=x1+1

(
A(x1, p1)A(x2, p2) + S(p2, p1)A(x1, p2)A(x2, p1)

)
= e−

i
2
(p1+p2)h(p1, p2)( 1

h(p1, p2)

1

e−ip2 − 1

1

e−i(p2+p1) − 1
+

1

h(p2, p1)

1

e−ip1 − 1

1

e−i(p2+p1) − 1

)
ei(p1+p2)ℓ12 + · · ·

=M(p1)M(p2)h(u1, u2)e
i(p1+p2)ℓ12 + · · · , (I.2)

where in the second line we used the property S(v, u) = h(u,v)
h(v,u)

and the terms in bracket

become 1
(e−ip1−1)(e−ip2−1)

. Also in this case, we could get the two-magnon hexagon form

factor from the geometric sum.
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Next for three-magnon case, it is bit difficult and we start with

L1∑
x1=ℓ12+1

L1∑
x2=x1+1

L1∑
x3=x2+1

(
A(x1, p1)A(x2, p2)A(x3, p3) + S(p2, p1)A(x1, p2)A(x2, p1)A(x3, p3)

)
+ S(p3, p2)A(x1, p1)A(x2, p3)A(x3, p2) + S(p3, p1)A(x1, p3)A(x2, p2)A(x3, p1)

+ S(p2, p1)S(p3, p1)A(x1, p2)A(x2, p3)A(x3, p1) + S(p3, p2)S(p3, p1)A(x1, p3)A(x2, p1)A(x3, p2),
(I.3)

where we used the following property of the summation

L1∑
x1=ℓ12+1

L1∑
x2=x1+1

L1∑
x3=x2+1

A(x1, p1)A(x2, p2)A(x3, p3)

= e−
i
2
(p1+p2+p3)

1

e−ip3 − 1

1

e−i(p3+p2) − 1

1

e−i(p3+p2+p1) − 1
ei(p1+p2+p3)ℓ12 + · · · . (I.4)

For the bridge length dependent terms, we have

e−
i
2
(p1+p2+p3)h(p1, p2)h(p1, p3)h(p2, p3){ M(p1, p2, p3)

h(p1, p2)h(p2, p3)h(p1, p3)
+

M(p2, p1, p3)

h(p2, p1)h(p1, p3)h(p2, p3)
+

M(p1, p3, p2)

h(p1, p2)h(p1, p3)h(p3, p2)

+
M(p3, p2, p1)

h(p1, p2)h(p3, p1)h(p2, p3)
+

M(p2, p3, p1)

h(p2, p1)h(p3, p1)h(p2, p3)
+

M(p3, p1, p2)

h(p1, p2)h(p3, p2)h(p3, p1)

}
.

(I.5)

Using the identity

M(p1, p2, p3) =
M(p2, p3)

e−i(p1+p2+p3) − 1
, (I.6)

we get

e−
i
2
(p1+p2+p3)h(p1, p2)h(p1, p3)h(p2, p3)

1

e−i(p1+p2+p3){(M(p2, p3)

h(p2, p3)
+
M(p3, p2)

h(p3, p2)

)
1

h(p1, p2)h(p1, p3)
+

(
M(p1, p2)

h(p1, p2)
+
M(p2, p1)

h(p2, p1)

)
1

h(p3, p1)h(p3, p2)

+

(
M(p1, p3)

h(p1, p3)
+
M(p3, p1)

h(p3, p1)

)
1

h(p2, p3)h(p2, p1)

}
. (I.7)

By mathematical induction, we have

e−
i
2
(p1+p2+p3)h(p1, p2)h(p1, p3)h(p2, p3)

1

e−i(p1+p2+p3)
1

(e−ip1 − 1)(e−ip2 − 1)(e−ip3 − 1){ e−ip1 − 1

h(p1, p2)h(p1, p3)
+

e−ip3 − 1

h(p3, p1)h(p3, p2)
+

e−ip2 − 1

h(p2, p3)h(p2, p1)

}
. (I.8)
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Finally, by using the following residue integral∮
dz

2πi

1

z

(
3∏

k=1

uk − z − i/2
uk − z + i/2

− 1

)
, (I.9)

we find the relation

1

e−i(p1+p2+p3)
=

e−ip1 − 1

h(p1, p2)h(p1, p3)
+

e−ip3 − 1

h(p3, p1)h(p3, p2)
+

e−ip2 − 1

h(p2, p3)h(p2, p1)
. (I.10)

Therefore we get the following expression for three-particle hexagon form factor :

M(p1)M(p2)M(p3)h(u1, u2, u3). (I.11)

From these lessons, we would be able to expect the multi-magnon hexagon form factor as
follows:

hY Y (u1, · · · , uM)

=
1

M(p1) · · ·M(p1)

∑
x1<···<xM

∑
σ1 ̸=···̸=σM

∏
σk<σj
j<k

S(pσk , pσk)
M∏
l=1

A(xl, pσl). (I.12)
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Appendix J

Bridge length independent terms

In section 9.2.3, we found that the bridge length independent terms (9.43) are irrelevant.
In this appendix, we write down the same arguments but for two- and three-magnon cases.

First let us consider the case of two-magnon. The bridge length independent terms in
the calculation of the sum over the positions of wave functions are given by∑

ψ(2)(x1, x2)/M(p1)M(p2)e
i(p1+p2)L|ℓij independent (J.1)

= h(u1, u2)− S(u2, u1)S(−u2, u1)h(−u1, u2)− h(u1,−u2) + S(u2, u1)S(−u2, u1)h(−u1,−u2),

which can be straightforwardly rewritten as

h(u1, u2)h(u1,−u2)
(

1

h(u1,−u2)
− 1

h(−u1,−u2)
− 1

h(u1, u2)
+

1

h(−u1, u2)

)
. (J.2)

Although it seems that we have poles at u1 = ±u2, their residues are all zero:

res
u→v

(
1

h(u1,±u2)
+

1

h(−u1,∓u2)

)
= i− i = 0. (J.3)

This shows that all the poles at u1 = ±u2 are spurious poles. After doing so, we only
focus on the no-pole part, rigorously u→∞ behavior. By taking account into the inverse
of the hexagon form factor is written as

1

h(u, v)
= 1 +

i

u− v
,

we can say that the u → ∞ behavior is also canceled with each other. Namely, the the
spin chain length dependent terms for two-magnon are exactly zero.
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For the three-magnon case, the terms are given by∑
ψ(3)(x1, x2, x3)/M(u1)M(u2)M(u3)M(u3)e

i(p1+p2+p3)L|ℓij independent

= h(u1, u2, u3)− h(u1, u2,−u3)

− S(u2, u1)S(−u2, u1)S(u3, u1)S(−u3, u1){h(−u1, u2, u3)− h(−u1, u2,−u3)}

− S(u3, u2)S(−u3, u2){h(u1,−u2, u3)− h(u1,−u2,−u3)}

+ S(u3, u2)S(−u3, u2)S(u2, u1)S(−u2, u1)S(u3, u1)S(−u3, u1){h(−u1,−u2, u3)− h(−u1,−u2,−u3)}.

By taking
∏

i<j h(ui, uj)h(ui,−uj) in front of whole expression, we could obtain

h(u2, u3)h(u2,−u3)h(u1, u2)h(u1,−u2)h(u1, u3)h(u1,−u3)( 1

h(u1, u2)h(u1,−u3)h(u3, u2)
− 1

h(u1, u2)h(u1, u3)h(−u3, u2)

− 1

h(−u1, u2)h(−u1,−u3)h(u3, u2)
+

1

h(−u1, u2)h(−u1, u3)h(−u3, u2)

− 1

h(u1,−u2)h(u1,−u3)h(u3,−u2)
+

1

h(u1,−u2)h(u1, u3)h(−u3,−u2)

+
1

h(−u1,−u2)h(−u1,−u3)h(u3,−u2)
− 1

h(−u1,−u2)h(−u1, u3)h(−u3,−u2)

)
. (J.4)

Similarly, this expression appears to have poles at u1 = ±u2, u1 = ±u3 and u2 = ±u3.
However, the residues are zero again:

res
u1→±u2

( 1

h(u1,±u2)h(u1,−u3)h(u3,±u2)
− 1

h(u1,±u2)h(u1, u3)h(−u3,±u2)

+
1

h(−u1,∓u2)h(−u1,−u3)h(u3,∓u2)
− 1

h(−u1,∓u2)h(−u1, u3)h(−u3,∓u2)

)
= 0,

res
u1→±u3

( 1

h(u1, u2)h(u1,±u3)h(∓u3, u2)
− 1

h(u1,−u2)h(u1,±u3)h(∓u3,−u2)

+
1

h(−u1, u2)h(−u1,∓u3)h(±u3, u2)
− 1

h(−u1,−u2)h(−u1,∓u3)h(±u3,−u2)

)
= 0,

res
u2→±u3

( 1

h(u1, u2)h(u1,∓u3)h(±u3, u2)
− 1

h(−u1, u2)h(−u1,∓u3)h(±u3, u2)

+
1

h(u1,−u2)h(u1,±u3)h(∓u3,−u2)
− 1

h(−u1,−u2)h(−u1,±u3)h(∓u3,−u2)

)
= 0.

Through the same argument as the two-magnon case, we can say that the contributions
of the u → ∞ behavior are canceled with each other. Therefore the spin chain length
dependent terms for the three-magnon are exactly zero.
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Appendix K

Two nontrivial operators with
one-magnon : CY Y ◦123

In this appendix, we calculate another configuration which has two-magnons on each
different spin chains. Specifically, we consider the following configuration:

O1 :
∑
x

ZxY ZL1−(x+1), O2 :
∑
x

Z̄xȲ Z̄L2−(x+1), O3 : Z̃
L3

With this configuration, there exist two possible ways to contract local operators together
for obtaining the structure constant :

CY Y ◦
123 = Cdirect

123 + C indirect
123 ,

Cdirect
123 ∝

ℓ12∑
x=1

ψ(1)
open(x, p1)ψ

(1)
open(L2 − x+ 1, p2),

C indirect
123 ∝

L1∑
x=ℓ12+1

ψ(1)
open(x, p1)

ℓ23∑
y=1

ψ(1)
open(y, p2). (K.1)

Here we decomposed into two part:direct and indirect. These contributions are repre-
sented in figure K.1. The summation of the propagators in Cdirect

123 and in C indirect
123 are

respectively calculated as

ℓ12∑
x=1

A(x, p1)A(L2 − x+ 1, p2) =M(p1)M(p2)
i

u− v
(eip2L2 − eip1ℓ12eip2ℓ23), (K.2)

−
L1∑

x=ℓ12+1

A(x, p1)
ℓ23∑
y=1

A(y, p2) = −M(p1)M(p2)(e
ip1ℓ12 − eip1L1)(1− eip2ℓ23). (K.3)
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· · · Z̄

・・
・

Figure K.1: Cdirect
123 and C indirect

123

By adding the two parts, we have

CY Y ◦
123 ∝Mℓ12(p1)Mℓ23(p2)

[u− v − i
u− v

− e2ip1ℓ13−u− v − i
−u− v

− e2ip2ℓ12 u+ v − i
u+ v

+ e2ip1ℓ13e2ip2ℓ12
−u+ v − i
−u+ v

]
, (K.4)

Even here, there are nontrivial factors, which came from the geodesic summation i.e.
u−v−i
u−v . In the same way as the structure constant CY 2◦◦

123 , the nontrivial factors are just
the tree-level hexagon form factor. However, in this case, the nontrivial factors in the
CY Y ◦

123 are surely different. Because, the hexagon form factors that appear here should be
defined by the mirror transformation twice. Namely,

hY |Y (v|u) = hY Y (u
2γ, v)

u− v − i
u− v

+O(g). (K.5)

Thus the result (K.4) can also generalized to the finite coupling conjecture as (see figure
K.2)

CY Y ◦
123 ∝Mℓ12(p1)Mℓ23(p2)

[
hY |Y (v|u)− e2ip1ℓ13hY |Y (v| − u)

− e2ip2ℓ12hY |Y (−v|u) + e2ip1ℓ13e2ip2ℓ12hY |Y (−v| − u)
]

(K.6)
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� e2ip2�12

� e2ip1�13

+ e2i(p1+p2)�13

Figure K.2: By appropriate propagation factors e2ip1ℓ13 and e2ip2ℓ12 , the each terms can
be interpreted as the each magnon with (p1, p2), (−p1, p2), (p1,−p2) and (−p1,−p2) lived
on the hexagon.
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Appendix L

On norms of structure constants for
open string

Here we would like to mention the norm of the structure constant for open strings. In
ordinary, the correct structure constants including normalizations at tree-level are given
by (

CM◦◦
123

C◦◦◦
123

)2

=
1

N (M)

( ∑
ℓ12+1≤x1<···<xM≤L1

ψ(M)
open(x1, · · · , xM)

)2

,

where

N (M) =
∑

1≤x1<···≤L1

(ψ(M)
open)

fψ(M)
open,

where subscript f is the flipping operation introduced in [45].

In this appendix, we specifically calculate for one- and two-magnon norm. After doing
so, we see that the result is given by the Gaudin norm for open spin chain system. By
using the lessons, we try to suggest the multi-magnon norm.

Let us start with recalling the one-magnon wave function:

ψ(1)
open(x) = eip(x−

1
2
) + e2ipLe−ip(x−

1
2
).

By flipping operation it can be easily found that f : ψ
(1)
open → eipL(ψ

(1)
open)∗.1 Notice that

we found a curious property of the open spin chain wave function that the conjugated
wave function is the exactly same with the original wave function for the one-magnon :
(ψ

(1)
open)∗ = ψ

(1)
open. By computing the summation of the square of the wave function, we

can get the following identity for the norm N (1):

N (1) = (M(p))2 (∂uϕ), (L.1)

1For the closed spin chain, the operation is slightly different such as (ψ
(1)
closed)

f = eip(L+1)ψ
(1)
closed.
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where the derivative is performed for the rapidity variable and ϕ is defined from the Bethe
Yang equation for open spin-chain :

eiϕ = e2ipL. (L.2)

Furthermore, remember that the factorM(p) came from the main part of the structure
constant.

For two-magnon case, the wave function is written by

ψ(2)
open(x1, x2) =g(x1, p1;x2, p2) + S(p2, p1)S(−p2, p1)e2ip1Lg(x1,−p1;x2, p2)

+ e2ip2Lg(x1, p1;x2,−p2) + S(p2, p1)S(−p2, p1)e2i(p1+p2)Lg(x1,−p1;x2,−p2),

where

g(x1, p1;x2, p2) ≡ A(x1, p1)A(x2, p2) + S(p2, p1)A(x1, p2)A(x2, p1).

The flipping operation can be written again by the original wave function such as f :
ψ

(2)
open → ei(p1+p2)LS(p2, p1)(ψ

(2)
open)∗ and (ψ

(2)
open)∗ = S(p1, p2)S(p1,−p2)e−2i(p1+p2)Lψ

(2)
open.

Thus, we can expect the general magnon case

f : ψ(M)
open → (ψ(M)

open)
∗
∏
i<j

S(pj, pi)e
i(p1+···+pM )L,

and

(ψ(M)
open)

∗ =
∏
i<j

S(pi, pj)S(pi,−pj)e−2i(p1+···+p2)Lψ(M)
open.

From the summation for the wave function, we can obtain the norm for open spin-chain :∑
1≤x1<x2≤L1

(ψ(2)
open)

∗ψ(2)
open = (M(p1)M(p2))

2 det(∂uiϕj). (L.3)

Here, the determinant det(∂uiϕj) is known as the Gaudin norm [46, 47], where the ϕj is
defined from the Bethe-Yang equation for the open spin-chain such as2

eiϕ1 = e2ip1L1S(p2, p1)S(−p2, p1),

eiϕ2 = e2ip2L1S(p1, p2)S(−p1, p2).

Therefore, the norm N (2) can be given in terms of the Gaudin norm :

N (2) = (M(p1)M(p2))
2 det(∂uiϕj)S(p2, p1)e

i(p1+p2)L. (L.4)

We finally expect that the norm for the multi-magnon is given as

N (M) =

(∏
i

M(pi)

)2

det(∂uiϕj)
∏
i<j

S(pj, pi)e
i(p1+···+pM )L. (L.5)

We emphasize that we checked validity of (L.5) by numerically solving the Bethe ansatz
equations.

2We have B(p) = 1 in our basis.
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