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Abstract

Effect of helicity on the transport for the Reynolds stress, which is the auto-correlation of velocity fluc-
tuations, and its modeling in inhomogeneous turbulence are discussed. The numerical simulation of the
previous study showed that the mean velocity is generated in rotating turbulence accompanied with he-
licity. This mean velocity generation phenomenon is consistent with the previously proposed algebraic
model for the Reynolds stress accompanied with the turbulent helicity, which is the statistically averaged
inner product of velocity and vorticity fluctuations. However, the mechanism that the turbulent helicity
affects the Reynolds stress has not been clarified. In order to investigate the mechanism of the mean
velocity generation phenomenon and its relation to the turbulent helicity, the numerical simulation of
rotating turbulence in which the turbulent helicity is injected by using the external forcing is performed.
It is shown that the pressure diffusion term, which is the spatial derivative of the correlation between
velocity and pressure fluctuations, has a significant contribution to the Reynolds stress transport in the
presence of both the system rotation and the turbulent helicity injection. It is revealed that the cor-
relation between fluctuations of velocity and pressure associated with the rotation is closely related to
the turbulent helicity. A new turbulence model for the pressure diffusion term accompanied with the
turbulent helicity is proposed. It is also shown that the previously proposed algebraic model for the
Reynolds stress accompanied with the turbulent helicity can be obtained by incorporating the effect of
the pressure diffusion. It is shown that the model for the Reynolds stress accompanied with the turbulent
helicity can account for the mean velocity generation phenomenon without contradiction to the simulation
results. Since the pressure diffusion is conventionally neglected in the previous turbulence modeling, the
present result points out the critical shortfall of the conventional turbulence model in rotating turbulence
accompanied with the turbulent helicity.

In the previous studies, it was known that the turbulent energy is transferred faster in the direction of
the rotation axis in rotating system than in non-rotating system. Such a fast energy transport in the di-
rection of the rotation axis cannot be predicted by the conventional turbulence models using the gradient-
diffusion approximation. In order to investigate the turbulence model predicting this phenomenon, the
numerical simulation of decaying inhomogeneous turbulence in rotating system is performed. It is shown
that the pressure diffusion term associated with the rotation significantly contributes to the fast energy
transport in the rotating system. It is suggested that the energy flux due to the pressure associated with
the rotation can be predicted by the newly proposed model accompanied with the turbulent helicity. It
is shown that this energy flux due to the rotation is tightly connected to the group velocity of inertial
waves described by the linearized momentum equation in a rotating system. Finally, the helical Rossby
number is defined as an index for judging the significance of the energy flux due to the turbulent helicity
in general turbulent flows.
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Chapter 1

Introduction

1.1 Fluid turbulence

Fluids are ubiquitous in our daily life, e.g., the air in the atmosphere or the water from a tap. Many
of these fluids flow in a complex form accompanied with vortices of various scales. Such complex flows
of fluids are referred to as turbulence. The beginning of the research history on turbulence dates back
to Reynolds (1883) of 130 years ago. Reynolds (1883) suggested that the transition from laminar or
non-turbulent flow to turbulent flow in a straight pipe can be described by means of one parameter,
the well-known Reynolds number Re. The Reynolds number is defined as Re = LU/ν where U denotes
the reference velocity, L the reference length, and ν the kinematic viscosity of a fluid, respectively. For
example, in the case of a flow in a straight pipe schematically shown in Fig. 1.1, the bulk mean velocity
Um and the pipe diameter D are respectively chosen for U and L. Roughly speaking, the intensity of
the inertia of fluid motion and the momentum diffusion due to the viscosity are respectively estimated as
U2/L and νU/L2, so that the Reynolds number can be interpreted as the ratio of the former to the latter,
(U2L−1)/(νUL−2) = UL/ν = Re. This fact indicates that the nonlinearity in fluid motion coming from
the inertial term becomes significant as the Reynolds number increases. In fact, Reynolds (1883) showed
that the flow becomes turbulent as the Reynolds number increases, Re ≫ 1 (Fig. 1.1). Note that the
kinematic viscosity of the air is ν ∼ 10−5[m2/s] and of the water is ν ∼ 10−6[m2/s], so that the flows of
the air or the water observed around us are almost turbulence. Nevertheless, many properties of turbulent
flows are still open problem owing to its complexity. Researches for fluid turbulence are difficult but quite
significant for understanding the physics of fluids around us.

1.2 Multi-scale property of turbulence

The structure of cumulus cloud is an example of visualization of turbulent flow (Fig. 1.2). As seen in
Fig. 1.2, turbulent flow involves vortices of various scales. This suggests that turbulent flow is highly
multi-scale phenomenon. It is known that the ratio of the largest length scale L to the smallest scale of
turbulence η can be estimated as L/η = O(Re3/4) [Yoshizawa (1998); Pope (2000)] and turbulent eddies
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Figure 1.1: Schematic diagram for laminar and turbulent flow in a straight pipe.

are continuously distributed from L to η. The direct numerical simulation (DNS) of turbulence requires
resolving eddies of the smallest scale η, so that the required grid number N increase as N3 ∼ (L/η)3 =
O(Re9/4) for three dimensional case. The Reynolds number is estimated as Re ∼ 108 for the flow around
an aircraft and as Re ∼ 1012 for a tropical cyclone. Hence, the DNS of such large-scale turbulent flows in
real world is considered to be unfeasible even if we would use the high-performance computer of the near
future.

U

L

Figure 1.2: Schematic image of turbulent flow in a cumulus cloud.

1.3 Closure problem

Despite complex and multi-scale feature of turbulence, statistical properties such as the mean velocity,
turbulence intensity, and etc., are known to be reproducible. If we have a set of self-consistent equations
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for the mean velocity, we can predict the mean velocity profile of high-Reynolds-number turbulent flows
with much smaller numerical cost than using the DNS. However, governing equations for statistical values
of turbulence are never closed due to the nonlinearity of the Navier–Stokes equation, the most basic
momentum equation for fluids. Hence, the self-consistent equation for statistical values of turbulence
cannot be derived without any assumptions for higher-order moments. This is referred to as the closure
problem. Theoretical approach for the closure problem, which is referred to as the closure theory, has
been developed mainly in simple homogeneous isotropic turbulence. A representative closure theory for
turbulence is the direct-interaction approximation (DIA) developed by Kraichnan (1959). The remarkable
point of the DIA is to introduce the response function for the nonlinear Navier–Stokes equation, describing
the time history effect of turbulence. Although the DIA failed to predict the scale-similar energy spectrum
suggested by Kolmogorov (1941) due to the breakage of the Galilean invariance, it was a remarkable success
that the DIA derives the closed equation for statics of turbulence without empirical parameter. In the
later time, the failure of the DIA was overcome by introducing the Lagrangian picture [Kraichnan (1965);
Kaneda (1981)].

1.4 Turbulence modeling for inhomogeneous flow

In real world turbulent flows, flows are inhomogeneous, that is the statistical quantities vary in space.
Theoretical approach for inhomogeneous turbulence is much more difficult than homogeneous turbulence
where the sophisticated closure theories have been developed. For inhomogeneous turbulence, some
turbulence correlations are modeled in terms of the statistical quantities such as the mean velocity gradient
or the intensity of turbulence to close the governing equations. Such a modeling is referred to as the
turbulence modeling. From the practical viewpoint, the prediction of the mean velocity is the first
subject in real world flows since the mean velocity profile gives the flow rate for internal flows and the
drag force for external flows. For example, the flow rate determines the ability of an engineering device
and the drag force is required for development of an airplane or a building. In order to see the statistical
behavior of the mean velocity, the ensemble average is taken for the Navier–Stokes equation. The ensemble
averaged Navier–Stokes equation is referred to as the Reynolds-averaged Navier–Stokes (RANS) equation
and related turbulence modeling is referred to as the RANS modeling. By using the RANS model, we can
predict the mean velocity profile of high-Reynolds-number turbulent flows without numerically solving
highly stochastic motion governed by the Navier–Stokes equation. The numerical cost is much decreased
with the aid of the RANS modeling. It should be noted that the accuracy of the prediction obtained by
using the RANS equation depends on the validity of the RANS modeling. Hence, the development of
physically reliable RANS modeling is a significant subject.

In order to close the RANS equation, a model for the Reynolds stress, which is the auto-correlation of
velocity fluctuations, is needed. The RANS modeling is roughly classified to two types; one is to give the
algebraic model for the Reynolds stress and the other is to model the transport equation for the Reynolds
stress. The former is referred to as the algebraic modeling or the eddy-viscosity type modeling, and the
latter is referred to as the Reynolds stress equation modeling or the second-order modeling. A primitive
model for the algebraic modeling is the eddy-viscosity model [Yoshizawa (1998); Pope (2000)]. The eddy-
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viscosity model describes the effective viscosity due to turbulent eddies. The eddy-viscosity model is not
just an empirical model but is algebraically related to the transport equation for the Reynolds stress
[Pope (1975)]. Note that Pope (1975) proposed a more general model expression for the Reynolds stress,
which is referred to as the nonlinear eddy-viscosity model, based on the Reynolds stress transport. This
result suggests that the anisotropic property for the Reynolds stress can be deductively expressed from
the Reynolds stress transport.

Yoshizawa (1984) developed a statistical theory for inhomogeneous turbulence modeling named the
two-scale direct interaction approximation (TSDIA). The TSDIA is the combination of multiple-scale
expansion method and the DIA developed by Kraichnan (1959). In the TSDIA, the effect of anisotropy
and inhomogeneity is incorporated through the higher-order scale in a perturbational manner with the
aid of the response function introduced in the DIA. The TSDIA succeeded in theoretically obtaining the
nonlinear eddy-viscosity model. A remarkable point of the TSDIA is that the theory is based on the
Navier–Stokes equation, so that it enables us to obtain the models for turbulence field affected by the
system rotation, the buoyancy, or the magnetic field, starting from the basic equation [see, Yoshizawa
(1998) for details].

1.5 Effects of helicity on turbulence

Helicity, strictly speaking the helicity density, denotes the inner product of velocity and vorticity (Fig. 1.3).
Helicity characterizes the helical structure of the flow. The volume average of helicity is an inviscid
invariant as the volume average of kinetic energy is, so that it is a basic quantity in fluid mechanics.
Since helicity is a pseudo-scalar which changes its sign by the parity transformation, it is related to the
breakage of the mirror or reflection symmetry. However, the effect of helicity on turbulence is not clearly
understood and has been under discussion to date.

u
ω

u･ω >0

u
ω

u･ω <0

Figure 1.3: Schematic diagram for helicity. u denotes the velocity and ω(= ∇×u) denotes the vorticity.

For homogeneous turbulence, the effect of helicity was discussed in terms of the energy cascade or the
inter-scale energy transfer [Brissaud et al. (1973)]; namely, the possibility of the inverse energy cascade was
discussed on the analogy of the two-dimensional turbulence [Kraichnan (1967)]. André & Lesieur (1977)
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examined the effect of helicity on homogeneous decaying turbulence by using the closure theory named the
eddy-damped quasi-normal Markovian (EDQNM) approximation. They showed that in the presence of
helicity, the decay rate of energy is reduced in the early stage. Morinishi et al. (2001c) performed a DNS
of homogeneous decaying turbulence accompanied with helicity and observed the decrease of the decay
of energy due to helicity shown by André & Lesieur (1977). They observed the inverse energy cascade
only in the early stage with maximally helical initial condition. Biferale et al. (2012, 2013) performed the
numerical simulation in which the projection operator which maps velocity field to homo-chiral component
is introduced; that is, the turbulent flow which has either positive or negative helicity was investigated.
They observed the inverse cascade in the homo-chiral homogeneous turbulence. Stepanov et al. (2015)
suggested that the forward cascade is hindered when the turbulence is highly helical in the wide range of
scales. This behavior was observed in the DNS of homogeneous turbulence [Kessar et al. (2015)]. However,
such a highly helical condition is difficult to appear in real world turbulent flows since the mirror symmetry
tends to be restored due to the nonlinear interaction [Kraichnan (1973); Chen et al. (2003)]. In the fully-
developed stage of turbulence, the prediction of the EDQNM given by André & Lesieur (1977) suggested
that the difference between the turbulent flows with and without helicity was not observed; namely, the
energy spectrum in the fully-developed stage is not changed regardless of the presence of helicity. The
same spectral behavior was observed in the DNS of forced homogeneous turbulence [Borue & Orszag
(1997); Baerenzung et al. (2008)], the DNS of the Ekman boundary layer [Deusebio & Lindborg (2014)],
and the experiment in the atmospheric boundary layer [Koprov et al. (2005)]. These results suggested
that helicity has negligible effect on the dynamics of turbulence in the fully-developed stage and it looks
like the same as a passive scalar [Moffatt (1978)]. However, the possibility of the effect of helicity on
the inertial range of fully-developed turbulence was pointed out [Linkmann (2018)]. Hence, effect of
helicity on fully-developed turbulence is not concluded but still under discussion. In another context, the
relationship between the strong helicity and the small dissipation events has been argued. However, it
was suggested that there is a tenuous relationship between helicity and the small dissipation rate event
in several shear flows [Rogers & Moin (1987); Wallace et al. (1992)].

In the context of magnetohydrodynamics (MHD), the effect of helicity on the magnetic field has been
discussed in relation to the dynamo action referred to as the α dynamo [Moffatt (1978); Krause & Rädler
(1980); Brandenburg & Subramanian (2005)]; namely, large-scale magnetic field is generated by the α
dynamo effect. Similar effect has been also discussed for neutral hydrodynamics from the viewpoint of the
large-scale vortex generation, which is sometimes referred to as the vortex dynamo. For incompressible
fluid, Frisch et al. (1987) suggested that the breakage of the parity-invariance is essential for the presence
of the α-like effect for the vortex dynamo. They also suggested that the anisotropy invokes the α-like
effect for the vortex dynamo, which is referred to as the anisotropic kinetic alpha (AKA) effect. In the
context of the effect of helicity, Gvaramadze et al. (1989) suggested that not only the presence of helicity
but also the inhomogeneity of the flow is required for the vortex dynamo effect. Yokoi & Yoshizawa
(1993) proposed the model expression for the Reynolds stress accompanied with the turbulent helicity
with the aid of the TSDIA [Yoshizawa (1984)]. Here, the turbulent helicity denotes the ensemble average
of the inner product of velocity and vorticity fluctuations. In their model, the spatial derivative of the
turbulent helicity is essential value rather than helicity itself. The spatially varying turbulent helicity was
observed in several turbulent flows such as the flow in a straight pipe with wall rotation [Orlandi (1997)],
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the swirling jet [Stepanov et al. (2018)], and the Ekman boundary layer [Deusebio & Lindborg (2014)].
The effect of helicity has been also argued in meteorological flows [Lilly (1986); Noda & Niino (2010)].
However, the contribution of the vortex dynamo effect due to the turbulent helicity to such turbulent
flows is not clear.

An example of the flow which is related to the vortex dynamo effect is the turbulent swirling flow in a
straight pipe [Kitoh (1991); Steenbergen (1995)]. In this flow, the radial distribution of the mean velocity
in the direction of the pipe axis exhibits a dent in the center axis region of the pipe. This dent profile
is sustained to the downstream over several tens of times of the pipe diameter. Moreover, it exhibits a
reversal flow in the center axis region when the strong swirl is given [Kitoh (1991)]. This phenomenon is
the local flow generation due to the swirling motion, so that it can be interpreted as an example of the
vortex dynamo. In the context of turbulence modeling, the conventional models described by the eddy-
viscosity model cannot predict the sustainment of the dent axial mean velocity profile in the turbulent
swirling flow in a straight pipe [Kobayashi & Yoda (1987); Steenbergen (1995); Jakirlić et al. (2000)]. This
fact suggests that a new model describing the effect of swirling motion of a fluid is required to predict the
turbulent flows accompanied with swirling motion. The model proposed by Yokoi & Yoshizawa (1993)
succeeded in predicting the sustainment the axial mean velocity in the swirling flow in a straight pipe
without any empirical modification to the model constant in the eddy-viscosity model. However, the
sustainment of the dent axial mean velocity profile was also predicted by the Reynolds stress equation
model which does not involve the turbulent helicity [Jakirlić et al. (2000)] or by the history effect of the
streamline on the eddy viscosity [Hamba (2017)]. In this sense, the physical origin of the mechanism of
the sustainment the dent axial mean velocity profile in the turbulent swirling flow in a straight pipe is
under discussion.

Another example of the vortex dynamo related phenomenon is the mean velocity generation phe-
nomenon observed by Yokoi & Brandenburg (2016). They performed a numerical simulation of rotating
turbulence starting from the zero-mean velocity condition in which the inhomogeneous distribution of
the turbulent helicity is established by using the external forcing. In this simulation, the positive mean
velocity in the direction of the rotation axis is generated at the region in which the turbulent helicity
is positive, while the negative mean velocity is generated at the region in which the turbulent helicity
is negative. Neither the conventional algebraic models in terms of the mean velocity gradients nor the
Reynolds stress equation models can account for this mean velocity generation phenomenon since they
give the trivial solution of the zero-mean velocity. The model given by Yokoi & Yoshizawa (1993) which is
accompanied with the turbulent helicity can account for this phenomenon. In fact, Yokoi & Brandenburg
(2016) confirmed that the Reynolds stress itself and the model expression given by Yokoi & Yoshizawa
(1993) are well correlated at the early stage of the simulation.

However, physically unclear point lies in the model accompanied with the turbulent helicity proposed
by Yokoi & Yoshizawa (1993). In the transport equation for the Reynolds stress, the turbulent helicity
does not appear explicitly. Hence, the mechanism that the turbulent helicity affects the Reynolds stress
is unclear. Owing to this fact, the model proposed by Yokoi & Yoshizawa (1993) cannot be derived in
the systematic manner developed by Pope (1975) which is based on the Reynolds stress transport. This
problem gives a question on the significance of helicity and the related vortex dynamo effect in real world
turbulent flows. In order to assess when and how much the turbulent helicity affects the mean velocity
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in turbulent flows, the effect of the turbulent helicity on the transport of the Reynolds stress and the
turbulence energy must be examined in detail.

1.6 Effects of rotation on turbulence

Turbulent flows are sometimes affected by rotational motion. For example, in engineering flows, rotational
turbulent flows are observed around a turbine or a propeller. Such a rotational motion of fluid is also
observed at the wake of an aircraft [Spalart (1998)]. It is known that the wake vortices behind an aircraft
persist over a long time. This phenomenon strongly affects the time interval of take-off or landing. For
atmospheric turbulence, the effect of the Earth’s rotation is significant for large-scale flows. The formation
of the large vortex of a tropical cyclone is the result of the Coriolis force due to the Earth’s rotation.
Hence, it is worth researching the effects of rotation on turbulence.

In a rapidly rotating fluid, the Taylor–Proudman theorem suggests that the variation of a flow in the
direction of the rotation axis is suppressed and the flow becomes two-dimensional [see, e.g., Davidson
(2004)]. Such a two-dimensionalization of a fluid in a rotating system has been examined in homogeneous
turbulence although the exactly two-dimensional state is not established [Cambon & Jacquin (1989);
Cambon et al. (1997); Morinishi et al. (2001a); Yoshimatsu et al. (2011)]. The rotation not only leads
to the anisotropy but also alters the inter-scale energy transfer; namely, the energy cascade rate from
large to small scales is reduced due to the rotation for homogeneous decaying turbulence [Bardina et al.
(1985); Cambon & Jacquin (1989); Morinishi et al. (2001a)]. In the RANS modeling, this phenomenon
was indirectly treated by modeling the reduction of the energy dissipation rate instead of modeling the
reduction of the energy cascade rate [Bardina et al. (1985)]. Okamoto (1995) proposed a model for
expressing the reduction of the energy dissipation rate in rotating turbulence with the aid of the TSDIA.
Using these models, the effect of rotation on homogeneous turbulence can be predicted by the RANS
model.

For inhomogeneous turbulence, effects of rotation have been mainly discussed in terms of the Reynolds
stress. For example, the nonlinear eddy-viscosity model incorporated with the rotation effect was proposed
[Gatski & Speziale (1993); Craft et al. (1996); Wallin & Johanson (2000)] and the model accompanied with
the turbulent helicity was also proposed [Yokoi & Yoshizawa (1993)]. However, the effect of rotation on
the energy transport has not been so much discussed. Dickinson & Long (1983) performed an experiment
of oscillating-grid turbulence in rotating system. In this experiment, the turbulent energy is injected by
the oscillation of grid in a tank and the rotation axis is set in the direction perpendicular to the grid
plane. They showed that the width of the turbulence region d grows as d ∼ t in the rotating case, while
it is d ∼ t1/2 in the non-rotating case. Namely, the growth of the width of the turbulence region is faster
in the rotating case than in the non-rotating case. The same result was shown by experiments [Davidson
et al. (2006); Kolvin et al. (2009)] and the numerical simulation [Ranjan & Davidson (2014)]. This result
suggests that the turbulent energy flux is enhanced by the rotation. In the RANS modeling, the energy
flux is often modeled by the gradient-diffusion approximation [Yoshizawa (1998); Pope (2000)]. Since the
gradient-diffusion approximation leads to the conventional diffusion equation for the turbulent energy,
such an energy diffusion proportional to t observed in rotating system cannot be predicted. Therefore, a
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new model for energy flux incorporated with the effect of rotation is required. Ranjan & Davidson (2014)
suggested that this fast energy transport in rotating system is the result of the propagation of inertial
wave which is described by the linearized momentum equation in a rotating system. Since the propagation
direction of the group velocity of inertial waves is closely related to the sign of helicity [Moffatt (1970)],
helicity is expected to play a significant role in the fast turbulent energy transport observed in rotating
turbulence.

1.7 Overview of this dissertation

The objective of this dissertation is to clarify and model the effect of the turbulent helicity on the transport
of the Reynolds stress. In this study, we focus on the two phenomena: one is the mean velocity generation
observed by Yokoi & Brandenburg (2016) and the other is the fast energy transfer observed in rotating
oscillating-grid turbulence [Dickinson & Long (1983); Davidson et al. (2006); Kolvin et al. (2009); Ranjan
& Davidson (2014)]. In the former, we perform a numerical simulation of non-rotating and rotating
turbulence in which the turbulent energy and helicity are locally injected by using the external forcing.
Since the mean velocity is generated due to the Reynolds stress, we examine the transport for the Reynolds
stress and survey the physical origin of this phenomenon and its relation to the turbulent helicity. In the
latter, we perform freely decaying inhomogeneous turbulence in which the turbulent energy is diffused
in one direction. This simulation is similar to that performed by Ranjan & Davidson (2014) which
corresponds to the experiment of oscillating-grid turbulence with a single grid oscillation performed by
Davidson et al. (2006). We examine the effect of rotation and the turbulent helicity on the transport for
the turbulent energy which corresponds to the trace of the Reynolds stress.

The organization of this dissertation is as follows. In Chap. 2, summaries for the previous turbulence
models are given. Shortfalls of the previous turbulence models are also given here. In Chap. 3, we show the
results of the simulation of the mean flow generation. In this chapter, the effect of the turbulent helicity
on the Reynolds stress transport is investigated. We propose a new model expression for the diffusion
term associated with pressure in the Reynolds stress transport equation here. In Chap. 4, we show the
results of the simulation of decaying inhomogeneous turbulence with and without system rotation. In
this chapter, the effect of the rotation and the turbulent helicity on the turbulent energy transport is
discussed. Here, the model newly proposed in Chap. 3 also plays a significant role. Discussion is given
in Chap. 5. Summary and conclusions are given in Chap. 6. Part of the results given in Chap. 3 are
published in Inagaki et al. (2017) and those given in Chap. 4 and Sec. 5.3 are published in Inagaki &
Hamba (2018).
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Chapter 2

Turbulence modeling and its shortfalls

2.1 Governing equations

2.1.1 Governing equations for incompressible fluid

Dynamics of fluid motion is known to be well described by the continuity equation and the Navier–Stokes
equation:

∂ui
∂xi

= 0, (2.1)

∂ui
∂t

= − ∂

∂xj
(uiuj)−

∂p

∂xi
+

∂

∂xj
(2νsij) + fi. (2.2)

Here and hereafter, incompressible fluid is considered, so that the mass density is constant. In Eqs. (2.1)
and (2.2), u denotes the velocity, p the pressure (strictly speaking the pressure divided by the mass
density), ν the kinematic viscosity, sij [= (∂ui/∂xj + ∂uj/∂xi)/2] the strain rate, and f the external
forcing. In the first term on the right-hand side of Eq. (2.2), uiuj represents the flux of ui to the xj
direction due to uj , so that ui is spatially transferred when uiuj varies in the xj direction. Hence, the first
term on the right-hand side of Eq. (2.2) represents the spatial momentum transport due to the velocity
itself. Schematic diagram for the flux of ux due to uy through the nonlinear term is shown in Fig. 2.1(a).
It should be noted that this nonlinearity is the source of turbulent motion of fluid. The second term on
the right-hand side of Eq. (2.2) represents the forcing due to the pressure gradient. In the third term on
the right-hand side of Eq. (2.2), −2νsij represents the flux of ui to the xj direction due to the viscous
stress. Schematic diagram for the flux of ux due to the viscous stress is shown in Fig. 2.1(b) in the case
that u = (ux(y), 0, 0) and ∂ux/∂y > 0. As seen in Fig. 2.1(b), ux is transferred from the large ux region
to the small ux region. This indicates that the viscous term plays a role of flattening the velocity profile.
Using the incompressibility condition (2.1), Eq. (2.2) is rewritten as

∂ui
∂t

= − ∂

∂xj
(uiuj)−

∂p

∂xi
+ ν∇2ui + fi, (2.3)
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where ∇2(= ∂2/∂xi∂xi) denotes the Laplacian operator. Hence, the viscous term can be also interpreted
as the momentum diffusion due to the viscous friction. In an incompressible fluid, the pressure is obtained
through the Poisson equation derived by taking the divergence of Eqs. (2.2) or (2.3):

∇2p = − ∂2

∂xi∂xj
(uiuj) = −sijsij +

1

2
ωiωi, (2.4)

where ω(= ∇×u) denotes the vorticity and the forcing term is assumed to be solenoidal, ∇ ·f = 0. The
nonlinear term in the Navier–Stokes equation can be rewritten as follows:

− ∂

∂xj
(uiuj) = ϵijℓujωℓ −

∂

∂xi

(
1

2
ujuj

)
, (2.5)

where ϵijℓ is the alternating tensor. Then, Eq. (2.3) is rewritten as

∂ui
∂t

= ϵijℓujωℓ −
∂

∂xi

(
p+

1

2
ujuj

)
+ ν∇2ui + fi. (2.6)

Taking the curl of Eq. (2.6), the equation for the vorticity ω is written as

∂ωi

∂t
= ϵijℓ

∂

∂xj
(ϵℓabuaωb) + ν∇2ωi + ϵijℓ

∂fℓ
∂xj

= −uj
∂ωi

∂xj
+ ωj

∂ui
∂xj

+ ν∇2ωi + ϵijℓ
∂fℓ
∂xj

. (2.7)

x

y

uy

ux

ux

uxuy

(a)

ux

ux

-ν

(b)

∂ux
∂y

Figure 2.1: Schematic diagram for the flux of ux due to (a) uy through the nonlinear term and (b) viscous
stress.
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2.1.2 Inviscid invariant in fluid dynamics

Multiplying Eq. (2.3) by ui, the equation for the kinetic energy uiui/2 is derived:

∂

∂t

(
1

2
uiui

)
= −ν ∂ui

∂xj

∂ui
∂xj

− ∂

∂xj

[
uj

1

2
uiui + ujp− ν

∂

∂xj

(
1

2
uiui

)]
+ uifi. (2.8)

The first term on the right-hand side of Eq. (2.8) represents the energy dissipation due to the viscosity.
Since all terms on the right-hand side of Eq. (2.8) except for the viscous dissipation and forcing terms are
written in the divergence form, the kinetic energy integrated in a whole volume is conserved in the case
that ν = 0, f = 0, and the surface flux is zero. Such a conservative variable as the volume integrated
kinetic energy is referred to as the inviscid invariant in fluid dynamics.

There is another inviscid invariant in fluid dynamics; namely, helicity defined as uiωi. The governing
equation for helicity is derived from Eqs. (2.3) and (2.7) as

∂

∂t
(uiωi) = −2ν

∂ui
∂xj

∂ωi

∂xj
− ∂

∂xj

[
ujuiωi + ωjp− ωj

1

2
uiui − ν

∂

∂xj
(uiωi)

]
+ uiϵijℓ

∂fℓ
∂xj

+ ωifi. (2.9)

Equation (2.9) has similar form to Eq. (2.8), and thus the volume integrated helicity is also the inviscid
invariant. Note that helicity is a pseudo-scalar, so that it changes its sign under the reflection transfor-
mation. This property is proved as follows. Let us consider the transformation between the {x} system
and the reflected system {x†} = {−x}. The velocity is transformed as [see, e.g., Ariki (2014, 2015)]

u†i (x
†) =

∂x†i
∂xj

uj(x) = −ui(x), (2.10)

where use is made of ∂x†i/∂xj = −δij . On the other hand, the vorticity is transformed as

ω†
i (x

†) = ϵijℓ
∂u†ℓ

∂x†j
(x†) = ϵijℓ

∂xm

∂x†j

∂

∂xm

[
∂x†ℓ
∂xn

un(x)

]
= ϵijℓ

∂uℓ
∂xj

(x) = ωi(x). (2.11)

Hence, the transformation for helicity reads

u†iω
†
i (x

†) = −uiωi(x). (2.12)

For the reflection or mirror symmetric case, any scalar quantities are unchanged by the reflection trans-
formation:

q(x†) = q(x). (2.13)

In such a case, helicity reads

u†iω
†
i (x

†) = uiωi(x) = −uiωi(x)

⇔ u†iω
†
i (x

†) = uiωi(x) = 0. (2.14)

Thus, helicity has a non-zero value only when the reflection symmetry is broken. The volume integrated
helicity is considered as the linkage of the vortex filaments [Moffatt (1969)]. This fact means that the
volume integrated helicity is also a topological invariant.
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2.1.3 Governing equation in rotating system

In a rotating system, the Navier–Stokes equation (2.3) is affected by the system rotation. The derivation
of the Navier-Stokes equation in a rotating system is given in Appendix A. It is written as

∂ui
∂t

= − ∂

∂xj
(uiuj)−

∂p

∂xi
+ ν∇2ui + 2ϵijℓujΩ

F
ℓ + fi, (2.15)

where ΩF denotes the angular velocity of the system rotation and p the pressure including the centrifugal
force denoted as ptot in Eq. (A14). The fourth term on the right-hand side of Eq. (2.15) denotes the
Coriolis force and this term is the only difference from the equation in the non-rotating system given
by Eq. (2.3). Note that the Poisson equation for the pressure given by Eq. (2.4) is modified due to the
Coriolis force term as

∇2p = −sijsij +
1

2
ωiωi + 2ωiΩ

F
i . (2.16)

Since the Coriolis force term does not perform work, i.e. ui2ϵijℓujΩ
F
ℓ = 0, the equation for the kinetic

energy given by Eq. (2.8) does not change its form. Using Eq. (2.5), Eq. (2.15) can be rewritten as

∂ui
∂t

= ϵijℓuj
(
ωℓ + 2ΩF

ℓ

)
− ∂

∂xi

(
p+

1

2
ujuj

)
+ ν∇2ui + fi. (2.17)

Comparing Eqs. (2.6) and (2.17), we can interpret that the vorticity ω is replaced by ω + 2ΩF in the
rotating system. Here, ω + 2ΩF is referred to as the absolute vorticity.

2.2 Statistical viewpoint of fluid turbulence

2.2.1 Reynolds-averaged Navier–Stokes equation

The nonlinearity in the Navier–Stokes equation (2.2) causes the growth of small disturbance, leading
to the turbulent motion of fluid. Although the instantaneous motion of turbulent fluid is stochastic
and not reproducible, its statistical properties such as the mean velocity or the turbulent intensity are
reproducible. In order to see the statistical properties of turbulent flow, we consider the statistically
averaged equations. Here, the instantaneous physical quantities q[= (u, p,ω,f)] are decomposed into the
mean or ensemble averaged values Q[= ⟨q⟩ = (U , P,Ω,F )] and the fluctuation around the mean values
q′[= (u′, p′,ω′,f ′)] as q = Q + q′. Taking the ensemble average (sometimes referred to as the Reynolds
average) of the continuity equation (2.1) and the Navier–Stokes equation in a rotating system given by
Eq. (2.15), the equations for the mean velocity are derived:

∂Ui

∂xi
= 0, (2.18)

∂Ui

∂t
= − ∂

∂xj
(UiUj +Rij)−

∂P

∂xi
+ ν∇2Ui + 2ϵijℓUjΩ

F
ℓ + Fi, (2.19)
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where Rij(= ⟨u′iu′j⟩) denotes the Reynolds stress. Equation (2.19) is referred to as the Reynolds-averaged
Navier–Stokes (RANS) equation. Since the form of the RANS equation (2.19) is the same as the Navier–
Stokes equation (2.15) except for Rij , the Reynolds stress represents the effect of turbulent motion on the
mean velocity. According to Reynolds (1883), the turbulence is observed at high-Reynolds-number flows
where the Reynolds number is defined as Re = UL/ν with the reference velocity U and length scale L. In
such high-Reynolds-number flows, the viscous term is negligible in comparison with the nonlinear terms
except for the vicinity of solid wall region. This suggests that the Reynolds stress is more significant in
high-Reynolds-number turbulent flow.

2.2.2 Transport equation for the Reynolds stress and closure problem

Since the RANS equation (2.19) is not closed owing to the Reynolds stress, some closed relation for
the Reynolds stress is required. Subtracting Eq. (2.19) from Eq. (2.15), the equation for the velocity
fluctuation u′ is derived:

∂u′i
∂t

+
∂

∂xj

(
Uju

′
i

)
= −u′j

∂Ui

∂xj
− ∂

∂xj

(
u′iu

′
j −Rij

)
− ∂p′

∂xi
+ ν∇2u′i + 2ϵijℓu

′
jΩ

F
ℓ + f ′i . (2.20)

Note that the velocity fluctuation also satisfies the incompressibility condition, ∂u′i/∂xi = 0. Hence, the
transport equation for the Reynolds stress reads

DRij

Dt
= Pij − εij +Φij +Πij + Tij +Dij + Coij + Fij , (2.21)

where D/Dt(= ∂/∂t + Uℓ∂/∂xℓ) denotes the mean Lagrangian derivative which represents the time
derivative along the mean streamline. On the right-hand side of Eq. (2.21), Pij denotes the production
rate, εij the destruction rate, Φij the pressure–strain correlation, Πij the pressure diffusion, Tij the
turbulent diffusion, Dij the viscous diffusion, Coij the Coriolis effect, and Fij the external work. They
are defined as follows:

Pij = −Riℓ
∂Uj

∂xℓ
−Rjℓ

∂Ui

∂xℓ
, (2.22a)

εij = 2ν

⟨
∂u′i
∂xℓ

∂u′j
∂xℓ

⟩
, (2.22b)

Φij = 2
⟨
p′s′ij

⟩
, (2.22c)

Πij = − ∂

∂xj

⟨
u′ip

′⟩− ∂

∂xi

⟨
u′jp

′⟩ , (2.22d)

Tij = − ∂

∂xℓ

⟨
u′iu

′
ju

′
ℓ

⟩
, (2.22e)

Dij = ν∇2Rij , (2.22f)

Coij = 2 (ϵiℓmRjℓ + ϵjℓmRiℓ)Ω
F
m, (2.22g)

Fij =
⟨
u′if

′
j + u′jf

′
i

⟩
. (2.22h)
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It is clearly seen that Eq. (2.21) is also not closed owing to additional unknown variables such as ⟨u′ip′⟩ or
⟨u′iu′ju′ℓ⟩. In the same manner, the equation for ⟨u′iu′ju′ℓ⟩ involves the fourth-order moment of u′. Hence,
the statistically averaged equations for fluid are never closed without any assumptions or truncation. This
is referred to as the closure problem. In order to close the RANS equation (2.19), some modeling for Rij

or its transport equation is required. We discuss the role of each term on the right-hand side of Eq. (2.21)
in the next subsection in connection to the turbulent energy transport.

2.2.3 Transport equation for the turbulent energy

Taking the trace of Eq. (2.21) and dividing it by 2, the transport equation for the kinetic energy for the
turbulent part K(= ⟨u′iu′i⟩/2) (hereafter simply referred to as the turbulent energy) is derived:

DK

Dt
= PK − ε+ΠK + TK +DK + FK , (2.23)

where PK denotes the production rate, ε the dissipation rate, ΠK the pressure diffusion, TK the turbulent
diffusion, DK the viscous diffusion, and FK the external work. They are defined as follows:

PK = −RijSij , (2.24a)

ε = ν

⟨
∂u′i
∂xj

∂u′i
∂xj

⟩
, (2.24b)

ΠK = − ∂

∂xj

⟨
u′jp

′⟩ , (2.24c)

TK = − ∂

∂xj

⟨
u′j

1

2
u′iu

′
i

⟩
, (2.24d)

DK = ν∇2K, (2.24e)

FK =
⟨
u′if

′
i

⟩
. (2.24f)

Note that Φii and Coii vanish since they are traceless tensor. In contrast to the instantaneous kinetic
energy equation (2.8), there is another non-divergence term in the turbulent energy equation (2.23);
namely, the production term PK appears. Since the mean kinetic energy equation is written as

D

Dt

(
1

2
UiUi

)
= −PK − ν

∂Ui

∂xj

∂Ui

∂xj
− ∂

∂xj
(UjP + UiRij) + ν∇2

(
1

2
UiUi

)
+ UiFi, (2.25)

and −PK appears on the right-hand side, PK denotes the exchange of kinetic energy between the mean
velocity and the velocity fluctuation. For simple turbulent shear flows, PK is often positive, meaning that
the energy is transferred from the mean velocity to the velocity fluctuation. This is the reason why PK is
referred to as the production term. On the other hand, ε is always positive, so that ε always decreases the
turbulent energy. ΠK , TK , and DK represent the spatial transport or diffusion of the turbulent energy
since they are written as the divergence form; namely, they must be zero when they are integrated in
volume and the surface flux is zero. Consequently, Eq. (2.23) represents the transport of the turbulent
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energy K involving its source, sink, and spatial transport. Here, we show the budget for the turbulent
energy transport equation given by Eq. (2.23) in the turbulent flow in a straight pipe. Schematic flow
configuration for the turbulent flow in a straight pipe is shown in Fig. 2.2(a). Figure 2.2(b) shows the
spatial distribution of each term on the right-hand side of Eq. (2.23). Note that FK = 0 in this flow.
As seen in Fig. 2.2(b), the production and dissipation terms are dominant. Especially in the range at
0.5 < r/R < 0.85, the production and dissipation terms are almost balanced each other, PK ≃ ε. This
balance suggests that the turbulent field is in the local equilibrium condition.
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Figure 2.2: (a) Schematic flow configuration for the turbulent flow in a straight pipe and (b) the budget
for the turbulent energy transport equation given by Eq. (2.23). Here, we use the turbulence data of the
simulation performed by Fukagata & Kasagi (2002).

Similarly, Eq. (2.21) represents the transport of the Reynolds stress Rij involving its source, sink,
and spatial transport. Pij represents the production of the Reynolds stress Rij , while εij represents the
destruction of it due to the viscosity. Πij , Tij , and Dij represent the spatial transport or diffusion of
the Reynolds stress. Φii and Coii vanish as mentioned previously, so that Φij and Coij do not affect the
turbulent energy transport. However, they play a role redistributing the intensity among each component
of the Reynolds stress.

2.2.4 Transport equation for the turbulent helicity

We can also derive the equation for the helicity for the turbulent part H = ⟨u′iω′
i⟩ (hereafter referred to

as the turbulent helicity). It is written as follows:

DH

Dt
= PH − εH +ΠH + TH +DH + CoH + FH , (2.26)

where PH denotes the production rate, εH the dissipation rate, ΠH the pressure diffusion, TH the tur-
bulent diffusion, DH the viscous diffusion, CoH the Coriolis effect, and FH the external work. They are
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defined as follows:

PH = −Rij
∂Ωi

∂xj
+Ωi

∂Rij

∂xj
, (2.27a)

εH = 2ν

⟨
∂u′i
∂xj

∂ω′
i

∂xj

⟩
, (2.27b)

ΠH = − ∂

∂xj

⟨
ω′
jp

′⟩ , (2.27c)

TH = − ∂

∂xj

(⟨
u′ju

′
iω

′
i

⟩
−
⟨
ωj

1

2
u′iu

′
i

⟩)
, (2.27d)

DH = ν∇2H, (2.27e)

CoH = 2ΩF
i

∂Rij

∂xj
, (2.27f)

FH =
⟨
ω′
if

′
i

⟩
+

⟨
u′iϵijℓ

∂f ′ℓ
∂xj

⟩
, (2.27g)

The mathematical structure of the transport equation for the turbulent helicity given by Eq. (2.26) is
similar to that of the turbulent energy given by Eq. (2.23) except for CoH . In fact, the production term
in the turbulent helicity transport PH also appears in the equation for the mean helicity UiΩi as follows:

D

Dt
(UiΩi) = −PH − ν

∂Ui

∂xj

∂Ωi

∂xj
− ∂

∂xj

(
ΩjP − Ωj

1

2
UiUi − UjUi2Ω

F
i +ΩjRij + Uiϵijℓ

∂Rℓm

∂xm

)
+ ν∇2 (UiΩi) + ΩiFi + Uiϵijℓ

∂Fℓ

∂xj
. (2.28)

Hence, PH denotes exchange of helicity between the mean field and the fluctuation field. This suggests
that the turbulent helicity is expected to have non-zero value in the region where the mean helicity defined
by UiΩi is non-zero. For example, the positive turbulent helicity is possibly dominant in the region where
the mean helicity is positive, while the turbulent helicity is zero far from that region, as schematically
shown in Fig. 2.3. Note that the turbulent helicity is the Galilei invariant variable, while the mean helicity
is not Galilei invariant; namely, the mean helicity changes its sign under the Galilei transformation. Owing
to this fact, the sign of the mean helicity UiΩi and the turbulent helicity H are not necessarily the same.
However, it is expected that the turbulent helicity has non-zero value in the region in which the mean
helicity is non-zero. In such a case, the turbulent helicity also characterizes the turbulent flow as the
turbulent energy does. Since helicity is the inviscid invariant as is the case of the kinetic energy in fluid
dynamics as mentioned in Sec. 2.1.2, the turbulent helicity is expected to be useful value characterizing
the helical turbulent flows. However, the mechanism that the turbulent helicity affects the mean velocity
or the Reynolds stress is not clear.
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Figure 2.3: Schematic diagram for helical turbulent flow.

2.2.5 Statistical homogeneity

Let us consider the multiple point correlation of physical quantities qn’s:

⟨q0(x)q1(x+ r1)q2(x+ r2) · · · qN (x+ rN )⟩ = Q0,1,2,··· ,N (x, r1, r2, · · · , rN ). (2.29)

Q0,1,2,··· ,N generally depends on both of the relative distance rn’s and its reference position x. When
Q0,1,2,··· ,N only depends on rn’s and does not depend on x, this turbulence field is referred to as homo-
geneous. Hence, in the homogeneous turbulence, we have

⟨q0(x)q1(x+ r1)q2(x+ r2) · · · qN (x+ rN )⟩ = Q0,1,2,··· ,N (r1, r2, · · · , rN ). (2.30)

Especially, one-point correlation does not depend on space, so that the spatial derivative of any one-point
correlations should be zero:

∂

∂xi
⟨q0(x)q1(x)q2(x) · · · qN (x)⟩ = ∂

∂xi
Q0,1,2,··· ,N (0) = 0. (2.31)

Hence, the diffusion terms such as Πij , Tij , and etc. in Eqs. (2.21), (2.23), and (2.26) vanish for homoge-
neous turbulence. We can use the spatial average in the homogeneous directions as the statistical average
instead of the ensemble average. Similarly, we can use the time average as the statistical average when
the statistical steadiness is guaranteed.

2.2.6 Fourier transformation

In the previous studies, statistical turbulence theories have been developed mainly in the Fourier space
where the region far from the solid wall is concerned. We define the Fourier transformation as follows:

q(x) =

∫
dk q̃(k)eik·x, (2.32)

q̃(k) =
1

(2π)3

∫
dx q(x)e−ik·x. (2.33)
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Here and hereafter, the triple integral is simply denoted as
∫
dk(=

∫∞
−∞ dkx

∫∞
−∞ dky

∫∞
−∞ dkz). The

continuity equation (2.1) and the Navier–Stokes equation (2.15) are written in the Fourier space as

kiũi(k) = 0, (2.34)

∂ũi
∂t

(k) = −ikj
∫

dp

∫
dq δ(k − p− q)ũi(p)ũj(q)− ikip̃(k)− νk2ũi(k) + 2ϵijℓũj(k)Ω

F
ℓ + f̃i(k), (2.35)

where δ(k) denotes the Dirac’s delta function and the forcing term is assumed to be solenoidal, k · f̃ = 0.
The pressure is calculated as

p̃(k) = −kikj
k2

∫
dp

∫
dq δ(k − p− q)ũi(p)ũj(q)− 2iϵijℓ

ki
k2
ũj(k)Ω

F
ℓ . (2.36)

Hence, the Navier–Stokes equation in the Fourier space given by Eq. (2.35) can be rewritten as

∂ũi
∂t

(k) = −iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũj(p)ũℓ(q)− νk2ũi(k) + 2Mim(k)ϵmjℓũj(k)Ω

F
ℓ + f̃i(k),

(2.37)

where

Mij(k) = δij −
kikj
k2

, Mijℓ(k) =
1

2
[kjMiℓ(k) + kℓMij(k)] . (2.38)

Alternatively, the Navier–Stokes equation based on Eq. (2.17) can be written in the Fourier space as

∂ũi
∂t

(k) =Mim(k)ϵmjℓũjωℓ(k)− νk2ũi(k) + 2Mim(k)ϵmjℓũj(k)Ω
F
ℓ + f̃i(k). (2.39)

2.2.7 Velocity correlation in homogeneous isotropic turbulence

In homogeneous turbulence, the correlation of the velocity fluctuations in the Fourier space is calculated
as follows: ⟨

ũ′i(k)ũ
′
j(k

′)
⟩
=

1

(2π)6

∫
dx

∫
dx′ ⟨u′i(x)u′j(x′)

⟩
e−i(x·k+x′·k′)

=
1

(2π)6

∫
dr

∫
dx′ ⟨u′i(x′ + r)u′j(x

′)
⟩
e−ix′·(k+k′)−ir·k

=
1

(2π)3

∫
dr Qij(r)e

−ir·kδ(k + k′)

= Q̃ij(k)δ(k + k′), (2.40)

where Qij(r) =
⟨
u′i(x+ r)u′j(x)

⟩
and Q̃ij(k) is its Fourier coefficient. For homogeneous isotropic but

non-mirror symmetric case, the second-order correlation tensor for the velocity fluctuations in the Fourier
space Q̃ij(k) is uniquely written as follows [Yoshizawa (1998); Kida & Yanase (1999)]:

Q̃ij(k) =Mij(k)
E(k)

4πk2
− i

2
ϵijℓ

kℓ
k2
EH(k)

4πk2
, (2.41)
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where E(k) and EH(k) are the energy and helicity spectra. They are respectively defined as

K =

∫ ∞

0
dk E(k), (2.42)

H =

∫ ∞

0
dk EH(k). (2.43)

2.3 Turbulence modeling

In order to close the RANS equation (2.19), some modeling for the Reynolds stress or its transport equation
is required. Such a modeling is referred to as the turbulence modeling. Especially, the turbulence modeling
for the RANS equation is referred to as the RANS modeling. The RANS modeling is roughly classified to
two types, as mentioned in Sec. 1.4. One is the algebraic modeling which expresses the Reynolds stress
in terms of K, ε, Sij , and etc. as Rij = Rij{K, ε, Sij , · · · }. The other is the Reynolds stress equation
modeling which expresses the unclosed terms in the Reynolds stress transport equation given by Eq. (2.23),
such as εij or Φij , in terms of Rij , ε, Sij , and etc. as εij = εij{Rij , ε, Sij , · · · }, Φij = Φij{Rij , ε, Sij , · · · },
and etc. In this section, a brief review of the algebraic modeling and its relation to the Reynolds stress
transport are given.

2.3.1 Eddy-viscosity model

The most primitive model for the algebraic model for the Reynolds stress is the eddy-viscosity model:

Rij =
2

3
Kδij − 2νTSij , (2.44)

where νT denotes the eddy viscosity and Sij [= (∂Ui/∂xj + ∂Uj/∂xi)/2] denotes the mean strain rate.
The eddy viscosity is often modeled as [Yoshizawa (1998); Pope (2000)]

νT = Cν
K2

ε
. (2.45)

In the typical RANS model, K and ε are obtained by solving their transport equations. Such a model
is referred to as the K–ε model. Substituting Eqs. (2.44) and (2.45) into the RANS equation (2.19), we
have

∂Ui

∂t
= − ∂

∂xj
(UiUj)−

∂P

∂xi
+

∂

∂xj

[
2
(
ν + νT

)
Sij
]
+ 2ϵijℓUjΩ

F
ℓ + Fi, (2.46)

where the viscous term is rewritten in the same form as Eq. (2.2). For turbulent flows, it can be evaluated
as νT ≫ ν except for the vicinity of the solid wall. Therefore, Eq. (2.46) suggests that the viscous friction
is enhanced due to the turbulent motion through the effective viscosity ν + νT. Moreover, νT varies in
space and time. In the case of the turbulent flow in a straight pipe which is schematically shown in
Fig. 2.2(a), νT is large at the center axis region, while it is small in the vicinity of the solid wall. As a
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result, the mean velocity profile is much flattened at the center axis region, while it is not affected by
turbulence in the vicinity of the solid wall. Owing to this spatial dependence of νT, the eddy-viscosity
model can account for not only the reduction of the flow rate due to the enhancement of the friction force
but also the flat profile of the streamwise mean velocity in the turbulent flow in a straight pipe as shown
in Fig. 2.4.
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Figure 2.4: Comparison of the mean velocity profile between the laminar and turbulence for the flow in a
straight pipe in the same pressure gradient condition. Here, we use the turbulence data of the simulation
performed by Fukagata & Kasagi (2002).

2.3.2 Modeling the transport equation for K and ε

In the transport equation for K given by Eq. (2.23), ⟨u′jp′⟩ in ΠK [Eq. (2.24c)] and ⟨u′ju′iu′i/2⟩ in TK

[Eq. (2.24d)] are required to be modeled. Here, modeling the external work is not concerned. The
conventional modeling for such flux terms in the turbulent energy transport is the gradient-diffusion
approximation [Pope (2000)]; that is, the sum of ⟨u′jp′⟩ and ⟨u′ju′iu′i/2⟩ is modeled as

⟨
u′jp

′⟩+⟨u′j 12u′iu′i
⟩

= − νT

σK

∂K

∂xj
, (2.47)

where σK is a model constant. Hence, the transport equation for the turbulent energy reads

DK

Dt
= PK − ε+

∂

∂xj

[(
ν +

νT

σK

)
∂K

∂xj

]
+ FK . (2.48)

Namely, the gradient-diffusion approximation suggests the enhancement of the energy flux due to turbu-
lence. This effect is similar to that of the momentum transport expressed by the eddy-viscosity model
given by Eq. (2.44).
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On the other hand, the model for the transport equation for ε is not straightforwardly derived from
the Navier–Stokes equation. The standard model of the transport equation for ε is empirically written as
[Yoshizawa (1998); Pope (2000)]

Dε

Dt
= Cε1

ε

K
PK − Cε2

ε2

K
+

∂

∂xj

[(
ν +

νT

σε

)
∂ε

∂xj

]
, (2.49)

where Cε1, Cε2, and σε are model constants and the contributions from the forcing and the Coriolis terms
are neglected. Since the velocity gradient is involved in the definition of the dissipation rate ε in contrast
to the turbulent energy K, ε is related to small scale motion of turbulence, while K is related to large scale
motion. Nevertheless, Eq. (2.49) is mathematically similar to the model for the transport equation for K
given by Eq. (2.48). In this background, the local similarity hypothesis proposed by Kolmogorov (1941)
is considered; namely, ε can be interpreted as the energy cascade rate from large to small scale motions
in addition to the dissipation rate at the smallest scale of turbulence. Thus, the transport equation for
ε given by Eq. (2.49) is interpreted as the energy cascade rate related to the large scale which balances
with the dissipation rate related to the small scale [Yoshizawa (1998)]. Here, the K–ε model composed
of Eqs. (2.44), (2.45), (2.48), (2.49) is referred to as the standard K–ε model.

The standard K–ε model describes the primitive property of turbulence owing to the eddy viscosity.
However, it is known that the eddy-viscosity model given by Eq. (2.44) does not include the effect of
anisotropy of turbulence or the rotation [Speziale (1987); Yoshizawa (1998); Speziale et al. (2000)]. In
order to overcome these shortfalls, other models for the Reynolds stress shown in the subsequent sections
have been proposed and their physical property and validity have been discussed.

2.3.3 Reynolds stress equation modeling

Another approach of closing the RANS equation (2.19) is to model the transport equation for the Reynolds
stress given by Eq. (2.21). In Eq. (2.21), there are four unclosed terms except for the forcing term, the
destruction rate εij [Eq. (2.22b)], the pressure–strain correlation Φij [Eq. (2.22c)], the pressure diffusion
Πij [Eq. (2.22d)], and the turbulent diffusion Tij [Eq. (2.22e)]. The basic modeling for these terms were
given by Launder et al. (1975) as follows. The destruction rate is assumed to be isotropic and modeled as

εij =
2

3
εδij . (2.50)

This isotropic assumption is justified from the viewpoint of the local isotropy hypothesis proposed by
Kolmogorov (1941). Here, ε is obtained by solving its transport equation model such as Eq. (2.49). The
pressure–strain correlation is modeled as

Φij = −CS1
ε

K
Bij + CR1KSij + CR2 [SiℓBℓj + SjℓBℓi]D + CR3 (WiℓBℓj +WjℓBℓi) , (2.51)

where [Aij ]D = Aij−Aℓℓδij/3, Bij(= Rij−2Kδij/3) denotes the deviatoric part of the Reynolds stress, and
Wij [= (∂Ui/∂xj − ∂Uj/∂xi)/2− ϵijℓΩ

F
ℓ ] denotes the absolute vorticity tensor. Note that the model given

by Eq. (2.51) is extended to the rotating system by using the absolute vorticity tensor from the viewpoint
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of the covariance principle [see, e.g., Speziale et al. (1991); Ariki (2014, 2015)]. The first term on the
right-hand side of Eq. (2.51) represents the relaxation of anisotropy with the time scaleK/ε and is referred
to as the return to isotropy term. The second to fourth terms on the right-hand side of Eq. (2.51) reduce
the effect of the production rate Pij and the Coriolis effect Cij , so that these terms are referred to as the
isotropization of production term. For diffusion terms, the pressure diffusion is conventionally neglected
by assuming that it has small contribution compared with the turbulent diffusion. This assumption
is reasonable for the turbulent energy transport in the turbulent flow in a straight pipe as shown in
Fig. 2.2(b). The triple correlation of the velocity fluctuation ⟨u′iu′ju′ℓ⟩ in Eq. (2.22e) is modeled as

⟨
u′iu

′
ju

′
ℓ

⟩
= −CD

K

ε

(
Rim

∂Rjℓ

∂xm
+Rjm

∂Riℓ

∂xm
+Rℓm

∂Rij

∂xm

)
. (2.52)

Hence, Eq. (2.21) is modeled as

DRij

Dt
= −2

3
εδij − CS1

ε

K
Bij

+

(
4

3
− CR1

)
KSij + (1− CR2) [SiℓBℓj + SjℓBℓi]D − 2

3
SℓmBℓmδij

+ (1− CR3) (WiℓBℓj +WjℓBℓi) + (ϵimℓBjm + ϵjmℓBim)ΩF
ℓ

+
∂

∂xℓ

[
CD

K

ε

(
Rim

∂Rjℓ

∂xm
+Rjm

∂Riℓ

∂xm
+Rℓm

∂Rij

∂xm

)]
+ ν∇2Rij + Fij . (2.53)

In Eq. (2.53), the first line denotes the destruction, the second line denotes the production due to the
mean strain, the third line denotes the production due to the mean vorticity or rotation, and the last line
denotes the diffusion and the external forcing of the Reynolds stress, respectively. Since the Reynolds
stress equation model treats the production and destruction of the Reynolds stress explicitly, it gives more
accurate prediction than the eddy-viscosity model for several turbulent flows. However, the Reynolds
stress equation model should calculate six individual transport equations for each component of the
Reynolds stress, so that numerical cost is large. Moreover, it sometimes gives the unphysical result such
as the negative solution of Rxx which must be positive by definition [see, e.g., Schumann (1977); Hanjalić &
Launder (2011)]. Owing to such an unphysical property, the Reynolds stress equation model is sometimes
numerically unstable. From the practical viewpoint, the nonlinear eddy-viscosity model for the Reynolds
stress shown in the next subsection is more convenient.

2.3.4 Relationship between the algebraic modeling and the Reynolds stress transport

The eddy-viscosity model given by Eq. (2.44) seems to be empirical model but it is closely related to the
transport for the Reynolds stress. Since νT related part in Eq. (2.44) corresponds to the deviatoric part
of the Reynolds stress, we consider the transport equation for Bij . The modeled transport equation for
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the Reynolds stress given by Eq. (2.53) is rewritten as follows:

DBij

Dt
= −CS1

ε

K
Bij −

(
4

3
− CR1

)
KSij − (1− CR2) [SiℓBℓj + SjℓBℓi]D

− (1− CR3) (WiℓBℓj +WjℓBℓi) + (ϵimℓBjm + ϵjmℓBim)ΩF
ℓ

+
∂

∂xℓ

[
CD

K

ε

(
Rim

∂Rjℓ

∂xm
+Rjm

∂Riℓ

∂xm
+Rℓm

∂Rij

∂xm

)]
D

+ ν∇2Bij + [Fij ]D . (2.54)

In the turbulent flow in a straight pipe, the budget for the turbulent energy transport can be approximately
evaluated as PK ≃ ε, as shown in Fig. 2.2(b). Here, the similar condition is considered in the transport for
the deviatoric part of the Reynolds stress; namely, we consider the balance between the source and sink
terms. For the sink term, the relaxation term given by the first term on the right-hand side of Eq. (2.54)
is considered. For the source term, the primitive part of the production term, that is the second term on
the right-hand side of Eq. (2.54) is considered. Then, we have

−CS1
ε

K
Bij −

(
4

3
− CR1

)
KSij = 0

⇔ Bij = 2
4− 3CR1

6CS1

K2

ε
Sij . (2.55)

This is nothing but the eddy-viscosity model given by Eqs. (2.44) and (2.45) where Cν = (4−3CR1)/(6CS1).

Pope (1975) proposed the systematic modeling for the algebraic expression for the Reynolds stress
based on the modeled transport equation given by Eq. (2.54) in a non-rotating system. Here, the system
rotation is neglected, ΩF = 0. Its modeling procedure is as follows. First, quasi-homogeneity condition is
assumed, so that the diffusion terms are neglected. Second, the weak-equilibrium assumption is adopted;
namely, we assume

D

Dt

(
Rij

K

)
= 0

⇔ DRij

Dt
=
Rij

K

DK

Dt
=
Rij

K

(
PK − ε

)
. (2.56)

Using above two assumptions, Eq. (2.54) is reduced to

Bij

K

(
PK − ε

)
= −CS1

ε

K
Bij +

(
4

3
− CR1

)
KSij + (1− CR2) [SiℓBℓj + SjℓBℓi]D

+ (1− CR3)
(
WN

iℓBℓj +WN
jℓBℓi

)
, (2.57)

whereWN
ij [= (∂Ui/∂xj−∂Uj/∂xi)/2] denotes the vorticity tensor in a non-rotating system and the forcing

term is neglected. Equation (2.57) gives the algebraic relation for the deviatoric part of the Reynolds
stress. Pope (1975) expanded the Reynolds stress in the velocity gradient and obtained the algebraic
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expression for the Reynolds stress The resulting expression for the Reynolds stress can be written as

Rij =
2

3
Kδij − 2νTSij + ζSS [SiℓSℓj ]D − ζSW

(
SiℓW

N
ℓj + SjℓW

N
ℓi

)
+ ζSSW

(
SiℓSℓmW

N
mj + SjℓSℓmW

N
mi

)
+ · · · , (2.58)

Note that νT is not the same as Eq. (2.45) but is written in the functional form as νT = F{PK/ε,
K2SijSij/ε

2,K2WN
ijW

N
ij /ε

2, · · · }K2/ε and ζn’s are also functional of PK/ε, K2SijSij/ε
2, and etc. Such

a form of the Reynolds stress given by Eq. (2.58) is referred to as the nonlinear eddy-viscosity model.
Several types of the nonlinear eddy-viscosity models were proposed and their performance was discussed
[Speziale (1987); Taulbee (1992); Shih et al. (1993, 1995); Craft et al. (1996)]. These papers showed that
the higher-order nonlinear terms on the velocity gradient shown on the right-hand side of Eq. (2.58) are
essential in predicting the anisotropy of turbulence intensity or the effect of curvature of the streamline
on the Reynolds stress. Namely, the nonlinear eddy-viscosity model succeeded in accounting for some
essences of turbulent flows without solving its transport. The extension of this modeling to the general
coordinate system including the rotating system is discussed in Appendix B.

2.4 Statistical theory for turbulence modeling: TSDIA

The modeling proposed by Pope (1975) revealed the relationship between the transport equation for the
Reynolds stress and the nonlinear eddy-viscosity model. However, its theoretical basis is still empirical
model given by Eq. (2.53). In the turbulence closure theory for homogeneous turbulence, the direct-
interaction approximation (DIA) developed by Kraichnan (1959) was a representative one which includes
no empirical parameter. Yoshizawa (1984) developed a statistical theory for inhomogeneous turbulence by
combining the DIA and the multiple-scale analysis, which is referred to as the two-scale direct-interaction
approximation (TSDIA). Using the TSDIA, we can deductively obtain not only the eddy-viscosity model
given by Eq. (2.44) but also the higher-order nonlinear eddy-viscosity model given by Eq. (2.58) from the
Navier–Stokes equation [c.f., Okamoto (1994)]. Since the TSDIA is based on the Navier–Stokes equation,
it enables us to obtain the models for turbulence field affected by the system rotation, the buoyancy, or
the magnetic field, starting from the basic equation [see, Yoshizawa (1998) for details]. Details for the
TSDIA is given in Appendix C. In this section, we review a brief introduction of the TSDIA and two
representative examples of the results for rotating turbulence.

2.4.1 Two-scale direct interaction approximation

In the TSDIA, a small scale parameter δ and two space and time variables are introduced:

ξ = x, X = δx, τ = t, T = δt, (2.59)

where ξ and τ are referred to as fast variables, while X and T are slow variables. We assume that the
mean values are slowly varying, so that they only depend on slow variables, while the fluctuation values
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depend on both fast and slow variables. This is expressed as

q = Q(X;T ) + q′(ξ,X; τ, T ), (2.60)

where we note again that q = (u, p,ω, f). Schematic diagram of this two-scale representation for spatial
variable is shown in Fig. 2.5. Under Eq. (2.59), the spatial and time derivatives are expressed as

∂

∂xi
=

∂

∂ξi
+ δ

∂

∂Xi
,

∂

∂t
=

∂

∂τ
+ δ

∂

∂T
. (2.61)

=
+

q

Q

q'

X

X

x

q

Figure 2.5: Schematic diagram of two-scale representation for spatial variable for a physical quantity q.

In order to make full use of the closure theory for homogeneous turbulence, we assume the statistical
homogeneity for ξ space. In addition, we expand the velocity and pressure fluctuations in powers of δ
and the rotation parameter |ΩF| as [Shimomura & Yoshizawa (1986); Yokoi & Yoshizawa (1993)]

u′(ξ,X; τ, T ) =

∞∑
n,m=0

δn|ΩF|mu(nm)(ξ,X; τ, T ), p′(ξ,X; τ, T ) =

∞∑
n,m=0

δn|ΩF|mp(nm)(ξ,X; τ, T ). (2.62)

Under this parameter expansion, the basic O(δ0|ΩF|0) field corresponds to the homogeneous isotropic
and non-rotating turbulence, except for the dependence on the slow variables (X;T ). The effects of
inhomogeneity and anisotropy are incorporated in O(δn) fields with n ≥ 1 and these of rotation are in
O(|ΩF|m) fields with m ≥ 1, in a perturbational manner. We apply the Fourier transformation to ξ field
in the frame moving with the mean velocity U(X;T ); namely, we define the Fourier transformation as

q(ξ,X; τ, T ) =

∫
dk q̃(k,X; τ, T )eik·(ξ−Uτ), (2.63)

q̃(k,X; τ, T ) =
1

(2π)3

∫
dξ q(ξ,X; τ, T )e−ik·(ξ−Uτ). (2.64)
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The higher-order fields are formally solved with the aid of the response function for the basic field, which
was introduced in the DIA [Kraichnan (1959)]. As a result, higher-order velocities are expressed as a
function of the basic field velocity ũ(00)(k; τ), the mean velocity U(X;T ), and the angular velocity of the
rotation ΩF. Since the basic field corresponds to the homogeneous isotropic turbulence, the second-order
correlation for the basic field velocities is given similar to Eqs. (2.40) and (2.41) as⟨

ũ
(00)
i (k,X; τ, T )ũ

(00)
j (k′,X; τ ′, T )

⟩
= Q̃

(00)
ij (k,X; τ, τ ′, T )δ(k + k′)

=

[
Mij(k)

EB(k,X; τ, τ ′, T )

4πk2
− i

2
ϵijℓ

kℓ
k2
EHB(k,X; τ, τ ′, T )

4πk2

]
δ(k + k′). (2.65)

Here, EB(k,X; τ, τ ′, T ) and EH
B (k,X; τ, τ ′, T ) respectively satisfy

KB =
1

2

⟨
u
(00)
i u

(00)
i

⟩
=

∫ ∞

0
dk EB(k,X; τ, τ, T ), (2.66)

HB =
⟨
u
(00)
i ω

(00)
i

⟩
=

∫ ∞

0
dk EHB(k,X; τ, τ, T ). (2.67)

Third-order correlation of the basic field velocities is calculated with the aid of the DIA and expressed in
terms of the second-order correlations and the response function. Therefore, any turbulence correlations
are systematically calculated.

2.4.2 Effect of rotation on homogeneous turbulence

For homogeneous turbulence, it was suggested the system rotation affects the energy cascade or the
inter-scale energy transfer [Cambon & Jacquin (1989); Cambon et al. (1997); Morinishi et al. (2001a);
Yoshimatsu et al. (2011)]. In a freely decaying homogeneous turbulence under rotation, it was shown that
the energy cascade rate from large to small scales is reduced due to the system rotation [Bardina et al.
(1985); Cambon & Jacquin (1989); Morinishi et al. (2001a)]. This leads to the reduction of the decaying
rate of the turbulent energy. Since the turbulent energy transport equation in the decaying homogeneous
turbulence under rotation is written as

∂K

∂t
= −ε, (2.68)

the reduction of the decaying rate of the turbulent energy indicates the reduction of the energy dissipation
rate ε. In the RANS model, this reduction of the energy dissipation rate is modeled by modifying the
transport equation for ε [Bardina et al. (1985)]. Okamoto (1995) proposed the following model for the
transport equation for ε with the aid of the TSDIA:

∂ε

∂t
= −Cε2

ε2

K
− F{ΩFK/ε}K(ΩF)2, (2.69)

where F{ΩFK/ε}(> 0) denotes some functional of ΩFK/ε. Here, F{ΩFK/ε} = const. is the simplest
expression. With the aid of the second term on the right-hand side of Eq. (2.69), the reduction of the
energy dissipation rate due to the rotation can be predicted, so that the model succeeded in predicting
the reduction of the decaying rate of the turbulent energy.
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2.4.3 Vortex dynamo effect

In the magnetohydrodynamics (MHD), large scale or mean magnetic field generation phenomenon due
to turbulent motion has been discussed in terms of the dynamo effect. In the MHD, the mean magnetic
field equation is written as [Moffatt (1978); Krause & Rädler (1980)]

∂B

∂t
= ∇×

(
U ×B +EM − λ∇×B

)
, (2.70)

where EM(= ⟨u′ × b′⟩) denotes the electromotive force, B and b′ respectively denote the mean magnetic
field and the magnetic field fluctuation, and λ denotes the magnetic diffusivity. A conventional model for
the electromotive force is given by [Moffatt (1978); Krause & Rädler (1980)]

EM = αB − β∇×B. (2.71)

Here, β expresses the diffusivity due to turbulence, while α expresses the dynamo effect. Note that α must
be a pseudo-scaler considering the invariance of the electromotive force by the reflection transformation
and it is often modeled to be proportional to the turbulent helicity as α ≃ −τH with some timescale τ ,
while β is modeled as β ≃ τK [Moffatt (1978); Krause & Rädler (1980); Brandenburg & Subramanian
(2005)]. In the case that the magnetic Reynolds number ReM(∝ β/λ) is high, and U and B are parallel
to each other, the statistically steady state reads

EM = αB − β∇×B = 0

⇔ J =
α

β
B, (2.72)

where J(= ∇×B) denotes the mean current. Hence, the mean current aligned with the mean magnetic
field is established due to the presence of α term. This effect is referred to as the α dynamo.

Similar effect has been also discussed for neutral hydrodynamics from the viewpoint of the large-scale
vortex generation, which is sometimes referred to as the vortex dynamo. For incompressible fluid, Frisch
et al. (1987) suggested that the breakage of the parity-invariance is essential for the presence of the vortex
dynamo effect similar to the α effect in the MHD. They also suggested that the anisotropy invokes the
vortex dynamo effect similar to the α effect, which is referred to as the anisotropic kinetic alpha (AKA)
effect. Gvaramadze et al. (1989) examined the effect of helicity on the vortex dynamo effect. They
suggested that not only the presence of helicity but also the inhomogeneity of the flow is required for the
vortex dynamo effect. For incompressible fluid, the mean vorticity equation can be written as

∂Ω

∂t
= ∇×

(
U ×ΩA + V M − ν∇×Ω

)
, (2.73)

where V M(= ⟨u′ × ω′⟩) is referred to as the vortex-motive force and ΩA(= Ω+ 2ΩF) denotes the mean
absolute vorticity vector. We assume that the vortex-motive force can be modeled as the similar form to
the electromotive force given by Eq. (2.71):

V M = αV ΩA − νT∇×Ω. (2.74)
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Here, νT is the eddy viscosity which corresponds to that on the second term on the right-hand side of
Eq. (2.44), while αV related term represents the vortex dynamo effect. The mathematical structure of
Eqs. (2.73) and (2.74) is quite similar to that of the mean magnetic field equations given by Eqs. (2.70)
and (2.71). In the case that the Reynolds number Re is high, and U and ΩA are parallel to each other,
the statistically steady state reads

V M = αV ΩA − νT∇×Ω = 0

⇔ ∇2U = −α
V

νT
ΩA. (2.75)

Hence, the Laplacian of the mean velocity aligned with the mean absolute vorticity is established, which
is similar to the establishment of the mean current due to the α effect as seen in Eq. (2.72). The Laplacian
of the mean velocity expresses the presence of the spatially local increase or decrease of the mean velocity,
so that the vortex dynamo effect can be interpreted as the generation phenomenon of the spatially local
mean velocity in the direction of the rotation axis.

Yokoi & Yoshizawa (1993) proposed the following model with the aid of the TSDIA up to the calcu-
lation of O(δ|ΩF|):

Rij =
2

3
Kδij − 2νTSij + ηT

[
∂H

∂xj
ΩA
i +

∂H

∂xi
ΩA
j

]
D

, (2.76)

where ηT = CηK
4/ε3, Cη is a constant. In Eq. (2.76), the second term is the eddy-viscosity model given by

Eq. (2.44) and the third term denotes the effect of the turbulent helicity on the Reynolds stress. Hereafter,
we refer to the model given by Eq. (2.76) as the helicity model. Using Eq. (2.5), the vortex-motive force
is connected to the Reynolds stress as

V M
i = −∂Rij

∂xj
+
∂K

∂xi
. (2.77)

Substituting the helicity model given by Eq. (2.76) into this, we have

V M = −
[
∇ ·

(
ηT∇H

)]
ΩA − νT∇×Ω+ · · · , (2.78)

where the leading terms are only written. Namely, the helicity model predicts that αV is written in terms
of the spatial gradient of the turbulent helicity, while α in Eq. (2.71) is often modeled to be proportional
to the turbulent helicity itself.

In comparison with the nonlinear eddy-viscosity model given by Eqs. (2.58) or (B5), the helicity
model has quite different form. In the nonlinear eddy-viscosity models, the effect of the mean vorticity
or rotation is coupled with the mean strain rate. On the other hand, in the helicity model, the effect of
rotation is coupled with the spatial gradient of the turbulent helicity H. Considering the derivation of the
nonlinear-eddy viscosity model, the effect of rotation comes from the anisotropy of the Reynolds stress
Bij as seen in the fourth term on the right-hand side of Eq. (B3). In this sense, the effect of rotation
in the nonlinear eddy-viscosity model is related to the anisotropy of turbulence. In the helicity model,

33



the effect of rotation rather comes from the inhomogeneity of the basic field helicity expressed by EHB in
Eq. (2.65). In the usage of the helicity model, an additional transport equation for H is solved, so that it
is referred to as the K–ε–H model or the three-equation model [Yokoi & Yoshizawa (1993)]. By using the
K–ε–H model, it is expected to be able to predict the turbulent phenomena accompanied with swirling
motion, e.g., the sustainment of a strong vortex such as wake vortices behind an aircraft [Spalart (1998)]
or supercell in meteorological flow [Lilly (1986); Noda & Niino (2010)], with much smaller numerical cost
than using the DNS.

2.5 Vortex dynamo related phenomena

2.5.1 Turbulent swirling flow in a straight pipe

An example of the flow which is related to the vortex dynamo is the turbulent swirling flow in a straight
pipe [Kitoh (1991); Steenbergen (1995)]. The flow configuration is schematically shown in Fig. 2.6. In
this flow, the strong swirl is generated in the center axis of the pipe at the inlet, which is referred to as
the concentrated vortex type [Steenbergen (1995)]. Experimental studies showed that the radial profile
of the mean velocity in the direction of the pipe axis exhibit a dent at the center axis in contrast to the
flat profile observed in the non-rotating case [see, Fig. 2.4]. This dent profile of the axial mean velocity
is sustained to the downstream over several tens of times of the pipe diameter. Moreover, it exhibits a
reversal flow in the center axis region when the strong swirl is given [Kitoh (1991)]. The generation of
the dent axial velocity at the center axis can be primitively explained as follows. The axial vorticity is
so strong in the center axis region at the upstream that the pressure is roughly estimated as ∇2p ≃ ω2

z/2
according to the Poisson equation for the pressure given by Eq. (2.4). Therefore, it is considered that the
pressure in the center axis region at the upstream decreases compared with the non-swirling case. At the
downstream, the strong axial vorticity is disappeared so that the pressure in the center axis region is larger
than the upstream. Hence, the axial pressure gradient in the center axis region is positive, ∂p/∂z > 0.
This pressure gradient gives the negative force on the axial velocity, leading to the dent profile of the
axial velocity. Note that the consistency of this primitive analysis in the strongly turbulent flow is not
so clear. For example, it is expected that the concentrated vortex is not sustained but smeared out
by the strong mixing due to turbulence expressed by the eddy viscosity. However, the dent axial mean
velocity profile is persistent in turbulent flow as shown in the experiment [Kitoh (1991); Steenbergen
(1995)]. This phenomenon can be understood as the generation of the negative axial mean velocity due
to the rotational motion, so that it is an example of the vortex dynamo. In the context of the turbulence
modeling, it was known that the standard K–ε model using the eddy-viscosity model given by Eqs. (2.44)
and (2.45) cannot predict the sustainment of the dent profile of the axial mean velocity [Kobayashi &
Yoda (1987); Steenbergen (1995); Jakirlić et al. (2000)]. This shortfall is difficult to be rectified even when
the nonlinear eddy-viscosity models are applied [Jakirlić et al. (2000)]. Kobayashi & Yoda (1987) showed
that the dent profile is sustained further downstream when the model constant for the eddy viscosity Cν

is artificially modified to the smaller value. This result suggests that some effect related to the swirling
motion effectively reduces the large momentum diffusion due to the eddy viscosity.
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Figure 2.6: Schematic flow configuration for the turbulent swirling flow in a straight pipe.

Yokoi & Yoshizawa (1993) applied the helicity model given by Eq. (2.76) to the turbulent swirling flow
in a straight pipe. Figure (a)2.7 shows the comparison between the experimental result and the prediction
of the turbulence models. The standard K–ε model predicts the rapid decrease of the dent profile of the
axial mean velocity. However, the helicity model succeeded in predicting the sustainment of the dent axial
mean velocity. Note that the model constant for the eddy-viscosity model Cν is not artificially modified
in the helicity model, so that the difference between the standard K–ε model and the helicity model is the
presence of the third term on the right-hand side of Eq. (2.76). Namely, the helicity effect described by
the third term on the right-hand side of Eq. (2.76) counterbalances the eddy-viscosity term in the second
term. In the model calculation performed by Yokoi & Yoshizawa (1993), the negative turbulent helicity
appears in the center axis region as shown in Fig. 2.7(b) and the deviation of the axial mean velocity
from the non-swirling flow is written as δUz < 0. Namely, it can be understood that the negative axial
mean velocity δUz is generated at the region in which the turbulent helicity is negative. However, the
experimental value of the turbulent helicity is not obtained, so that the validity of the model calculation
cannot be discussed. Moreover, the sustainment of the dent axial mean velocity profile was also predicted
by the Reynolds stress equation model which does not involve the turbulent helicity [Jakirlić et al. (2000)]
or by the history effect of the streamline on the eddy viscosity [Hamba (2017)]. In this sense, the physical
origin of the mechanism for the sustainment of the dent axial mean velocity in the turbulent swirling flow
in a straight pipe is under discussion.

2.5.2 Mean velocity generation in rotating turbulence

The vortex dynamo effect given by Eq. (2.75) suggests the possibility that the local mean velocity is
generated due to the αV and the system rotation ΩF. Yokoi & Brandenburg (2016) performed the DNS
of rotating turbulence stating from the zero-mean velocity condition. In their simulation, the rotation
axis is set in the y direction and the turbulent helicity is inhomogeneously injected by using the external
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(a) (b)

Figure 2.7: (a) Axial mean velocity in the turbulent swirling flow in a straight pipe [cited from Fig. 3 in
Yokoi & Yoshizawa (1993) p.473]. Here, U z denotes the mean velocity in the direction of the pipe axis
(z), Um the axial bulk mean velocity, and r0 the pipe radius. + and × symbols respectively denote the
experimental results at the inlet and z/r0 = 26.6 given by Kitoh (1991). The dotted line denotes the
prediction of the standard K–ε model, while the solid line denotes the prediction of the helicity model.
(b) Contour of the turbulent helicity H obtained from the model calculation [cited from Fig. 5 in Yokoi
& Yoshizawa (1993) p.474].

forcing. With the aid of this external forcing, the spatial distribution of the turbulent helicity given by
H(z) ∝ sin(z) is established as shown in the top figure of Fig. 2.8(a) in which the vertical axis denotes
the z direction. They showed that the mean velocity aligned with the rotation axis is generated and
sustained. As shown in Fig. 2.8(a), the positive mean velocity in the direction of the rotation axis is
generated at the region in which the turbulent helicity is positive, while the negative mean velocity is
generated at the region in which the turbulent helicity is negative.

This mean velocity generation phenomenon can be predicted by neither the nonlinear eddy-viscosity
model given by Eqs. (2.58) or (B5) nor the conventional Reynolds stress model given by Eq. (2.53) since
both of them give the trivial solution Rij = 0, so that they predict U = 0. However, the helicity model
given by Eq. (2.76) can account for this phenomenon. When the mean velocity is zero but the angular
velocity of the system is non-zero, the helicity model reads

Ryz = 2ηT
∂H

∂z
ΩF
y . (2.79)

Namely, the helicity model predicts that Ryz ̸= 0 when both the z derivative of the turbulent helicity
and ΩF

y are non-zero. Yokoi & Brandenburg (2016) numerically confirmed that the exact value of Ryz
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and the right-hand side of Eq. (2.79) are well correlated in the early stage of the simulation in which the
mean velocity is not established [Fig. 2.8(b)]. Substituting Eq. (2.79) into the RANS equation (2.19), the
equation for the axial mean velocity Uy is written as

∂Uy

∂t
= −2ηT

∂2H

∂z2
ΩF
y , (2.80)

where the spatial derivative of ηT is neglected for simplicity. Here, the high-Reynolds-number condition is
concerned, so that the kinematic viscosity term is neglected. Since the spatial distribution of the turbulent
helicity is given by H(z) ∝ sin(z), Eq. (2.80) is evaluated as

∂Uy

∂t
∝ sin(z)ΩF

y . (2.81)

Therefore, the positive axial mean velocity Uy is generated at 0 < z < π where the turbulent helicity is
positive, while the negative axial mean velocity is generated at −π < z < 0 where the turbulent helicity
is negative. This prediction of the mean velocity by means of the helicity model is consistent with the
result shown in Fig. 2.8(a). This correspondence of the sign between the mean velocity and the turbulent
helicity can be also explained by using Eqs. (2.75) and (2.78). Here, the following approximation is given
for simplicity: ∇2U ≃ −(ℓu)−2U and αV = −∇ · (ηT∇H) ≃ −ηT∇2H ≃ ηT(ℓh)−2H. Under these
approximations, Eq. (2.75) is reduced to

U =
(ℓu)2ηTH

(ℓh)2νT
ΩA. (2.82)

Hence, the positive mean velocity aligned with the mean absolute vorticity is established at the region in
which the turbulent helicity is positive, while the negative mean velocity is established at the region in
which the turbulent helicity is negative. Consequently, the helicity model proposed by Yokoi & Yoshizawa
(1993) can account for the mean velocity generation phenomenon observed by Yokoi & Brandenburg
(2016). It should be noted, however, the mechanism that the turbulent helicity affects the Reynolds
stress was not shown there.

2.6 Problems in the modeling of rotating turbulence

We briefly reviewed the previous studies for turbulence modeling so far. There are some problems which
are not clarified, especially in rotating turbulence. Since the system rotation is closely related to the break-
age of the mirror symmetry, pseudo-scalar quantities, such as helicity, are expected to play a significant
role. However, the mechanism that helicity affects inhomogeneous turbulent flows is not so much clarified.
In order to clarify how and when helicity affects turbulent flows, its mechanism should be investigated in
detail. In this dissertation, we focus on the two points described in the following subsections.
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(a) (b)

Figure 2.8: Figures from Yokoi & Brandenburg (2016). (a) Time evolution of the turbulent helicity (top)
and the mean velocity in the direction of the rotation axis (y) (bottom) [cited from Fig. 3 in Yokoi &
Brandenburg (2016) p.7]. Here, the color denotes the value of H or U ·ΩF and the vertical axis denotes
the z direction. (b) The spatial distribution of Ryz/(2K) (top), the helicity model term 2ΩF

y ∂H/∂zτ
3

(middle), and the correlation between them (bottom) where τ denotes the turbulence time scale [cited
from Fig. 4 in Yokoi & Brandenburg (2016) p.7].

2.6.1 Physical origin of the helicity model

The helicity model analytically proposed by Yokoi & Yoshizawa (1993) with the aid of the TSDIA exhibited
some significant features in rotating turbulent flows. It should be emphasized, however, the helicity model
cannot be obtained by the systematic modeling based on the Reynolds stress transport developed by Pope
(1975), which was discussed in Sec. 2.3.4 and Appendix B. This inconsistency comes from the lack of
the mechanism that the turbulent helicity affects the Reynolds stress transport. Since the algebraic
model for the Reynolds stress is tightly connected to the production mechanism of the Reynolds stress,
the helicity model should be also connected to some effects in the Reynolds stress transport. Although
Yokoi & Brandenburg (2016) suggested that the helicity model is sufficient to account for the mean
velocity generation phenomenon which is observed in their simulation, the physical origin of the helicity
model itself was not shown. In this sense, the physical origin of the mean velocity generation is not
completely clarified. In order to clarify when and how much the turbulent helicity affects the Reynolds
stress or the mean velocity, the mechanism that the turbulent helicity affects the Reynolds stress transport
should be investigated. By revealing the relationship between the turbulent helicity and the Reynolds
stress transport, it can be examined whether the turbulence model using the turbulent helicity as a
representative variable is physically reliable or not in predicting the turbulent flows accompanied with
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swirling motion.

2.6.2 Effects of rotation on energy transport

As seen in Sec. 2.3.2, the energy flux terms for the turbulent energy transport are conventionally modeled
by using the gradient-diffusion approximation given by Eq. (2.47). A simple example of the diffusion
problem of turbulence is oscillating-grid turbulence [Hopfinger & Toly (1976); Dickinson & Long (1978)].
Its schematic flow configuration is shown in Fig. 2.9 in which ΩF = 0. In this experiment, velocity
fluctuation is generated by the oscillation of the grid and the turbulent energy falls off away from the
grid. When the direction perpendicular to the grid plane is set in the z direction, the transport equation
for the turbulence energy given by Eqs. (2.23) and (2.24a)–(2.24f) is written as

∂K

∂t
= −ε− ∂

∂z

(⟨
u′zp

′⟩+ 1

2

⟨
u′z

1

2
u′iu

′
i

⟩)
+ ν

∂2K

∂z2
+ FK . (2.83)

Here, we assume that the turbulence field is homogeneous in the x and y directions and the mean velocity
can be assumed to be zero in such a case. In this turbulent flow, FK represents the energy injection due to
the grid oscillation. Dickinson & Long (1978) suggested that the width of the turbulence region d grows
as d ≃ (κt)1/2 where κ corresponds to the eddy viscosity. They also suggested that κ is proportional to
the integral length scale L and the turbulent intensity K1/2 as κ ∼ LK1/2. Substituting the Taylor’s
dissipation law ε ∼ K3/2/L [Taylor (1935)], this κ is nothing but the eddy viscosity given by Eq. (2.45).
In fact, Matsunaga et al. (1999) showed that the spatial distribution of the turbulent energy in oscillating-
grid turbulence can be predicted by using the standard K–ε model described by Eqs. (2.48) and (2.49).
Here, the transport equation for the turbulent energy reads

∂K

∂t
= −ε− ∂

∂z

(
Cν

σK

K2

ε

∂K

∂z

)
+ FK . (2.84)

Note that the kinematic viscosity is neglected since the high-Reynolds-number condition, νT/ν ≫ 1,
is concerned. These facts suggest that the model for the energy flux given by the gradient-diffusion
approximation with the eddy viscosity is appropriate for simple inhomogeneous turbulent flows.

However, this is not the case for rotating turbulence. Dickinson & Long (1983) performed the ex-
periment of rotating oscillating-grid turbulence in which the rotation axis is perpendicular to the grid
plane (Fig. 2.9). They suggested that the width of the turbulence region d grows as d ∼ t for rotating
case, while d ∼ t1/2 for non-rotating case. The same result was shown by the experiments [Davidson
et al. (2006); Kolvin et al. (2009)] and the numerical simulation [Ranjan & Davidson (2014)]. Hence,
in the rotating case, the turbulent energy is transferred faster in the direction of the rotation axis than
in the non-rotating case. Since the conventional model given by Eq. (2.84) does not explicitly depend
on the rotation rate, this model seems to be unable to predict the fast energy transfer observed in the
rotating oscillating-gird turbulence. Moreover, this fast energy transport cannot be predicted by the
gradient-diffusion approximation since the diffusion time scale is not t1/2 but t. Hence, the modification
of the transport equation for ε due to the rotation given by Eq. (2.69) which was proposed for homoge-
neous turbulence is insufficient to account for the fast energy transfer observed in rotating oscillating-grid
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Figure 2.9: Schematic diagram for oscillating-grid turbulence. In the experiment of rotating oscillating-
grid turbulence, the rotation axis is set in the direction perpendicular to the grid plane.

turbulence as long as the energy diffusion is modeled by the gradient-diffusion approximation. Namely,
a new model for the energy flux associated with the rotation is required. In the exact equation for the
turbulent energy transport given by Eq. (2.83), the rotation rate does not explicitly appear. However, the
effect of rotation is possibly incorporated through the pressure. Yoshizawa (2002) proposed the following
model for the correlation between the velocity and pressure fluctuations with the aid of the TSDIA:

⟨
u′ip

′⟩ = CKPS
K3

ε2
Sij

∂K

∂xj
+ CKPW

K3

ε2
Wij

∂K

∂xj
. (2.85)

When the mean velocity is zero, this model is written as

⟨
u′ip

′⟩ = −CKPW
K3

ε2
ϵijℓΩ

F
ℓ

∂K

∂xj
. (2.86)

Although this model includes the effect of rotation on the energy flux, this model gives the energy flux
in the direction perpendicular to the rotation axis since ⟨u′ip′⟩ΩF

i = 0. Thus, the model proposed by
Yoshizawa (2002) cannot account for the fast energy transfer in rotating oscillating-grid turbulence.

Ranjan & Davidson (2014) suggested that the fast energy transfer observed in rotating oscillating-
grid turbulence can be explained by the propagation of inertial wave. Inertial wave is governed by the
linearized Navier–Stokes equation in a rotating system. Its property is given in Appendix D in detail.
An interesting feature of the inertial wave is that the direction of the group velocity is related to the sign
of helicity as seen in Eqs. (D6) and (D8) [Moffatt (1970); Davidson (2004)]; namely, the wave packets
with negative helicity propagate upward in the direction of the rotation axis, while the wave packets with
positive helicity propagate downward. In fact, it was observed in the numerical simulation similar to the
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rotating oscillating-grid turbulence that the negative turbulent helicity is dominant at the upper side of
the grid, while the positive turbulent helicity is dominant at the lower side [Godeferd & Lollini (1999);
Ranjan & Davidson (2014)], which suggests that the direction of the group velocity is outward from the
grid. These results suggest that the fast energy transfer in rotating oscillating-grid turbulence can be
modeled in terms of the turbulent helicity.

2.6.3 Approach to the problems

As mentioned above, there are two problems in the modeling for rotating turbulence. One is the lack of
the knowledge on the mechanism that the turbulent helicity affects the Reynolds stress transport. The
other is the lack of the model for the energy flux which accounts for the fast energy transfer in the direction
of the rotation axis. In order to solve these problems, we perform two types of numerical simulations
in Chaps. 3 and 4. In Chap. 3, the simulation of the mean velocity generation phenomenon similar to
Yokoi & Brandenburg (2016) is performed. In contrast to Yokoi & Brandenburg (2016), we examine the
transport equation for the Reynolds stress to explore the physical origin of the mean velocity generation
and its relation to the turbulent helicity. In this chapter, we proposed a new model for the pressure
diffusion term [Eq. (2.22d)] in terms of the turbulent helicity. In Chap. 4, we perform the simulation of
decaying inhomogeneous turbulence under system rotation in which the turbulent energy is diffused in
the direction of the rotation axis. In this simulation, we examine the transport equation for the turbulent
energy which corresponds to the trace of the Reynolds stress. Here, we discuss the relationship between
the fast energy transfer in the direction of the rotation axis and the turbulent helicity through the newly
proposed model in Chap. 3.
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Chapter 3

Effect of helicity on the Reynolds stress
transport

3.1 Simulation of the mean velocity generation phenomenon

In order to clarify the physical origin of the mean velocity generation phenomenon and its relation to the
turbulent helicity, we perform the numerical simulation similar to that performed by Yokoi & Brandenburg
(2016). The helicity model is a candidate predicting this phenomenon. We investigate the relationship
between the mean velocity generation phenomenon and the helicity model by means of the Reynolds stress
transport.

3.1.1 Numerical setup

The computational domain is a rectangular parallelepiped region as shown in Fig. 3.1. In contrast to the
simulation performed by Yokoi & Brandenburg (2016), the localized forcing is adopted in order to restrict
the effect of the forcing in the local region around the y = 0 plane. The periodic boundary condition is
adopted to all directions. The turbulent field is homogeneous in the x and z directions. The rotation axis
is set in the x direction. In order to achieve the high-Reynolds-number turbulent flow, we perform the
large eddy simulation (LES) instead of the direct numerical simulation (DNS). The concept of the LES
is given in Appendix E. Governing equations for the LES are given by

∂ui
∂xi

= 0, (3.1)

∂ui
∂t

= − ∂

∂xj
(uiuj)−

∂p

∂xi
+

∂

∂xj
(νsgssij) + 2ϵij1ujΩ

F + Cexf i, (3.2)

where q denotes the grid scale (GS) or filtered quantity of q, p denotes the GS pressure including the
subgrid scale (SGS) energy ksgs[(uiui − uiui)/2] and the centrifugal force, sij [= (∂ui/∂xj + ∂uj/∂xi)/2]
denotes the GS strain rate, νsgs denotes the SGS viscosity, and Cex denotes the coefficient adjusting the
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intensity of the external forcing. For the high-Reynolds-number case, it can be assumed that νsgs ≫ ν,
so that the kinematic viscosity is neglected in the present simulation. With respect to the model for νsgs,
the Smagorinsky model [Smagorinsky (1963)] is adopted:

νsgs = (CS∆)2
√

2sijsij . (3.3)

Here, we use ∆ = (∆x∆y∆z)1/3 in which ∆x, ∆y, and ∆z denote the grid size for each direction. For the
Smagorinsky constant CS , we adopt CS = 0.19 which corresponds to the value optimized for homogeneous
isotropic turbulence [Yoshizawa (1998); Kida & Yanase (1999); Piomelli (1999)]. The derivation of the
Smagorinsky model is given in Appendix E.
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Figure 3.1: Computational domain for the simulation of the mean velocity generation phenomenon.

3.1.2 Effect of plane averaged pressure and centrifugal force

Since the turbulence field is homogeneous in the x and z directions, any statistical quantities do not
depend on x and z but depend on y and t. In such a case, ⟨ux⟩S and ⟨uz⟩S are not affected by ⟨p⟩S
since ∂⟨p⟩S/∂x = ∂⟨p⟩S/∂z = 0. Here, ⟨⟩S denotes the x–z plane average. Since the centrifugal force
(ΩF ×x)2/2 is involved in ⟨p⟩S, it does not affect ⟨ux⟩S and ⟨uz⟩S. For the plane averaged velocity of the
y component, the continuity equation reads

∂ ⟨uy⟩S
∂y

(y, t) = 0 ⇔ ⟨uy⟩S (y, t) = ⟨uy⟩S (t). (3.4)
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Moreover, we have

∂2

∂t2

[∫ Ly/2

−Ly/2
dy ⟨uy⟩S (y, t)

]
=

∂2

∂t2
[
Ly ⟨uy⟩S (t)

]
= −

(
2ΩF

)
Ly ⟨uy⟩S (t)

⇔ ⟨uy⟩S (t) = ⟨uy⟩S (t = 0) cos(2ΩFt) (3.5)

Therefore, ⟨uy⟩S(y, t) = 0 for the initial condition ⟨uy⟩S(t = 0) = 0 regardless of the value of ⟨p⟩S. Hence,
⟨p⟩S and the centrifugal force do not affect the mean velocities. Obviously, ⟨p⟩S does not affect the velocity
fluctuations. Consequently, ⟨p⟩S and the centrifugal force do not affect the turbulent flow in the present
simulation.

3.1.3 External forcing

We obtain the confined helical forcing using the following procedure. Let us define homogeneous, isotropic,
and solenoidal vector w. In the wavenumber space, any solenoidal vector can be expressed as follows
[Herring (1974); Cambon & Jacquin (1989)]:

w̃ = ξ+N
+ + ξ−N

−, N± = e(2) ∓ ie(1), e(1) =
k × n
|k × n|

, e(2) =
k × e(1)

|k × e(1)|
, (3.6)

where w̃ denotes the Fourier coefficient of w and n denotes arbitrary vector. Here, we adopt ni =
Mij(k)δj3 so as to satisfy k · n = 0 in which Mij(k) is defined in Eq. (2.38). The energy and helicity
spectra for w, Ew(k) and EwH(k), are respectively written as

Ew(k)

4πk2
=
⟨
|ξ+|2 + |ξ−|2

⟩
,
EwH(k)

4πk2
= 2k

⟨
|ξ+|2 − |ξ−|2

⟩
. (3.7)

where

1

2
⟨wiwi⟩ =

∫ ∞

0
dk Ew(k),

⟨
wiϵijℓ

∂wℓ

∂xj

⟩
=

∫ ∞

0
dk EwH(k). (3.8)

Here, the homogeneity and isotropy for w are used. Note that there is the following inequality condition
between Ew(k) and EwH(k) referred to as the realizability condition [Moffatt (1970); Brissaud et al.
(1973)]:

|EwH(k)| ≤ 2kEw(k). (3.9)

We introduce the following functions [Morinishi et al. (2001c)]:

ζ± =
1

8πk2

(
Ew ± EwH

2k

)
. (3.10)

When we assume

ξ+ = ζ
1/2
+ e2πiθ, ξ− = ζ

1/2
− e2πi(θ+ϕ), (3.11)
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with the uniform random variable θ, ϕ(∈ [0, 1]), we can obtain the random vector field w which satisfies
the given spectra Ew(k) and EwH(k). Here, the spectra are determined as

Ew(k) ∝

{
k−5/3 for 10 ≤ k ≤ 14,

0 otherwise,
(3.12)

EwH(k) = α2kEw(k). (3.13)

Here, EwH(k) ∝ k−5/3 is selected corresponding to the energy spectrum of the inertial range [Kolmogorov
(1941)] and α denotes the parameter for determining the intensity of helicity for the forcing. According to
the realizability condition given by Eq. (3.9), α = 1(−1) corresponds to the maximally positive (negative)
helical forcing and α = 0 corresponds to the non-helical forcing. The random vector r confined around
the y = 0 plane is obtained by using the stream function ψ which satisfies w = ∇×ψ and ∇ ·ψ = 0 as
follows:

ri = ϵijℓ
∂

∂xj
[g(y)ψℓ], (3.14)

where g(y) is the weighting function. We adopt g(y) = exp[−(y/σ)2] where σ = Ly/32. The external
forcing is determined by the similar form to the Ornstein–Uhlenbeck process [Eswaran & Pope (1988);
Gillespie (1996)]:

f i(t+∆t) =

(
1− ∆t

τ

)
f i(t) +

∆t

τ
ri, (3.15)

where ∆t denotes the time step and τ is a parameter for the relaxation time of the forcing. In the
simulation, τ = 50∆t is adopted and r is normalized as ⟨riri⟩S(y = 0)/2 = 1. Note that the x–z plane
average of the external forcing is removed, ⟨f⟩S = 0, such that the external force does not directly excite
the mean velocity. The coefficient Cex is determined to satisfy ⟨u′iu′i⟩S(y = 0)/2 = 1 at each time step.

3.1.4 Simulation parameters

The box size is Lx × Ly × Lz = 2π × 4π × 2π and the number of the grid point is Nx × Ny × Nz =
128 × 256 × 128. For the space discretization, the second-order finite difference scheme is adopted. For
time integration, the second-order Adams–Bashforth method is adopted for all terms. The time step
is set to ∆t = 10−3. The pressure is directly solved in the wavenumber space by using a fast Fourier
transformation (FFT). Simulation parameters are shown in Table 3.1. Here, in the name of run ‘rxhyy’,
‘x’ indicates the rotation rate ΩF and ‘yy’ indicates the parameter for the helicity injection rate α. For
example, run r5h05 indicates the run in which ΩF = 5 and α = 0.5. Hence, run r0h0 is non-rotating and
non-helical case, run r0h05 is non-rotating but helical case, run r0h05 is rotating but non-helical case,
and other runs are rotating and helical cases. For rotating and helical cases, it is expected that the axial
mean velocity is generated according to Yokoi & Brandenburg (2016). We can examine the effect of the
helicity injection rate on the mean velocity generation by comparing runs r5h01, r5h02, and r5h05. We
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Table 3.1: Parameters for the simulation of the mean velocity generation phenomenon.

Run ΩF α LGS/∆ RoGS

r0h0 0 0 10.3 ∞
r0h05 0 0.5 11.1 ∞
r5h0 5 0 11.0 0.185
r5h01 5 0.1 11.2 0.182
r5h02 5 0.2 11.2 0.182
r1h05 1 0.5 11.1 0.917
r2h05 2 0.5 11.1 0.459
r5h05 5 0.5 12.3 0.166

can examine the effect of the rotation rate by comparing runs r1h05, r2h05, and r5h05. The GS length
scale LGS and the GS Rossby number RoGS are respectively defined as

LGS =
(KGS

0 )3/2

εSGS
0

, RoGS =
εSGS
0

KGS
0 2ΩF

, (3.16)

where KGS = ⟨u′iu′i⟩/2, KGS
0 = KGS(y = 0), εSGS = 2⟨νsgssijs′ij⟩, εSGS

0 = εSGS(y = 0), and ⟨⟩ denotes the
average over the x–z plane and time. The time average is taken over 20 ≤ t ≤ 30 as mentioned later.
According to the Taylor’s dissipation law [Taylor (1935)], LGS represents the integral length scale, so that
the present simulation resolves the integral scale eddies by about 10 grids. The size of the integral scale
eddy is estimated as LGS = 0.5–0.6, while the width of the forcing region is 2σ = 0.785 and the width
of the turbulence region is 2ℓ∇ = 0.8 where ℓ∇ is defined such that KGS(y = ℓ∇) = KGS

0 /e. Hence, the
width of the turbulence region is 1.5 times as wide as the integral scale eddy. Since KGS/εSGS represents
the time scale of the energetic GS turbulent eddies, the GS Rossby number given by Eq. (3.16) represents
the ratio of the rotation time scale (2ΩF)−1 to the GS turbulence time scale KGS/εSGS at y = 0. Namely,
the effect of rotation is large for low-Rossby-number flows. For the cases in which the turbulent helicity
is injected, α = 0.1, 0.2, or 0.5 is adopted. The reason why we do not use the maximally helical forcing is
to avoid the hindering effect on the energy cascade suggested by Stepanov et al. (2015) and Kessar et al.
(2015). It should be noted that the mean velocity is set to zero at the initial condition and the plane
average of the external forcing is also zero as mentioned previously.

3.2 Results of the simulation of the mean velocity generation

3.2.1 Time evolution of statistical quantities

Figure 3.2 shows the time evolution of the GS turbulent energy ⟨u′iu′i⟩S/2 for runs r0h0, r0h05, r5h0, and
r5h05. Here, q′ denotes the GS fluctuation value around ⟨q⟩S. Owing to the spatially confined forcing, the
spatially confined distribution of the turbulent energy is established at |y| < 0.4(≃ σ). For all runs, the
turbulent energy reaches almost statistically steady state at the later stage. Figure 3.3 shows the time
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evolution of the GS turbulent helicity ⟨u′iω′
i⟩S for runs r0h0, r0h05, r5h0, and r5h05. The statistically clear

distribution of the turbulent helicity is not observed for run r0h0 and r5h0 since the turbulent helicity
is not injected by the external forcing, that is α = 0. On the other hand, for runs r0h05 and r0h05, the
positive turbulent helicity is clearly established and sustained at |y| < 0.4 as is the case of the turbulent
energy shown in Fig. 3.2.
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Figure 3.2: Time evolution of the GS turbulent energy for runs (a) r0h0, (b) r0h05, (c) r5h0, and (d)
r5h05.
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Figure 3.3: Time evolution of the GS turbulent helicity for runs (a) r0h0, (b) r0h05, (c) r5h0, and (d)
r5h05.

3.2.2 Time averaged turbulence statics

As seen in Figs. 3.2 and 3.3, the x–z plane averaged quantities are almost statistically steady at the later
stage. Hereafter, we take the average over 20 ≤ t ≤ 30 as well as the x–z plane, and this average is
denoted as ⟨⟩.

Figure 3.4 shows the spatial distribution of the GS turbulent energy KGS(= ⟨u′iu′i⟩/2). Comparing
the results between runs r0h0 and r0h05 or between other rotating runs in Fig. 3.4(a), the distribution of
KGS is not so changed by the helicity injection rates. The spatial distribution of KGS is slightly broader
for rotating cases (runs r5h0, r5h01, r5h02, and r5h05) than the non-rotating cases (runs r0h0 and r0h05).
Figure 3.4(b) shows the comparison of the GS turbulent energy between the rotation rates with the same
helicity injection rate. Although the spatial distribution of the GS turbulent energy becomes broad as
the rotation rate increases, the difference is not so large. Figure 3.5 shows the spatial distribution of the
GS turbulent helicity HGS(= ⟨u′iω′

i⟩). As seen in the results for runs r0h0 and r5h05 in Fig 3.5(a), the
GS turbulent helicity is not generated solely by the rotation in this simulation, so that HGS = 0 for runs
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r0h0 and r5h0. Comparing the results between runs r5h01, r5h02, r5h05 in Fig. 3.5(a), it is seen that the
intensity of HGS at y = 0 is almost linear to the parameter for the helicity injection rate α. As seen in
Fig. 3.5(b), the spatial distribution and the intensity of the turbulent helicity are not so changed by the
rotation rates although the spatial distribution is slightly broad for the strongly rotating case as is seen
for the turbulent energy KGS (Fig. 3.4).
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Figure 3.4: Spatial distribution of the GS turbulent energy KGS. (a) Comparison between the helicity
injection rates and (b) between the rotation rates with the same helicity injection rate.
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Figure 3.5: Spatial distribution of the GS turbulent helicity HGS. (a) Comparison between the helicity
injection rates and (b) between the rotation rates with the same helicity injection rate.
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In order to see the anisotropy of turbulence in this simulation, we investigate the GS anisotropy tensor
which is defined as

bGS
ij =

RGS
ij

KGS
− 2

3
δij . (3.17)

The anisotropy tensor satisfies the following inequality condition [Schumann (1977); Hanjalić & Launder
(2011)]

−2

3
≤ bGS

αα ≤ 4

3
, −1 ≤ bGS

αβ ≤ 1, (3.18)

where summation is not taken for the Greek indices. Figures 3.6(a) and (b) respectively show the spatial
distribution of the GS anisotropy tensor for runs r0h0 and r5h05. Note that the range of the y is limited
to −2 ≤ y ≤ 2 since we concern the anisotropy around the region in which the turbulent energy is intense.
It is seen that bGS

yy becomes large as it leaves away from y = 0 for run r0h0, while such anisotropy is
decreased for run r5h05. Hence, the turbulence field is nearly isotropic for run r5h05.
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Figure 3.6: Spatial distribution of the GS anisotropy tensor bGS
ij for runs (a) r0h0 and (b) r5h05.

Here, we investigate the budget for the GS turbulent energy transport. The transport equation for
the GS turbulent energy is written as follows:

∂KGS

∂t
= PK,GS − εSGS +ΠK,GS + TK,GS +DK,SGS + FK,GS, (3.19)

where PK,GS denotes the GS production rate, εSGS the SGS viscous dissipation rate, ΠK,GS the GS
pressure diffusion, TK,GS the GS turbulent diffusion, DK,SGS the SGS viscous diffusion, and FK,GS the
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GS external work. In the present simulation, they are respectively written as

PK,GS = −RGS
xy

∂Ux

∂y
−RGS

yz

∂Uz

∂y
, (3.20a)

εSGS = 2
⟨
νsgssijs

′
ij

⟩
, (3.20b)

ΠK,GS = − ∂

∂y

⟨
u′yp

′⟩ , (3.20c)

TK,GS = − ∂

∂y

⟨
u′y

1

2
u′iu

′
i

⟩
, (3.20d)

DK,SGS =
∂

∂y

⟨
2νsgssiyu

′
i

⟩
, (3.20e)

FK,GS =
⟨
u′if

′
i

⟩
, (3.20f)

where RGS
ij (= ⟨u′iu′j⟩) denotes the GS Reynolds stress and U = ⟨u⟩. Budgets for the GS turbulent energy

for runs r0h0 and r5h05 are respectively shown in Figs. 3.7(a) and (b). Here, the range of the y is limited
to −2 ≤ y ≤ 2 since the GS turbulent energy is dominant at this region as shown in Fig. 3.4. Overall
profiles for the right-hand side of Eq. (3.19) are not changed between runs r0h0 and r5h05 although the
value of εSGS is smaller for run r5h05 than run r0h0. The turbulent energy is injected by the external
work term. About 80% of the injected energy is lost by the SGS viscous dissipation at y = 0 and the
resultant is transferred to |y| > 0.3 mainly by the GS turbulent diffusion. The decrease of εSGS

0 is observed
in the presence of either the helicity injection or the system rotation as seen in LGS/∆[∝ (εSGS

0 )−1] in
Table 3.1; namely, the value of LGS for runs r0h05 or r5h0 is larger than that for run r0h0. Note that
KGS(y = 0) = 1 as shown in Fig. 3.4 since the intensity of the external forcing is determined so as to
satisfy KGS(y = 0) = 1. The decrease of the SGS viscous dissipation rate is considered to be related to the
reduction of energy cascade due to helicity [André & Lesieur (1977); Morinishi et al. (2001c); Linkmann
(2018); Stepanov et al. (2015); Kessar et al. (2015)] or the rotation [Bardina et al. (1985); Cambon &
Jacquin (1989); Morinishi et al. (2001a)]. The details for these mechanisms in the present simulation
are beyond the scope of the present study since we focus on the effect of the turbulent helicity on the
mean velocity generation phenomenon or the Reynolds stress transport. As seen in Fig. 3.4, the spatial
distribution of the turbulent energy KGS in the rotating cases is broader than that in the non-rotating
cases. Figure 3.8(a) shows the budget for the GS turbulent energy focusing on the outer region at |y| > 2
for run r5h05. Here, the dominant terms are only plotted. As seen in Fig. 3.8(a), the GS pressure diffusion
is positive at |y| > 2 and it almost balances with the SGS viscous dissipation rate εSGS there. However,

the GS turbulent diffusion TK,GS is negligible at |y| > 2. Note that
∫ Ly/2
−Ly/2

dyΠK,GS = 0 by definition.

Hence, it is seen that the GS turbulent energy is transferred to the outer region at |y| > 2 by the GS
pressure diffusion ΠK,GS. Figure 3.8(b) shows the spatial distribution of the GS pressure diffusion for
each run. This figure suggests that this energy transfer due to ΠK,GS does not depend on the helicity
injection rate but depend on the rotation rate.
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Figure 3.7: Budget for the GS turbulent energy given by Eq. (3.17) for runs (a) r0h0 and (b) r5h05.
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3.2.3 Mean velocity in the direction of the rotation axis

Now we investigate the mean velocity generation phenomenon. Figure 3.9 shows the time evolution of
the mean velocity in the direction of the rotation axis ⟨ux⟩S for runs r0h0, r0h05, r5h0, and r5h05. It is
clearly seen that the positive axial mean velocity is generated and sustained for run r5h05, while such a
mean velocity profile is not observed for runs r0h0, r0h05, and r5h0. It should be noted again that the
x–z plane average of the external forcing is removed, ⟨f⟩S = 0. Since the kinematic viscosity is neglected
in this simulation, the equation for the plane averaged axial velocity reads

∂ ⟨ux⟩S
∂t

= −
∂RS

xy

∂y
(3.21)

where RS
xy = ⟨u′xu′y⟩S − 2⟨νsgssxy⟩S. Therefore, this axial mean velocity is generated by the effect of

the Reynolds stress RS
xy. Note again that the axial mean velocity is generated and sustained for run

r5h05 in which the system is rotating and the turbulent helicity is injected, while such a phenomenon is
not observed for runs r0h0, r0h05, and r5h0. This result suggests that neither the helicity injection nor
the system rotation by themselves are sufficient to generate the Reynolds stress RS

xy which generates the
positive axial mean velocity. Here, the sign of the generated mean velocity for run r5h05 is consistent with
the result of Yokoi & Brandenburg (2016); namely, the positive mean velocity is generated at positively
helical region.
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Figure 3.9: Time evolution of the axial mean velocity for runs (a) r0h0 and (b) r0h05.
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Figure 3.9: (continued) Time evolution of the axial mean velocity for runs (c) r5h0 and (d) r5h05.

Figure 3.10 shows the spatial distribution of the axial mean velocity Ux(= ⟨ux⟩) for each run. In
Fig. 3.10(a), the positive axial mean velocity is observed at y = 0 for run r5h05 in which the system
is rotating and the turbulent helicity is injected, while the axial mean velocity is negligible for runs
r0h0, r0h05, and r5h0 as already seen in Fig. 3.9. Note that the volume averaged momentum should

be conserved; namely,
∫ Ly/2
−Ly/2

dy Ux = 0 in this simulation in which the initial condition of the volume

averaged momentum and the volume averaged external forcing are zero. Hence, the generation of the
positive Ux around y = 0 suggests the generation of the negative Ux in its surroundings. In fact, the sign
of Ux at |y| > 0.5 is negative for run r5h05 in which the positive Ux is generated at |y| < 0.5 as shown
in Fig. 3.10. For run r5h05, the profile of the axial mean velocity is slightly asymmetric about y = 0
although it is expected to be symmetric about y = 0 when the statistical averaging is sufficient. This
asymmetric profile is considered to be caused by the limitation of time or statistical average. However,
this small asymmetry does not affect the essence of the following discussion. As seen in Fig. 3.10(b), the
peak value of the generated mean velocity at y = 0 is almost linear to the helicity injection rate and the
rotation rate; namely, when we denote the peak value of Ux at y = 0 for run rxhyy as U rxhyy

0 , it is roughly
evaluated as U r1h05

0 : U r5h01
0 : U r2h05

0 : U r5h02
0 : U r5h05

0 = 1 : 1 : 2 : 2 : 5. Since the peak value of the
turbulent helicity at y = 0 is linear to the helicity injection rate and does not depend on the rotation rate
as seen in Fig. 3.5, it is understood that the peak value of the generated axial mean velocity at y = 0
is linear to the turbulent helicity and the rotation rate. This result suggests that the estimation for the
mean velocity given by Eq. (2.82), which is the simplified solution of the helicity model, is qualitatively
good.

54



-0.05

 0

 0.05

 0.1

 0.15

 0.2

-6 -4 -2  0  2  4  6

U
x

y

(a)
r0h0

r0h05
r5h0

r5h05

-0.05

 0

 0.05

 0.1

 0.15

 0.2

-6 -4 -2  0  2  4  6

U
x

y

(b)
r1h05
r2h05
r5h01
r5h02
r5h05

Figure 3.10: Spatial distribution of the axial mean velocity Ux. (a) Comparison between the presence
or absence of the helicity injection and the rotation and (b) between the helicity injection rates and the
rotation rates.

3.2.4 Shortfall of the eddy-viscosity model

Here, we evaluate the validity of the eddy-viscosity model given by Eq. (2.44). In the present simulation
configuration, the axial mean velocity equation in the statistically steady state reads

∂Ux

∂t
= −∂Rxy

∂y
= 0, (3.22)

where Rxy(= RGS
xy − 2⟨νsgssxy⟩) denotes the exact Reynolds stress. Since the Reynolds stress vanishes at

the edge of the boundary, y = ±Ly/2, the solution of Eq. (3.22) is Rxy = 0. The green line with squares
in Fig. 3.11 shows the spatial distribution of Rxy for run r5h05. It is confirmed that Rxy is nearly equal
to zero although it is not exactly equal to zero at y = 0 due to the insufficiency of the time averaging for
achieving the statistically steady state. The eddy-viscosity model given by Eq. (2.44) is written as

Rxy = −νT∂Ux

∂y
, (3.23)

where νT is given by Eq. (2.45). The red line with crosses in Fig. 3.11 shows the prediction of Rxy by
the eddy-viscosity model. Here, νT is evaluated as νT = Cν(K

GS)2/εSGS with Cν = 0.09. It is clearly
seen that the eddy-viscosity model predicts excessively high non-zero value around y = 0. Namely, the
eddy-viscosity model is inconsistent with the analytical solution Rxy = 0 or the numerical result shown in
the green line with squares in Fig. 3.11. In other words, if we try to predict this sustainment of the mean
velocity profile by using the eddy-viscosity model, the velocity gradient must vanish in order to satisfy
the analytical solution Rxy = 0 since νT ̸= 0 in Eq. (3.23) around y = 0, leading to the trivial solution
Ux = 0. Therefore, the eddy-viscosity model cannot predict the sustainment of the axial mean velocity
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generated at y = 0. This inadequacy of the eddy-viscosity model can be overcome by adding another
term Nxy to the eddy-viscosity model as

Rxy = −νT∂Ux

∂y
+Nxy, (3.24)

in which Nxy should have negative gradient at y = 0 so as to counterbalance the eddy-viscosity term.
If Nxy has the negative gradient at y = 0 regardless of the presence of the mean velocity gradient, the
Reynolds stress can be estimated as Rxy = Nxy at the initial stage of the present simulation in which
the mean velocity gradient is zero so that the first term on the right-hand side of Eq. (3.24) vanishes.
In such a case, Rxy has negative gradient at y = 0 and it has positive contribution to the mean velocity
equation there; namely, the positive axial mean velocity at y = 0 is increased. In this sense, the term
which has negative gradient at y = 0 such as Nxy not only counterbalances the eddy-viscosity term but
also generates the positive axial mean velocity at y = 0 when the mean velocity is zero in which the
eddy-viscosity term is zero. Namely, Nxy is also the source of the mean velocity generation. As discussed
previously in connection to Fig. 3.10(b), the peak value of the generated axial mean velocity at y = 0 is
almost linear to the turbulent helicity and the rotation rate. This fact suggests that Nxy should be also
linear to the turbulent helicity and the rotation rate. In this sense, the helicity model given by Eq. (2.76)
is a good candidate. However, the mechanism that the turbulent helicity affects the Reynolds stress is
unclear. In the following section, we discuss the appropriate expression of Nxy for the mean velocity
generation observed in the present simulation in terms of the Reynolds stress transport.
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Figure 3.11: Evaluation of the eddy-viscosity model for run r5h05.
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3.3 Investigation of the Reynolds stress transport

3.3.1 Budget for the Reynolds stress transport

In order to investigate the effect different from the eddy viscosity on the Reynolds stress, we examine the
budget for the GS Reynolds stress transport. RGS

ij does not exactly correspond to the Reynolds stress

Rij(= RGS
ij −⟨νsgssij⟩) owing to the SGS viscosity term ⟨νsgssij⟩. Since the SGS viscosity term is expected

to decrease the generated axial mean velocity due to the SGS viscosity, we focus on RGS
xy . The transport

equation for RGS
xy in the present simulation is written as follows:

∂RGS
xy

∂t
= PGS

xy − εSGS
xy +ΦGS

xy +ΠGS
xy + TGS

xy +DSGS
xy + CoGS

xy + FGS
xy , (3.25)

where PGS
xy denotes the GS production rate, εSGS

xy the SGS viscous destruction rate, ΦGS
xy the GS pressure–

strain correlation, ΠGS
xy the GS pressure diffusion, TGS

xy the GS turbulent diffusion, DSGS
xy the SGS viscous

diffusion, CoGS
xy the GS Coriolis effect, and FGS

xy the GS external work. They are defined as follows:

PGS
xy = −2

3
KGS∂Ux

∂y
−BGS

yy

∂Ux

∂y
, (3.26a)

εSGS
xy = 2

⟨
νsgs

(
sxℓ

∂u′y
∂xℓ

+ syℓ
∂u′x
∂xℓ

)⟩
, (3.26b)

ΦGS
xy = 2

⟨
p′s′xy

⟩
, (3.26c)

ΠGS
xy = − ∂

∂y

⟨
u′xp

′⟩ , (3.26d)

TGS
xy = − ∂

∂y

⟨
(u′y)

2u′x
⟩
, (3.26e)

DSGS
xy =

∂

∂y

⟨
2νsgs

(
sxyu

′
y + syyu

′
x

)⟩
, (3.26f)

CoGS
xy = 2RGS

xz Ω
F, (3.26g)

FGS
xy =

⟨
u′xf

′
y + u′yf

′
x

⟩
, (3.26h)

where BGS
ij = RGS

ij −2KGSδij/3. Figure 3.12 shows the budget for R
GS
xy for run r5h05. It is clearly seen that

the GS pressure–strain correlation ΦGS
xy and the GS pressure diffusion ΠGS

xy have significant contribution.
The GS production and the GS pressure–strain correlation terms have positive gradient around y = 0,
while the GS pressure diffusion and the GS Coriolis effect terms have negative gradient there. When
Rxy has positive gradient around y = 0, it has negative contribution to the mean velocity equation there
according to Eq. (3.22); namely, the positive axial mean velocity around y = 0 is decreased. On the other
hand, when Rxy has negative gradient around y = 0, it has positive contribution to the mean velocity
equation there; namely, the positive axial mean velocity around y = 0 is increased. In this sense, on the
right-hand side of Eq. (3.25), the terms which have positive gradient around y = 0 intend to decrease the
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generated mean velocity, while the terms which have negative gradient around y = 0 intend to sustain
the generated mean velocity. In fact, the GS production term has positive gradient around y = 0 and this
term corresponds to the eddy-viscosity model as discussed in Sec. 2.3.4. Hence, the pressure diffusion and
the Coriolis effect terms are the candidate for Nxy in Eq. (3.24) which is balanced with the eddy-viscosity
term. Note that the sum of ΦGS

xy and ΠGS
xy does not vanish but still has negative gradient around y = 0 like

ΠGS
xy as shown in Fig. 3.12(b). Figures 3.13(a) and (b) respectively show the spatial distribution of the

GS pressure diffusion and the GS Coriolis effect terms for each run. As seen in Fig. 3.13(a), the pressure
diffusion ΠGS

xy depends almost linearly on the helicity injection rate and the rotation rate; namely, the

peak value of ΠGS
xy at |y| = 0.3 changes linearly in the value of ΩF and α. This fact suggests that ΠGS

xy

can be described linearly in the turbulent helicity and the rotation rate. In Fig. 3.13(b), however, the
Coriolis effect CoGS

xy does not exhibit such a clear dependence on the rotation rate or the helicity injection
rate. Since Nxy is expected to be linear to the turbulent helicity and the rotation rate as discussed in
Sec. 3.2.4, the pressure diffusion term ΠGS

xy is an appropriate candidate for the origin of Nxy.

-0.6

-0.4

-0.2

 0

 0.2

 0.4

 0.6

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

R
x
y
G

S
 e

q
.

y

(a)
production

SGS destruction
pressure--strain

pressure diff.
turbulent diff.
SGS vis. diff.
Coriolis effect
external work

total

-0.6

-0.4

-0.2

 0

 0.2

 0.4

 0.6

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

R
x
y
G

S
 e

q
.

y

(b)
production

pressure--strain
pressure diff.
Coriolis effect

pressure--strain
+pressure diff.

Figure 3.12: Budget for the transport equation for RGS
xy for run r5h05. All terms are plotted in (a), while

leading terms and the sum of ΦGS
xy and ΠGS

xy are plotted in (b).

3.3.2 Analysis on the pressure diffusion term

The Poisson equation for the GS pressure fluctuation is written as

∇2p′ = −2s′ijSij + ω′
iΩi + ω′

x2Ω
F − s′ijs

′
ij +

1

2
ω′
iω

′
i +

∂2

∂xi∂xj
[2 (νsgssij − ⟨νsgssij⟩)] . (3.27)

In order to investigate the pressure diffusion term, we approximate the Laplacian of the pressure as

∇2p′ ≃ −(ℓp)−2p′, (3.28)
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Figure 3.13: Spatial distribution of (a) the GS pressure diffusion ΠGS
xy and (b) the GS Coriolis effect CoGS

xy

for each run.
where ℓp is the length scale associated with the pressure fluctuation. Then, the GS pressure diffusion
term is evaluated as

ΠGS
xy /(ℓ

p)2 ≃ ∂

∂y

[
−2
⟨
u′xs

′
ij

⟩
Sij +

⟨
u′xω

′
i

⟩
Ωi +

⟨
u′xω

′
x

⟩
2ΩF

−
⟨
u′xs

′
ijs

′
ij

⟩
+

1

2

⟨
u′xω

′
iω

′
i

⟩
+

⟨
u′x

∂2

∂xi∂xj
(2νsgssij)

⟩]
, (3.29)

where ℓp is approximated to be constant in space for simplicity. Figure 3.14 shows the spatial distribution
of each term on the right-hand side of Eq. (3.29) for run r5h05. It is clearly seen that the third term
which is related to the rotation rate is dominant. Hence, the pressure diffusion term can be approximated
as

ΠGS
xy ≃ ∂

∂y

[
(ℓp)2

⟨
u′xω

′
x

⟩
2ΩF

]
=

∂

∂y

[
1

3
(ℓp)2HGS2ΩF

]
, (3.30)

where we assume the isotropy for the GS turbulent helicity, ⟨u′xω′
x⟩ =

⟨
u′yω

′
y

⟩
= ⟨u′zω′

z⟩ = HGS/3. Hence,

the pressure diffusion ΠGS
xy is evaluated that it is linear to the turbulent helicity and the rotation rate, as

expected form the result shown in Fig. 3.13(a).

In order to propose the general model expression for the pressure diffusion associated with the turbulent
helicity, we analytically calculate Πij [Eq. (2.22d)] with the aid of the TSDIA. Details for the calculation
are given in Appendix F. In the K–ε model, the pressure diffusion associated with the turbulent helicity
is modeled as

Πij = CPDH

[
∂

∂xj

(
K3

ε2
HΩA

i

)
+

∂

∂xi

(
K3

ε2
HΩA

j

)]
, (3.31)
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Figure 3.14: Evaluation of the GS pressure diffusion term ΠGS
xy for run r5h05.

where CPDH is a model constant. Note that the TSDIA gives not only the model for the pressure diffusion
but also the model for the pressure–strain correlation Φij [Eq. (2.22c)] (see, Appendix F). It is given by

Φij = −CPSH

[
∂

∂xj

(
K3

ε2
HΩA

i

)
+

∂

∂xi

(
K3

ε2
HΩA

j

)]
D

, (3.32)

where CPSH is a model constant and the term related to the turbulent helicity is only written. An
interesting point is that the TSDIA predicts that CPDH is slightly larger than CPSH , CPDH > CPSH .
This result is consistent with the result that sum of ΦGS

xy and ΠGS
xy also has negative gradient at y = 0 like

the pressure diffusion ΠGS
xy for run r5h05 as shown in Fig. 3.12(b). It can be interpreted that the model

given by Eq. (3.32) plays a role of reducing the effect of the pressure diffusion given by Eq. (3.31) as the
second to fourth terms on the right-hand side of Eq. (2.51) reduce the effect of the production rate and
the Coriolis effect (Sec. 2.3.3).

3.3.3 Derivation of the helicity model based on Reynolds stress transport

Here, we examine again the relationship between the Reynolds stress transport and the algebraic model
for the Reynolds stress by incorporating the effect of the turbulent helicity given by Eqs. (3.31) and (3.32).
In order to satisfy the covariance of the model [Ariki (2015)], we start from Eq. (B3) instead of Eq. (2.54).
Here, the model proposed by Launder et al. (1975) is extended by adding the model given by Eqs. (3.31)
and (3.32). Hence, the modeled transport equation for Bij reads[

DBij

Dt

]
D

= −CS1
ε

K
Bij −

(
4

3
− CR1

)
KSij

− (2− CR2) [SiℓBℓj + SjℓBℓi]D − (2− CR3) (WiℓBℓj +WjℓBℓi)
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+ CPH

[
∂

∂xj

(
K3

ε2
HΩA

i

)
+

∂

∂xi

(
K3

ε2
HΩA

j

)]
D

+
∂

∂xℓ

[
CD

K

ε

(
Rim

∂Rjℓ

∂xm
+Rjm

∂Riℓ

∂xm
+Rℓm

∂Rij

∂xm

)]
D

+ ν∇2Bij + [Fij ]D , (3.33)

where CPH = CPDH − CPSH(> 0). Here, we retain the turbulent helicity related term coming from the
pressure diffusion and pressure–strain correlation, while other diffusion terms are assumed to be neglected.
The external work term is also assumed to be neglected. These approximations are consistent with the
result of the present simulation for the budget for RGS

xy shown in Fig. 3.12(a). Then, Eq. (3.33) is reduced
to

Bij = −4− 3CR1

3CS1

K2

ε
Sij +

CPH

CS1

K

ε

[
∂

∂xj

(
K3

ε2
HΩA

i

)
+

∂

∂xi

(
K3

ε2
HΩA

j

)]
D

− 2− CR2

CS1

K

ε
[SiℓBℓj + SjℓBℓi]D − 2− CR3

CS1

K

ε
(WiℓBℓj +WjℓBℓi)−

1

CS1

K

ε

[
DBij

Dt

]
D

. (3.34)

In the case that the anisotropy of turbulence is weak, Bij/K ≪ 1, as is the case of the present simulation
shown in Fig. 3.6, the first and second term on the right-hand side of Eq. (3.34) remain:

Bij = −2νTSij + τV
[
∂

∂xj

(
K3

ε2
HΩA

i

)
+

∂

∂xi

(
K3

ε2
HΩA

j

)]
D

, (3.35)

where νT = [(4−3CR1)/(6CS1)]K
2/ε and τV = (CPH/CS1)K/ε. This equation corresponds to the helicity

model given by Eq. (2.76). Therefore, the term associated with the turbulent helicity in the helicity model
given by Eq. (2.76) has its origin to the pressure diffusion term in the Reynolds stress transport equation.
In contrast to the model given by Eq. (2.76), the model given by Eq. (3.35) includes the spatial derivative
of K3/ε2 and ΩA.

In the present flow configuration, the model given by Eq. (3.35) with the zero-mean velocity condition
leads to Rxy as follows:

Rxy = 2τV
∂

∂y

(
K3

ε2
HΩF

x

)
̸= 0. (3.36)

Considering the spatial distributions of the turbulent energy, its dissipation rate, and the turbulent helicity
shown in Figs. 3.4, 3.5, and 3.7, the right-hand side of Eq. (3.36) has negative gradient at y = 0. Therefore,
the positive mean velocity Ux is generated according to Eq. (3.22). For the fully-developed stage, the
model given by Eq. (3.35) is written as

Rxy = −νT∂Ux

∂y
+ 2τV

∂

∂y

(
K3

ε2
HΩF

x

)
. (3.37)

The first term on the right-hand side of Eq. (3.37) has positive gradient at y = 0, while the second term
has negative gradient at y = 0. Therefore, they are balanced with each other and the statistically steady
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solution Rxy = 0 can be predicted. The same discussion is valid for the helicity model given by Eq. (2.76).
Consequently, the algebraic model for the Reynolds stress accompanied with the turbulent helicity given
by Eqs. (2.76) or (3.35) accounts for the mean velocity generation phenomenon without contradiction
to the simulation results. In other words, the second term on the right-hand side of Eq. (3.35) which
originates from the pressure diffusion term is appropriate to Nxy in Eq. (3.24). It should be noted that
the pressure diffusion term is often is neglected in the conventional turbulence modeling as mentioned in
Sec. 2.3.3. However, the pressure diffusion term plays an essential role in the mean velocity generation
phenomenon in rotating turbulence accompanied with the turbulent helicity.

3.4 Summary

In this chapter, we performed the numerical simulation of rotating turbulence in which the turbulent
energy and helicity are injected locally in space. In the present simulation, the mean velocity in the
direction of the rotation axis was generated only when the system is rotating and the turbulent helicity
is injected as shown in Figs. 3.9 and 3.10. This mean velocity generation phenomenon is caused by the
effect of the Reynolds stress. It was discussed that this mean velocity generation phenomenon cannot be
predicted by the eddy-viscosity model. In order to clarify the source of the mean velocity, the transport
equation for the Reynolds stress was investigated. As a result, it was shown that the pressure diffusion
term significantly contributes to the Reynolds stress transport in which it intends to sustain the generated
mean velocity as shown in Fig. 3.12. It was revealed that the pressure diffusion can be expressed in terms
of the turbulent helicity. The new model for the pressure diffusion accompanied with the turbulent helicity
given by Eq. (3.31) was proposed with the aid of the TSDIA. By incorporating the effect of the pressure
diffusion modeled by Eq. (3.31), we can derive the algebraic model for the Reynolds stress accompanied
with the turbulent helicity given by Eq. (3.35), which corresponds to the helicity model given by Eq. (2.76)
which is proposed in the previous study [Yokoi & Yoshizawa (1993)]. These models for the Reynolds stress
accompanied with the turbulent helicity account for the mean velocity generation phenomenon without
contradiction ton the simulation results.

In the present study, the LES was used instead of the DNS to achieve the high-Reynolds-number
turbulence. Due to the usage of the SGS model given by Eq. (3.3), the quantitative validity such as the
value of the turbulent helicity dissipation rate is still room for consideration [Li et al. (2006)]. In order to
discuss the quantitative assessment of the model for the Reynolds stress accompanied with the turbulent
helicity, the DNS of the present turbulent flow should be performed. Using the DNS, we can examine the
value of the model constant CPHD or the difference between the models given by Eqs. (2.76) and (3.35)
in detail. Moreover, the present simulation configuration is somewhat artificial. In this sense, the validity
of the model for the Reynolds stress accompanied with the turbulent helicity should be discussed in more
realistic turbulent flows such as the turbulent swirling flow in a straight pipe [Kitoh (1991); Steenbergen
(1995)] or the turbulent flow in a straight pipe with wall rotation [Orlandi (1997)]. These points should
be examined in the future work.
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Chapter 4

Effect of helicity on the turbulent energy
transport

4.1 Model for the turbulent energy flux expressed by the turbulent
helicity

In Sec. 3.3.2, Chap. 3, a new turbulence model for the pressure diffusion Πij was proposed. This model
suggests the effect of the turbulent helicity not only on the Reynolds stress transport but also on the
turbulent energy transport. The pressure diffusion term for the turbulent energy transport equation
given by Eq. (2.24c) is expressed by means of the newly proposed model given by Eq. (3.31) as

ΠK =
1

2
Πjj = CPDH

∂

∂xj

(
K3

ε2
HΩA

j

)
. (4.1)

This model can be interpreted that the energy flux due to the pressure fluctuation given by ⟨u′ip′⟩ is
expressed as

⟨
u′ip

′⟩ = −CPDH
K3

ε2
HΩA

i . (4.2)

Hence, this model suggests that the negative turbulent helicity invokes the energy flux in the positive
direction of the rotation axis, while the positive turbulent helicity invokes the energy flux in the nega-
tive direction. This property is closely similar to that of the group velocity of inertial waves given in
Appendix D; namely, the wave packets with negative helicity propagate upward in the direction of the ro-
tation axis, while the wave packets with positive helicity propagate downward. Since Ranjan & Davidson
(2014) suggested that the fast energy transfer observed in rotating oscillating-grid turbulence is explained
in terms of inertial wave as mentioned in Sec. 2.6.2, the model given by Eqs. (4.1) or (4.2) is expected to
account for this phenomenon in terms of the turbulence model.
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4.2 Simulation of decaying inhomogeneous turbulence

In order to explore the appropriate model which predicts the fast energy transport observed in rotating
oscillating-grid turbulence, we perform the numerical simulation similar to its experiment. The flow
configuration of rotating oscillating-grid turbulence is previously shown in Fig. 2.9; namely, the turbulent
energy is generated locally in space by the oscillation of the grid and it falls off away from the grid. The
rotation axis is set in the direction perpendicular to the grid plane. In the present study, we perform the
simulation similar to that performed by Ranjan & Davidson (2014), which corresponds to the experiment
of oscillating-grid turbulence with a single grid oscillation performed by Davidson et al. (2006). Hence,
the external forcing is not used in the present simulation.

4.2.1 Numerical setup

The computational domain is a cubic box. The box size is (2π)3 as mentioned later. The initial velocity
field is shown in Fig. 4.1; namely, the velocity field is spatially confined around z = 0. The turbulence
field is homogeneous in the x and y directions and inhomogeneous in the z direction. The rotation axis is
set in the z direction. The periodic boundary condition is adopted to all directions. Namely, the turbulent
energy is diffused in the z direction. In the present simulation, the direct numerical simulation (DNS)
based on the Navier–Stokes equation in the Fourier space given by Eq. (2.39) is performed.

x
y

z Ω
F

Figure 4.1: Iso-surfaces of the kinetic energy uiui/2 for the initial velocity field for the present simulation.
Color denotes the relative helicity defined as uiωi/

√
ujujωℓωℓ in which the red color denotes the positive

value while the blue color denotes the negative value.

The initial velocity field is generated by using the velocity field of fully-developed homogeneous
isotropic turbulence. Details for the fully-developed homogeneous isotropic turbulence for the initial

64



velocity is given in Appendix G. Let us define the stream function ψhit for homogeneous isotropic turbu-
lence which satisfies uhit = ∇×ψhit and∇·ψhit = 0 where uhit denotes the velocity for the fully-developed
homogeneous isotropic turbulence. The initial velocity for the present simulation uini is obtained by

uinii = ϵijℓ
∂

∂xj

[
g(z)ψhit

ℓ

]
, (4.3)

where g(z) denotes the weighting function which confines the velocity field around z = 0. Here, we adopt
g(z) = exp[−(z/σ)4] where σ = Lz/8.

4.2.2 Simulation parameters

The box size is Lx × Ly × Lz = 2π × 2π × 2π and the number of the grid point is Nx × Ny × Nz =
512× 512× 512. For the space discretization, the pseudo-spectral method is used and the aliasing error
is eliminated by using the phase shift method [Orszag (1969); Kida & Yanase (1999)]. The governing
equation in the Fourier space given by Eq. (2.39) is numerically solved. For time integration, the third-
order Runge–Kutta scheme is adopted for nonlinear term, while the viscous and the Coriolis terms are
solved exactly by using the integral factor technique [Morinishi et al. (2001b)]. The time step is set to
∆t = 2× 10−3. Simulation parameters are shown in Table 4.1. Here, the name of run corresponds to the
parameter for the rotation rate ΩF. Namely, we perform five cases with different rotation rates including
non-rotating case. The Reynolds number Re and the Rossby number Ro are respectively defined as

Re =
K2

0

νε0
, Ro =

ε20
K02ΩF

, (4.4)

where K0 = K(z = 0, t = 0)(= 0.704) and ε0 = ε(z = 0, t = 0)(= 1.24). Here and hereafter, the x–y
plane average is used for statistical average denoted as ⟨⟩. Similar to the GS Rossby number defined in
Eq. (3.16), the Rossby number given by Eq. (4.4) represents the ratio of the rotation time scale (2ΩF)−1

to the turbulence time scale K/ε at z = 0 and t = 0. Hence, the time scale of the rotation is almost
comparable to that of turbulence for runs r08 and r1, while it is shorter than that of turbulence for
runs r2 and r5. Namely, runs r2 and r5 are the cases in which the rotation is strong. The width of the
confined turbulence region is 2σ = 1.57, while the integral scale obtained from uhit field is Lint = 0.516
as mentioned in Appendix G. Hence, the width of the confined turbulence region at the initial condition
is three times as wide as the integral length scale Lint.
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Table 4.1: Parameters for the simulation of decaying inhomogeneous turbulence with and without system
rotation. In all runs, the kinematic viscosity is set to ν = 10−3 and the Reynolds number is Re = 400.

Run ΩF Ro

r0 0 ∞
r08 0.8 1.10
r1 1 0.880
r2 2 0.440
r5 5 0.176

4.3 Results of the simulation of decaying inhomogeneous turbulence

4.3.1 Time evolution of the turbulent energy

Figures 4.2(a) and (b) respectively show the spatial distribution of the turbulent energy K at each time
for runs r0 and r1. For both runs, the turbulent energy at |z| < 1 decreases as the time goes by, while
that at |z| > 1 increases. Comparing the results between runs r0 and r1 in Fig. 4.2, it is clearly seen
that the increase of energy at |z| > 1 for run r1 is faster than that for run r0. This result suggests that
the turbulent energy is transferred faster in the rotating case than in the non-rotating case, which is the
same result as the previous studies [Dickinson & Long (1983); Davidson et al. (2006); Kolvin et al. (2009);
Ranjan & Davidson (2014)]. Figure 4.3(a) shows the spatial distribution of the turbulent energy for each
run at t = 1. As the rotation rate increases, the spatial distribution of the turbulent energy becomes
broad. This suggests that the transfer rate of the turbulent energy from |z| < 1 to |z| > 1 increases as
the rotation rate increases. Figure 4.3(b) shows the spatial distribution of the turbulent energy for each
run at the time 2ΩFt = 2; namely, we compare the results for each run at the same time normalized by
the rotation rate ΩF. When the time is normalized by the rotation rate, the spatial distribution of the
turbulent energy for each run collapses to a single curve at |z| > 1, while it is different from each other at
|z| < 1. At |z| > 1, all curves collapse to the result of the linear inviscid solution (linear inv.) and that of
the linear viscous solution for run r1 (r1 linear vis.). Here, the linear inviscid solution denotes the solution
of Eq. (D1) stating from the same initial condition, while the linear viscous solution for run r1 denotes
the solution for run r1 in which the first term on the right-hand side of Eq (2.39) is neglected. This result
suggests that the fast energy transfer in the rotating system is closely related to the linear inviscid motion
of fluid. On the other hand, at |z| < 1, the result of the linear viscous solution for run r1 (r1 linear vis.)
does not collapse to that of run 1. This result suggests that the nonlinearity is essential at |z| < 1 region.
Hence, this flow cannot be described simply by the linearized equation given by Eq. (D1) or Eq (2.39)
in which the first term on the right-hand side is neglected considering the nonlinear turbulence region at
|z| < 1.

Here, we define the width of the turbulence region d as d = |z(K = 0.02K0)|; namely, d denotes the
location of the turbulence edge where the value of the turbulent energy takes K = 0.02K0. Figure 4.4
shows the time evolution of the width of the turbulence region. The result for run r0 does not exactly
satisfy d ∼ t1/2 which is experimentally suggested one [Dickinson & Long (1978)]. This is because
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Figure 4.2: Spatial distribution of the turbulent energy at each time for runs (a) r0 and (b) r1.
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Figure 4.3: Spatial distribution of the turbulent energy at the time (a) t = 1 and (b) 2ΩFt = 2 for each
run. In (b), ‘r1 linear vis.’ denotes the result of run r1 without the nonlinear term and ‘linear inv.’
denotes the result of linear inviscid solution.

the energy injection is absent, so that the energy rather decays due to the viscous dissipation than is
transferred by the diffusion terms. In Fig. 4.4(a), the result for run r0 is saturated at t = 1.5, while it
still grows linearly for other runs with system rotation. Figure 4.4(b) shows the time evolution of the
width of the turbulence region against the time normalized by the rotation rate. In Fig. 4.4(b), the time
evolution of the width of the turbulence region also collapses to the linear inviscid solution like the spatial
distribution of the turbulent energy shown in Fig. 4.3(b) except for run r08. The same result was shown
by the previous studies [Dickinson & Long (1983); Davidson et al. (2006); Kolvin et al. (2009); Ranjan &
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Davidson (2014)]. It is seen, however, the deviation from the linear inviscid solution becomes large as the
rotation rate decreases or the Rossby number increases. Moreover, the result for run r08 does not agree
with other runs including the linear inviscid solution in Fig. 4.4(b). These results suggest the possibility
that not only the effect of the rotation but also the nonlinear motion of turbulent flow is essential for the
cases in which the Rossby number is comparable to unity.
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Figure 4.4: Time evolution of the width of the turbulence region d (a) against the time t and (b) against
the time normalized by the rotation rate 2ΩFt.

4.3.2 Budget for the turbulent energy transport

We investigate the budget for the turbulent energy transport. In order to directly see the effect of rotation,
we decompose the pressure as p = pN + pΩ where pN and pΩ respectively satisfy

∇2pN = −sijsij +
1

2
ωiωi, (4.5)

∇2pΩ = 2ωiΩ
F
i . (4.6)

Namely, pΩ represents a part of the pressure induced by the effect of the system rotation, while pN

represents a part of the pressure induced by the nonlinearity of fluid motion. Here, pN and pΩ are
respectively referred to as the nonlinear pressure and the rotational pressure. Similarly, we decompose
the pressure diffusion term given in Eq. (2.24c) as ΠK = ΠN + ΠΩ where ΠN and ΠΩ are respectively
defined as

ΠN = − ∂

∂xj

⟨
u′jp

N′⟩ , (4.7)

ΠΩ = − ∂

∂xj

⟨
u′jp

Ω′⟩ . (4.8)
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Note that ⟨u′ipΩ′⟩ does not includes the effect of the centrifugal force since the centrifugal force expressed
by (ΩF × x)2/2 is not fluctuating value. Hence, the transport equation for the turbulent energy in this
flow is written as

∂K

∂t
= −ε− ∂

∂z

⟨
u′zp

N′⟩− ∂

∂z

⟨
u′zp

Ω′⟩− ∂

∂z

(
1

2

⟨
u′z

1

2
u′iu

′
i

⟩)
+ ν

∂2K

∂z2
. (4.9)

Here, the terms on the right-hand side of Eq. (4.9) are respectively referred to as the dissipation, nonlinear
pressure diffusion, rotational pressure diffusion, turbulent diffusion, and viscous diffusion.

Figure 4.5 shows the budget for the turbulent energy transport equation given by Eq. (4.9) for runs
r0, r1, and r5. Here, pN and pΩ in the second and third terms on the right-hand side of Eq. (4.9) are
obtained by solving Eqs. (4.5) and (4.6), respectively. In the present simulation, p̃(kx = ky = kz = 0) = 0
owing to the periodic boundary condition, so that the Poisson equation is directly solved in the Fourier
space, e.g., p̃Ω(k) = −2ω̃i(k)Ω

F
i /k

2. As seen in Fig. 4.5(a), the turbulent energy is lost by the dissipation
term at |z| < 1 and transferred from |z| < 0.6 to |z| > 0.6 due to the turbulent diffusion term for run r0
at t = 1. At the same time for run r1 [Fig. 4.5(b)], the rotational pressure diffusion term appears in the
budget. The intensity of the rotational pressure diffusion for run r1 at t = 1 is comparable to that of the
turbulent diffusion as seen in Fig. 4.5(b). It should be noted that the turbulent energy is transferred solely
by the rotational pressure diffusion in the outer region at 1 < |z| < 2. Namely, the rotational pressure
diffusion has the tendency to have broader spatial distribution than the nonlinear pressure diffusion or
the turbulent diffusion. This tendency is more clear for run r1 at t = 2 as shown in Fig. 4.5(c) or for run
r5 at 2ΩFt = 2 as shown in Fig. 4.5(d).
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Figure 4.5: Budget for the turbulent energy transport equation for (a) run r0 at the time t = 1 and (b)
run r1 at the time t = 1 (2ΩFt = 2). Here, ‘nl. pressure diff.’ denotes the nonlinear pressure diffusion
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Figure 4.5: (continued) Budget for the turbulent energy transport equation for (c) run r1 at the time
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4.3.3 Assessment of the gradient-diffusion approximation

The gradient-diffusion approximation of the energy flux due to turbulence given by ⟨u′zp′⟩ + ⟨u′zu′iu′i/2⟩
can be written as

⟨
u′zp

′⟩+⟨u′z 12u′iu′i
⟩

= −Cν

σK

K2

ε

∂K

∂z
. (4.10)

Figures 4.6(a) and (b) respectively show the comparison between exact value of ⟨u′zp′⟩+ ⟨u′zu′iu′i/2⟩ and
the prediction by the gradient-diffusion approximation given by Eq. (4.10) for runs r0 and r1. Here,
Cν/σK = 0.22 is adopted so that the model agrees with the exact value for run r0. This value is twice
as large as the conventional value Cν/σK = 0.09 [Yoshizawa (1998); Pope (2000)]. The gradient-diffusion
approximation gives a good prediction for the spatial distribution of the energy flux for run r0 at each
time [Fig. 4.6(a)], while it underestimates the exact value for run r1 [Fig. 4.6(b)]. In particular, the
spatially broad distribution of the exact value is not predicted by the gradient-diffusion approximation
in Fig. 4.6(b). Figures 4.7(a) and (b) respectively show the comparison between the energy flux due to
the nonlinearity of turbulence given by ⟨u′zpN′⟩+ ⟨u′zu′iu′i/2⟩ and the prediction by the gradient-diffusion
approximation given by Eq. (4.10) for runs r08 and r1. Note that Cν/σK = 0.22 is also used for the
model constant. In contrast to the result shown in Fig. 4.6(b), the gradient-diffusion approximation gives
a good prediction for both runs at each time in Fig. 4.7. This result suggests that the energy flux due
to the nonlinearity of turbulence can be predicted by the gradient-diffusion approximation. Namely, the
following modeling is appropriate:

⟨
u′zp

N′⟩+⟨u′z 12u′iu′i
⟩

= −Cν

σK

K2

ε

∂K

∂z
. (4.11)
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In order to predict the large value of the total energy flux for rotating cases, modeling the energy flux
due to the rotational pressure, ⟨u′ipΩ′⟩, is required.
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Figure 4.6: Comparison between the total energy flux due to turbulence, ⟨u′zp′⟩ + ⟨u′zu′iu′i/2⟩, and the
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4.4 Assessment of the new model expressed by the turbulent helicity

For the model of the energy flux due to the rotational pressure, ⟨u′ipΩ′⟩, the newly proposed model given
by Eq. (4.2) is a good candidate. In the present simulation configuration, the new model is written as

⟨
u′zp

Ω′⟩ = −CPDH
K3

ε2
H2ΩF. (4.12)

4.4.1 Time evolution of the turbulent helicity

In order to assess the validity of the model given by Eq. (4.12), the spatial distribution of the turbulent
helicity should be investigated. Figures 4.8(a) and (b) respectively show the spatial distribution of the
turbulent helicity H at each time for runs r0 and r1. As seen in Fig. 4.8(a), the turbulent helicity just
decreases as the time goes by for run r0. For run r1 [Fig. 4.8(b)], however, the positive turbulent helicity
is developed at z < 0, while the negative turbulent helicity is developed at z > 0. The same segregation of
the turbulent helicity was shown in the previous studies [Godeferd & Lollini (1999); Ranjan & Davidson
(2014)]. Ranjan & Davidson (2014) suggested that this segregation of the turbulent helicity is the result of
the propagation of inertial wave; namely, the wave packets with negative helicity propagate upward in the
direction of the rotation axis (z > 0), while the wave packets with positive helicity propagate downward
(z < 0). As a result, the negative turbulent helicity is dominant at z > 0, while the positive turbulent
helicity is dominant at z < 0. In the context of the RANS equation, this segregation of the turbulent
helicity can be also explained as follows. In the present flow configuration, the transport equation for the
turbulent helicity given by Eqs. (2.26) and (2.27a)–(2.27g) reads

∂H

∂t
= 2ΩF 2

3

∂K

∂z
+ · · · , (4.13)

where the turbulent energy related part of the Coriolis effect term CoH [Eq. (2.27g)] is only written as a
leading term. Considering the spatial distribution of the turbulent energy K shown in Figs. 4.2 and 4.3,
∂K/∂z > 0 at z < 0, while ∂K/∂z < 0 at z > 0. Since the rotation rate is positive ΩF > 0, the positive
turbulent helicity is generated at z < 0, while the negative turbulent helicity is generated at z > 0. Since
the source of the turbulent helicity is dependent on the rotation rate ΩF, the value of the turbulent heicity
itself increases as the rotation rate increases as shown in Fig. 4.9.
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4.4.2 Assessment of the model for energy flux due to the rotational pressure

Figure 4.10 shows the spatial distribution for the energy flux due to the rotational pressure, ⟨u′zpΩ′⟩, for
run r1 at each time. Considering the spatial distribution of the turbulent helicity shown in Figs. 4.8 and
4.9, it is seen that the model given by Eq. (4.12) qualitatively accounts for the spatial distribution of
the energy flux due to the rotational pressure; namely, the estimation that ⟨u′zpΩ′⟩ ∝ −H seems to be
good. Figures 4.11(a) and (b) respectively show the comparison between the exact value of ⟨u′zpΩ′⟩ and
the prediction by the present model given by Eq. (4.12) for runs r08 and r1 at the time 2ΩFt = 2 and
4. Here, the model constant is set to CPDH = 0.03 so that the model agrees with the exact value at
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the time 2ΩFt = 2. The present model predicts the spatially broad distribution of the energy flux which
cannot be predicted by the gradient-diffusion approximation [Fig. 4.6(b)]. In this sense, the present model
successfully accounts for the energy flux due to the rotational pressure.
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Figure 4.10: Spatial distribution of the energy flux due to the rotational pressure, ⟨u′zpΩ′⟩, for run r1 at
each time.
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4.4.3 Evaluation of the present model from analytical viewpoint

Although the present model given by Eq. (4.12) succeeded in predicting the spatially broad distribution
of the energy flux due to the rotational pressure, its accuracy decreases at the later time at 2ΩFt = 4
especially at 1 < |z| < 2, as seen in Fig. 4.11. We examine the causes of this inconsistency in detail. Here,
we consider the Fourier transformation in the homogeneous directions:

q(x) =

∫
dk⊥q̂(k⊥, z)e

ik⊥·x⊥ , (4.14)

q̂(k⊥, z) =
1

(2π)2

∫
dx⊥q(x)e

−ik⊥·x⊥ , (4.15)

where x⊥ = (x, y) and k⊥ = (kx, ky). Here and hereafter, the double integral is simply denoted as∫
dk⊥(=

∫∞
−∞ dkx

∫∞
−∞ dky). The energy spectrum in k⊥(=

√
k2x + k2y) space can be defined as

K =

∫ ∞

0
dk⊥E(k⊥, z). (4.16)

Figure 4.12 shows the energy spectrum in k⊥ space for run r1 at the time 2ΩFt = 4. It is clearly seen
that the energy spectrum at |z| > 1 is concentrated at the low-wavenumber region at k⊥ < 8. This result
suggests that the low-wavenumber modes of energy are transferred faster than the high-wavenumber
modes. Therefore, the turbulence at |z| > 1 is not fully developed in the k⊥ space. In such a case, ε
takes a smaller value than the fully-developed state of turbulence since ε itself is closely related to high-
wavenumber modes. Since the model given by Eq. (4.12) involves ε in the denominator, the small value
of ε gives the large value of ⟨u′zpΩ′⟩. Hence, it is expected that the overestimation of the present model
at 1 < |z| < 2 seen in Fig. 4.11 comes from the small value of ε in the coefficient of the model given by
Eq. (4.12) due to the immature state of turbulence in the k⊥ space.

Using the Fourier transformation given by Eqs. (4.14) and (4.15), the Poisson equation for the rota-
tional pressure is written as (

−k2⊥ +
∂2

∂z2

)
p̂Ω(k⊥, z) = ω̂z(k⊥, z)2Ω

F. (4.17)

In the present flow configuration, this equation can be analytically solved as

p̂Ω(k⊥, z) = −
∫ ∞

−∞
dz′

1

2
k−1
⊥ e−k⊥|z−z′|ω̂z(k⊥, z

′)2ΩF. (4.18)

Then, the energy flux due to the rotational pressure is expressed as follows:⟨
u′zp

Ω′⟩ = ∫ dk⊥

∫
dk′⊥

⟨
ûz(k⊥, z)p̂

Ω′(k′⊥, z)
⟩
ei(k⊥+k′

⊥)·x⊥

=

∫
dk⊥ℜ

[⟨
ûz(k⊥, z)p̂

Ω′∗(k⊥, z)
⟩]

= −
∫

dk⊥

∫ ∞

−∞
dz′

1

2
k−1
⊥ e−k⊥|z−z′|ℜ

[⟨
û′z(k⊥, z)ω̂

′
z
∗(k⊥, z

′)
⟩]

2ΩF, (4.19)
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Figure 4.12: Energy spectrum in k⊥ space for run r1 at the time 2ΩFt = 4.

where the homogeneity in the x and y directions is used. We rewrite this equation as⟨
u′zp

Ω′⟩ = −MHHzz2Ω
F, (4.20)

MH =
1

Hzz

∫
dk⊥

∫ ∞

−∞
dz′

1

2
k−1
⊥ e−k⊥|z−z′|ℜ

[⟨
û′z(k⊥, z)ω̂

′
z
∗(k⊥, z

′)
⟩]

2ΩF, (4.21)

where Hzz = ⟨u′zω′
z⟩. Here, MH has the dimension of the square of length scale. MH involves information

on the integral length scale of Hzz in the k⊥ space and the length of the correlation between û′z(k⊥, z)
and ω̂′

z(k⊥, z
′) along the z direction.

For isotropic turbulence, we can evaluate Hzz = H/3. Figure 4.13 shows the ratio of H to Hzz at
the time 2ΩFt = 2 and 4 for runs r08 and r1. It is seen that H/Hzz ≃ 3 at |z| < 1, meaning that
the turbulence is nearly isotropic at |z| < 1. However, H/Hzz ≃ 2 at |z| > 1. This anisotropy can be
explained from the viewpoint of the polarization of inertial wave. Ranjan (2017) showed that inertial
wave solution gives

ũi(k)ũ
∗
i (k) = 2

k2

k2⊥
ũz(k)ũ

∗
z(k), (4.22)

where ũ(k) denotes the coefficient for the three dimensional Fourier transformation of velocity. As dis-
cussed in Appendix D, k ≃ k⊥ mode waves have fast group velocity. Using the solution for ω̃(k) of
inertial wave given by Eq. (D5), helicity for k ≃ k⊥ mode waves reads

ũi(k)ω̃
∗
i (k) = 2

k2

k2⊥
ũz(k)ω̃

∗
z(k) ≃ 2ũz(k)ω̃

∗
z(k). (4.23)

We can interpret that H ≃ 2Hzz from this relation although we cannot exactly derive H/Hzz = 2 from
Eq. (4.23) due to the inhomogeneity in the z direction.
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Figure 4.13: Ratio of H to Hzz at the time 2ΩFt = 2 and 4 for runs r08 and r1.

Next, we approximate MH in terms of the length scale related to energy rather than helicity. In the
case that two-point correlation between û′z(k⊥, z) and ω̂

′
z(k⊥, z

′) along the z direction is nearly constant
in the range |z − z′| < 1/k⊥,

∫∞
−∞ dz′ exp[−k⊥|z − z′|] in Eq. (4.21) can be calculated separately. In such

a case, we can approximate MH as

MH =
1

Hzz

∫
dk⊥k

−2
⊥ ℜ

[⟨
û′z(k⊥, z)ω̂

′
z
∗(k⊥, z)

⟩]
2ΩF, (4.24)

When the isotropic case is concerned and the integral length scale of helicity in the k⊥ space can be
expressed by the integral length scale of energy, we have MH ∼ (LK)2 where

LK =
1

2K

∫
dk⊥k

−1
⊥ ℜ

[⟨
û′i(k⊥, z)û

′
i
∗(k⊥, z)

⟩]
. (4.25)

Figure 4.14 shows the ratio ofMH to (LK)2 at the time 2ΩFt = 2 and 4 for runs r08 and r1. It is seen that
MH/(LK)2 depends on the space and time. However, MH ≃ 0.5(LK)2 is a reasonable approximation at
|z| ∼ 1 in which the energy flux due to the rotational pressure is large [see, Figs. 4.10 and 4.11].

Since we focus on the model for turbulent flow rather than the flow described by inertial wave governed
by the linearized equation, we adopt Hzz = H/3 and MH = 0.5(LK)2 which are estimated at |z| ≃ 1.
Then, Eq. (4.20) is reduced to ⟨

u′zp
Ω′⟩ = −CPDHM (LK)2H2ΩF, (4.26)

where CPDHM (= 0.5/3 = 0.17) is a constant. Figure 4.15 shows the comparison between exact value of
⟨u′zpΩ′⟩ and Eq. (4.26) for runs r08, r1, and r2 at the time 2ΩFt = 2 and 4. It is seen that the overestimation
of the model seen in Fig. 4.11 is decreased for Eq. (4.26). Equation (4.26) also gives a good prediction for
run r2 where the rotation rate is larger or the Rossby number is smaller. For fully-developed turbulence,
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Figure 4.14: Ratio of MH to (LK)2 at the time 2ΩFt = 2 and 4 for runs r08 and r1.

the integral scale of energy can be expressed as LK ∼ K3/2/ε according to the Taylor’s dissipation law
[Taylor (1935)]. In such a case, Eq. (4.26) is reduced to the model given by Eq. (4.12). In fact, Fig. 4.16
shows that the ratio of LK to K3/2/ε is nearly constant at developed turbulence region at |z| < 1 and it
is evaluated as LK/(K3/2/ε) = 0.45. Here, LK/(K3/2/ε) = 0.45 gives CPDH(= CPDHM ×0.452) = 0.034,
which is close to the value estimated at Fig. 4.11. Consequently, the newly proposed model given by
Eq. (4.12) is applicable to fully-developed and nearly isotropic turbulence.
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Figure 4.15: Comparison between the energy flux due to the rotational pressure, ⟨u′zpΩ′⟩, and Eq. (4.26)
for runs (a) r08, (b) r1 at the time 2ΩFt = 2 and 4.
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4.5 Summary

In this chapter, we performed the numerical simulation of decaying inhomogeneous turbulence similar to
the oscillating-grid turbulence. In the present simulation, the fast energy transport in the direction of the
rotation axis was observed in rotating cases as shown in Figs. 4.2, 4.3, and 4.4. This result is consistent
with the previous studies [Dickinson & Long (1983); Davidson et al. (2006); Kolvin et al. (2009); Ranjan
& Davidson (2014)]. In the budget for the turbulent energy transport equation, the pressure diffusion
associated with the rotation has significant contribution to the fast energy transport in the rotating system
as shown in Fig. 4.5. It was shown that the gradient-diffusion approximation cannot predict the spatial
distribution of the energy flux due to the rotational pressure which is a part of the pressure induced by the
effect of the system rotation. The newly proposed model accompanied with the turbulent helicity given
by Eq. (4.12) accounts for the spatially broad distribution of the energy flux due to the rotational pressure
⟨u′zpΩ′⟩ as shown in Fig. 4.11. However, the model given by Eq. (4.12) overestimates the DNS value at
the later time at 2ΩFt = 4 due to the immature state of turbulence in the k⊥ space. This overestimation
was reduced when we use the integral scale of energy in the k⊥ space LK for the coefficient [Eq. (4.26)]
instead of K and ε [Eq. (4.12)].

We should note that Eq. (4.26) was obtained by means of two assumptions. One is the isotropy of the
turbulent helicity Hzz = H/3. The other is that MH is expressed in terms of the integral length scale of
energy in the k⊥ space LK . When the turbulence is fully developed, we can assume LK ∼ K3/2/ε. In
such a case, Eq. (4.26) is reduced to Eq. (4.12). Hence, the model given by Eq. (4.12) is valid when the
turbulence is fully developed and nearly isotropic. In this sense, the model given by Eq. (4.12) can be used
in predicting the energy diffusion at the initial stage of the present simulation or the statistically steady
state which can be established if we use the external forcing confined around z = 0. The latter is also
useful to examine the validity of the present model in fully developed turbulence. In such a simulation,
the energy diffusion by the rotation and turbulence given by the second to fourth terms on the right-hand
side of Eq. (4.9) is balanced with the energy dissipation in the region where the turbulent energy is not
injected. When the rotation is strong, it is expected that the turbulent energy reaches the edge of the
box boundary without enough decaying. In such a case, the turbulence field is much affected by the box
boundary. In order to avoid the effect of the boundary, large box length in the z direction is required.
For anisotropic turbulence, some modification for the model given by Eq. (4.12) should be considered.
Moreover, the model given by Eq. (4.12) should be modified in order to apply to the turbulence including
the immature turbulence region. These points should be examined in the future work.
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Chapter 5

Discussion

5.1 Comparison with the previous model

5.1.1 Extension of the helicity model to anisotropic turbulence

As discussed in Sec. 2.3.4 and Appendix B, the nonlinear eddy-viscosity model for the Reynolds stress can
be proposed based on the Reynolds stress transport. Owing to the newly proposed model for the pressure
diffusion and pressure–strain correlation terms given by Eqs. (3.31) and (3.32), we can propose more
general algebraic model for the Reynolds stress accompanied with the turbulent helicity. Substituting
Eq. (3.34) iteratively into Bij on the right-hand side, we have

Bij = −2νTSij + τV Vij

+ ζSS [SiℓSℓj ]D − ζSW (SiℓWℓj + SjℓWℓi) + ζDS

[
DSij
Dt

]
D

− ζSV [SiℓVℓj + SjℓVℓi]D − ζWV (WiℓVℓj +WjℓVℓi) + ζDV

[
DVij
Dt

]
D

+ · · · , (5.1)

where

Vij =

[
∂

∂xj

(
K3

ε2
HΩA

i

)
+

∂

∂xi

(
K3

ε2
HΩA

j

)]
D

. (5.2)

In Eq. (5.1), the terms on the third line denote the higher order effect of the turbulent helicity. In the
present simulation shown in Chap. 3, the turbulence is almost isotropic as seen in Fig. 3.6. In such a case,
the terms on the second or third lines of Eq. (5.1) have little contribution. In the turbulent shear flows,
however, turbulence is generally anisotropic. For example, in the turbulent swirling flow in a straight pipe
[Kitoh (1991); Steenbergen (1995)] or the turbulent flow in a straight pipe with wall rotation [Orlandi
(1997)], the turbulence is both helical and anisotropic. For such anisotropic helical turbulent flows, the
terms on the third line in Eq. (5.1) possibly play significant roles.
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5.1.2 Evaluation of model constant

The conventional model constant for the eddy-viscosity model Cν is estimated as Cν = 0.09, while the
TSDIA predicts Cν = 0.125 by using Eqs. (C60) and (C74). In this sense, the estimation for model
constants with the aid of the TSDIA is meaningful. In Sec. 4.4.1, we estimate the constant for the model
for the energy flux due to the rotational pressure given by Eq. (4.2) as CPDH = 0.03. The TSDIA
gives CPDH as Eq. (F10) by means of the inertial range helicity spectrum given by Eq. (C57) and the
evaluation for the turbulent helicity dissipation rate given by Eq. (C69). For the constant for the inertial
range helicity spectrum CH , Borue & Orszag (1997) estimates CH = 1 for the numerical simulation using
the hyperviscosity, while André & Lesieur (1977) estimates CH = 2.23 using the EDQNM closure model.
For the constant for the turbulent helicity dissipation rate CεH , the simulation for the Ekman boundary
layer performed by Deusebio & Lindborg (2014) suggests 1 < CεH < 2 at the logarithmic region. Hence,
the value of CPDH predicted by the TSDIA gives

CPDH =

{
0.00039 for CH = CεH = 2,

0.025 for CH = CεH = 1.
(5.3)

Due to the ambiguity of CH and CεH , and the application of simplified inertial range helicity spectrum
given by Eq. (C57), the accuracy of this estimation of CPDH is ambiguous. However, the present estima-
tion CPDH = 0.03 is not so different from the estimation for the case CH = CεH = 1 by the TSDIA. In
the case that CH = CεH = 1, the TSDIA gives Cη = 0.0016 through Eq. (C74) for the constant for the
helicity model given by Eq. (2.76). This value is comparable to that used in Yokoi & Yoshizawa (1993),
Cη = 0.003, adjusted to predict the sustainment of the dent axial mean velocity in the turbulent swirling
flow in a straight pipe. Therefore, the present estimation of CPDH is acceptable from the theoretical view
point.

5.2 Physical interpretation of correlation between velocity and pres-
sure fluctuations

5.2.1 Relationship between inertial wave and velocity–pressure fluctuations correla-
tion

In Sec. 4.1, it was suggested that the property of the present model accompanied with the turbulent
helicity given by Eq. (4.2) is closely similar to that of the group velocity of inertial waves. In order to see
this point more clearly, we consider the homogeneous isotropic but non-mirror symmetric turbulent field.
In such a case, the energy flux due to the pressure can be non-zero. Using the three-dimensional Fourier
transformation, the correlation between the velocity and the rotational pressure fluctuations reads⟨

u′ip
Ω′⟩ = −

∫
dk

∫
dk′iϵjℓm

k′ℓ
k′2

2ΩF
j

⟨
ũ′i(k)ũ

′
m(k′)

⟩
= −

∫
dk

1

2k

EH(k)

4πk2
1

k
Mij(k)2Ω

F
j , (5.4)

where Mij(k) is defined in Eq. (2.38) and use is made of Eqs. (2.40) and (2.41). Note that Eq. (4.19) in
which the turbulence is inhomogeneous in the z direction corresponds to this equation for homogeneous
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turbulence. Equation (5.4) suggests that the turbulent helicity invokes the energy flux due to the rotational
pressure. When the rotation rate is so high that the nonlinear term is neglected, Eq. (D6) is satisfied. Note
that Eq. (D6) is satisfied regardless of the presence of the kinematic viscosity [Ranjan (2017)]. Statistical
average of Eq. (D6) reads

EH(k) = ∓2kE(k). (5.5)

Substituting Eq. (5.5) and the group velocity of inertial waves Cg
i given by Eq. (D4) into Eq. (5.4), we

have ⟨
u′ip

Ω′⟩ = ∫ dk
E(k)

4πk2
Cg
i . (5.6)

Equation (5.6) can be interpreted as the energy flux due to the group velocity of inertial waves. Therefore,
the energy flux due to the rotational pressure is tightly connected to the group velocity of inertial waves.
It should be noted that Eq. (5.6) is only valid for the linearized equation (D1). However, Eq. (5.4) is
valid for the case of fully nonlinear turbulence as long as homogeneity and isotropy are guaranteed. In
this sense, the usage of the turbulent helicity for the model for ⟨u′ipΩ′⟩ is more general expression than
inertial wave propagation.

5.2.2 Statistical interpretation of relationship between velocity–pressure fluctuations
correlation and the turbulent helicity

In a statistical sense, the physical mechanism of the relationship between the velocity–rotational pressure
fluctuations correlation and the turbulent helicity can be understood as follows. Here, we set the rotation
axis in the z direction. Since the rotational pressure obeys Eq. (4.6), we have

∇2pΩ′ = 2ω′
zΩ

F. (5.7)

Here, we consider the case in which ΩF > 0. Equation (5.7) suggests that the local minimum of pΩ′ is
likely to be associated with ω′

z > 0, while the local maximum of pΩ′ is associated with ω′
z < 0. This

correspondence can be interpreted by the effect of the Coriolis force; namely, the positive ω′
z invokes

the radially outward velocity fluctuation δur > 0 due to the Coriolis force. Considering the continuity
equation for δu, ∇ · δu = 0, the radially outward velocity fluctuation δur > 0 is accompanied with the
axially inward velocity fluctuation δuz. Since the effect of rotation on uz is solely caused by the rotational
pressure pΩ, the generation of the axially inward velocity fluctuation δuz indicates the decrease of the
pressure inside the vortex, δp < 0. On the other hand, the negative ω′

z invokes the radially inward
velocity fluctuation δur < 0. It is accompanied with the axially outward velocity fluctuation δuz, which
indicates the increase of the pressure inside the vortex, δp > 0. When we consider the positive velocity
fluctuation in the z direction u′z > 0, the positive vorticity fluctuation in the z direction ω′

z > 0 gives
the positive helicity u′zω

′
z > 0 and u′zδp < 0, while the negative vorticity fluctuation ω′

z < 0 gives the
negative helicity u′zω

′
z < 0 and u′zδp > 0. Entirely similarly, when we consider the negative velocity

fluctuation in the z direction u′z < 0, the positive vorticity fluctuation ω′
z > 0 gives the negative helicity
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u′zω
′
z < 0 and u′zδp > 0, while the negative vorticity fluctuation ω′

z < 0 gives the positive helicity u′zω
′
z > 0

and u′zδp < 0. As a result, u′zδp is always positive when the helicity is negative u′zω
′
z < 0, while u′zδp

is always negative when the helicity is positive u′zω
′
z > 0. This mechanism is schematically described

in Fig. 5.1. Consequently, the negative turbulent helicity is always associated with ⟨u′zpΩ′⟩ > 0, while
the positive turbulent helicity is always associated with ⟨u′zpΩ′⟩ < 0. Strictly speaking, ⟨u′zpΩ′⟩ is not
directly associated with the turbulent helicity H(= ⟨u′iω′

i⟩) but the z component of the turbulent helicity
Hzz(= ⟨u′zω′

z⟩). However, the presence of the turbulent helicity H indicates the presence of Hzz. For
isotropic turbulence, we can evaluate H = 3Hzz and the usage of H is justified as discussed in Sec. 4.4.3.
In this sense, the model for ⟨u′ipΩ′⟩ using H is a primitive one. For strongly anisotropic turbulence, some
modification of the model given by Eq. (4.2) should be considered.

Note that the presence of δur does not necessarily cause the increase or decrease of uz inside the vortex
which leads to the mean velocity generation. For example, we consider the case where H > 0 and ω′

z > 0
which corresponds to the top-right case in Fig. 5.1. In this case, uz inside the vortex is decreased due to
the convection by the radially outward velocity fluctuation δur. However, uz should be increased due to
the convection by the axially inward velocity fluctuation δuz at the same time. Hence, the total amount
of uz is not necessarily changed due to the convection by δu. In order to examine the mean velocity
generation, we have to consider the generation of the Reynolds stress as discussed in the next subsection.
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Figure 5.1: Schematic diagram for the relationship between the velocity–rotational pressure fluctuations
correlation and the turbulent helicity.
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5.2.3 Correlation between velocity and pressure fluctuations as a flux of the Reynolds
stress

In the Reynolds stress transport equation, the correlation between velocity and pressure fluctuations
appears as

∂Rij

∂t
= − ∂

∂xj

⟨
u′ip

′⟩− ∂

∂xi

⟨
u′jp

′⟩+ · · · . (5.8)

In this equation, ⟨u′ip′⟩ can be interpreted as a flux of the Reynolds stress in the j-th direction, while
⟨u′jp′⟩ as a flux of the Reynolds stress in the i-th direction. Here, we consider the case that the rotation
axis is set in the x direction and the turbulence field is inhomogeneous in the y direction as is the case of
the simulation shown in Chap. 3. In the simulation shown in Chap. 3, the positive turbulent helicity is
injected around y = 0, so that ⟨u′xpΩ′⟩ < 0 there. This correlation between the velocity and the rotational
pressure fluctuations invokes the negative flux of Rxy in the y direction where its absolute value takes
maximum at y = 0. Even if the Reynolds stress is initially zero and does not have any other source
terms, the flux due to the rotational pressure is able to transport Rxy from y > 0 to y < 0. Since Rxy can
take both positive and negative value, Rxy > 0 is established at y < 0, while Rxy < 0 is established at
y > 0, in an anti-symmetric form. This process is schematically shown in Fig. 5.2. This anti-symmetric
distribution of Rxy generates the axial mean velocity from the zero-mean-velocity condition.
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Figure 5.2: Schematic diagram for the Reynolds stress flux in the simulation shown in Chap. 3.
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5.3 Proposition of new non-dimensional parameter associated with he-
licity

According to the model given by Eq. (4.2), it is expected that the energy flux due to the rotational pressure
⟨u′ipΩ′⟩ plays a significant role when not only the system rotation but also the turbulent helicity exists in
the turbulent flow. In the conventional rotating turbulence, the Rossby number Ro[= U/(LΩF)] is used
for representing the intensity of rotation in the turbulent flow where U and L denote the characteristic
velocity and length scale, respectively. For inhomogeneous turbulence, however, the significance of the
energy flux due to the rotational pressure discussed in this study cannot be expressed in terms of the
conventional Rossby number; namely, the energy flux due to the rotational pressure can be zero when the
turbulent helicity is zero even if the Rossby number is small. Hence, a new non-dimensional parameter
associated with the turbulent helicity is needed for judging the significance of the energy flux due to the
rotational pressure for general turbulent flows. Yokoi & Brandenburg (2016) discussed the importance of
the ratio of the helicity term to the eddy-viscosity term in the model given by Eq. (2.76) expressed by

|ηT2ΩF∇H|
|νT∇U |

. (5.9)

This value must be useful for judging the effect of the turbulent helicity on the mean velocity or the
Reynolds stress. This ratio can be also interpreted as the ratio of the pressure diffusion associated with
the rotation to the production term in the Reynolds stress transport equation,

|ηT2ΩF∇H|
|νT∇U |

∼
|ΠΩ

ij |
|KSij |

, (5.10)

where

ΠΩ
ij = − ∂

∂xj

⟨
u′ip

Ω′⟩− ∂

∂xi

⟨
u′jp

Ω′⟩ . (5.11)

In the context of energy flux, ⟨u′ipΩ′⟩ should be compared with the energy flux due to the nonlinearity of
turbulence given by ⟨u′ipN′⟩+ ⟨u′iu′ju′j/2⟩. Namely, the ratio given by

|⟨u′ipN′⟩+ ⟨u′iu′ju′j/2⟩|
|⟨u′ipΩ′⟩|

(5.12)

can be used to judge the significance of the energy flux due to the rotational pressure. Here, we put
the rotation dependent value ⟨u′ipΩ′⟩ to the denominator similar to the conventional Rossby number. As
discussed in Sec. 4.3.3, the gradient-diffusion approximation gives a good prediction for the energy flux
due to the nonlinearity of turbulence. On the other hand, the energy flux due to the rotational pressure
is modeled by Eq. (4.12). Thus, we define the helical Rossby number as follows:

RoH =

∣∣∣∣∣ (K2/ε)∇∥K

(K3/ε2)HΩA

∣∣∣∣∣ =
∣∣∣∣ ε∇∥K

KHΩA

∣∣∣∣ , (5.13)
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where ∇∥ denotes the spatial derivative in the direction of the absolute vorticity and ΩA denotes the
absolute value of the absolute vorticity. In contrast to the conventional Rossby number, the helical
Rossby number can be infinity when the turbulent helicity vanishes even if the rotation rate is high. This
property is appropriate for judging the significance of the energy flux due to the rotational pressure which
is associated with the turbulent helicity. Figure 5.3 shows the spatial distribution of the helical Rossby
number given by Eq. (5.13) for each run at 2ΩFt = 2 in the simulation shown in Chap. 4. It can be seen
that the value of RoH decreases as the rotation rate increases at |z| ≃ 1 in which the energy flux due
to the rotational pressure is maximum (see Figs. 4.10 or 4.11). For the model constants, Cν/σK = 0.22
is appropriate for the gradient-diffusion approximation given by Eq. (4.11), while CPDH = 0.03 for the
newly proposed model. In this sense, (0.22/0.03)RoH ≃ 1, that is RoH ≃ 0.03/0.22(≃ 0.14) can be a
criterion of the energy flux due to the rotation and the turbulent helicity exceeds the flux expressed by
the gradient-diffusion approximation. In fact, RoH is comparable to 0.14 at |z| ≃ 1 for runs r08 and r1,
while it is smaller than 0.14 for runs r2 and r5 in which the time evolution of the width of the turbulence
region is very close to the linear inviscid solution [see Fig. 4.4(b)].
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Figure 5.3: Spatial distribution of the helical Rossby number given by Eq. (5.13) for each run at 2ΩFt = 2
in the simulation shown in Chap. 4.

Although the physical meaning of the helical Rossby number given by Eq. (5.13) is clear, it is somewhat
complex since it involves the spatial derivative. Here, we define the simplified helical Rossby number as

RoHs =

∣∣∣∣ ε2

K3/2HΩA

∣∣∣∣ . (5.14)

Figure 5.4 shows the spatial distribution of the simplified helical Rossby number given by Eq. (5.14) for
each run at 2ΩFt = 2 in the simulation shown in Chap. 4. It is seen that RoHs also decreases as the
rotation rate increases at |z| ≃ 1 similar to RoH shown in Fig. 5.3. Therefore, the simplified Rossby
number is also expected to be useful for judging the significance of the energy flux due to the rotational
pressure which is associated with the turbulent helicity.
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Figure 5.4: Spatial distribution of the simplified helical Rossby number given by Eq. (5.14) for each run
at 2ΩFt = 2 in the simulation shown in Chap. 4.

5.4 Application of the model involving the turbulent helicity

In this paper, the mechanism that the turbulent helicity affects the Reynolds stress transport was clarified.
This result suggests the significance to consider the effect of the turbulent helicity on the Reynolds stress
and the turbulent energy transport in applying the RANS model to the turbulent flows accompanied
with rotation or swirling motion. Especially, the effect of the turbulent helicity on the turbulent energy
transport discussed in Chap. 4 is not considered in the previous studies. By using the model for the
Reynolds stress given by Eqs. (2.76) or (3.35) and for the turbulent energy diffusion given by Eq. (4.1)
in which they involve the turbulent helicity, the accuracy of the RANS model in predicting the turbulent
flows accompanied with rotation or swirling motion is expected to be improved. Namely, it enables us
to predict high-Reynolds-number turbulent flows accompanied with swirling motion such as the wake
vortices behind an aircraft [Spalart (1998)] or supercell in meteorological flow [Lilly (1986); Noda & Niino
(2010)] with much smaller numerical cost than using the DNS. However, we should remark the following
points in applying the RANS model involving the turbulent helicity.

In the application of the RANS model involving the turbulent helicity, we have to determine the value
of the turbulent helicity in the subject flow. One of the useful way of evaluating the value of the turbulent
helicity is to solve its transport equation given by Eqs. (2.26) and (2.27a)–(2.27g). However, we have
to develop the closed model for εH [Eq. (2.27b)], ΠH [Eq. (2.27c)], and TH [Eq. (2.27d)] in order to
numerically solve the transport equation for the turbulent helicity. Yokoi & Yoshizawa (1993) proposed
the model for the transport equation for the turbulent helicity and they applied its model to the turbulent
swirling flow in a straight pipe. In their modeling, the flux of the turbulent helicity is modeled by using
the gradient diffusion approximation. However, it is expected that the effect of rotation appears through
⟨ω′

jp
′⟩ in ΠH as the effect of rotation on the turbulent energy transport appears through ⟨u′jp′⟩. Namely,

further discussion for modeling the transport equation for the turbulent helicity is needed. Moreover,
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the effect of the turbulent helicity and the rotation on the turbulent energy dissipation rate ε should be
examined in detail. The effect of anisotropy discussed in Sec. 5.1.1 should be also discussed.

When we consider a high speed turbulent flow such as the wake vortices behind an aircraft [Spalart
(1998)], the effect of compressibility of fluid becomes significant. For compressible fluid, the effect of the
dilatation ∇ · u or the spatiotemporal change of the mass density are added to the Poisson equation
for the pressure given by Eq. (2.17). In such a case, however, the effect of rotation does not change its
form. Namely, the modeling proposed in this study given by Eqs. (3.31), (3.32), (3.31), and (4.1) will
hold although other effects associated with the compressibility will be added to the terms related to the
pressure fluctuation.
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Chapter 6

Summary and conclusions

In this study, we revealed the mechanism that the turbulent helicity affects the Reynolds stress. In the
previous studies, it has been discussed the relationship between helicity and the vortex dynamo effect,
which describes the large-scale local velocity generation. However, the mechanism that helicity affects
the mean velocity is not clarified. The numerical simulation of rotating turbulence in which the turbulent
helicity is injected locally in space was performed. In this simulation, the mean velocity in the direction
of the rotation axis was generated only when the rotation rate is non-zero and the turbulent helicity
is injected. The budget for the transport equation for the Reynolds stress was investigated to clarify
the source of the mean velocity. As a result, the pressure diffusion term, which is the spatial derivative
of the correlation between the velocity and the pressure fluctuations, has a significant contribution to
the phenomenon of the axial mean velocity generation. It was revealed that the pressure diffusion term
can be expressed in terms of the turbulent helicity. The general model for the pressure diffusion term
accompanied with the turbulent helicity was proposed by means of the statistical turbulence closure theory,
the TSDIA. By considering the effect of the pressure diffusion, we obtained the model for the Reynolds
stress accompanied with the turbulent helicity, which had been proposed by the previous study. The model
for the Reynolds stress accompanied with the turbulent helicity can account for the axial mean velocity
generation phenomenon without contradiction to the simulation results. In the conventional turbulence
modeling, the pressure diffusion term had been neglected. However, it had a leading contribution in the
present simulation. In this sense, the present study pointed out the critical shortfalls of the conventional
turbulence models for rotating turbulence accompanied with the turbulent helicity.

In rotating turbulence, it was known that the turbulent energy is transferred faster in the direction
of the rotation axis than in the non-rotating case. The conventional turbulence model for energy flux
described by the gradient-diffusion approximation cannot predict this fast energy transport in the direction
of the rotation axis. The newly proposed model for the pressure diffusion term accompanied with the
turbulent helicity is expected to account for this fast energy transport phenomenon in rotating turbulence.
We performed the numerical simulation of decaying inhomogeneous turbulence in a rotating system. As a
result, it was shown that the pressure diffusion term associated with the system rotation had a significant
contribution to the fast energy transport in rotating turbulence. The newly proposed model in this study
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succeeded in predicting the energy flux due to the pressure associated with the rotation, which is referred
to as the rotational pressure. Although the model had a tendency to overestimate the value due to the
immature state of turbulence in the scale space, the consistency of the present model for fully developed
turbulence was suggested.

We extend the previous turbulence modeling based on the Reynolds stress transport to the model
accompanied with the turbulent helicity. Then, we propose a more general algebraic model for the
Reynolds stress accompanied with the turbulent helicity. This model is expected to play significant roles
for anisotropic and helical turbulent flows. The value of the model constant for the newly proposed term
associated with the turbulent helicity estimated in the present study was confirmed to be acceptable
from the theoretical viewpoint. The physical mechanism of the correlation between the velocity and the
rotational pressure fluctuations was discussed. It was shown that the correlation between the velocity and
the rotational pressure fluctuations is tightly connected to the group velocity of inertial waves governed
by the linearized equation. The relationship between the velocity–rotational-pressure correlation and the
turbulent helicity was discussed in a statistical viewpoint. It was discussed that the correlation between
the velocity and the rotational pressure fluctuations can be interpreted as a flux of the Reynolds stress,
leading to the mean velocity generation phenomenon. Finally, we define the helical Rossby number as an
index for judging the significance of the energy flux due to the rotational pressure in general turbulent
flows. In contrast to the conventional Rossby number, the helical Rossby number involves the turbulent
helicity. Owing to this property, the helical Rossby number can be infinite when the turbulent helicity is
zero even if the rotation rate is high. Using the helical Rossby number, we can judge the significance of
the energy flux due to the rotational pressure for general turbulent flows.
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Appendix

A Derivation of the Navier–Stokes equation in a rotating system

Let us consider a rotating system with a constant angular velocity {x†} relative to a static system {x}.
We can set the axis of the angular velocity in the z direction without loss of generality. Hence, the
transformation rule between the systems {x†} and {x} is written as

x† = Qx =

 cos(ΩFt) sin(ΩFt) 0
− sin(ΩFt) cos(ΩFt) 0

0 0 1

x, (A1)

where ΩF denotes the absolute value of the angular velocity of the system rotation. Schematic diagram
for the transformation between the systems {x†} and {x} is shown in Fig. A1. Since we consider the
transformation between the two Cartesian coordinates, the effect of curvature of the coordinate is not
included.

Figure A1: Schematic diagram for the transformation between the systems {x†} and {x}.
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The Eulerian velocity in the {x} system u(x) is expressed as

u(x) ≡ lim
∆t→0

∆x

∆t
, (A2)

while the Eulerian velocity in the {x†} system u†(x†) is written as

u†(x†) ≡ lim
∆t→0

∆x†

∆t
= lim

∆t→0

∆(Qx)

∆t
= lim

∆t→0

∆Q

∆t
x+Q lim

∆t→0

∆x

∆t
. (A3)

Here we have

lim
∆t→0

∆Q

∆t
= ΩF

− sin(ΩFt) cos(ΩFt) 0
− cos(ΩFt) − sin(ΩFt) 0

0 0 0

 = ΩF

 0 1 0
−1 0 0
0 0 0

Q. (A4)

Alternatively, we can write lim∆t→0∆Qij/∆t = ϵiℓ3Ω
FQℓj . Hence, Eq. (A3) reads

u†i (x
†) = ϵij3Ω

FQjℓxℓ +Qijuj(x)

⇔ Qijuj(x) = u†i (x
†)− ϵij3Ω

Fx†j . (A5)

Equation (A5) can be generalized as

Qu(x) = u†(x†)− x† ×ΩF. (A6)

Equation (A6) denotes the transformation rule for the velocity between the {x} and {x†} systems. The
Lagrangian derivative d/dt of the velocity in a static system can be written as

du

dt
(x) ≡ lim

∆t→0

∆u(x)

∆t
=
∂u

∂t
(x) + [u(x) ·∇]u(x). (A7)

The Lagrangian derivative of the velocity in a rotating system reads

du†

dt
(x†) ≡ lim

∆t→0

∆u†(x†)

∆t
=
∂u†

∂t
(x†) +

[
u†(x†) ·∇†

]
u†(x†)

= lim
∆t→0

∆Q

∆t
u(x) +Q lim

∆t→0

∆u

∆t
(x) + lim

∆t→0

∆x†

∆t
×ΩF

= [Qu(x)]×ΩF +Q
du

dt
(x) + u†(x†)×ΩF

= 2u†(x†)×ΩF −
(
x† ×ΩF

)
×ΩF +Q

du

dt
(x). (A8)

Hence, the transformation rule for the Lagrangian derivative of the velocity between the {x} and {x†}
systems is written as

Q
du

dt
(x) =

du†

dt
(x†)− 2u†(x†)×ΩF +

(
x† ×ΩF

)
×ΩF. (A9)
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Under the transformation rule given by Eq. (A1), the pressure and the viscous terms in the Navier–Stokes
equation are transformed as

∂p

∂x†i
(x†) = Q−1

ji

∂

∂xj
p(x) = Qij

∂p

∂xj
(x), (A10)

ν∇†2u†i (x
†) = νQ−1

ℓa Q
−1
ma

∂2

∂xℓ∂xm
[Qijuj(x)] + ν∇†2

(
ϵijnx

†
jΩ

F
n

)
= Qijν∇2uj(x), (A11)

where use is made of Qji = Q−1
ij , QiℓQ

−1
ℓj = δij , and p(x) = p†(x†) = p(x†). Thus, under the transforma-

tion rule given by Eq. (A1), the Navier–Stokes equation is transformed as

Q

[
du

dt
(x) +∇p(x)− ν∇2u(x)

]
=
du†

dt
(x†)− 2u†(x†)×ΩF +

(
x† ×ΩF

)
×ΩF +∇†p(x†)− ν∇†2u†(x†) = 0. (A12)

Note that third term on the right-hand side of Eq. (A12) can be rewritten as follows [Yoshizawa (1998)]:(
x† ×ΩF

)
×ΩF =

(
ΩF · x†

)
ΩF −

(
ΩF
)2
x =

1

2
∇
[(

ΩF · x†
)2

−
(
ΩF
)2
x†2
]
= −1

2
∇
(
ΩF × x†

)2
.

(A13)

Finally, the Navier–Stokes equation in a rotating system is written as

∂ui
∂t

+ uj
∂ui
∂xj

=
∂ui
∂t

+
∂

∂xj
(uiuj) = −∂p

tot

∂xi
+ ν∇2ui + 2ϵijℓujΩ

F
ℓ , (A14)

where † is omitted, the incompressible condition ∇ · u = 0 is used, and ptot = p− (ΩF × x)2/2.

B Covariance for the transport equation and the algebraic model for
the Reynolds stress

The straightforward extension of the nonlinear eddy-viscosity model given by Eq. (2.58) to the rotating
system is written as

Rij =
2

3
Kδij − 2νTSij + ζSS [SiℓSℓj ]D + ζSW (SiℓWℓj + SjℓWℓi)

+ ζSSW (SiℓSℓmWmj + SjℓSℓmWmi) + · · · , (B1)

However, the extension of the modeling proposed by Pope (1975) to the rotating system gives the different
model; namely, WN

ij in Eq. (2.58) is replaced by W×
ij = WN

ij − CϵijℓΩ
F
ℓ where C ̸= 1 [Gatski & Speziale

(1993); Wallin & Johanson (2000)]. This result is inconsistent with the Euclidean invariance, which is the
invariance under the transformation by the system rotation [Weis & Hutter (2003); Hamba (2006)], or the
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covariance of the Reynolds stress [Ariki (2015)]. This inconsistency comes from the fact that the weak-
equilibrium assumption, D(Rij/K)/Dt = 0, violates the Euclidean invariance [Weis & Hutter (2003);
Hamba (2006)]. Since the covariance of physical quantities is tightly connected to their objectivity, it is
significant to consider the covariance of the model for the Reynolds stress itself or its transport equation.
Ariki (2015) discussed more general class of invariance of the fluid system involving the Reynolds stress and
its transport. Here, we adopt the upper convected derivative which is generally covariant time derivative
under the coordinate transformation [see, e.g., Speziale (1987); Ariki (2015)]. The mean upper convected
derivative of the second rank tensor Aij , DAij/Dt, is defined in the Cartesian coordinates as

DAij

Dt
=
∂Aij

∂t
+ Uℓ

∂Aij

∂xℓ
− ∂Ui

∂xℓ
Aℓj −

∂Uj

∂xℓ
Aiℓ. (B2)

Hence, the modeled transport equation for the deviatoric part of the Reynolds stress given by Eq. (2.54)
is rewritten as follows:[

DBij

Dt

]
D

= −CS1
ε

K
Bij −

(
4

3
− CR1

)
KSij − (2− CR2) [SiℓBℓj + SjℓBℓi]D

− (2− CR3) (WiℓBℓj +WjℓBℓi)

+
∂

∂xℓ

[
CD

K

ε

(
Rim

∂Rjℓ

∂xm
+Rjm

∂Riℓ

∂xm
+Rℓm

∂Rij

∂xm

)]
D

+ ν∇2Bij + [Fij ]D . (B3)

Here, each term in Eq. (B3) is written in a covariant form. When the quasi-homogeneity condition is
assumed and the external work is assumed to be neglected, Eq. (B3) is reduced to

Bij = −4− 3CR1

3CS1

K2

ε
Sij

− 2− CR2

CS1

K

ε
[SiℓBℓj + SjℓBℓi]D − 2− CR3

CS1

K

ε
(WiℓBℓj +WjℓBℓi)−

1

CS1

K

ε

[
DBij

Dt

]
D

. (B4)

Note that the weak-equilibrium assumption is not adopted. Substituting this expression iteratively into
Bij on the right-hand side, we can obtain the algebraic Reynolds stress model satisfying the covariance:

Bij = −2νTSij + ζSS [SiℓSℓj ]D − ζSW (SiℓWℓj + SjℓWℓi)

+ ζSSW (SiℓSℓmWmj + SjℓSℓmWmi) + ζDS

[
DSij
Dt

]
D

+ · · · . (B5)

The last term in Eq. (B4) denotes the history effect of the mean strain on the Reynolds stress which
was discussed in the context of the nonequilibrium effect [Hamilington & Dahm (2008)] and theoretically
obtained [Ariki (2014, 2018)].
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C Details for calculations of the TSDIA

C.1 Each order equation in the TSDIA

Under the two-scale expansion given by Eqs. (2.60) and (2.61), the incompressible condition for the mean
velocity and the velocity fluctuation are rewritten as

∂Ui

∂Xi
= 0,

∂u′i
∂ξi

+ δ
∂u′i
∂Xi

= 0. (C1)

The momentum equation for the velocity fluctuation given by (2.20) is similarly rewritten as follows:

∂u′i
∂τ

+ Uj
∂u′i
∂ξj

+
∂

∂ξj
(u′iu

′
j) +

∂p′

∂ξi
− ν

∂2u′i
∂ξj∂ξj

− 2ϵijℓu
′
jΩ

F
ℓ

= δ

[
−u′j

∂Ui

∂Xj
− Du′i
DT

− ∂p′

∂Xi
− ∂

∂Xj
(u′iu

′
j −Rij) + ν

∂2u′i
∂ξj∂Xj

]
+ δ2ν

∂2u′i
∂Xj∂Xj

, (C2)

where

D

DT
=

∂

∂T
+ Uj

∂

∂Xj
, (C3)

and the external forcing is neglected for simplicity of theoretical treatment. Substituting the parameter
expansion given by Eq. (2.62) and the Fourier transformation given by Eqs. (2.63) and (2.64) into Eqs. (C1)
and (C2), O(δ0|ΩF|0) field equations read

kiũ
(00)
i (k; τ) = 0, (C4)

∂ũ
(00)
i

∂t
(k; τ) = −ikj

∫
dp

∫
dq δ(k − p− q)ũ(00)i (p; τ)ũ

(00)
j (q; τ)− ikip̃

(00)(k; τ)− νk2ũ
(00)
i (k; τ). (C5)

Here and hereafter, the dependence on slow variables (X;T ) are omitted. Equations (C4) and (C5)
correspond to the original continuity equation and the Navier–Stokes equation in the Fourier space given
by Eqs. (2.34) and (2.35) with ΩF = 0, except for the dependence on the slow variables (X;T ). The
pressure p̃(00)(k; τ) can be calculated from Eqs. (C4) and (C5) as

p̃(00)(k; τ) = −kikj
k2

∫
dp

∫
dq δ(k − p− q)ũ(00)i (p; τ)ũ

(00)
j (q; τ) (C6)

Then, Eq. (C5) is rewritten as

∂ũ
(00)
i

∂τ
(k; τ) = −iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

(00)
ℓ (q; τ)− νk2ũ

(00)
i (k; τ), (C7)
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where Mijℓ(k) is already defined in Eq. (2.38). For O(δn|ΩF|m) fields with n > 0, the incompressible

condition is not written as kiũ
(nm)
i = 0 but

ikiũ
(nm)
i (k; τ) +

∂ũ
(n−1,m)
i

∂XI
i

(k; τ) = 0, (C8)

where

∂

∂XI
i

= eik·Uτ ∂

∂Xi
e−ik·Uτ . (C9)

Hence, ũ(nm)(k; τ) does not satisfy the solenoidal condition in k space. This shortfall can be resolved by
introducing the following velocity ũS(nm)(k; τ) [Hamba (1987)]:

ũ
S(nm)
i (k; τ) = ũ

(nm)
i (k; τ)− i

ki
k2
∂ũ

(n−1,m)
j

∂XI
j

(k; τ), (C10)

where this velocity satisfies kiũ
S(nm)
i (k; τ) = 0. Equations for O(δ0|ΩF|), O(δ|ΩF|0), and O(δ|ΩF|) are

written as follows:

∂ũ
(01)
i

∂t
(k; τ) + 2iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

(01)
ℓ (q; τ) + νk2ũ

(01)
i (k; τ)

= 2Min(k)ϵnjℓũ
(00)
j (k; τ)eΩℓ , (C11)

p̃(01)(k; τ) = −2kikj
k2

∫
dp

∫
dq δ(k − p− q)ũ(00)i (p; τ)ũ

(01)
j (q; τ)− 2iϵijℓ

ki
k2
ũ
(00)
j (k; τ)eΩℓ , (C12)

∂ũ
S(10)
i

∂τ
(k; τ) + 2iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

S(10)
ℓ (q; τ) + νk2ũ

S(10)
i (k; τ)

= −Mij(k)ũ
(00)
ℓ (k; τ)

∂Uj

∂Xℓ
−
Dũ

(00)
i

DT I
(k; τ)

−Min(k)Mnjℓm(k)
∂

∂XI
j

[∫
dp

∫
dq δ(k − p− q)ũ(00)ℓ (p; τ)ũ(00)m (q; τ)

]

+ 2Mijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)

qℓ
q2
∂ũ

(00)
m

∂XI
m

(q; τ)

− δ(k)
∂

∂Xj

⟨
u
(00)
i u

(00)
j

⟩
+ iνkj

∂ũ
(00)
i

∂XI
j

(k; τ), (C13)

p̃(10)(k; τ) = −2kikj
k2

∫
dp

∫
dq δ(k − p− q)ũ(00)i (p; τ)ũ

(10)
j (q; τ) + 2i

ki
k2
ũ
(00)
j (k; τ)

∂Ui

∂Xj

+ 2i
1

k2
Mijℓ(k)

∂

∂XI
i

[∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

(00)
ℓ (q; τ)

]
, (C14)
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∂ũ
S(11)
i

∂τ
(k; τ) + 2iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

S(11)
ℓ (q; τ) + νk2ũ

S(11)
i (k; τ)

= 2iϵiℓm
kℓ
k2
∂ũ

(00)
n

∂XI
n

(k; τ)eΩm + 2iMin(k)ϵjℓm
kj
k2
∂ũ

(00)
ℓ

∂XI
n

(k; τ)eΩm

−Mij(k)ũ
(01)
ℓ (k; τ)

∂Uj

∂Xℓ
−
Dũ

(01)
i

DT I
(k; τ)

− 2iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(10)j (p; τ)ũ

(01)
ℓ (q; τ)

− 2Min(k)Mnjℓm(k)
∂

∂XI
j

[∫
dp

∫
dq δ(k − p− q)ũ(00)ℓ (p; τ)ũ(01)m (q; τ)

]

+ 2Mijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)

qℓ
q2
∂ũ

(01)
m

∂XI
m

(q; τ)

− δ(k)
∂

∂Xj

⟨
u
(00)
i u

(01)
j + u

(10)
i u

(00)
j

⟩
+ iνkj

∂ũ
(01)
i

∂XI
j

(k; τ), (C15)

p̃(11)(k; τ) = −2kikj
k2

∫
dp

∫
dq δ(k − p− q)

[
ũ
(00)
i (p; τ)ũ

(11)
j (q; τ) + ũ

(10)
i (p; τ)ũ

(01)
j (q; τ)

]
+ 2i

ki
k2
ũ
(01)
j (k; τ)

∂Ui

∂Xj
+ 4i

1

k2
Mijℓ(k)

∂

∂XI
i

[∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

(01)
ℓ (q; τ)

]
− 2iϵiℓm

ki
k2
ũS10ℓ eΩm − 2ϵnℓm

1

k2

(
δjn − 2kjkn

k2

)
∂ũ

(00)
ℓ

∂XI
j

(k; τ)eΩm, (C16)

where eΩ(= ΩF/ΩF) denotes the unit vector in the direction of the rotation axis,

D

DT I
= eik·Uτ D

DT
e−ik·Uτ , (C17)

and

Mijℓm(k) =
1

2
δiℓδjm +

1

2
δimδjℓ − δij

kℓkm
k2

. (C18)

C.2 Introduction of the response function

The remarkable feature of the DIA is to introduce the response function for the Navier–Stokes equation.
The same technique is adopted to the basic O(δ0|ΩF|0) field in the TSDIA. When an infinitesimal distur-
bance ∆f̃ is added to the basic field equation given by Eq. (C7), the equation for the linearized disturbed
velocity ∆ũ reads

∂∆ũi
∂τ

(k; τ) + 2iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)∆ũℓ(q; τ) + νk2∆ũi(k; τ) =Mij(k)∆f̃j(k; τ),

(C19)
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where Mij(k) is inserted for ∆f̃(k; τ) to satisfy the solenoidal condition for any disturbances. The
response function can be defined by the functional derivative as

G̃ij(k,k
′; τ, τ ′) ≡ lim

∆f̃→0

∆ũi(k; τ)

∆f̃j(k′; τ ′)
, (C20)

and this obeys the following equation:

∂G̃ij

∂τ
(k,k′; τ, τ ′) + 2iMiℓm(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)ℓ (p; τ)G̃mj(q,k

′; τ, τ ′) + νk2G̃ij(k,k
′; τ, τ ′)

=Mij(k)δ(k − k′)δ(τ − τ ′). (C21)

Note that kiG̃ij(k,k
′; τ, τ ′) = 0 due to the incompressible condition. Hence, the disturbed velocity is

formally solved as

∆ũi(k; τ) =

∫ τ

−∞
dτ ′
∫

dk′G̃ij(k,k
′; τ, τ ′)∆fj(k

′; τ ′). (C22)

Here, we define

G̃ij(k,k
′; τ, τ) =

1

2
Mij(k)δ(k − k′),

∫ τ

−∞
dτ ′ δ(τ − τ ′)q(τ ′) =

1

2
q(τ). (C23)

With the aid of this response function, we can formally solve the higher order velocity equations given by
Eqs. (C11), (C13), and (C15). Namely, we have

ũ
(01)
i (k; τ) =

∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k
′; τ, τ ′)Man(k

′)ϵnjℓũ
(00)
j (k′; τ ′)2eΩℓ , (C24)

ũ
S(10)
i (k; τ) = −

∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k
′; τ, τ ′)Maj(k

′)ũ
(00)
ℓ (k′; τ ′)

∂Uj

∂Xℓ

−
∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k; τ, τ
′)
Dũ

(00)
a

DT I
(k′; τ ′) +O(|ũ(00)|2) + · · · , (C25)

ũ
S(11)
i (k; τ) =

∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k
′; τ, τ ′)iϵaℓm

k′ℓ
k′2

∂ũ
(00)
n

∂XI
n

(k′; τ ′)2eΩm

+

∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k
′; τ, τ ′)iMan(k

′)ϵjℓm
k′j
k′2

∂ũ
(00)
ℓ

∂XI
n

(k; τ ′)2eΩm

−
∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k
′; τ, τ ′)Maj(k

′)ũ
(01)
ℓ (k′; τ ′)

∂Uj

∂Xℓ

−
∫ τ

−∞
dτ ′
∫

dk′G̃ia(k,k
′; τ, τ ′)

Dũ
(01)
a

DT I
(k′; τ ′) +O(|ũ(00)|2) + · · · , (C26)

where only the leading terms are written.
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C.3 Renormalized approximation for homogeneous isotropic field

In order to calculate the velocity correlations, some assumptions for the velocity field and the response
function are required. The equations of the DIA can be derived by using other approximation method
such as the diagram theory [Wyld (1961)] or the renormalized approximation [Kraichnan (1977)]. For
the brief reviews of the approximation methods, please refer Kaneda (2007). Here, the renormalized
approximation method [Kraichnan (1977); Kaneda (1981)] is adopted. We introduce a parameter λ(= 1)
to the inter-scale interaction term in the basic field equation (C7) and the response function equation
(C21) for convenience; namely, we have

∂ũ
(00)
i

∂τ
(k; τ) + νk2ũ

(00)
i (k; τ) = −λiMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)j (p; τ)ũ

(00)
ℓ (q; τ),

(C27)

∂G̃ij

∂τ
(k,k′; τ, τ ′) + νk2G̃ij(k,k

′; τ, τ ′) = −2λiMiℓm(k)

∫
dp

∫
dq δ(k − p− q)ũ(00)ℓ (p; τ)G̃mj(q,k

′; τ, τ ′)

+Mij(k)δ(k − k′)δ(τ − τ ′). (C28)

We expand the basic field velocity ũ(00)(k; τ) and the response function G̃ij(k; τ, τ
′) in powers of λ as

ũ
(00)
i (k; τ) =

∞∑
λ=0

ũ
(λ|00)
i (k; τ), (C29)

G̃ij(k.k
′; τ, τ ′) =

∞∑
λ=0

G̃
(λ)
ij (k,k′; τ, τ ′). (C30)

Hence, O(λ0) velocity field reads

∂ũ
(0|00)
i

∂τ
(k; τ) + νk2ũ

(0|00)
i (k; τ) = 0

⇔ ũ
(0|00)
i (k,X; τ, T ) = ṽi(k,X;T )e−νk2τ . (C31)

Similarly, O(λ0) response function reads

∂G̃
(0)
ij

∂τ
(k,k′; τ, τ ′) + νk2G̃

(0)
ij (k,k′; τ, τ ′) =Mij(k)δ(k − k′)δ(τ − τ ′)

⇔ G̃
(0)
ij (k,k′,X; τ, τ ′, T ) =Mij(k)g(k,X;T )e−νk2(τ−τ ′)δ(k − k′)Θ(τ − τ ′), (C32)

where Θ(τ − τ ′) is the step function defined as

Θ(x) =


1 (x > 0),
1

2
(x = 0),

0 (x < 0).

(C33)
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Note that g(k,X;T ) = 1 when G̃(0)(k,k′,X; τ, τ ′, T ) satisfies G̃(0)(k,k′,X; τ, τ, T ) = G̃(k,k′,X; τ, τ, T )
and Eq. (C23). The equation for O(λ) velocity reads

∂ũ
(1|00)
i

∂τ
(k; τ) + νk2ũ

(1|00)
i (k; τ) = −2iMijℓ(k)

∫
dp

∫
dq δ(k − p− q)ũ(0|00)j (p; τ)ũ

(0|00)
ℓ (q; τ). (C34)

This equation can be solved by using G̃
(0)
ij (k,k′, τ, τ ′) as

ũ
(1|00)
i (k; τ) = −dτ ′

∫
dk′G̃

(0)
ia (k,k′; τ, τ ′)2iMajℓ(k

′)

∫
dp

∫
dq δ(k′ − p− q)

∫ τ

−∞
ũ
(0|00)
j (p; τ ′)ũ

(0|00)
ℓ (q; τ ′).

(C35)

We assume that O(λ0) field velocities are statistically independent of each other and O(λ0) velocity and
O(λ0) response function are also statistically independent. Under this condition, triple correlation of the
basic field velocities can be calculated as follows:⟨
ũ
(00)
i (k; τ)ũ

(00)
j (p; τ)ũ

(00)
ℓ (q; τ)

⟩
=
⟨
ũ
(0|00)
i (k; τ)ũ

(0|00)
j (p; τ)ũ

(0|00)
ℓ (q; τ)

⟩
+ λ

⟨
ũ
(1|00)
i (k; τ)ũ

(0|00)
j (p; τ)ũ

(0|00)
ℓ (q; τ)

⟩
+ λ(two permuted terms) +O(λ2)

= −λ
∫ τ

−∞
dτ ′
∫

dk′
∫

dp′
∫

dq′ δ(k′ − p′ − q′)2iMabc(k
′)

×
⟨
G̃

(0)
ia (k,k′; τ, τ ′)ũ

(0|00)
b (p′; τ ′)ũ(0|00)c (q′; τ ′)ũ

(0|00)
j (p; τ)ũ

(0|00)
ℓ (q; τ)

⟩
+ λ(two permuted terms) +O(λ2)

= −λ
∫ τ

−∞
dτ ′
∫

dk′G̃
(0)
ia (k,k′; τ, τ ′)

∫
dp′
∫

dq′ δ(k′ − p′ − q′)

× 2iMabc(k
′)
[
Q̃

(0|00)
jb (p; τ, τ ′)δ(p+ p′)Q̃

(0|00)
ℓc (q; τ, τ ′)δ(q + q′)

+Q̃
(0|00)
jc (p; τ, τ ′)δ(p+ q′)Q̃

(0|00)
ℓb (q; τ, τ ′)δ(q + p′)

]
+ λ(two permuted terms) +O(λ2)

= −λ
∫ τ

−∞
dτ ′
∫

dk′G̃
(0)
ia (k,k′; τ, τ ′)δ(k′ + p+ q′)2iMabc(k

′)

×
[
Q̃

(0|00)
jb (p; τ, τ ′)Q̃

(0|00)
ℓc (q; τ, τ ′) + Q̃

(0|00)
jc (p; τ, τ ′)Q̃

(0|00)
ℓb (q; τ, τ ′)

]
+ λ(two permuted terms) +O(λ2), (C36)

where ⟨
ũ
(0|00)
i (k; τ)ũ

(0|00)
j (k′; τ ′)

⟩
= Q̃

(0|00)
ij (k; τ, τ ′)δ(k + k′). (C37)
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Note that G̃
(0)
ij (k,k′; τ, τ ′) itself is the statistical value as seen in Eq (C32), and Eq. (C37) corresponds

to Eq. (2.40) for homogeneous isotropic turbulence. After the correlation is expressed by Q̃
(0|00)
ij (k; τ, τ ′)

and G̃
(0)
ij (k,k′; τ, τ ′), we invert the λ expansion as

Q̃
(0|00)
ij (k; τ, τ ′) = Q̃

(00)
ij (k; τ, τ ′)− λ2Q̃

(2|00)
ij (k; τ, τ ′) + · · · , (C38)⟨

G̃
(0)
ij (k,k′; τ, τ ′)

⟩
=
⟨
G̃ij(k,k

′; τ, τ ′)
⟩
− λ

⟨
G̃

(1)
ij (k,k′; τ, τ ′)

⟩
+ · · · , (C39)

where Q̃
(00)
ij (k; τ, τ ′) is defined in Eq. (2.65). Here, O(λ) term in the expansion of Q̃

(00)
ij (k; τ, τ ′) vanishes.

Substituting Eqs. (C38) and (C39) into the correlations and truncating at O(λ), any correlations are

expressed by Q̃
(00)
ij (k; τ, τ ′) and

⟨
G̃ij(k,k

′; τ, τ ′)
⟩
. Since

⟨
G̃ij(k,k

′; τ, τ ′)
⟩

is the statistical value for

homogeneous isotropic field, it is written as

⟨
G̃ij(k,k

′; τ, τ ′)
⟩
=Mij(k)G̃(k; τ, τ

′)δ(k − k′), (C40)

where G̃(k; τ, τ ′) is the statistical value. This truncation is referred to as the renormalized approximation
[Kraichnan (1977); Kaneda (1981)]. With the aid of the renormalized approximation, Eq. (C36) reads

⟨
ũ
(00)
i (k; τ)ũ

(00)
j (p; τ)ũ

(00)
ℓ (q; τ)

⟩
= −2iMibc(k)δ(k + p+ q)

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)

×
[
Q̃

(00)
jb (p; τ, τ ′)Q̃

(00)
ℓc (q; τ, τ ′) + Q̃

(00)
jc (p; τ, τ ′)Q̃

(00)
ℓb (q; τ, τ ′)

]
+ (two permuted terms). (C41)

C.4 Calculation of the Reynolds stress

Up to O(δ|ΩF|), the Reynolds stress is expressed as

Rij =
⟨
u
(00)
i u

(00)
j

⟩
+ |ΩF|

[⟨
u
(01)
i u

(00)
j

⟩
+
⟨
u
(00)
i u

(01)
j

⟩]
+ δ

[⟨
u
(10)
i u

(00)
j

⟩
+
⟨
u
(00)
i u

(10)
j

⟩]
+ δ|ΩF|

[⟨
u
(11)
i u

(00)
j

⟩
+
⟨
u
(10)
i u

(01)
j

⟩
+
⟨
u
(01)
i u

(10)
j

⟩
+
⟨
u
(00)
i u

(11)
j

⟩]
(C42)

In the TSDIA, the separation of variables between k and (X;T ) for ṽ(k,X;T ) in Eq. (C31) is assumed;
namely,

ṽi(k,X;T ) = ṽi(k)Z(X;T ). (C43)
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For simplicity, we pick up linear terms in ∂Ui/∂Xj or e
Ω. For example, ⟨u(10)i u

(00)
j ⟩ is calculated as follows:⟨

u
(10)
i u

(00)
j

⟩
=

∫
dk

∫
dk′

⟨
ũ
(10)
i (k; τ)ũ

(00)
j (k; τ)

⟩
ei(k+k′)·(ξ−Uτ)

= −
∫

dk

∫
dk′

∫ τ

−∞
dτ ′
∫

dk′′Maℓ(k
′′)
⟨
G̃ia(k,k

′′; τ, τ ′)ũ(00)m (k′′; τ ′)ũ
(00)
j (k′; τ)

⟩
× ei(k+k′)·(ξ−Uτ) ∂Uℓ

∂Xm
+ · · ·

= −
∫

dk

∫
dk′

∫ τ

−∞
dτ ′
∫

dk′′G̃
(0)
ia (k,k′′; τ, τ ′)Maℓ(k

′′)Q̃
(0|00)
jm (k′; τ, τ ′)δ(k′ + k′′)

× ei(k+k′)·(ξ−Uτ) ∂Uℓ

∂Xm
+O(λ) + · · ·

= −
∫

dk Miℓ(k)

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)Q̃

(00)
jm (−k; τ, τ ′) ∂Uℓ

∂Xm
+ · · ·

= −
∫

dk Miℓ(k)

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)

×
[
Mjm(−k)E

B(k; τ, τ ′)

4πk2
+
i

2
ϵjmn

kn
k2
EHB(k; τ, τ ′)

4πk2

]
∂Uℓ

∂Xm
+ · · ·

= −
∫

dk Miℓ(k)Mjm(k)

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)

EB(k; τ, τ ′)

4πk2
∂Uℓ

∂Xm
+ · · ·

= −
∫ ∞

0
dk

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)EB(k; τ, τ ′)

(
2

5

∂Ui

∂Xj
+

1

15

∂Uj

∂Xi

)
+ · · · . (C44)

Here, use is made of ∂Ui/∂Xi = 0, Eq. (2.65) and∫
dk

kikj
k2

f(k) =
1

3
δij

∫
dk f(k),

∫
dk kif(k) = 0,∫

dk
kikjkℓkm

k2
f(k) =

1

15
(δijδℓm + δiℓδjm + δimδjℓ)

∫
dk f(k), (C45)

where f(k) denotes an arbitrary function of k. Similarly, other terms on the right-hand side of Eq. (C42)
read ⟨

u
(01)
i u

(00)
j

⟩
=

1

3
ϵijℓ

∫ ∞

0
dk

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)EB(k; τ, τ ′)eΩℓ + · · · , (C46)⟨

u
(11)
i u

(00)
j

⟩
=

(
− 1

20
δiℓδjm +

1

30
δimδjℓ +

7

60
δijδℓm

)
× ∂

∂Xm

[∫ ∞

0
dk k−2

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)EHB(k,X; τ, τ ′, T )

]
2eΩℓ + · · · , (C47)⟨

u
(10)
i u

(01)
j

⟩
=

(
1

15
δiℓδjm − 1

60
δimδjℓ −

1

60
δijδℓm

)
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× ∂

∂Xm

[∫ ∞

0
dk k−2

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)EHB(k,X; τ, τ ′, T )

]
2eΩℓ + · · · . (C48)

In this calculation, we use⟨
ũ
(00)
i (k,X; τ, T )

∂

∂Xℓ
ũ
(00)
j (k′,X; τ ′, T )

⟩
=

⟨
ṽi(k)Z(X;T )

∂

∂Xℓ

[
ṽj(k

′)Z(X;T )
]⟩

e−νk2(τ+τ ′) +O(λ)

=
1

2

∂

∂Xℓ

[⟨
ṽi(k)ṽj(k

′)
⟩
Z(X;T )2e−νk2(τ+τ ′)

]
+O(λ)

=
1

2

∂

∂Xℓ
Q̃

(0|00)
ij (k,X; τ, τ ′, T )δ(k + k′) +O(λ)

=
1

2

∂

∂Xℓ
Q̃

(00)
ij (k,X; τ, τ ′, T )δ(k + k′). (C49)

Then, Eq. (C42) reads

Rij =

(
2

3
KB +

2

9
δ|ΩF|Iℓ{2, EHB(k,X; τ, τ ′, T )}2eΩℓ

)
δij − νTδ

(
∂Ui

∂Xj
+
∂Uj

∂Xi

)
+ δ|ΩF|Γij + · · · , (C50)

where KB is given by Eq. (2.66),

νT =
7

15

∫ ∞

0
dk

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)EB(k; τ, τ ′), (C51)

Γij =
1

30

[
Ij{2, EHB(k,X; τ, τ ′, T )}2eΩi + Ii{2, EHB(k,X; τ, τ ′, T )}eΩj

]
D
, (C52)

[Aij ]D is already defined in connection to Eqs. (2.51), and

Ii{n,Q} =
∂

∂Xi

[∫ ∞

0
dk k−n

∫ τ

−∞
dτ ′G̃(k; τ, τ ′)Q(k,X; τ, τ ′, T )

]
. (C53)

The turbulent energy and the turbulent helicity are calculated as follows:

K = KB +
1

3
δ|ΩF|Ii{2, EHB(k,X; τ, τ ′, T )}2eΩi + · · · , (C54)

H = HB +
4

3
δ|ΩF|Ii{0, EB(k,X; τ, τ ′, T )}2eΩi + · · · , (C55)

C.5 Simplification for the spectra and response function

In order to model the turbulence correlations in terms of K and ε, we adopt the simple function form
in the inertial range suggested by Kolmogorov (1941) to EB(k,X; τ, τ ′, T ), EHB(k,X; τ, τ ′, T ), and
G̃(k,X; τ, τ ′, T ); namely they are expressed by using the dissipation rate ε, the wavenumber, and the
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time difference τ − τ ′ as [Shimomura (1998); Yokoi (2016)]

EB(k,X; τ, τ ′, T ) = EB(k,X; τ, τ, T ) exp
[
−Cω[ε(X;T )]1/3k2/3|τ − τ ′|

]
,

EB(k,X; τ, τ, T ) = CK [ε(X;T )]2/3k−5/3Θ(k − kC), (C56)

EHB(k,X; τ, τ ′, T ) = EHB(k,X; τ, τ, T ) exp
[
−Cω[ε(X;T )]1/3k2/3|τ − τ ′|

]
,

EHB(k,X; τ, τ, T ) = CH [ε(X;T )]−1/3εH(X;T )k−5/3Θ(k − kHC), (C57)

G̃(k,X; τ, τ ′, T ) = exp
[
−Cω[ε(X;T )]1/3k2/3(τ − τ ′)

]
Θ(τ − τ ′), (C58)

where CK , CH , and Cω are constants and kC and kHC denote the containing scale of the turbulent
energy and helicity, respectively. The inertial range spectrum for helicity given by Eq. (C57) was first
suggested by Brissaud et al. (1973) in the case that both helicity and energy exhibit the inter-scale energy
transfer. This spectrum had been confirmed in many works [André & Lesieur (1977); Borue & Orszag
(1997); Koprov et al. (2005); Baerenzung et al. (2008); Deusebio & Lindborg (2014)]. Note that the
energy spectrum proportional to k−5/3 was not reproduced by the DIA [Kraichnan (1959)]. Moreover,
the response function equation in a steady state with the inertial range spectrum exhibits the infra-
red divergence [Leslie (1971); Yoshizawa (1998)]. These shortfalls were overcome by introducing the
Lagrangian picture [Kraichnan (1965); Kaneda (1981)]. Recently, the closure theory for inhomogeneous
turbulence combining the two-scale method and the Lagrangian picture was developed [Ariki (2014, 2018)].
In the Eulerian framework, the inertial range spectrum can be justified with the aid of the modified DIA
with the low-wavenumber cutoff [Yoshizawa (1978)]. In this method, the constraint for the constants is
given as follows:

Cω

[CK/(4π)]2
= 30.1,

C2
ω

CK/(4π)
= 1.49, (C59)

which lead to

Cω = 0.420, CK = 1.48. (C60)

The value of CK is reasonable in comparison to the estimation by Sreenivasan (1995), which gave CK =
1.62±0.17, or the high-resolution DNS, which gave CK = 1.8±0.1 [Ishihara et al. (2016)]. For CH , Borue
& Orszag (1997) estimates CH = 1 for the numerical simulation using the hyperviscosity, while André &
Lesieur (1977) estimates CH = 2.23 using the EDQNM closure model. Hence, the basic field turbulent
energy and helicity are calculated as follows:

KB =

∫ ∞

0
dk EB(k,X; τ, τ, T ) =

3

2
CKε

2/3(kC)−2/3, (C61)

HB =

∫ ∞

0
dk EHB(k,X; τ, τ, T ) =

3

2
CHε

−1/3εH(kHC)−2/3. (C62)
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The eddy viscosity νT given by Eq. (C51) is calculated as follows:

νT =
7

15

∫ ∞

0
dk

∫ τ

−∞
dτ ′ exp

[
−2Cωε

1/3k2/3(τ − τ ′)
]
Θ(τ − τ ′)CKε

2/3k−5/3Θ(k − kC)

=
7

15

∫ ∞

0
dk

1

2Cω
ε−1/3k−2/3CKε

2/3k−5/3Θ(k − kC)

=
7

30Cω
ε−1/3

∫ ∞

0
dk CKε

2/3k−7/3Θ(k − kC)

=
7

30Cω
ε−1/3 3

4
CKε

2/3(kC)−4/3

=
7

60Cω
ε−1/3(kC)−2/3KB (C63)

Ii{2, EHB(k,X; τ, τ ′, T )} is calculated as

Ii{2, EHB(k,X; τ, τ ′, T )}

=
∂

∂Xi

[∫ ∞

0
dk k−2

∫ τ

−∞
dτ ′ exp

[
−2Cωε

1/3k2/3(τ − τ ′)
]
Θ(τ − τ ′)CHε

−1/3εHk−11/3Θ(k − kHC)

]
2eΩi

=
∂

∂Xi

[∫ ∞

0
dk k−2 1

2Cω
ε−1/3k−2/3CHε

−1/3εHk−5/3Θ(k − kHC)

]
2eΩi

=
∂

∂Xi

[
1

2Cω
ε−1/3

∫ ∞

0
dk CHε

−1/3εHk−13/3Θ(k − kHC)

]
2eΩi

=
∂

∂Xi

[
1

2Cω
ε−1/3 3

10
CHε

−1/3εH(kHC)−10/3

]
2eΩi

=
1

10Cω
ε−1/3(kHC)−8/3∂H

B

∂Xi
2eΩi . (C64)

Here, we neglect X derivatives of ε and kHC for simplicity. Thus, Γij given by Eq. (C52) reads

Γij =
1

300Cω
ε−1/3(kHC)−8/3

[
∂HB

∂Xj
2eΩi +

∂HB

∂Xi
2eΩj

]
D

. (C65)

Similarly, the second term on the right-hand side of Eq. (C55) reads

∂

∂Xi

[∫ ∞

0
dk

∫ τ

−∞
dτ ′G̃(k,X; τ, τ ′, T )EB(k,X; τ, τ ′, T )

]
2eΩi =

1

4Cω
ε−1/3(kC)−2/3∂K

B

∂Xi
2eΩi . (C66)

We express KB and HB in Eqs. (C54) and (C55) in terms of K and H as follows:

KB = K − 1

3
δ|ΩF| 1

10Cω
ε−1/3(kHC)−8/3∂H

B

∂Xi
2eΩi + · · · , (C67)

HB = H − 4

3
δ|ΩF| 1

4Cω
ε−1/3(kC)−2/3∂K

B

∂Xi
2eΩi + · · · . (C68)
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Here, we give an evaluation for the dissipation rate of the turbulent helicity εH using K, ε, and H as
[Yokoi & Yoshizawa (1993)]

εH = CεH
ε

K
H. (C69)

The estimation of Eq. (C69) was confirmed to be reasonable at the logarithmic region in a turbulent
Ekman boundary layer [Deusebio & Lindborg (2014)]. Substituting Eqs. (C61), (C62), and (C69) into
(C67) and (C68), we have

(kC)−2/3 =
2

3CK
ε−2/3K −O(δ|ΩF|) + · · · , (C70)

(kHC)−2/3 =
2

3CHCεH
ε−2/3K −O(δ|ΩF|) + · · · . (C71)

Substituting Eqs. (C63), (C65), (C67), (C68), (C70), and (C71) into Eq. (C50), the Reynolds stress reads

Rij =
2

3
Kδij −

7

90CωCK

K2

ε
δ

(
∂Ui

∂Xj
+
∂Uj

∂Xi

)
+

4

6075CωC4
HC

4
εH

K4

ε3
δ|ΩF|

[
∂H

∂Xj
2eΩi +

∂H

∂Xi
2eΩj

]
D

+O(δ2|ΩF|) +O(δ2|ΩF|2) + · · · . (C72)

This manipulation corresponds to the renormalized approximation discussed in the Sec. C.3. When we
take the replacement of X 7→ δx and |ΩF|2eΩ 7→ ΩA(= Ω + 2ΩF), the Reynolds stress up to O(δ|ΩF|)
results in

Rij =
2

3
Kδij − 2νTSij + ηT

[
∂H

∂xj
ΩA
i +

∂H

∂xi
ΩA
j

]
D

, (C73)

where

νT =
7

90CωCK

K2

ε
, ηT =

4

6075CωC4
HC

4
εH

K4

ε3
. (C74)

D Properties of inertial wave

Inertial wave is governed by the linearized Navier–Stokes equation in a rotating system:

∂ui
∂t

= − ∂p

∂xi
+ 2ϵijℓujΩ

F
ℓ . (D1)

Here, the incompressible condition is also satisfied, ∂ui/∂xi = 0, and the viscous and forcing terms are
neglected. Taking the curl of each term in Eq. (D1), the equation for the vorticity reads

∂ωi

∂t
= 2ΩF

j

∂ui
∂xj

. (D2)
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Taking the curl again and time derivative of each term in Eq. (D2), we have [Davidson (2004)]

∂2

∂t2
∇2ui =

(
2ΩF

j

∂

∂xj

)2

ui. (D3)

This is the wave equation for the inertial wave. Here, we consider the wave solution u = ũei(k·x−ϖt) and
substitute this into Eq. (D3). Then, the frequency ϖ and the group velocity Cg are derived as

ϖ = ±2ΩF
i ki
k

, Cg
i = ±1

k
Mij(k)2Ω

F
j , (D4)

where Mij(k) is already defined in Eq. (2.38). Substituting the wave solution and the frequency ϖ into
Eq. (D2), we have

ω̃i = ∓kũi. (D5)

Hence, the vorticity and the velocity are always aligned for the inertial waves [Moffatt (1970)]. In other
words, inertial wave has helical structure where the helicity is given by

ũiω̃
∗
i = ∓k|ũi|2. (D6)

This result indicates that the progressive wave ϖ > 0 has negative helicity, while the backward wave has
positive helicity, where we assume ΩF

i ki > 0. Schematic diagram for a progressive wave with negative
helicity is shown in Fig. D1.

Figure D1: Schematic diagram for inertial wave propagation. Here, the rotation axis is set in the z
direction, the wavenumber is given as k = (kx, 0, kz), and kx, kz, ϖ > 0 is assumed.

When the wavenumber is almost parallel to the rotation axis, k ≃ k∥, the group velocity reads

Cg
i ≃ ± 2

k∥

(
ΩF
i − ΩFk∥i

k∥

)
≃ 0. (D7)
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On the other hand, when the wavenumber is almost perpendicular to the rotation axis, k ≃ k⊥, the group
velocity reads

Cg
i ≃ ± 2

k⊥
ΩF
i . (D8)

Hence, k ≃ k⊥ mode waves have faster the group velocity than k ≃ k∥ modes. Moreover, the direction
of the fast group velocity given by Eq. (D8) is parallel to the rotation axis. Note that the sign of the
group velocity of inertial waves is also related to the sign of helicity. Namely, the wave packets with
negative helicity propagate upward in the direction of the rotation axis, while the wave packets with
positive helicity propagate downward.

E Concept of large eddy simulation

In the large eddy simulation (LES), filter average is applied to governing equations. Eddies larger than
the filter scale (grid scale, GS) are directly solved, while eddies smaller than the filter scale (subgrid scale,
SGS) are modeled. Filtered quantity q is defined by using the filter function G(x,x′) as

q(x) =

∫
dx′ G(x,x′)q(x′). (E1)

The filter function is decomposed into each direction as G(x,x′) = G(x, x′)G(y, y′)G(z, z′). Here, the
top-hat filter,

G(xi, x
′
i) =


1

∆i

for − ∆i

2
≤ xi − x′i ≤

∆i

2
,

0 for xi − x′i ≤ −∆i

2
, xi − x′i ≥

∆i

2
,

(E2)

or the Gaussian filter,

G(xi, x
′
i) =

(
6

π∆i

)1/2

exp

[
−(xi − x′i)

2

∆
2
i /6

]
, (E3)

is often used where ∆i denotes the filter width for i-th direction. In the above filters, the filter function
can be written as G(x,x′) = G(x − x′). When ∆i is constant in space, filtering operation and spatial
derivative are commutative; namely,

∂q

∂xi
=

∫
dx′G(x− x′)

∂q(x′)

∂x′i
= −

∫
dx′∂G(x− x′)

∂x′i
q(x′) =

∫
dx′∂G(x− x′)

∂xi
q(x′) =

∂q

∂xi
. (E4)

Hence, the filtered governing equation reads

∂ui
∂xi

= 0, (E5)

∂ui
∂t

= − ∂

∂xj
(uiuj + τ sgsij )− ∂p

∂xi
+

∂

∂xj
(2νsij) + 2ϵijℓujΩ

F
ℓ + f i, (E6)
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where τ sgsij (= uiuj − uiuj) denotes the SGS stress.
A standard model for the SGS stress is the eddy-viscosity model:

τ sgsij =
2

3
ksgsδij − 2νsgssij , (E7)

where ksgs[= (uiui − uiui)/2] denotes the SGS energy and νsgs denotes the SGS viscosity. The transport
equations for the GS energy uiui/2 and the SGS energy ksgs are written as

∂

∂t

(
1

2
uiui

)
= −2νsgssijsij + · · · (E8)

∂ksgs

∂t
= 2νsgssijsij − 2ν (sijsij − sijsij) + · · · , (E9)

where only the leading terms are written. Hence, 2νsgssijsij represents the energy cascade rate from the
GS to the SGS across the filter scale. Note that ksgs is incorporated into p in Eq. (E6) and p+ 2ksgs/3 is
often treated as the GS pressure.

For the model for the SGS viscosity νsgs, the Smagorinsky model [Smagorinsky (1963)] given by
Eq. (3.3) is the most popular and frequently used. The Smagorinsky model is derived as follows. When
the filter wavenumber 1/∆ is set in the inertial range, the energy cascade rate across this wavenumber
can be assumed to be equal to the energy dissipation there, so that the first and second terms on the
right-hand side of Eq. (E9) are balanced as

2νsgssijsij = 2ν (sijsij − sijsij) = εsgs. (E10)

This process is schematically shown in Fig. E1. Note that εsgs is different from the statistically averaged
SGS dissipation rate εSGS(= 2⟨νsgssijsij⟩); namely, εsgs ̸= εSGS. According to Kolmogorov (1941), νsgs

can be described in terms of the filter width ∆ and the dissipation rate εsgs when the filter wavenumber
1/∆ is set in the inertial range. Hence, we have

νsgs = (CS∆)4/3(εsgs)1/3, (E11)

where CS is the Smagorinsky constant. Substituting Eq. (E11) into Eq. (E10), we have

2νsgssijsij = (νsgs)3(CS∆)−4

⇔ νsgs = (CS∆)2
√
2sijsij . (E12)

This is nothing but the Smagorinsky model given by Eq. (3.3). For the value of the Smagorinsky constant
CS , it is not universal but the following value is adopted for typical turbulent flows [Yoshizawa (1998);
Kida & Yanase (1999)]:

CS ≃


0.2 for homogeneous isotropic turbulence,

0.15 for turbulence mixing-layer,

0.1 for turbulence channel flow.

(E13)
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Figure E1: Schematic diagram for the energy cascade from the GS to the SGS across the filter scale.
Here, E(k) denotes the energy spectrum and k denotes the wavenumber.

F Calculation for the pressure diffusion and pressure–strain correla-
tion by means of the TSDIA

In the TSDIA given in Appendix C in detail, each order pressure and velocity fluctuations are given in
Eqs. (C6), (C12), (C14), (C16), and (C23)–(C26). The pressure diffusion and pressure–strain correlation
terms in the Reynolds stress transport equation are expanded up to O(δ|ΩF|) as

Πij = δ

{
∂

∂Xj

[⟨
u
(00)
i p(00)

⟩
+ |ΩF|

(⟨
u
(01)
i p(00)

⟩
+
⟨
u
(00)
i p(01)

⟩)]}
+ (i↔ j), (F1)

Φij = 2
⟨
p(00)s

ξ(00)
ij

⟩
+ 2δ

[⟨
p(10)s

ξ(00)
ij

⟩
+
⟨
p(00)s

ξ(10)
ij

⟩
+
⟨
p(00)s

X(00)
ij

⟩]
+ 2|ΩF|

[⟨
p(01)s

ξ(00)
ij

⟩
+
⟨
p(01)s

ξ(01)
ij

⟩]
+ 2δ|ΩF|

[⟨
p(11)s

ξ(00)
ij

⟩
+
⟨
p(10)s

ξ(01)
ij

⟩
+
⟨
p(01)s

ξ(10)
ij

⟩
+
⟨
p(01)s

X(00)
ij

⟩
+
⟨
p(00)s

ξ(11)
ij

⟩
+
⟨
p(00)s

X(01)
ij

⟩]
, (F2)

where

s
ξ(nm)
ij =

1

2

(
∂u

(nm)
i

∂ξj
+
∂u

(nm)
j

∂ξi

)
, s

X(nm)
ij =

1

2

(
∂u

(nm)
i

∂Xj
+
∂u

(nm)
j

∂Xi

)
. (F3)
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For simplicity, we pick up linear terms in ∂Ui/∂Xj or eΩ, and O(|u(00)|3) terms are neglected. Then, the
right-hand side of Eqs. (F1) and (F2) are calculated as

Πij =
1

3
δ|ΩF|

[
∂

∂Xj

(∫ ∞

0
dk k−2EHB(k,X; τ, τ, T )2eΩi

)
+ (i↔ j)

]
+O(|u(00)|3) + · · · , (F4)

Φij =
2

5
KBδ

(
∂Ui

∂Xj
+
∂Uj

∂Xi

)
− 3

10
δ|ΩF|

[
∂

∂Xj

(∫ ∞

0
dk k−2EHB(k,X; τ, τ, T )2eΩi

)
+ (i↔ j)

]
D

+O(|u(00)|3) + · · · . (F5)

It should be noted that the coefficient of helicity related term in the pressure diffusion given by Eq. (F4)
is slightly larger than that in the pressure–strain correlation given by Eq. (F5); namely 1/3 > 3/10. With
the aid of the simplification of the helicity spectrum for the basic field given by Eq. (C57), we have∫ ∞

0
dk k−2EHB(k,X; τ, τ, T ) =

3

8
CHε

−1/3εH(kHC)−8/3. (F6)

Substituting Eqs. (C69) and (C71) into Eq. (F6), we have∫ ∞

0
dk k−2EHB(k,X; τ, τ, T ) =

1

4

(
2

3CHCεH

)3 K3

ε2
H −O(δ|ΩF|). (F7)

Substituting Eqs. (C67) and (F7) into Eqs. (F4) and (F5), and taking the replacement of X 7→ δx and
|ΩF|2eΩ 7→ ΩA, the model expression for the pressure diffusion and pressure–strain correlation up to
O(δ|ΩF|) and O(|u(00)|2) read

Πij = CPDH

[
∂

∂xj

(
K3

ε2
ΩA
i

)
+

∂

∂xi

(
K3

ε2
ΩA
j

)]
(F8)

Φij = CR1KSij − CPSH

[
∂

∂xj

(
K3

ε2
ΩA
i

)
+

∂

∂xi

(
K3

ε2
ΩA
j

)]
D

, (F9)

where CR1 = 4/5 and

CPDH =
1

12

(
2

3CHCεH

)3

, CPSH =
3

40

(
2

3CHCεH

)3

. (F10)

The first term on the right-hand side of Eq. (F9) corresponds to the second term on the right-hand side
of Eq. (2.51) which is proposed by Launder et al. (1975). Note that the calculation result of the TSDIA
predicts CPDH > CPSH , as previously noted in connection to Eqs. (F4) and (F5).

G Details for homogeneous isotropic turbulence used in the initial
condition

In order to make the initial condition for the simulation of decaying inhomogeneous turbulence shown
in Chap. 4, we perform a pre-computation of decaying homogeneous isotropic turbulence. The external
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forcing is not used in this simulation. The box size is Lx×Ly ×Lz = 2π× 2π× 2π and the number of the
grid point is Nx×Ny ×Nz = 512×512×512. For the space discretization, the pseudo-spectral method is
used and the aliasing error is eliminated by using the phase shift method [Orszag (1969); Kida & Yanase
(1999)]. For time integration, the third-order Runge–Kutta scheme is adopted for nonlinear and viscous
terms. The time step is set to ∆t = 10−3. The initial velocity field is generated by random variable. The
initial energy spectrum is given by E(k) ∝ k4 exp[−2(k/kp)2] where kp = 6, while the helicity spectrum
is not given. The initial value of the turbulent energy is set to K = 2. The kinematic viscosity is set to
ν = 10−3.

Figure G1 shows the time evolution of the turbulent energy K and its dissipation rate ε. Here and
hereafter, the volume average is adopted for the statistical average. The turbulent energy just decays
as the time goes by, while the dissipation rate first increases and starts decaying at t = 0.8. Note that
kmaxη ≥ 1 at any time in this simulation where kmax =

√
2 × 512/3 and η[= (ν3/ε)1/4] denotes the

Kolmogorov length scale which characterizes the smallest scale of turbulence; namely, the resolution of
this simulation is sufficient in predicting low-order moments [Watanabe & Gotoh (2007)]. We use the
velocity field at t = 1.12 for making the initial condition for the simulation of decaying inhomogeneous
turbulence, which is denoted as uhit in Sec. 4.2.1. The integral length scale Lint at that time is Lint = 0.516
where

Lint =
3π

4K

∫ ∞

0
dk k−1E(k). (G1)

The Reynolds number based on the Taylor microscale Reλ(= urmsλ/ν) is Reλ = 49.7 where urms = 2K/3
and λ =

√
15νurms/ε. Figure G2(a) shows the time evolution of the energy spectrum. It is confirmed

that the energy spectrum starts self-similarly decaying at t = 1.12. This fact indicates that the turbulence
is fully developed at this time. Figure G2(b) shows the comparison of the energy spectrum between the
present simulation and the result performed by Hamba (2015). Here, the wavenumber and the spectrum
are normalized by the Kolmogorov scale η and the dissipation rate ε. The spectra are similar to each
other. At kη = 0.5, the energy spectrum given by the present simulation has slightly larger value than
the result of Hamba (2015). This difference is considered to be caused by the difference of the value of
kp; namely, kp = 6 in the present simulation, while kp = 3.5 in Hamba (2015).
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Figure G1: Time evolution of (a) the turbulent energy and (b) the turbulent energy dissipation rate.
The cross symbol denotes the point which is used for making the initial condition for the simulation of
decaying inhomogeneous turbulence.
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