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Abstract

Adiabatic control of given systems is often utilized in a wide range of operation processes. It is known
that such control can be robust with respect to various noises and errors. However, adiabatic control
requires a long operation time and it often suffers from decoherence. Recently much attention has been
paid to shortcuts to adiabaticity, which enable us to speedup adiabatic time evolution with keeping
some robustness. In this thesis, we study application of shortcuts to adiabaticity to many-body systems.
In particular, we consider two many-body systems, i.e., classical spin systems and bosonic Josephson
junctions.

For generic classical spin systems, we show that shortcuts can be constructed without knowing their
details. This is a significant feature of our method because knowledge of equal energy surfaces in phase
space is usually required in shortcuts to adiabaticity for classical systems, which makes difficult to
construct shortcuts in generic, or even specific, classical many-body systems. Counter-diabatic terms of
generic classical spin systems are given by additional time-dependent external fields whose amplitude
and directions are determined by their Hamiltonians. Our method can also be used as a method to
systematically construct classical-approximate counter-diabatic terms for quantum spin systems and it
could work well in semi-classical regimes. This feature is also significant because knowledge of energy
eigenstates is usually required in shortcuts to adiabaticity for quantum systems and thus it is non-trivial
to construct even approximate shortcuts. We demonstrate our method in a simple model and show fast
stationary state tracking and influence of first order transitions and criticality. We also consider to apply
our method to a classical model of quantum annealing.

On the other hand, for bosonic Josephson junctions, we propose an approximate shortcut. We adopt
the Holstein-Primakoff transformation with 1/N expansion and the harmonic approximation. We con-
struct counter-diabatic terms for bosonic Josephson junctions by using the counter-diabatic terms for a
harmonic oscillator. The form of our approximate counter-diabatic terms is nothing but the two-axis
counter-twisting Hamiltonian. We apply our approximate counter-diabatic terms to create a cat state in
a bosonic Josephson junction. We show that some of diabatic changes during a generation process are
suppressed and a cat state can be generated in a bosonic Josephson junction within a short time.
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Chapter 1

Introduction

In this chapter, we introduce shortcuts to adiabaticity and associated concepts. First we
review a current situation of quantum science and technologies and context of shortcuts to
adiabaticity in Sec. 1.1. The scope and the structure of this thesis are also summarized.
In Sec. 1.2, we introduce the concept of adiabaticity. We discuss counter-diabatic driving
and Lewis-Riesenfeld invariant-based inverse engineering, which are representative methods of
shortcuts to adiabaticity, in Sec. 1.3. Simple examples of shortcuts to adiabaticity, which are
relevant to the present thesis, are demonstrated in Sec. 1.4.

1.1 Overview

1.1.1 Quantum science and technologies

Recently, much attention has been paid to quantum science and technologies stimulated by development
of experimental techniques in these decades [1,2]. This movement toward developing quantum technolo-
gies has spread over from academias to industry and government. Their interest is not only in quantum
computation but also in quantum simulation, quantum sensing and metrology, and other technologies
benefiting by quantumness [1]. However, current status of quantum science and technologies is not close
to the ideal, i.e., there are a lot of obstacles to benefit by quantumness. Therefore, our near term goal is
to show evidence for advantage of quantumness by using noisy intermediate-scale quantum devices [2].
It is also important to clarify what we can do by using classical devices.

One of the most prominent commercial quantum technologies would be quantum annealers first devel-
oped by D-Wave Systems [3,4], which is one of the quantum simulators emulating quantum annealing [5].
They can be used to heuristically solve combinatorial optimization problems, which often appear when
we consider practical social problems, and thus they fascinate a wide range of communities. Indeed,
quantum annealers have already been applied to solve social problems, for example, job-shop schedul-
ing [6], traffic flow optimization [7], air traffic control [8], and so on. However, it should be noted that
it has been still unclear if quantum annealers really utilize quantumness effectively. It is also of great
interest to utilize them as programmable quantum simulators for condensed matter physics [9,10]. In this
direction, it might be possible to show advantage of quantumness with respect to classical technologies.

Another upcoming quantum technology would be quantum sensing and metrology [11–13]. Recent
significant manufacturing technique enables us to design even atomic-scale devices. Such high precision
manufacturing requires significantly accurate sensors. In quantum sensing and metrology, we seek for
quantum-enhanced sensors overwhelming classical sensors. The limitation of accuracy to estimate un-
known parameters by using classical sensors is known as the standard quantum limit, and thus quantum-
enhanced sensors should overcome this limit [14–16]. Such high performance sensors can be realized in
highly entangled probe states.

Among these quantum science and technologies, adiabaticity in quantum mechanics plays an important
role. In particular, the theory of quantum annealing is mainly based on the adiabatic theorem [17], which
ensures that a system remains to be adiabatic when parameters of the system vary slowly enough. Not

1



only that, but also adiabatic control of quantum states has a lot of benefits in other quantum science and
technologies. In adiabatic control of quantum states, systems are confined around classical fixed points,
which can be understood as bottoms of potential energy. Such control can lead to precise tailoring of
quantum states in desired ways and also can be robust with respect to various errors. However, in
contrast to stability against errors, adiabatic control often suffers from decoherence. This is because
adiabatic control requires a long time in order to achieve target processing. As mentioned in the next
section, shortcuts to adaibaticity [18] could be one of the candidates to overcome this drawback.

1.1.2 Shortcuts to adiabaticity

Shortcuts to adiabaticity offer strategies to speedup adiabatic time evolution, and thus those enable us
to overcome a drawback of adiabatic control. Counter-diabatic driving, which is one of the methods
of shortcuts to adiabaticity, was independently developed by Demirplak and Rice in 2003 [19, 20] and
by Berry in 2009 [21]. In counter-diabatic driving, additional terms in Hamiltonians called counter-
diabatic terms cancel diabatic transitions out, and thus systems behave as adiabatic, while they are
actually non-adiabatic. In order to construct counter-diabatic terms, knowledge of energy spectra is
usually required, and thus counter-diabatic driving was first applied to simple systems [18], for example,
two- and three-level systems [19–22] and harmonic oscillators [23]. One of the breakthroughs in counter-
diabatic driving was an extension to many-body systems. In particular, the counter-diabatic terms for
quasi-free fermion systems, which include a wide range of quantum many-body systems, were found
by del Campo et al. in 2012 [24]. Not only that but also effectiveness of truncating counter-diabatic
terms, i.e., that of approximations in counter-diabatic terms, was shown. A systematic construction of
approximate counter-diabatic terms for many-body systems without knowing their energy spectra was
proposed by Sels and Polkovnikov in 2017 [25]. Counter-diabatic driving in classical systems and their
relation to quantum cases are also of great interest. In scale-invariant systems, counter-diabatic terms for
both classical and quantum cases can be obtained within an unified framework [26–28]. It is also possible
to construct counter-diabatic terms for quantum many-body systems by using the knowledge of classical
non-linear integrable systems [29]. Recently, counter-diabatic driving was extended to classical many-
body spin systems by the present author Hatomura and Mori in 2018 [30], which can be also understood
as the consequence of the mean-field approximation in quantum many-body spin systems, whereas the
counter-diabatic terms are exact for classical many-body spin systems. It should be noted that the
essence of the theoretical framework of counter-diabatic driving can be found in past literatures [31–33].
In particular, quantal and classical parallel transport discussed by Jarzynski in 1995 [31] actually produce
adiabatic time evolution although their constructions are non-trivial. In other words, counter-diabatic
driving is nothing but a systematic construction of Hamiltonians that generate quantal and classical
parallel transport.

There are other approaches in shortcuts to adiabaticity. Another representative method is Lewis-
Riesenfeld invariant-based inverse engineering developed by Chen et al. in 2010 [34], in which the Lewis-
Riesenfeld theory of quantum mechanics plays an important role [35]. In Lewis-Riesenfeld invariant-based
inverse engineering, populations in the eigenvectors of the Lewis-Riesenfeld invariants are conserved dur-
ing time evolution, whereas populations in the eigenstates of the reference Hamiltonians are always
conserved in counter-diabatic driving. We inversely design Hamiltonians in order to obtain desired
results at the end. In other words, duration of time evolution in Lewis-Riesenfeld invariant-based in-
verse engineering is not identical to adiabatic time evolution, but the final result is identical to that
of adiabatic time evolution. Nevertheless duration of time evolution and constructions are completely
different, similarities (and also differences) between Lewis-Riesenfeld invariant-based inverse engineering
and counter-diabatic driving have been pointed out [36].

Here we briefly review other approaches in shortcuts to adiabaticity, which are not discussed in this
thesis. Fast forward scaling developed by Masuda and Nakamura in 2008 [37] is a method to acceler-
ate any time evolution including adiabatic time evolution [38–40]. Fast forward scaling is realized by
adding fast forward potentials, which are constructed by rescaling wave functions. Quantum adiabatic
brachistochrone developed by Rezakhani et al. in 2009 [41, 42], which is an adiabatic version of a time
optimizing brachistochrone approach [43, 44], is a method to suppress unwanted non-adiabatic transi-
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tions. Such suppression is realized by optimizing a conditional expression of the adiabatic condition.
Conventional optimal control theory [45] could also be viewed as a method of shortcuts to adiabaticity.

It is of great interest to apply these methods to quantum science and technologies. Indeed, a lot of
such applications have been proposed and reported in this decade. A simple example would be to control
internal states of small systems [46–53], which for example enables us to quickly and precisely manipulate
each qubit [53]. Decompress (compress) of potentials trapping atoms without excitations would be also a
simple and nice example [34,54–64]. This application enables us to cool down (heat up) atomic systems
without changing populations, and thus we could apply it to quantum heat engines [65–70]. Indeed,
a large number of works on quantum heat engines associated with shortcuts to adiabaticity have been
reported [55,71–73]. Transport of trapped atomic gases with keeping populations was also considered [74–
78], which could be used in order to connect two different processes. Another interesting example
is fast wave-packet splitting without excitations [62, 79] because it could be applied to entanglement
generation. Indeed, beyond the mean-field description, generation of entanglement via wave-packet
splitting was proposed [80–82]. One would expect if shortcuts to adiabaticity can be applied to adiabatic
quantum computation or quantum annealing. Indeed, some challenges have been done both in adiabatic
quantum computation and quantum annealing. For adiabatic quantum computation, acceleration of
some algorithms were proposed [83,84]. In addition, fast implementation of gate operations and primitive
quantum information processing were proposed [85–88]. For quantum annealing, some proposals have
also been presented [30,89–91].

Besides a number of works enumerated above, there are still a lot of follow-up concerning applications,
fundamental frameworks, and methods combining some approaches [92–108].

1.1.3 Scope of this thesis

In this thesis, we study acceleration of adiabatic time evolution of many-body systems by using shortcuts
to adiabaticity. In particular, we focus on two many-body systems, i.e., classical spin systems and bosonic
Josephson junctions. In the former case, we show that the exact counter-diabatic terms for arbitrary
classical spin systems, which enable us to track instantaneous stationary states within an arbitrary time,
can be easily constructed without knowing tracked stationary states. We point out that this method can
also be applied to solve combinatorial optimization problems by considering a classical model of quantum
annealing. In the latter case, we show a construction of approximate counter-diabatic terms for bosonic
Josephson junctions. We demonstrate that this approximate method can successfully suppress some of
diabatic transitions to highly excited states and it can be used to generate macroscopically entangled
states.

Structure of this thesis
In the rest of the present chapter, in Chapter 1, we introduce the concept of adiabaticity and two
representative methods of shortcuts to adiabaticity, i.e., counter-diabatic driving and Lewis-Riesenfeld
invariant-based inverse engineering. We also show some basic examples of shortcuts to adiabaticity,
which are relevant to the present thesis.

Chapter 2 is devoted to a review of quantum annealing, which is one of the applications based on
adiabatic time evolution. After introducing the theory of quantum annealing, we discuss classical algo-
rithms, which enable us to implement quantum annealing by using classical computers. We also discuss
the previous work concerning shortcuts to adiabaticity for quantum annealing.

In Chapter 3, based on the papers by the present author [30,109], we discuss shortcuts to adiabaticity
for classical spin systems. We introduce classical spin dynamics and the concept of stationary states
and criticality. We construct counter-diabatic terms for classical spin systems and explain how to track
stationary states without knowing them. We demonstrate our method in a simple model and apply it to
a classical model of quantum annealing.

In Chapter 4, we introduce the concept of macroscopic entanglement. We discuss macroscopic entan-
glement in collective spin systems, and as an example of collective spin systems, we introduce bosonic
Josephson junctions. We mention how to generate a macroscopically entangled state in bosonic Joseph-
son junctions. We also introduce counter-diabatic terms for bosonic Josephson junctions developed in
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the previous work.
In Chapter 5, based on the papers by the present author [82,109], we discuss shortcuts to adiabaticity

for bosonic Josephson junctions. In order to cross the critical point, we consider finite-size corrections
in counter-diabatic terms. We discuss acceleration of adiabatic generation of macroscopic entanglement
in bosonic Josephson junctions.

In Chapter 6, we summarize this thesis and discuss perspectives.
Here we show the flowchart of this thesis in Fig. 1.1. Each solid arrow represents a flow of discussion

and the dashed arrow indicates inessential relationship.

Chapter 1
Shortcuts to adiabaticity

(STA)

Chapter 2
Quantum annealing

(QA)

Chapter 4
Bosonic Josephson junctions

(BJJ)

Chapter 3
STA for classical spins
Classical QA via STA

Chapter 5
STA for BJJ

Cat in BJJ via STA

Chapter 6
Summary
Discussion

Perspectives

Figure1.1 Flowchart of this thesis.

1.2 Adiabaticity

1.2.1 Adiabatic time evolution

In this section, we introduce basic concepts of adiabaticity in quantum mechanics. In particular, we
introduce the dynamical transformation, which corresponds to usual unitary time evolution, and the
adiabatic transformation, which corresponds to adiabatic time evolution. We mention that these two
transformations are bridged by the adiabatic theorem and the adiabatic condition.

We consider a state |ψ(t)⟩ under a time-dependent Hamiltonian Ĥ(λ; t). Here, λ(t) = (λ1, λ2, · · · ; t)

specifies a point in parameter space at time t and the Hamiltonian Ĥ(λ; t) depends on time through the
parameter λ(t). Time evolution of this system is governed by the Schrödinger equation

ih̄
∂

∂t
|ψ(t)⟩ = Ĥ(λ; t)|ψ(t)⟩. (1.1)

We introduce a time evolution operator

ÛD(t) = T exp

[
− i

h̄

∫ t

0

dt′Ĥ(λ; t′)

]
, (1.2)
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which generates the Schrödinger dynamics

|ψ(t)⟩ = ÛD(t)|ψ(0)⟩. (1.3)

We call this time evolution operator ÛD(t) the dynamical transformation.
Next, we consider the spectrum decomposition of the Hamiltonian

Ĥ(λ; t) =
∑
n

En(λ; t)P̂n(λ; t), (1.4)

where En(λ; t) is the nth energy eigenvalue and P̂n(λ; t) is the projection operator onto the associated

energy eigenspace. Here, P̂n(λ; t) satisfies the complete orthonormal condition

P̂n(λ; t)P̂m(λ; t) = δnmP̂n(λ; t),
∑
n

P̂n(λ; t) = 1̂. (1.5)

We introduce a time evolution operator ÛA(t) that isometrically transforms the projection operators

P̂n(λ; t) = ÛA(t)P̂n(λ; 0)Û†
A(t). (1.6)

Time evolution operator ÛA(t) generates adiabatic time evolution

|ψad(t)⟩ = ÛA(t)|ψ(0)⟩, (1.7)

which conserves the probability distribution of the energy eigenstates

⟨ψad(t)|P̂n(λ; t)|ψad(t)⟩ = ⟨ψ(0)|P̂n(λ; 0)|ψ(0)⟩, (1.8)

and thus we call this time evolution operator ÛA(t) the adiabatic transformation (see Appendix A.1 for
details).

The adiabatic theorem [17] implies that the dynamical transformation ÛD(t) and the adiabatic transfor-

mation ÛA(t) coincide when change of the Hamiltonian in time, ||(d/dt)Ĥ(λ; t)|| = ||(dλ/dt) ·∂λĤ(λ; t)||,
is sufficiently small. Indeed, we can show the relation

|ψ(t)⟩ − |ψad(t)⟩ = [ÛD(t) − ÛA(t)]|ψ(0)⟩ = O(dλ/dt), (1.9)

and thus they coincide except for phase factors when |dλ/dt| ≪ 1 (see Appendix A.2 for a proof). We can
regard the dynamical transformation as the adiabatic transformation if the following adiabatic condition

h̄

∣∣∣∣dλdt · ⟨n(λ; t)|∂λm(λ; t)⟩
Em(λ; t) − En(λ; t)

∣∣∣∣≪ 1, (1.10)

or equivalently,

h̄

∣∣∣∣∣dλdt · ⟨n(λ; t)|(∂λĤ(λ; t))|m(λ; t)⟩
(Em(λ; t) − En(λ; t))2

∣∣∣∣∣≪ 1, (1.11)

holds [110] (see Appendix A.3 for details).

1.2.2 Geometric phases accompanying adiabatic time evolution

In Sec. 1.2.1, we introduced adiabatic time evolution, but it still leaves room for discussion about a
phase factor during adiabatic time evolution. Here we introduce the Berry phase that accompanies
adiabatic time evolution [111, 112]. First, we assume that a time-dependent Hamiltonian Ĥ(λ; t) has

no degeneracy during time evolution, but later we will extend to a time-dependent Hamiltonian Ĥ(λ; t)
that has degeneracies but no level crossing [113].
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Suppose that the initial state is given by the nth energy eigenstate |n(λ; t)⟩ of a Hamiltonian Ĥ(λ; t)
at time t = 0. If the Hamiltonian varies slowly in time and the adiabatic condition is satisfied, the
adiabatic theorem implies that the state is proportional to |n(λ; t)⟩ at time t. We assume that the state
at time t is given by

|ψ(t)⟩ = exp

[
− i

h̄

∫ t

0

dt′En(λ; t′)

]
exp[iγn(t)]|n(λ; t)⟩, (1.12)

where the first phase factor is the dynamical phase, which can be intuitively understood from the
Schrödinger equation, and the second phase factor γn(t) is an additional phase factor, which we will
discuss in this section. Time evolution of the state is governed by the Schrödinger equation, and thus
γn(t) should satisfy the following differential equation

dγn
dt

= i
dλ

dt
· ⟨n(λ; t)|∂λn(λ; t)⟩, (1.13)

i.e., γn(t) is given by

γn(t) = i

∫
C
⟨n(λ; t)|∂λn(λ; t)⟩ · dλ, (1.14)

where C is a path in parameter space. Note that this phase factor does not make sense unless a given
path C is a closed loop. This is because gauge transformation

|n(λ; t)⟩ → exp[iµn(λ; t)]|n(λ; t)⟩, (1.15)

leads the integrand of Eq. (1.14) to

⟨n(λ; t)|∂λn(λ; t)⟩ → ⟨n(λ; t)|∂λn(λ; t)⟩ + i
∂

∂λ
µn(λ; t), (1.16)

and thus γn(t) has gauge degree of freedom. In contrast, gauge-dependence of γn(t) disappears when a
given path C is a closed loop, and then γn(t) reflects geometric properties of a state on parameter space.
Hereafter we consider open paths in the parameter space, and thus we can arbitrarily choose a phase
factor.

Now we extend above discussion to a system that has degeneracies but no level crossing. The nth energy
eigenstate is expressed as |n, µ(λ; t)⟩, where an additional index µ represents degeneracies. Suppose that

the initial state is given by a state in the nth energy subspace, i.e.,
∑
µ c

(n)
µ (t)|n, µ(λ; t)⟩ at time t = 0,

where c
(n)
µ (t) gives a distribution of energy eigenstates. If change of the Hamiltonian in time is slow

enough, then the state at time t is given by

|ψ(t)⟩ = exp

[
− i

h̄

∫ t

0

dt′En(λ; t′)

]∑
µ

c(n)µ (t)|n, µ(λ; t)⟩. (1.17)

Here, we expect that the coefficient c
(n)
µ (t) has a similar phase factor to the Berry phase. Because this

state obeys the Schrödinger equation, c
(n)
ν (t) satisfies the following differential equation

d

dt
c(n)µ (t) +

dλ

dt
·
∑
ν

c(n)ν (t)⟨n, µ(λ; t)|∂λn, ν(λ; t)⟩ = 0, (1.18)

and thus it can be formally solved as

c(n)µ (t) =
∑
ν

U (n)
µν (t)c(n)ν (0), (1.19)

where U
(n)
µν (t) is the matrix element of

Û (n)(t) = T exp

[
i

h̄

∫ t

0

dt′Â(n)(t′)

]
. (1.20)
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Here, Â(n)(t) is a non-Abelian gauge field, which is generalization of the Berry phase, and its matrix
element is given by

A(n)
µν (t) = ih̄

dλ

dt
· ⟨n, µ(λ; t)|∂λn, ν(λ; t)⟩. (1.21)

This non-Abelian gauge field also shows similar properties to the Berry phase.

1.2.3 Generator of adiabatic time evolution

In this section, we introduce the concept of the generator of adiabatic time evolution according to
Jarzynski [31].

We consider a generator ξ̂(λ; t) that generates small displacement of the adiabatic transformation
|δψad(t)⟩ associated with small displacement of a parameter δλ, i.e., the following equation

ih̄|δψad(t)⟩ = δλ · ξ̂(λ; t)|ψad(t)⟩, (1.22)

or equivalently

ih̄
∂

∂t
|ψad(t)⟩ =

dλ

dt
· ξ̂(λ; t)|ψad(t)⟩, (1.23)

holds. Now we assume that |ψad(t)⟩ is given by a single energy eigenstate |n(λ; t)⟩. By differentiating
the equality

Ĥ(λ; t)|n(λ; t)⟩ = En(λ; t)|n(λ; t)⟩, (1.24)

by λ, we obtain

ih̄
∂

∂λ
(Ĥ(λ; t)|n(λ; t)⟩) = ih̄

(
∂

∂λ
Ĥ(λ; t)

)
|n(λ; t)⟩ + Ĥ(λ; t)ξ̂(λ; t)|n(λ; t)⟩, (1.25)

from the left-hand side and

ih̄
∂

∂λ
(En(λ; t)|n(λ; t)⟩) = ih̄

(
∂

∂λ
En(λ; t)

)
|n(λ; t)⟩ + ξ̂(λ; t)Ĥ(λ; t)|n(λ; t)⟩, (1.26)

from the right-hand side. Therefore, we obtain the commutation relation between the Hamiltonian

Ĥ(λ; t) and the generator ξ̂(λ; t) as

[ξ̂(λ; t), Ĥ(λ; t)] = ih̄

(
∂

∂λ
Ĥ(λ; t) − D̂(λ; t)

)
, (1.27)

where D̂(λ; t) is the diagonal matrix of [∂λĤ(λ; t)], i.e., it satisfies

⟨m(λ; t)|D̂(λ; t)|n(λ; t)⟩ = ⟨m(λ; t)|(∂λĤ(λ; t))|n(λ; t)⟩δmn. (1.28)

From these equations, we could find the generator of adiabatic time evolution in principle. Note that we
call this generation of adiabatic time evolution the quantal parallel transport.

1.2.4 Adiabaticity in classical mechanics

In order to discuss adiabaticity in quantum mechanics, the energy spectrum of a given Hamiltonian are of
importance as seen in Sec. 1.2.1. In contrast, energy in classical mechanics can take a continuous value,
and thus we cannot apply the discussion in Sec. 1.2.1 to classical systems. In this section, we introduce
adiabaticity in classical mechanics by analogy of discussion in Sec. 1.2.3 according to Jarzynski [31].

A classical state is given by a point in phase space

z(λ; t) = ({qi(λ; t), pi(λ; t)}), (1.29)
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where {qi(λ; t), pi(λ; t)} is a set of canonical variables depending on a temporal parameter λ(t). By
analogy of Eq. (1.23), a classical generator ξλ(z) would define adiabatic time evolution in classical
mechanics as

dzad
dt

=
dλ

dt
· {zad(λ; t), ξλ(zad)}, (1.30)

where zad(λ; t) is adiabatic time evolution in classical mechanics and {·, ·} is the Poisson bracket. This
classical generator should satisfy classical counterpart of Eq. (1.27), i.e., by introducing the classical
Hamiltonian Hλ(z), it should satisfy

{ξλ(zad),Hλ(zad)} = ∂λHλ(zad) − ⟨∂λHλ(z)⟩Hλ(zad). (1.31)

Here, ⟨·⟩E is an expectation value averaged over an equal energy surface

⟨·⟩E =

(
∂Ωλ

∂E

)−1 ∫
dz · δ(E −Hλ(z)), (1.32)

where Ωλ is volume of phase space enclosed by an equal energy surface

Ωλ(E) =

∫
dzθ(E −Hλ(z)). (1.33)

In order to characterize this time evolution zad, and also to show that this is actually classical adiabatic
time evolution, we introduce the adiabatic invariant

ωλ(z) = Ωλ(Hλ) =

∫
dz′θ(Hλ(z) −Hλ(z′)) (1.34)

which is conserved during adiabatic time evolution, i.e., it should satisfy

d

dt
ωλ(zad) = 0. (1.35)

Indeed, we can show it as follows. First, by differentiating the adiabatic invariant ωλ(z) by a temporal
parameter λ, we obtain

∂λωλ(z) =

∫
dz′(∂λHλ(z) − ∂λHλ(z′))δ(Hλ(z) −Hλ(z′))

=

(
∂Ωλ

∂Hλ

)
(∂λHλ(z) − ⟨∂λHλ(z′)⟩Hλ(z)).

(1.36)

We also calculate the following Poisson bracket as

{ξλ(z), ωλ(z)} ={ξλ(z),Ωλ(Hλ)}

=

(
∂Ωλ

∂Hλ

)
{ξλ(z),Hλ(z)}.

(1.37)

Then, from Eq. (1.31), Eqs. (1.36) and (1.37) lead to

{ξλ(zad), ωλ(zad)} = ∂λωλ(zad). (1.38)

Besides, Eq. (1.30) implies 
dqad
dt

=
dλ

dt
· ∂ξλ(zad)

∂pad
,

dpad
dt

= −dλ
dt

· ∂ξλ(zad)

∂qad
,

(1.39)
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where zad = (qad, pad), and thus we have

∂ωλ(zad)

∂zad

dzad
dt

=
dλ

dt
· {ωλ(zad), ξλ(zad)}. (1.40)

Therefore, from Eqs. (1.38) and (1.40), we obtain

d

dt
ωλ(zad) =

dλ

dt
· ∂λωλ(zad) +

∂ωλ(zad)

∂zad

dzad
dt

=
dλ

dt
· [{ξλ(zad), ωλ(zad)} + {ωλ(zad), ξλ(zad)}]

=0,

(1.41)

and thus the time evolution zad generated by the classical generator ξλ(zad) introduced by the classical

analog of the quantum generator ξ̂(λ; t) is actually adiabatic time evolution conserving the adiabatic
invariant. In contrast to the quantal parallel transport, this is called the classical parallel transport.

1.3 Shortcuts to adiabaticity
In this section, we introduce two representative methods of shortcuts to adiabaticity [18], i.e., counter-
diabatic driving [19–21] and Lewis-Riesenfeld invariant-based inverse engineering [34].

1.3.1 Counter-diabatic driving

In this section, we denote a generator of adiabatic time evolution as the total Hamiltonian

Ĥtot(t) =
dλ

dt
· ξ̂(λ; t), (1.42)

and then adiabatic time evolution is described as the solution of the Schrödinger equation

ih̄
∂

∂t
|ψad(t)⟩ = Ĥtot(t)|ψad(t)⟩, (1.43)

or equivalently

ih̄
∂

∂t
ÛA(t) = Ĥtot(t)ÛA(t), (1.44)

by using the adiabatic transformation. The total Hamiltonian can be formally obtained by

Ĥtot(t) =

(
ih̄
∂

∂t
ÛA(t)

)
Û†
A(t). (1.45)

Because the adiabatic transformation has phase degrees of freedom, there are a variety of the total
Hamiltonians.

Berry’s case
First we consider the adiabatic transformation that generates the adiabatic state discussed by Berry [21,
111]. In this case, the adiabatic transformation is given by

ÛA(t) =
∑
n

exp

[
− i

h̄

∫ t

0

dt′En(λ; t′) −
∫ t

0

dt′
dλ

dt′
· ⟨n(λ; t′)|∂λn(λ; t′)⟩

]
|n(λ; t)⟩⟨n(λ; 0)|, (1.46)

and thus the total Hamiltonian is given by

Ĥtot(t) = Ĥ(λ; t) + Ĥcd(t), (1.47)
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where Ĥcd(t) is the counter-diabatic Hamiltonian

Ĥcd(t) = ih̄
dλ

dt
·
∑
n

[1 − |n(λ; t)⟩⟨n(λ; t)|]|∂λn(λ; t)⟩⟨n(λ; t)|. (1.48)

This counter-diabatic Hamiltonian can be rewritten as

Ĥcd(t) = ih̄
dλ

dt
·
∑
n,m

(m̸=n)

⟨m(λ; t)|(∂λĤ(λ; t))|n(λ; t)⟩
En(λ; t) − Em(λ; t)

|m(λ; t)⟩⟨n(λ; t)|, (1.49)

which implies that the counter-diabatic Hamiltonian diverges when level crossing takes place, i.e., when
adiabaticity is ill-defined [21].

General case
As discussed in Sec. 1.2.2, we have gauge degrees of freedom when a given path C in parameter space is
not closed. Then the adiabatic transformation can take a general form

ÛA(t) =
∑
n

eiαn(t)|n(λ; t)⟩⟨n(λ; 0)|, (1.50)

where αn(t) is a real phase parameter. The total Hamiltonian becomes

Ĥtot(t) = −h̄
∑
n

dαn
dt

|n(λ; t)⟩⟨n(λ; t)| + ih̄
dλ

dt
·
∑
n

|∂λn(λ; t)⟩⟨n(λ; t)|, (1.51)

and thus we can freely choose diagonal terms. These degrees of freedom enable us to, for example,
minimize cost to implement counter-diabatic driving in experiments [114].

Non-Abelian case
When a Hamiltonian has degeneracies, the adiabatic transformation is given by

ÛA(t) =
∑
n

exp

[
− i

h̄

∫ t

0

dt′En(λ; t′)

]∑
µ,ν

c(n)µ (t)c(n)∗ν (0)|n, µ(λ; t)⟩⟨n, ν(λ; 0)|, (1.52)

and then the total Hamiltonian is similar to Eq. (1.47), but the counter-diabatic Hamiltonian be-
comes [115]

Ĥcd(t) = ih̄
dλ

dt
·
∑
n

∑
µ

[
1 −

∑
ν

|n, ν(λ; t)⟩⟨n, ν(λ; t)|

]
|∂λn, µ(λ; t)⟩⟨n, µ(λ; t)|, (1.53)

(derivation is similar to the Berry’s case and straightforward but a little bit complicated, see Ap-
pendix A.4 for details). In this thesis, we do not consider generalization of the non-Abelian case, but
similar generalization to the Berry’s case is possible.

Single spectrum case
The above counter-diabatic Hamiltonians can generate adiabatic time evolution of arbitrary states, i.e.,
including superposed states. This is why we need all energy eigenstates to construct the counter-diabatic
Hamiltonian. However, for some applications, it is enough to generate adiabatic time evolution of an
only single energy eigenstate. In such cases, we can simplify constructions of counter-diabatic terms.

For a given energy eigenstate |n(λ; t)⟩, adiabatic time evolution of this energy eigenstate can be
generated by the following reduced counter-diabatic Hamiltonian

Ĥcd
n (t) = ih̄

dλ

dt
· [1 − |n(λ; t)⟩⟨n(λ; t)|]|∂λn(λ; t)⟩⟨n(λ; t)| + H.c., (1.54)
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where H.c. represents the Hermitian conjugate [115]. This reduced counter-diabatic Hamiltonian can be
rewritten as

Ĥcd
n (t) = Ĥcd(t) − Ĥr

n(t), (1.55)

where

Ĥr
n(t) = ih̄

dλ

dt
·

∑
m,l

(m,l ̸=n,m ̸=l)

|l(λ; t)⟩⟨l(λ; t)|∂λm(λ; t)⟩⟨m(λ; t)|. (1.56)

These reduced terms do not act on |n(λ; t)⟩, and thus the reduced counter-diabatic Hamiltonian can
generate adiabatic time evolution of a given single energy eigenstate.

Variational approach
In the above formulas, we have to know energy eigenstates in order to construct the counter-diabatic
Hamiltonian. Here, we introduce a variational approach, in which knowledge of energy eigenstates is not
required [25].

We introduce the following operator

Ĝ(λ; t) =
∂

∂λ
Ĥ(λ; t) +

i

h̄
[ζ̂(λ; t), Ĥ(λ; t)], (1.57)

which is equal to D̂(λ; t) if a trial operator ζ̂(λ; t) is equal to the generator of adiabatic time evolution

ξ̂(λ; t) from Eq. (1.27). Now we consider the Hilbert-Schmidt norm

||Ĝ(λ; t) − D̂(λ; t)||2 = Tr[(Ĝ(λ; t) − D̂(λ; t))2] = Tr[(Ĝ(λ; t))2] − Tr[(D̂(λ; t))2], (1.58)

which is non-negative from the definition and it becomes zero when ζ̂(λ; t) is ξ̂(λ; t). Because the second

term does not depend on ζ̂(λ; t), the problem to determine ξ̂(λ; t) can be replaced with the problem to
minimize the first term

S[ζ̂(λ; t)] = Tr[(Ĝ(λ; t))2], (1.59)

with respect to a trial operator ζ̂(λ; t). This approach also enables us to construct approximate counter-
diabatic Hamiltonians by supposing some limitations in a trial operator.

1.3.2 Lewis-Riesenfeld invariant-based inverse engineering

Next we introduce another representative method of shortcuts to adiabaticity called Lewis-Riesenfeld
invariant-based inverse engineering [34].

In this method, the important concept is the Lewis-Riesenfeld invariants, which is also called the
dynamical invariants [35]. For a given time-dependent Hamiltonian Ĥ(t), the Lewis-Riesenfeld invariant

F̂ (t) satisfies

ih̄
∂

∂t
F̂ (t) = [Ĥ(t), F̂ (t)]. (1.60)

Obviously the density operator satisfies this equation, but F̂ (t) is not limited to the density operator.
From the Lewis-Riesenfeld theory, the solution of the Schrödinger equation

ih̄
∂

∂t
|Ψ(t)⟩ = Ĥ(t)|Ψ(t)⟩, (1.61)

is expanded as

|Ψ(t)⟩ =
∑
n

cn|ψn(t)⟩ (1.62)

where cn is a time-independent coefficient and |ψn(t)⟩ is the dynamical mode. We can show that the
dynamical mode |ψn(t)⟩ is given by

|ψn(t)⟩ = eiαn(t)|ϕn(t)⟩, (1.63)
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where |ϕn(t)⟩ is the eigenvector of F̂ (t). Here, αn(t) is called the Lewis-Riesenfeld phase, which is given
by

αn(t) =
1

h̄

∫ t

0

dt′⟨ϕn(t′)|
(
ih̄

∂

∂t′
− Ĥ(t′)

)
|ϕn(t′)⟩, (1.64)

(for details of the Lewis-Riesenfeld theory, see Appendix A.5).
In Lewis-Riesenfeld invariant-based inverse engineering, we first consider a given Lewis-Riesenfeld

invariant
F̂ (t) =

∑
n

λn|ϕn(t)⟩⟨ϕn(t)|, (1.65)

with certain time-dependent Hamiltonian H(t) satisfying Eq. (1.60). Then dynamics under the Hamil-
tonian H(t) is given by the following time evolution operator

ÛLR(t) =
∑
n

eiαn(t)|ϕn(t)⟩⟨ϕn(0)|, (1.66)

i.e., the Schrödinger equation is given by

ih̄
∂

∂t
ÛLR(t) = Ĥ(t)ÛLR(t). (1.67)

By formally solving this equation, we find that the Hamiltonian is given by

Ĥ(t) =

(
ih̄
∂

∂t
ÛLR(t)

)
Û†
LR(t)

= − h̄
∑
n

α̇n(t)|ϕn(t)⟩⟨ϕn(t)| + ih̄
∑
n

|∂tϕn(t)⟩⟨ϕn(t)|.
(1.68)

This actually resembles the total Hamiltonian Ĥtot(t) in counter-diabatic driving, but it should be noted

that {|ϕn(t)⟩} are not the eigenstates of a reference Hamiltonian Ĥ(t) in counter-diabatic driving, but the

eigenvectors of the Lewis-Riesenfeld invariant F̂ (t). The condition that the Hamiltonian (1.68) equals to

the given Hamiltonian Ĥ(t) determines time-dependence of the given Hamiltonian. In order to obtain a
target state, the condition

[Ĥ(0), F̂ (0)] = 0, [Ĥ(tf ), F̂ (tf )] = 0, (1.69)

must be satisfied for a given initial time t = 0 and a given final time t = tf . Then the eigenstates of the

Hamiltonian Ĥ(t) and the eigenvectors of F̂ (t) coincide, and thus the initial and the final populations of
the eigenstates coincide. In this sense, we can speedup adiabatic time evolution, i.e., we can obtain the
identical state to the state generated via adiabatic time evolution. However, it should be noted that a
state differs from adiabatic time evolution in duration.

1.4 Examples of shortcuts to adiabaticity
In this section, we introduce examples of shortcuts to adiabaticity, which are relevant to the present thesis.
Hereafter, we do not explicitly express parameter-dependence, but directly denote time-dependence.

1.4.1 Counter-diabatic driving in two-level systems

As the first example, we consider a two-level system

Ĥ(t) = −h(t) · σ̂, (1.70)
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where h(t) is a time-dependent magnetic field and σ̂ = (σ̂x, σ̂y, σ̂z) is the Pauli spin. Here, we put h̄ = 1.
We derive the counter-diabatic term according to Berry [21]. From Eq. (1.49), the counter-diabatic
Hamiltonian is given by

Ĥcd(t) = i
∑
n,m

(m̸=n)

P̂m(∂tĤ(t))P̂n
En(t) − Em(t)

= − iḣ(t)

2|h(t)|
· (P̂−(t)σ̂P̂+(t) − P̂+(t)σ̂P̂−(t)), (1.71)

where P̂±(t) is the projection operator associated with the ground state and the excited state

P̂±(t) =
h(t) · σ̂ ± |h(t)|

2|h(t)|
. (1.72)

Then, by substituting Eq. (1.72) for Eq. (1.71), we obtain

Ĥcd(t) = f(t) · σ̂, (1.73)

where

f(t) =
h(t) × ḣ(t)

2|h(t)|2
. (1.74)

Therefore, counter-diabatic driving requires an additional magnetic field along the direction perpendic-
ular to the original magnetic field and its time derivative. Note that it is also possible to construct the
same counter-diabatic terms by using the eigenstates of the reference Hamiltonian (1.70).

1.4.2 Lewis-Riesenfeld invariant-based inverse engineering in two-level systems

Next, we show Lewis-Riesenfeld invariant-based inverse engineering in two-level systems according to
Chen et al. [36].

For the same two-level Hamiltonian (1.70), the eigenstates are given by
|n−(t)⟩ = cos

θ

2
eiφ| ↑⟩ + sin

θ

2
| ↓⟩,

|n+(t)⟩ = sin
θ

2
| ↑⟩ − cos

θ

2
e−iφ| ↓⟩,

(1.75)

where time-dependent angles θ = θ(t) and φ = φ(t) satisfy

cos θ = − hz(t)

|h(t)|
, (1.76)

and

tanφ = −h
y(t)

hx(t)
. (1.77)

The eigenstates of any two-level Hamiltonian can be written in the form (1.75), and thus we assume that
the eigenvectors of the Lewis-Riesenfeld invariant are given by |ϕ−(t)⟩ = cos

γ

2
eiβ | ↑⟩ + sin

γ

2
| ↓⟩,

|ϕ+(t)⟩ = sin
γ

2
| ↑⟩ − cos

γ

2
e−iβ | ↓⟩,

(1.78)

where γ = γ(t) and β = β(t) are certain time-dependent angles, and also assume that the eigenvalues of
the Lewis-Riesenfeld invariant is given by λ± = ±h0. Then the Lewis-Riesenfeld invariant is given by

F̂ (t) =
∑
±
λ±|ϕ±(t)⟩⟨ϕ±(t)| = h0

(
− cos γ − sin γeiβ

− sin γe−iβ cos γ

)
. (1.79)
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Then the Lewis-Riesenfeld phase is calculated as

α±(t) = ±
∫ t

0

dt′
[
β̇ cos2

γ

2
− hz cos γ −

√
(hx)2 + (hy)2 sin γ cos(β − φ)

]
, (1.80)

and thus, by inversely engineering the total Hamiltonian, we obtain

Ĥtot(t) =

(
M Neiβ

N∗e−iβ −M

)
, (1.81)

where 
M = −hz cos2 γ −

√
(hx)2 + (hy)2 sin γ cos γ cos(β − φ) − 1

2
β̇ sin2 γ,

N = [−hz cos γ −
√

(hx)2 + (hy)2 sin γ cos(β − φ) +
1

2
β̇ cos γ] sin γ − i

2
γ̇.

(1.82)

This Hamiltonian should be identical to the two-level Hamiltonian (1.70), and thus we obtain the auxiliary
equations {

γ̇ = −2
√

(hx)2 + (hy)2 sin(β − φ),

(2hz − β̇) sin γ = 2
√

(hx)2 + (hy)2 cos γ cos(β − φ).
(1.83)

In order to obtain a target state, it should satisfy the commutation relations at time t = 0 and tf , and
thus we obtain the conditions{√

(hx)2 + (hy)2 sin γ sin(β − φ) = 0,

hz sin γe±iβ −
√

(hx)2 + (hy)2 cos γe±iφ = 0,
(1.84)

for time t = 0 and tf . In contrast to counter-diabatic driving, in Lewis-Riesenfeld invariant-based inverse
engineering, we design the time-dependent parameters γ(t) and β(t) to obtain the desired state. Then,
Eq. (1.84) should be satisfied at time t = 0 and tf to avoid final excitations. We can find time-dependence
of the magnetic field in the Hamiltonian from Eq. (1.83).

1.4.3 Counter-diabatic driving in harmonic oscillators

As the second example, we consider a harmonic oscillator

Ĥ(t) = h̄ω(t)

(
â†â+

1

2

)
, (1.85)

where ω(t) is a time-dependent frequency and â (â†) is the annihilation (creation) operator. It should
be noted that the annihilation and creation operators depend on time as

â =

√
mω(t)

2h̄

(
x̂+

i

mω(t)
p̂

)
,

â† =

√
mω(t)

2h̄

(
x̂− i

mω(t)
p̂

)
,

(1.86)

where mass m and the position and momentum operators x̂ and p̂ come from another representation of
the Hamiltonian

Ĥ(t) =
p̂2

2m
+

1

2
m(ω(t))2x̂2. (1.87)

This time (frequency) dependence of the annihilation and creation operators, i.e., that of the Fock state
|n⟩, is often neglected, but in order to neglect this time dependence, the adiabatic limit |ω̇(t)/ω(t)| ≪ 1
should be satisfied.
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We will show the derivation according to Muga et al. [23]. The Fock state |n⟩ in the coordinate
representation is given by

⟨x|n⟩ =
1√

2nn!

(
mω(t)

πh̄

)1/4

exp

[
−mω(t)

2h̄
x2
]
Hn

(√
mω(t)

h̄
x

)
, (1.88)

where Hn(·) is the Hermite polynomial. By differentiating with respect to time, we obtain

⟨x|∂tn⟩ =

(
1

4
− mω(t)

2h̄
x2
)
ω̇(t)

ω(t)
⟨x|n⟩ +

√
mω(t)

2h̄
x
ω̇(t)

ω(t)

√
n⟨x|n− 1⟩, (1.89)

i.e.,

|∂tn⟩ =

(
1

4
− mω(t)

2h̄
x̂2
)
ω̇(t)

ω(t)
|n⟩ +

√
mω(t)

2h̄
x̂
ω̇(t)

ω(t)

√
n|n− 1⟩. (1.90)

Here, we use H ′
n(·) = 2nHn−1(·). Because the position operator is given by

x̂ =

√
h̄

2mω(t)
(â† + â), (1.91)

Eq. (1.90) becomes

|∂tn⟩ =
ω̇(t)

4ω(t)
(â2 − â†2)|n⟩, (1.92)

and thus the counter-diabatic Hamiltonian is given by

Ĥcd(t) = ih̄
ω̇(t)

4ω(t)
(â2 − â†2). (1.93)
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Chapter 2

Quantum annealing

In this chapter, we introduce quantum annealing. First, we briefly review the context of
quantum annealing in Sec. 2.1. The theory of quantum annealing is summarized in Sec. 2.2.
We show some classical algorithms, which simulate quantum annealing in some sense, in
Sec. 2.3. In Sec. 2.4, we introduce shortcuts to adiabaticity for quantum annealing.

2.1 Overview
Historically, quantum annealing was first introduced as a method to obtain the ground state of a system
with multi-well potential energy [116–119]. There, mass of a particle is first set to be small in order
to allow quantum tunneling. Then, it is changed to be large in order to make a state localized at the
minimum of potential energy. In other words, kinetic terms are first set to be large and later potential
terms are enlarged. Their motivation was to solve combinatorial optimization problems [116] and to
obtain the ground state for molecules from the viewpoint of chemistry [117–119].

Later, this method was translated into spin systems in order to obtain the ground state of spin glasses,
where a transverse field was utilized as a source of quantum fluctuations instead of mass of a particle [5].
There, a transverse field is first set to be large, and then it is turned off. It was soon implemented in
experiments by using disordered magnets [120, 121]. It was also pointed out that the idea of quantum
annealing can be applied to solve some kind of computational problems [122,123], which is called adiabatic
quantum computation. If we can use arbitrary Hamiltonians, adiabatic quantum computation is known
to be universal [124]. In contrast to adiabatic quantum computation, in quantum annealing, the target
Hamiltonian is usually restricted to the Ising-type Hamiltonian and quantum fluctuations are usually
induced by a transverse field. Furthermore, coupling to thermal environment is usually assumed in the
recent context, nevertheless it was not assumed in the beginning.

Both quantum annealing and adiabatic quantum computation rely on real-time quantum dynamics,
and thus we need quantum devices in order to implement them. Recently, some companies and univer-
sities have been chasing such quantum devices. For quantum annealing, D-Wave Systems pronounced
that they developed such a quantum device implementing quantum annealing [3]. Some evidence of
quantumness, i.e., evidence that their machines actually implement quantum annealing, has been re-
ported [4,125,126], while it is still under discussion if their machines really implement quantum annealing
and if entanglement really help to solve problems [4, 127–130]. Even so, their quantum annealers have
already been utilized to solve some social problems [6–8].

However, in quantum annealing, entanglement is not always necessary or small entanglement is some-
times enough to obtain the solution, and thus semi-classical or classical algorithms works well in some
cases. Therefore, the path-integral Monte Carlo method has been often used in order to investigate
the performance of quantum annealing in large systems [131, 132], which is recently called simulated
quantum annealing. Classical spin models of quantum annealing has been also considered [127, 129].
Both similarities and differences between these classical algorithms and D-Wave machines have been
reported [4, 127–130].

It is also of great interest to seek for improvements in performance of quantum annealing. There,
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we intend to speedup quantum annealing processes and to increase possibility obtaining good solutions.
For these purpose, we could utilize different paths during quantum annealing processes [133]. To utilize
non-stoquastic Hamiltonians is one of the methods choosing different paths and it is expected to improve
quantum annealing [134–139]. Here, stoquastic Hamiltonians are quantum Hamiltonians that can be
classically simulated by using the Monte Carlo simulation without the negative sign problem [140], and
non-stoquastic Hamiltonians are those that cannot be classically simulated. It is expected that non-
stoquastic Hamiltonians show strong quantum fluctuations, and thus we have much chance to perform
quantum annealing efficiently. However, it should be noted that there is no evidence that all non-
stoquastic Hamiltonians show strong quantumness and it is still under discussion which forms of non-
stoquastic Hamiltonians can improve quantum annealing. Another method is inhomogeneous driving,
in which we induce spacial inhomogeneity in quantum fluctuations [141–151]. This method has recently
been paid attention because it can be implemented by using current machines. Indeed, both theoretically
and experimentally improvements have been reported.

2.2 Method
In quantum annealing [5], or in some of adiabatic quantum computation [122,123], a solution of a given

problem is encoded onto the ground state of a problem Hamiltonian ĤP . In order to obtain this ground
state of the problem Hamiltonian, we start with the ground state of a driver Hamiltonian ĤV , of which
the ground state is trivial. For example, the transverse field Hamiltonian

ĤV = −
N∑
i=1

hxi σ̂
x
i , (2.1)

where we assume hxi > 0, is one of the simplest candidates for a driver Hamiltonian. The ground state
of the transverse field Hamiltonian (2.1) is the quantum paramagnetic state,

|+⟩⊗N =

N⊗
i=1

|+⟩i =

N⊗
i=1

1√
2

(| ↑⟩i + | ↓⟩i), (2.2)

where all the states in the computational basis are superposed with equal weight 2−N/2. Now, we consider
the following quantum annealing Hamiltonian

Ĥ(t) = g(t/tf )ĤP + [1 − g(t/tf )]ĤV , (2.3)

where g(·) is a differentiable function satisfying g(0) = 0 and g(1) = 1, and tf is the annealing time.
Then, the adiabatic theorem (see, Sec. 1.2.1) ensures that a state reaches the ground state of the problem
Hamiltonian, i.e., we can obtain the solution of the given problem, if the annealing process is slow enough
in time. It should be noted that a choice of a driver Hamiltonian is arbitrary, but it must not commute
with the problem Hamiltonian

[ĤP , ĤV ] ̸= 0. (2.4)

Otherwise, gap closing takes place and we fail to obtain the ground state.
In quantum annealing [5], a problem Hamiltonian is usually given by the form of the Ising-type

Hamiltonians

ĤP = − 1

2

N∑
i,j=1

Jij σ̂
z
i σ̂

z
j −

N∑
i=1

hzi σ̂
z
i

= −
N∑

i,j=1
(i<j)

Jij σ̂
z
i σ̂

z
j −

N∑
i=1

hzi σ̂
z
i .

(2.5)

For some problems, more than three-body interactions can appear, but it can be decomposed into two-
body interactions [152].
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2.3 Classical algorithms
We cannot apply quantum annealing to systems with large number of qubits by using classical computers
because quantum annealing is based on real-time quantum dynamics. Therefore, we need quantum
annealers or classical algorithms in order to implement quantum annealing. In this section, we introduce
some examples of classical algorithms.

2.3.1 Path integral Monte Carlo method

For a given quantum annealing Hamiltonian (2.3) at time t, we consider the partition function describing
a thermal equilibrium state

Zβ(t) = Tre−βĤ(t), (2.6)

at an inverse temperature β. By using Suzuki-Trotter decomposition, we obtain

Zβ(t) = lim
M→∞

Tr{e−β[1−g(t/tf )]ĤV /Me−βg(t/tf )ĤP /M}M . (2.7)

We introduce classical Ising spins and the computational basis

|sk⟩ = |σ1,kσ2,k · · ·σN,k⟩, (2.8)

where the following relations
σ̂zi |sk⟩ = σi,k|sk⟩, (2.9)

and
σ̂xi |sk⟩ = σ̂xi |σ1,kσ2,k · · ·σi,k · · ·σN,k⟩ = |σ1,kσ2,k · · · (−σi,k) · · ·σN,k⟩ (2.10)

hold. We also introduce the identity operator

1̂ =
∑
s

|s⟩⟨s|, (2.11)

and then the partition function is rewritten as

Zβ(t) = lim
M→∞

∑
s1

⟨s1|{e−β[1−g(t/tf )]ĤV /Me−βg(t/tf )ĤP /M}M |s1⟩

= lim
M→∞

∑
s1,··· ,sM

⟨s1|e−β[1−g(t/tf )]ĤV /Me−βg(t/tf )ĤP /M |sM ⟩

× ⟨sM |e−β[1−g(t/tf )]ĤV /Me−βg(t/tf )ĤP /M |sM−1⟩
· · ·

× ⟨s2|e−β[1−g(t/tf )]ĤV /Me−βg(t/tf )ĤP /M |s1⟩.

(2.12)

From Eq. (2.9), the problem Hamiltonian ĤP in Eq. (2.12) becomes a classical Hamiltonian with classical
Ising spins {σi,k}. Then the problem is how to calculate

⟨sk|e−β[1−g(t/tf )]ĤV /M |sk−1⟩, (2.13)
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and how to transform the partition function (2.12) into the form of the partition function of a classical
spin model. For the transverse field Hamiltonian (2.1), this quantity becomes

⟨sk|e−β[1−g(t/tf )]ĤV /M |sk−1⟩ =⟨sk|
N∏
i=1

eβ[1−g(t/tf )]h
x
i σ̂

x
i /M |sk−1⟩

=⟨sk|
N∏
i=1

{
cosh

β[1 − g(t/tf )]hxi
M

+ σ̂xi sinh
β[1 − g(t/tf )]hxi

M

}
|sk−1⟩

=

N∏
i=1

{
δσi,k,σi,k−1

cosh
β[1 − g(t/tf )]hxi

M
+ δσi,k,(−σi,k−1) sinh

β[1 − g(t/tf )]hxi
M

}

=

N∏
i=1

√
sinh

β[1 − g(t/tf )]hxi
M

cosh
β[1 − g(t/tf )]hxi

M

×
{

tanh
β[1 − g(t/tf )]hxi

M

}− 1
2σi,kσi,k−1

=

{
1

2
sinh

2β[1 − g(t/tf )]hxi
M

}N/2
×

N∏
i=1

exp

[
−1

2
log

{
tanh

β[1 − g(t/tf )]hxi
M

}
σi,kσi,k−1

]

=

{
1

2
sinh

2β[1 − g(t/tf )]hxi
M

}N/2
× exp

[
−1

2

N∑
i=1

log

{
tanh

β[1 − g(t/tf )]hxi
M

}
σi,kσi,k−1

]
.

(2.14)
From the problem Hamiltonian (2.5) and this result, we can replace the partition function for the quantum
annealing Hamiltonian with the partition function for a classical Hamiltonian HC as

Zβ(t) = lim
M→∞

AMN
∑
{sk}

e−βHC , (2.15)

where

A =

√
1

2
sinh

2β[1 − g(t/tf )]hxi
M

, (2.16)

and

HC =

M∑
k=1

g(t/tf )

M

−1

2

N∑
i,j=1

Jijσi,kσj,k −
N∑
i=1

hzi σi,k


+

M∑
k=1

1

2β

N∑
i=1

log

{
tanh

β[1 − g(t/tf )]hxi
M

}
σi,kσi,k+1,

(2.17)

with σi,M+1 = σi,1. This Hamiltonian is nothing but the classical Ising Hamiltonian with an additional
dimension. The path integral Monte Carlo method is a method to simulate this classical Ising Hamilto-
nian by using the Markov chain Monte Carlo method (see Appendix B.1, for details). In particular, we
call this method simulated quantum annealing when we consider a quantum annealing process during
path integral Monte Carlo simulation. This method has been utilized in order to simulate quantum an-
nealing in large systems [131,132]. However, it is still unclear if this method can appropriately describe
quantum annealing or not.
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2.3.2 Classical models

Shin-Smith-Smolin-Vazirani model
The Shin-Smith-Smolin-Vazirani model [127, 129] is the planar rotor model, where we replace the Pauli
matrices with planar rotors as {

σ̂xi → sin θi,

σ̂zi → cos θi.
(2.18)

Therefore the classical Hamiltonian of the Shin-Smith-Smolin-Vazirani model is given by

Ht = g(t/tf )HP + [1 − g(t/tf )]HV , (2.19)

where the problem Hamiltonian and the driver Hamiltonian are described by planar rotors as

HP = −
N∑

i,j=1
(i<j)

Jij cos θi cos θj −
N∑
i=1

hzi cos θi, (2.20)

and

HV = −
N∑
i=1

hxi sin θi. (2.21)

Here, its dynamics is governed by effective fields [127].
In order to reproduce the results of the D-Wave machines, Shin et al. considered a realistic update

process, i.e., a Metropolis-type update [129]. There, at each time step, we consider a random update of
an angle θi in accordance with the Metropolis method. That is, for a given angle θi, we replace it with
a randomly picked angle θ̄i with probability

w(θ̄i|θi) = max{1, e−β∆Ht}, (2.22)

where ∆Ht is the energy difference associated with the transition θi → θ̄i. For fine tuned param-
eters, strong correlations between the results of the D-Wave machines and those of this model were
reported [129,130].

Classical spin dynamics model
The replacement of quantum spins with three-dimensional classical spins was also considered [4]. The
Pauli matrices are replaced with the three-dimensional unit vectors

σ̂i → mi, (2.23)

where mi satisfies |mi| = 1. Then the classical spin Hamiltonian is given by

Ht = g(t/tf )HP + [1 − g(t/tf )]HV , (2.24)

where the problem Hamiltonian and the driver Hamiltonian are described by classical spin Hamiltonians

HP = −
N∑

i,j=1
(i<j)

Jijm
z
im

z
j −

N∑
i=1

hzim
z
i , (2.25)

and

HV = −
N∑
i=1

hxim
x
i . (2.26)
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Then, classical spin dynamics is given by the torque equation

ṁi(t) = heff
i (t) ×mi(t), (2.27)

where heff
i (t) is an effective magnetic field given by

heff
i (t) = − ∂Ht

∂mi
. (2.28)

This equation of motion shows deterministic classical dynamics. In order to induce randomness, Boixo
et al. [4] introduced randomness by perturbing the initial state as

mi(0) =

√1 − δ2i − η2i
δi
ηi

 , (2.29)

with small random perturbations δi and ηi. As the result, it was found that this model shows poor
correlations with the D-Wave machines [4]. However, it might be still possible to reproduce similar
results by tuning appropriate randomness or updates.

2.4 Application of shortcuts to adiabaticity
In this section, we introduce shortcuts to adiabaticity for quantum annealing according to Takahashi [89],
where the mean-field approximation is applied to Lewis-Riesenfeld invariant-based inverse engineering.

First we introduce another derivation of Lewis-Riesenfeld invariant-based inverse engineering in two-
level systems. For a two-level Hamiltonian

Ĥ(t) = −h(t) · σ̂, (2.30)

we assume the following Lewis-Riesenfeld invariant

F̂ (t) = −n(t) · σ̂, (2.31)

where n(t) is an three dimensional unit vector. This invariant should satisfy Eq. (1.60), and thus we
obtain

ṅ(t) = 2n(t) × h(t). (2.32)

For conventional quantum annealing, we do not use a magnetic field along y-axis, and thus we assume
hy = 0. Then, by using the following expression

n(t) =

 sin γ cosβ
− sin γ sinβ

cos γ

 , (2.33)

we obtain {
γ̇ = −2hx sinβ,

(2hz − β̇) sin γ = 2hx cos γ cosβ.
(2.34)

This is actually identical to Eq. (1.83) with hy = 0 and φ = 0.
Next, we consider the following Hamiltonian

Ĥ(t) = f(t)

− J

2N

N∑
i,j=1

σ̂zi σ̂
z
j − hz

N∑
i=1

σ̂zi

− hx(t)

N∑
i=1

σ̂xi , (2.35)
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and we consider Lewis-Riesenfeld invariant-based inverse engineering for this model according to Taka-
hashi [89]. In a similar way to the two-level case, we assume the following Lewis-Riesenfeld invariant

F̂ (t) = −n(t) ·
N∑
i=1

σ̂i. (2.36)

Then, the commutation relation between the Hamiltonian (2.35) and the invariant (2.36) is given by

[Ĥ(t), F̂ (t)] = − 2i

−f(t)J

2N

N∑
i,j=1

[(nxσ̂yi − nyσ̂xi )σ̂zj + σ̂zi (nxσ̂yj − nyσ̂xj )]

−f(t)hz
N∑
i=1

(nxσ̂yi − nyσ̂xi ) − hx(t)

N∑
i=1

(nyσ̂zi − nzσ̂yi )

}
.

(2.37)

Here we utilize the mean-field approximation

(nxσ̂yi − nyσ̂xi )σ̂zj + σ̂zi (nxσ̂yj − nyσ̂xj ) ≈(nx⟨σ̂yi ⟩ − ny⟨σ̂xi ⟩)σ̂zj + (nxσ̂yi − nyσ̂xi )⟨σ̂zj ⟩
+ ⟨σ̂zi ⟩(nxσ̂

y
j − nyσ̂xj ) + σ̂zi (nx⟨σ̂yj ⟩ − ny⟨σ̂xj ⟩),

(2.38)

and introduce the mean-field ansatz
⟨σ̂i⟩ ≈ n. (2.39)

Then the commutation relation becomes

[Ĥ(t), F̂ (t)] = −2i

{
f(t)(Jnz + hz)ny

N∑
i=1

σ̂xi + [−f(t)(Jnz + hz)nx + hx(t)nz]

N∑
i=1

σ̂yi − hx(t)ny
N∑
i=1

σ̂zi

}
.

(2.40)
Therefore, Eqs. (1.60) and (2.33) lead to the auxiliary equations{

γ̇ = −2hx(t) sinβ,

[2f(t)(J cos γ + hz) − β̇] sin γ = 2hx(t) cos γ cosβ.
(2.41)

Then, we design β and γ to obtain a target state and determine time-dependence of hx(t) and f(t)
from these auxiliary equations. Although this method shows high fidelity to the result of adiabatic time
evolution, it cannot be applied to generic systems. Here we will see a generic Hamiltonian

Ĥ(t) = f(t)

−1

2

N∑
i,j=1

Jij σ̂
z
i σ̂

z
j −

N∑
i=1

hzi σ̂
z
i

− hx(t)

N∑
i=1

σ̂xi , (2.42)

where Jij and hzi are site-dependent random numbers, and Jij satisfies Jij = Jji and Jii = 0. Similarly
to the case of the Hamiltonian (2.35), we assume the following Lewis-Riesenfeld invariant

F̂ (t) = −
N∑
i=1

ni(t) · σ̂i, (2.43)

where ni(t) also becomes site-dependent. We again utilize the mean-field approximation and the site-
dependent version of the mean-field ansatz

⟨σ̂i⟩ ≈ ni(t), (2.44)
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we obtain

[Ĥ(t), F̂ (t)] = − 2i

N∑
i=1

f(t)

 N∑
j=1

Jijn
z
j + hzi

nyi σ̂
x
i

−

f(t)

 N∑
j=1

Jijn
z
j + hzi

nxi − hx(t)nzi

 σ̂yi − hx(t)nyi σ̂
z
i

 .

(2.45)

By putting

ni(t) =

 sin γi cosβi
− sin γi sinβi

cos γi

 , (2.46)

we obtain the auxiliary equations
γ̇i = −2hx(t) sinβi,2f(t)

 N∑
j=1

Jij cos γj + hzi

− β̇i

 sin γi = 2hx(t) cos γi cosβi.
(2.47)

However, for generic Jij and hzi , to find parameters satisfying these auxiliary equations is hardly possible,
i.e., it is difficult to apply the present method to generic problems of quantum annealing.

In the next chapter, we show a possible method of shortcuts to adiabaticity for quantum annealing,
which is based on a classical model of quantum annealing and shortcuts to adiabaticity in classical spin
systems.
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Chapter 3

Shortcuts to adiabaticity for classical spin

systems

In this chapter, we discuss shortcuts to adiabaticity for classical spin systems. In Sec. 3.1, we
review classical spin dynamics and introduce the concept of stationary states and criticality. In
Sec. 3.2, we discuss counter-diabatic terms for classical spin systems. Through a simple model,
we demonstrate properties of our method in Sec. 3.3. We apply our method to a classical model
of quantum annealing in Sec. 3.4. We summarize our method and results in Sec. 3.5. Note
that this chapter is based on a series of the articles by the present author [30,109].

3.1 Classical spin dynamics
First, we introduce canonical dynamics of classical spin systems. In this thesis, we define a classical spin
as a three-dimensional unit vector

mi = (mx
i ,m

y
i ,m

z
i ), |mi| = 1, (3.1)

and consider classical spin systems consisting of N spins. Now, we consider a classical spin system
described by a time-dependent Hamiltonian Ht({mi}). Dynamics of this system is governed by the
torque equation

ṁi(t) = 2mi(t) × heff
i (t), (3.2)

where a dot represents the time derivative and heff
i (t) is an effective field applied to the ith spin, which

is given by

heff
i (t) = − ∂Ht

∂mi
. (3.3)

We can view this torque equation as the classical limit of the Heisenberg equation

i
∂

∂t
⟨σ̂i(t)⟩ = ⟨[σ̂i(t), Ĥ(t)]⟩, (3.4)

where Ĥ(t) is the quantum counterpart of the classical spin Hamiltonian Ht({mi}), which is given by

Ĥ(t) = Ht({σ̂i}), (3.5)

and σ̂i(t) is the Pauli matrices in the Heisenberg picture

σ̂i(t) = T̄ exp

[
i

∫ t

0

dt′Ĥ(t′)

]
σ̂iT exp

[
−i
∫ t

0

dt′Ĥ(t′)

]
, σ̂i = (σ̂xi , σ̂

y
i , σ̂

z
i ). (3.6)

Here, T is the time ordering operator and T̄ is the time anti-ordering operator.
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We show the correspondence between the classical equations of motion (3.2) and the quantum equations
of motion (3.4) by using an example. As an example, we consider the following time-dependent classical
Ising Hamiltonian

Ht({mi}) = −1

2

N∑
i,j=1

Jij(t)m
z
im

z
j −

N∑
i=1

hi(t) ·mi, (3.7)

where, Jij(t) is the strength of the Ising interaction and hi = (hxi , h
y
i , h

z
i ) is a local magnetic field. Here,

we assume Jij = Jji and Jii = 0. Under this Hamiltonian, an effective field applied to the ith spin is
given by 

heff,xi (t) = hxi (t),

heff,yi (t) = hyi (t),

heff,zi (t) =

N∑
j=1

Jij(t)m
z
j (t) + hzi (t),

(3.8)

and thus the classical equations of motion are given by

ṁx
i (t) = 2

 N∑
j=1

Jij(t)m
z
j (t) + hzi (t)

my
i (t) − hyi (t)mz

i (t)

 ,
ṁy
i (t) = 2

hxi (t)mz
i (t) −

 N∑
j=1

Jij(t)m
z
j (t) + hzi (t)

mx
i (t)

 ,
ṁz
i (t) = 2[hyi (t)mx

i (t) − hxi (t)my
i (t)].

(3.9)

In contrast, by using Eq. (3.5), the quantum counterpart of the classical Hamiltonian (3.7) is given by

Ĥ(t) = −1

2

N∑
i,j=1

Jij(t)σ̂
z
i σ̂

z
j −

N∑
i=1

hi(t) · σ̂i, (3.10)

and then, the quantum equations of motion are given by

∂

∂t
⟨σ̂xi (t)⟩ = 2

⟨ N∑
j=1

Jij(t)σ̂
z
j (t) + hzi (t)

 σ̂yi (t)

⟩
− hyi (t)⟨σ̂zi (t)⟩

 ,
∂

∂t
⟨σ̂yi (t)⟩ = 2

hxi (t)⟨σ̂zi (t)⟩ −

⟨ N∑
j=1

Jij(t)σ̂
z
j (t) + hzi (t)

 σ̂xi (t)

⟩ ,
∂

∂t
⟨σ̂zi (t)⟩ = 2[hyi (t)⟨σ̂xi (t)⟩ − hxi (t)⟨σ̂yi (t)⟩].

(3.11)

These equations of motion give quantum dynamics under the Hamiltonian (3.10). In this case, we have
correlation terms, for example, ⟨σ̂zi (t)σ̂xj (t)⟩, and those lead to the Bogoliubov-Born-Green-Kirkwood-
Yvon hierarchy of spin operators. However, this hierarchy is resolved when we take the classical limit,
i.e., correlation terms are decomposed as ⟨σ̂zi (t)σ̂xj (t)⟩ ≈ ⟨σ̂zi (t)⟩⟨σ̂xj (t)⟩ in the classical limit. Then,
the classical equations of motion (3.9) and the quantum equations of motion (3.11) become identical.
This correspondence holds even if we consider other classical spin Hamiltonians and their quantum
counterparts.
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Next, we will also view the classical equations of motion (3.2) as the canonical equations of motion.
In order to show this viewpoint, we introduce canonical variables {qi, pi}Ni=1 satisfying

mx
i =

√
1 − (2qi)2 cos pi,

my
i = −

√
1 − (2qi)2 sin pi,

mz
i = 2qi,

(3.12)

and then the canonical equations of motion are given by a set of the Hamilton equations

q̇i =
∂Ht

∂pi
, ṗi = −∂Ht

∂qi
. (3.13)

Here, from Eq. (3.12), the following equations

∂Ht

∂pi
=
∂mx

i

∂pi

∂Ht

∂mx
i

+
∂my

i

∂pi

∂Ht

∂my
i

= my
i

∂Ht

∂mx
i

−mx
i

∂Ht

∂my
i

,

∂Ht

∂qi
=
∂mx

i

∂qi

∂Ht

∂mx
i

+
∂my

i

∂qi

∂Ht

∂my
i

+
∂mz

i

∂qi

∂Ht

∂mz
i

=
−2mz

im
x
i

mx2
i +my2

i

∂Ht

∂mx
i

+
−2mz

im
y
i

mx2
i +my2

i

∂Ht

∂my
i

+ 2
∂Ht

∂mz
i

,

(3.14)

and 

ṁx
i =

∂mx
i

∂qi
q̇i +

∂mx
i

∂pi
ṗi

=
−2mz

im
x
i

mx2
i +my2

i

q̇i +my
i ṗi,

ṁy
i =

∂my
i

∂qi
q̇i +

∂my
i

∂pi
ṗi

=
−2mz

im
y
i

mx2
i +my2

i

q̇i −mx
i ṗi,

ṁz
i =

∂mz
i

∂qi
q̇i

= 2q̇i,

(3.15)

hold. By using Eqs. (3.13) and (3.14), Eq. (3.15) becomes the classical equations of motion (3.2), and
thus we can view the classical equations of motion (3.2) as the canonical equations of motion.

Now, we introduce the concept of instantaneous stationary states and their criticality. An instanta-
neous stationary state {mi} is specified by a minimum of the Hamiltonian Ht({mi}) as a function of
canonical variables

z = {q1, q2, · · · , qN ; p1, p2, · · · , pN}, (3.16)

i.e., defined by {mi} satisfying
∂Ht

∂z
= 0. (3.17)

From Eq. (3.13), this condition is identical to

ż = {q̇1, q̇2, · · · , q̇N ; ṗ1, ṗ2, · · · , ṗN} = 0, (3.18)

i.e., instantaneous stationary states are nothing but states at classical fixed points. In particular, the
instantaneous stationary state corresponding to the global minimum of the Hamiltonian Ht({mi}) is
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called the instantaneous ground state. An instantaneous stationary state is called critical when the
determinant of the Hessian matrix is also zero

det

[
∂2Ht

∂zi∂zj

]
= 0. (3.19)

From Eq. (3.13), this condition is identical to

det

[
∂żj
∂zi

]
= 0, (3.20)

i.e., the determinant of the Jacobian matrix of ż as a function of z is zero. It implies that mapping
between z and ż is not bijection or that the inverse of ż as a function of z is not differentiable.

3.2 Classical counter-diabatic driving
In this section, we introduce exact counter-diabatic driving for classical spin systems. The main point is
that any state of classical spin systems can be described by using product states of two-level quantum
systems, and thus counter-diabatic Hamiltonians for classical spin systems should be constructed by
using the counter-diabatic Hamiltonian for a two-level system (1.73).

From Eq. (3.2), we can view a classical spin in a classical spin system as a two-level system under a
magnetic field (3.3), and thus the counter-diabatic term for this classical spin should be given by the
counter-diabatic Hamiltonian (1.73) with the counter-diabatic field (1.74) under a magnetic field (3.3).
Therefore, for a given classical spin system described by a Hamiltonian Ht({mi}), the counter-diabatic
Hamiltonian should be given by

Hcd
t ({mi}) =

N∑
i=1

fi(t) ·mi, (3.21)

where fi(t) is the counter-diabatic field

fi(t) =
heff
i (t) × ḣeff

i (t)

2|heff
i (t)|2

. (3.22)

Then classical equations of motion under the total Hamiltonian

Htot
t ({mi}) = Ht({mi}) + Hcd

t ({mi}), (3.23)

are given by
ṁi(t) = 2mi(t) × [heff

i (t) − fi(t)]. (3.24)

This counter-diabatic Hamiltonian (3.21) is actually the exact counter-diabatic Hamiltonian for classical
spin systems and the solution of Eq. (3.24) is an instantaneous stationary state if the initial state is an
instantaneous stationary state. Indeed, the angle θi(t) between a classical spin mi(t) and a corresponding
effective field fi(t) is always conserved. By differentiating the following quantity

cos θi(t) = mi(t) ·
heff
i (t)

|heff
i (t)|

, (3.25)

with respect to time t, we obtain

d

dt
cos θi(t) = ṁi(t) ·

heff
i (t)

|heff
i (t)|

+ mi(t) ·
d

dt

heff
i (t)

|heff
i (t)|

= 2{mi(t) × [heff
i (t) − fi(t)]} ·

heff
i (t)

|heff
i (t)|

+ mi(t) ·
d

dt

heff
i (t)

|heff
i (t)|

= −2[mi(t) × fi(t)] ·
heff
i (t)

|heff
i (t)|

+ mi(t) ·
d

dt

heff
i (t)

|heff
i (t)|

.

(3.26)
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Here, we have

2mi(t) × fi(t) =
mi(t) × (heff

i (t) × ḣeff
i (t))

|heff
i (t)|2

=
(mi(t) · ḣeff

i (t))heff
i (t) − (mi(t) · heff

i (t))ḣeff
i (t)

|heff
i (t)|2

,

(3.27)

and
d

dt

heff
i (t)

|heff
i (t)|

=
heff
i (t)

|heff
i |

− heff
i (t) · ḣeff

i (t)

|heff
i (t)|3

, (3.28)

and thus
d

dt
cos θi(t) = 0. (3.29)

Starting from the ground state, stationary state tracking remains in the ground state if neither first order
transitions nor criticality take place. It should be noted that stationary state tracking results in one of
the metastable states if a first order transition takes place, or in even divergence if criticality happens.
It should be also noted that we do not need to know tracked instantaneous stationary states but just
solve Eq. (3.24), then we can track instantaneous stationary states.

Note that the counter-diabatic Hamiltonian (3.21) can be obtained by using the mean-field approxima-

tion in the corresponding quantum spin Hamiltonian. For a quantum spin Hamiltonian Ĥ(t) = Ht({σi}),
the mean-field approximation leads to

ĤMF(t) = −
N∑
i=1

heff
i (t) · σ̂i, (3.30)

which is an ensemble of N two-level systems. The counter-diabatic Hamiltonian for this Hamiltonian is
given by

Ĥcd
MF(t) =

N∑
i=1

fi(t) · σ̂i. (3.31)

This can be also used as the classical-approximate counter-diabatic Hamiltonian for the original quantum
spin Hamiltonian Ĥ(t). In this case, we first solve Eq. (3.24) to obtain classical stationary dynamics and
then construct counter-diabatic fields (3.22).

3.3 Demonstration in a simple model
In this section, we show basic properties of our method. Here, we introduce the following paradigmatic
model

Ht({mi}) = − J

2N

N∑
i,j=1

mz
im

z
j − hz(t)

N∑
i=1

mz
i − hx(t)

N∑
i=1

mx
i , (3.32)

where the coupling strength J is a positive constant. By introducing the quantity

mα(t) =
1

N

N∑
i=1

mα
i (t), α = x, y, z, (3.33)

the Hamiltonian (3.32) is rewritten as

Ht({m}) = N

(
−J

2
m2
z − hz(t)mz − hx(t)mx

)
. (3.34)

This model has been widely investigated in various context. Without a transverse field this model is
known as the Husimi-Temperley model [153, 154] and also the Curie-Weiss model [155], and with a
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transverse field as the Stoner-Wohlfarth model [156]. From the Hamiltonian (3.34), stationary states
should be states on the x-z plane. Therefore, in order to find stationary states, we set{

mx = sin θ,

mz = cos θ,
(3.35)

and thus energy of stationary states is given by

E = N

(
−J

2
cos2 θ − hz cos θ − hx sin θ

)
, (3.36)

where θ satisfies
∂E

∂θ
= N(J sin θ cos θ + hz sin θ − hx cos θ) = 0. (3.37)

The spinodal line, where a metastable state becomes unstable, is specified by Eq. (3.37) and

∂2E

∂θ2
= N [J(cos2 θ − sin2 θ) + hz cos θ + hx sin θ] = 0. (3.38)

Equations (3.37) and (3.38) lead to {
hx − J sin3 θ = 0,

hz + J cos3 θ = 0,
(3.39)

and thus
hx

hz
= − tan3 θ, (3.40)

holds. By using this equation, the condition (3.37) becomes

J2/3 = (hx)2/3 + (hz)2/3. (3.41)

This condition gives the spinodal line, which is also called the Stoner-Wohlfarth astroid [156,157]. Note
that this condition is identical to the condition of criticality (3.19) in this model. We depict the phase
diagram of this model in Fig. 3.1.

Here we demonstrate the following three cases: (i) no transition takes place, (ii) a first order transition
takes place, and (iii) the system undergoes criticality after a first order transition. These cases can be
realized by assuming the magnetic fields as

hx(t) = h0 sin
πt

τ
,

hz(t) =
J

2
cos

πt

τ
,

(3.42)

and by tuning a parameter h0. Here τ is the operation time. With these magnetic fields, we can test
above three cases, i.e., with a parameter h0 satisfying (i) h0/J > 1, (ii) 0 < h0/J < 1/2, and (iii)
1/2 ≤ h0/J ≤ 1, with the same initial and final parameters, i.e.,

hx(0) = 0, hz(0) =
J

2
,

hx(τ) = 0, hz(τ) = −J
2
.

(3.43)

The ground state with these initial parameters becomes the spin up state, and the ground (metastable)
state with these final parameters becomes the spin down (up) state. We perform numerical simulations
with the parameters (i) h0/J = 5/4 (purple curves), (ii) h0/J = 1/4 (green curves), and (iii) h0/J = 3/4
(cyan curves), and depict the results in Fig. 3.2. The result of numerical simulations clearly shows the
expected properties of our method.
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Figure3.1 Phase diagram of the classical Hamiltonian (3.32). The horizontal axis is the transverse
magnetic field and the vertical axis is the longitudinal magnetic field. Both axes are scaled by the
strength of interaction. The dotted line represents the points showing first order transitions, i.e., the
ground state shows a first order transition there. The dashed curve and the black dot represent the
points showing criticality. A metastable state shows criticality at the dashed line and the ground
state shows criticality at the black dot. Three arrows represent schemes that we will consider. This
figure is the reuse of the published article [30].
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Figure3.2 Instantaneous stationary magnetization dynamics tracked by our method. The hori-
zontal axis is time scaled by the operation time. The vertical axis is magnetization. Our method
results in (i; purple) the exact ground state, (ii; green) the metastable state due to a first order
transition, and (iii; cyan) divergence due to criticality. These three curves are associated with three
arrows in Fig. 3.1. This figure is the reuse of the published article [30].
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3.4 Mimicking the procedure of quantum annealing
In this section we attempt applying our method to the procedure of quantum annealing by considering
a classical model of quantum annealing and its classical spin dynamics.

As explained in Sec. 2.3.2, we replace the Pauli matrices with classical spins expressed by three-
dimensional unit vectors as

σ̂i → mi, (3.44)

where mi satisfies |mi| = 1. Then, the Hamiltonian of a classical model of quantum annealing is given
by

Ht = g(t/τ)HP + [1 − g(t/τ)]HV , (3.45)

where the classical problem Hamiltonian and the classical driver Hamiltonian are given by

HP = −1

2

N∑
i,j=1

Jijm
z
im

z
j −

N∑
i=1

hzim
z
i , (3.46)

and

HV = −
N∑
i=1

hxim
x
i . (3.47)

Here, g(t/τ) is a differentiable function of time satisfying g(0) = 0 and g(1) = 1. We assume

g(t/τ) =
1

2

[
1 − cos

πt

τ

]
, (3.48)

with which the counter-diabatic terms for the Hamiltonian (3.45) disappear at the initial and final time.
It should be noted that the ground state of the classical problem Hamiltonian (3.46) and that of the
quantum problem Hamiltonian

ĤP = −1

2

N∑
i,j=1

Jij σ̂
z
i σ̂

z
j −

N∑
i=1

hzi σ̂
z
i , (3.49)

are identical. Therefore, the problem to obtain the ground state of the quantum problem Hamiltonian
(3.49), which is the goal of quantum annealing, i.e., combinatorial problems, is equivalent to the problem
to obtain the ground state of the classical problem Hamiltonian (3.46). Now, starting from the ground
state of the initial Hamiltonian H0 = HV , we expect to reach the ground state of the final Hamiltonian
Hτ = HP by using our method. However, as demonstrated in the previous section, this does not always
happen. When a first order transition takes place, the ground state becomes a metastable state. In
addition to that, numerical simulations show even divergence if the criticality happens.

Hereafter, we consider the random field Ising model on the L×L square lattice, which can be exactly
solved by using the maximum flow and minimum cut algorithm (see Appendix B.2 for details), and thus
we can compare our method with the exact results. Here, the number of spins is given by N = L2.
For a fixed uniform interaction Jij = J and random longitudinal magnetic fields {hzi }, we repeat M
simulations with different realization of random transverse magnetic fields {hxi }. We further repeat this
process K times with different realization of random longitudinal magnetic fields {hzi }. Note that our
method is free from the annealing time τ , and here we assume τ = 1.

First we study a single shot. Here we assume that M = 1 and uniform transverse magnetic fields
hxi = hx. For other parameters, we set J = 1, hzi = ±0.3, hx = 1, and K = 3456. We test with
various system sizes and plot the failure probability obtaining the ground state in Fig. 3.3. For small
system sizes L ≤ 8 (N ≤ 64), the failure probability is less than 1%, i.e., we can obtain the ground
state with probability more than 99%. For system sizes around L ∼ 10 (N ∼ 100), the failure (success)
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Figure3.3 Failure probability with respect to the system size. The horizontal axis represents
system size and the vertical axis represents the failure probability due to first order transitions or
criticality. The number of spins is given by N = L2. This figure is the reuse of the published
article [30].

probability is still around ∼ 10% (∼ 90%). However, the failure probability rapidly becomes worse and
worse along with the system size. The failure happens due to the occurrence of first order transitions
or criticality, and thus this result shows that the probability of these transitions and criticality grows
rapidly along with increase of the system size. This could be associated with that number of possible
states exponentially increases with the system size.

Next, we try inhomogeneous driving [133, 141–151]. Here we consider various M repetitions with
different realization of random transverse magnetic fields {hxi }. We assume that random transverse
magnetic fields are given by uniform random numbers hxi ∈ [1, 2] and the other parameters are similar
to the above case. Here we show that the failure probabilities decrease with increasing repetition M in
Fig. 3.4. The way of decrease for fixed N would be given by

Pf ∼M−γ (3.50)

with an exponent γ. Therefore, with respect to the repetition of inhomogeneous driving M , the failure
(success) probability decreases (increases) in a polynomial way. However, rate of decreasing γ becomes
smaller and smaller along with system sizes. Indeed, as plotted in Fig. 3.5, the exponent γ seems to
decrease in an exponential way

γ ∼ e−O(N). (3.51)

This result implies that resolution of failures in our method would be exponentially hard along with
system sizes. Therefore, unfortunately our method is not efficient to solve combinatorial optimization
problems. This difficulty would also happen in genuine quantum annealing if quantumness is weak.

3.5 Summary
In this chapter, we discussed shortcuts to adiabaticity for classical spin systems. For the derivation of the
counter-diabatic terms for a classical spin system, we utilized the analogy to a two-level systems because
any state of a classical spin system can be described by using a product state of two-level systems. We also
mentioned that the same counter-diabatic terms can be obtained by using the mean-field approximation
in the corresponding quantum spin systems. We showed that our method can conserve angles between
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Figure3.4 Failure probability with respect to the repetition of inhomogeneous driving. The hor-
izontal axis represents number of repetitions and the vertical axis is the failure probability. The
system size is depicted from L = 10 to L = 20 (from N = 100 to N = 400). The error bars
represent the standard errors of the binomial distribution. This figure is the reuse of the published
article [30].
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Figure3.5 Decreasing rate of the failure probability with respect to the system size. The horizontal
axis represents system size and the vertical axis represents the exponent of decreasing. This figure
is the reuse of the published article [30].
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each classical spin and an effective field applied to it during time evolution. It means that if the initial
state is given by a stationary state, then the system always tracks an instantaneous stationary state
that originates in the initial stationary state. It should be stressed that our method can be implemented
without knowing tracked instantaneous stationary states.

We demonstrated the basic properties of our method by using the simple model. Starting from the
ground state, it was shown that stationary state tracking results in a metastable state when a first order
transition takes place and in divergence when the criticality happens. We can obtain the exact ground
state if neither first order transitions nor criticality take place.

We also applied our method to a classical model of quantum annealing. In this case, we can exactly
solve problems that do not show first order transitions and criticality. However, we deterministically
fail in obtaining the exact solution when a first order transition takes place and even in obtaining an
approximate solution when criticality happens. We utilized the random-field Ising model on the L × L
square lattice, which can be exactly solved by using the maximum flow and minimum cut algorithm.
We found that a number of such failure in obtaining the exact ground state rapidly increases along with
the system size. We attempted resolving this difficulty by making use of inhomogeneous driving. We
found that first order transitions and criticality can be actually removed when we apply inhomogeneous
driving. However, it was also found that to find such inhomogeneity is exponentially hard with respect
to the system size. Our results would give insight into genuine quantum annealing.
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Chapter 4

Macroscopic entanglement generation in

bosonic Josephson junctions

In this chapter, we introduce the concept of macroscopically entangled states and bosonic
Josephson junctions. After an overview in Sec. 4.1, we introduce the quantum Fisher informa-
tion through the framework of quantum metrology and characterize macroscopic entanglement
in Sec. 4.2. We review collective spin systems and consider their entangled states in Sec. 4.3. In
Sec. 4.4, We introduce bosonic Josephson junctions, which can be described as collective spin
systems. We consider shortcuts to adiabaticity for bosonic Josephson junctions in Sec. 4.5.

4.1 Overview
Entanglement is a resource of weird phenomena in quantum mechanics and also a resource of quantum
science and technologies. It actually leads to counter-intuitive phenomena, for example, non-locality of
quantum mechanics [158]. However, this example does not imply incompleteness of quantum mechanics.
Indeed, we can observe non-locality of quantum mechanics in experiments [159]. Moreover, this weird
phenomenon can actually be utilized as a resource of quantum science and technologies. For instance,
quantum teleportation enables us to transfer an unknown quantum state to a distant place [160]. This
technique can be applied to quantum communication [161] and quantum computation [162]. In this
manner, now is the time to exploit weirdness of quantum mechanics as a resource of new technologies.

The Schrödinger’s cat is also such an illustrative example of weired quantum phenomena [163–165],
which has caused a fundamental question of macroscopic realism [166–168]. Not only the fundamental
interest, but also cat states, which are superpositions of macroscopically distinct states, can bring a lot
of benefit in practical use. One of such application is quantum metrology [11–13]. In quantum metrol-
ogy, macroscopically entangled states enable us to estimate unknown parameters with high precision
beyond the classical limitation [14–16]. Cat states have been realized in various systems, for example,
an atom with classically distinct properties [169, 170], counter-propagating current states in a super-
conducting quantum interference device [171], coherent states of photons [172–174], qubits consisting of
photons [175], a single-molecular magnet [176, 177], and trapped atoms [178–180]. We can implement
quantum metrology with these cat states by using similar interferometric protocols nevertheless these cat
states consist of quite different physical systems. This is because interferometric protocols can be viewed
as mathematically equivalent processes known as the quantum Rosetta stone for interferometry, which
showed that three interferometric protocols, i.e., the Mach-Zehnder interferometer, the Ramsey spec-
troscopy, and the quantum logic circuit, are equivalent [181]. However, it should be noted that unknown
parameters, which we can estimate, differ depending on physical systems. Therefore, it is important to
create cat states in various physical systems. However, concerning atomic systems, number of atoms
forming cat states is still limited up to a dozen of atoms [178–180]. It has been expected to create cat
states in large atomic systems beyond systems consisting of a dozen of trapped ions.

Bose-Einstein condensates can be candidates for such atomic systems because of their controlability and
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isolatedness. Indeed, it is known that the ground state of a bosonic Josephson junction, which consists of
two coupled Bose-Einstein condensates, can be a cat state [182, 183]. However, there is no experiments
realizing cat states in bosonic Josephson junctions. This is because decoherence easily destroys cat
states. In particular, it is known that particle losses, which are inevitable in Bose-Einstein condensation
experiments, disturb formation of cat states in bosonic Josephson junctions [184]. Speedup of generation
schemes could be one of the resolution of minimizing bad influence of particle losses. Therefore, we are
interested in shortcuts to adiabaticity in bosonic Josephson junctions.

4.2 Macroscopic entanglement
First we introduce the concept of the quantum Fisher information through the idea of quantum metrology
and after that we define macroscopic entanglement by using the quantum Fisher information. In quantum
metrology [11–13], we estimate an unknown parameter θ from an outcome of measurement µ. For
simplicity, we assume that the parameter θ and the outcome µ are one-dimensional parameters. Here,
we denote the probability distribution of the outcome µ when the unknown parameter is θ by P (µ|θ). We
introduce an estimator Θ(µ), which outputs an estimated value of θ from the outcome of measurement
µ. The mean value of estimation and its variance are given by

Θ̄ =
∑
µ

P (µ|θ)Θ(µ), (4.1)

and
(∆Θ)2 =

∑
µ

P (µ|θ)[Θ(µ) − Θ̄]2. (4.2)

This estimator is called a locally unbiased estimator when Θ̄ = θ. For such a locally unbiased estimator,
the variance (4.2) is bounded as

(∆Θ)2 ≥ (∆θCR)2 =
1

F (θ)
, (4.3)

where F (θ) is the Fisher information [185,186]

F (θ) =
∑
µ

1

P (µ|θ)

(
∂P (µ|θ)
∂θ

)2

. (4.4)

Here, ∆θCR is called the Cramér-Rao bound [187–189]. The equality holds when

∂

∂θ
logP (µ|θ) = λ[Θ(µ) − Θ̄], (4.5)

where λ is a real number (see Appendix A.6, for a proof of the Cramér-Rao bound). The Cramér-Rao
bound implies that a given probe state, which gives the probability distribution, is potentially useful to
estimate an unknown parameter when it gives large Fisher information. Note that when independent
and identically distributed measurement is performed ν times, the Cramér-Rao bound is improved as
F (θ) → νF (θ), which is a consequence of the additivity of the Fisher information. More generally, the
Fisher information F (θ) = F [P (µ|θ)] satisfies the convexity [190]

F [pP (µ|θ) + (1 − p)P̄ (µ|θ)] ≤ pF [P (µ|θ)] + (1 − p)F [P̄ (µ|θ)], (4.6)

and, by assuming P (µ|θ) =
∏ν
i=1 P

(i)(µi|θ) and µ = {µ1, µ2, · · · , µν}, the additivity [191]

F [P (µ|θ)] =

ν∑
i=1

F [P (i)(µi|θ)], (4.7)

(see Appendix. A.7, for derivation of these properties).
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In quantum mechanics, the probability distribution is given by

P (µ|θ) = Tr[ρ̂θÊµ], (4.8)

where ρ̂θ is the density operator and Êµ is positive operator-valued measurement, i.e., it satisfies

Êµ ≥ 0,
∑
µ

Êµ = 1. (4.9)

The Fisher information is rewritten as

F (θ) = F [ρ̂θ] =
∑
µ

{Tr[(∂θρ̂θ)Êµ]}2

Tr[ρ̂θÊµ]
, (4.10)

which apparently depends on a choice of the positive operator-valued measurement. The maximum value
of the Fisher information is called the quantum Fisher information [192,193] and given by

FQ[ρ̂θ] = max
Êµ

F [ρ̂θ] =
∑
k,l

2

pk + pl
|⟨k|(∂θρ̂θ)|l⟩|2, (4.11)

where {pk} and {|k⟩} are given by the spectral decomposition of the density operator

ρ̂θ =
∑
k

pk|k⟩⟨k|. (4.12)

Here, the positive operator valued measurement which maximizes the Fisher information satisfies

Êµ{1 − λR−1
ρ̂θ

[∂θρ̂θ]}ρ̂θ = 0, (4.13)

where λ is a real number and R−1
ρ̂θ

[·] is a super-operator defined by

R−1
ρ̂θ

[Â] =
2

pk + pl
⟨k|Â|l⟩|k⟩⟨l|. (4.14)

If a probe state is given by a pure state, i.e., ρ̂θ = |ψθ⟩⟨ψθ|, the quantum Fisher information can be
written as

FQ[ρ̂θ] = 4⟨∂θψθ|[1 − |ψθ⟩⟨ψθ|]|∂θψθ⟩, (4.15)

(see Appendix A.8, for derivation of the quantum Fisher information). Note that the quantum Fisher
information for a mixed state is associated with the Bures metric and that for a pure state is associated
with the Fubini-Study metric, which can be understood as the distance in the Hilbert space [192,193].

Then the convexity and the additivity of the Fisher information show important properties. For a
mixed state ρ̂ = pρ̂(1) + (1 − p)ρ̂(2), 0 < p < 1, the convexity of the Fisher information leads to

FQ[ρ̂] ≤ pFQ[ρ̂(1)] + (1 − p)FQ[ρ̂(2)], (4.16)

which implies that classical probabilistic mixture never increases the quantum Fisher information. Next,
for a product state ρ̂ =

⊗ν
i=1 ρ̂

(i), the additivity of the Fisher information leads to

FQ[ρ̂] =

ν∑
i=1

FQ[ρ̂(i)], (4.17)

which implies that the quantum Fisher information of classical (product) states can be calculated by
summing up the quantum Fisher information of each subsystem.

For a probe state, which satisfies

i
∂ρ̂θ
∂θ

= [Â, ρ̂θ], (4.18)
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where Â is a certain Hermitian operator, the quantum Fisher information can be rewritten as

FQ[ρ̂θ] = 2
∑
k,l

(pk − pl)
2

pk + pl
|⟨k|Â|l⟩|2. (4.19)

For a pure state, the quantum Fisher information becomes

FQ[ρ̂θ] = 4⟨(∆Â)2⟩, (4.20)

which is quadruple of the variance of Â. Suppose that an Hermitian operator Â is given by Â =
∑N
i=1 Â

(i),

where each Â(i) acts on each subsystem and its eigenvalue is of the order of O(1). Then, the additivity of
the quantum Fisher information implies that the quantum Fisher information of a classical state is not
more that FQ ∼ N , which is called the standard quantum limit. In other words, if the quantum Fisher
information of a given state is larger than N , then the given state is a non-classical state, i.e., an entangled
state. Because the quantum Fisher information is given by the variance of Â, the maximum value of

the quantum Fisher information concerning the operator Â =
∑N
i=1 Â

(i) is FQ ∼ N2, which is called
the Heisenberg limit. For this kind of the Hermitian operators, a given state is called a macroscopically
entangled state if the quantum Fisher information scales with N2.

4.3 Macroscopic entanglement in collective spin systems

In this section, we consider an ensemble of two-level systems {σ̂i}. The collective spin operator Ĵ =

(Ĵx, Ĵy, Ĵz) is defined by

Ĵ =
1

2

N∑
i=1

σ̂i, (4.21)

which satisfies the commutation relation of the angular momentum

[Ĵα, Ĵβ ] = iϵαβγ Ĵγ , (4.22)

where ϵαβγ is the Levi-Civita symbol. The collective rotation operator along an axis n by an angle θ is
given by

Ûn = exp[−iθĴn], (4.23)

where Ĵn is the angular momentum operator with the quantization axis along n. Here we consider the
simultaneous eigenstate |J ;M⟩ of Ĵz and Ĵ2, which satisfies

Ĵz|J ;M⟩ = M |J ;M⟩, Ĵ2|J ;M⟩ = J(J + 1)|J ;M⟩, (4.24)

where spin size J can take J = N/2, N/2 − 1, · · · (> 0), and M can take M = −J,−J + 1, · · · , J . We
can also express the collective spin operators by using two bosonic operators, â1 and â2, as

Ĵx =
1

2
(â†1â2 + â†2â1),

Ĵy =
1

2i
(â†1â2 − â†2â1),

Ĵz =
1

2
(â†1â1 − â†2â2).

(4.25)

For the bosonic expression, the simultaneous eigenstate of Ĵz and Ĵ2 is given by

|N1, N2⟩ = |(N1 +N2)/2; (N1 −N2)/2⟩, (4.26)

where N1 (N2) is number of mode-1 (-2) bosons.
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Suppose that a Hamiltonian Ĥ is described by using only these collective spin operators, and then the
commutation relation

[Ĵα, Ĵ
2] = 0, α = x, y, z, (4.27)

leads to the commutation relation
[Ĥ, Ĵ2] = 0, (4.28)

which ensures that this system can be block-diagonalized in the eigensectors of Ĵ2. It means that as
long as we consider unitary dynamics, we can discuss properties of the system in a single eigensector.

First we start with separable states. The coherent spin state is a product state, in which all two-level
spins point the same direction, and it can be expressed as

|θ, φ;N⟩ =

N⊗
i=1

[
cos

θ

2
| ↑⟩i + eiφ sin

θ

2
| ↓⟩i

]
, (4.29)

in the individual spin representation, or equivalently

|θ, φ;N⟩ =

J∑
M=−J

√
(2J)!

(J +M)!(J −M)!

(
cos

θ

2

)J+M (
sin

θ

2

)J−M
ei(J−M)φ|J ;M⟩, (4.30)

in the collective spin representation [194, 195]. By using the collective rotation operator along the axis
that points perpendicular to the coherent spin state, the quantum Fisher information of the coherent
spin state achieves the standard quantum limit FQ = N [196]. It means that the coherent spin state is
a classical optimal state for quantum metrology.

Next, we consider an entangled state that can achieve the Heisenberg limit. Here we introduce the
NOON state [181]

|NOON⟩ =
1√
2

(|N, 0⟩ + |0, N⟩), (4.31)

or equivalently

|NOON⟩ =
1√
2

(|J ; J⟩ + |J ;−J⟩). (4.32)

Then, by using the collective rotation operator along the z-axis, the quantum Fisher information of the
NOON state achieves the Heisenberg limit FQ = N2 [197]. Therefore, the NOON state is a metrologically
useful state and a macroscopically entangled state.

4.4 Bosonic Josephson junctions
In this section, we introduce a bosonic Josephson junction as an example of collective spin systems. Here
we consider Bose-Einstein condensation in a single spatial mode with two internal atomic states [182,198].
The Hamiltonian of this system is given by

Ĥ = Ĥ1 + Ĥ2 + Ĥint + Ĥcoup, (4.33)

where Ĥj , j = 1, 2, represents each condensate of internal atomic states

Ĥj =

∫
dxψ̂†

j (x)

[
− h̄2

2m

∂2

∂x2
+ Vj(x) +

4πh̄2aj
2m

ψ̂†
j (x)ψ̂j(x)

]
ψ̂j(x), (4.34)

and Ĥint represents scattering between two condensates

Ĥint =
4πh̄2a12

m

∫
dxψ̂†

1(x)ψ̂1(x)ψ̂†
2(x)ψ̂2(x), (4.35)
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and Ĥcoup represents coupling of two internal atomic states via laser-induced Raman transitions

Ĥcoup =
h̄ΩR

2

∫
dx[ψ̂1(x)ψ̂†

2(x)e−i∆t + ψ̂†
1(x)ψ̂2(x)ei∆t]. (4.36)

Here ψ̂j , (ψ̂†
j ), j = 1, 2, is the annihilation (creation) operator of the bosonic field with mass m, Vj is a

potential trapping atoms, aj , j = 1, 2, and a12 is the scattering length, ΩR is the Rabi frequency, and ∆
is the detuning. Now we rewrite this Hamiltonian (4.33) by using the approximation [182,198]

ψ̂j(x) ≈ ϕj(x)âj , j = 1, 2, (4.37)

where ϕj(x), j = 1, 2, is the real normalized mode function and âj , j = 1, 2, is the bosonic operator of
each mode. Then, the Hamiltonian (4.33) is rewritten as

Ĥ ≈ h̄ω1â
†
1â1 + h̄ω2â

†
2â2 + h̄χ1â

†
1â

†
1â1â1 + h̄χ2â

†
2â

†
2â2â2 + h̄χ12â

†
1â1â

†
2â2 +

h̄Ω

2
(â1â

†
2e

−i∆t + â†1â2e
i∆t),

(4.38)
where

h̄ωj =

∫
dxϕj(x)

[
− h̄2

2m

∂2

∂x2
+ Vj(x)

]
ϕj(x), j = 1, 2, (4.39)

h̄χj =
4πh̄2aj

2m

∫
dxϕ4j (x), j = 1, 2, (4.40)

h̄χ12 =
4πh̄2a12

m

∫
dxϕ21(x)ϕ22(x), (4.41)

h̄Ω = h̄ΩR

∫
dxϕ1(x)ϕ2(x). (4.42)

Then, by using the collective spin expression (4.25) and the number operator N̂ = â†1â1+ â†2â2, we obtain

Ĥ ≈ h̄χĴ2
z + h̄Ω cos ∆Ĵx − h̄Ω sin ∆Ĵy + h̄δĴz + (N̂ and N̂2 terms), (4.43)

where χ = χ1 + χ2 − χ12 and δ = (ω1 − ω2) + (N̂ − 1)(χ1 − χ2). Because the Hamiltonian commutes

with N̂ and N̂2, we can discuss in a fixed particle number sector. We also set ∆ = 0 and δ = 0, then we
obtain the bosonic Josephson junction Hamiltonian [182,198]

Ĥ = h̄χĴ2
z + h̄ΩĴx. (4.44)

Therefore, we can view bosonic Josephson junctions as collective spin systems. It should be noted that
this Hamiltonian is also known as the Lipkin-Meshkov-Glick model [199].

Now, we discuss this model by using the semi-classical approximation [200]. There, we use a number
and phase expression of the angular momentum

Ĵx → N

2

√
1 − z2 cosϕ,

Ĵz →
N

2
z,

(4.45)

where z and ϕ are classical variables corresponding to position and momentum, respectively. By substi-
tuting this expression into the bosonic Josephson junction Hamiltonian (4.44), we obtain

Ĥ → H =
h̄ΩN

2

√
1 − z2 cosϕ+

h̄χN2

4
z2. (4.46)

By expanding cosϕ around ϕ ≈ 0, we obtain an approximate classical Hamiltonian with quadratic
momentum

H ≈ − h̄ΩN

4
ϕ
√

1 − z2ϕ+ V (z), (4.47)
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where V (z) is potential energy

V (z) =
h̄χN2

4
z2 +

h̄ΩN

2

√
1 − z2. (4.48)

Mass of this system depends on position, i.e.,

m ∝ 1√
1 − z2

, (4.49)

and it ensures that a particle is confined within z ∈ [−1, 1]. Here, z-derivative of the potential is given
by

d

dz
V (z) =

h̄χN2

2
z2 − h̄ΩN

2

z√
1 − z2

, (4.50)

and thus classical stationary states satisfying dV/dz = 0 are given by

z = 0,±
√

1 − Λ−2, (4.51)

where Λ is a characteristic parameter of the bosonic Josephson junction defined by

Λ =
χN

Ω
. (4.52)

Equation (4.51) implies that a bosonic Josephson junction has only one stationary state z = 0 when
Λ−1 > 1. This stationary state z = 0 is almost similar to the coherent state along x-axis, i.e., the
quantum paramagnetic state, and thus a bosonic Josephson junction is in the disordered phase for
Λ−1 > 1. For 0 ≤ Λ−1 < 1, two stationary states z = ±

√
1 − Λ−2 appear. However, behavior of these

stationary states differs depending on the sign of χ. Indeed, the second derivative of the potential is
given by

d2

dz2
V (z) =

h̄χN2

2
− h̄ΩN

2

1

(1 − z2)3/2
, (4.53)

and thus, for the two stationary states z = ±
√

1 − Λ−2, we obtain

d2

dz2
V (z)

∣∣∣∣
z=±

√
1−Λ−2

=
h̄χN2

2
(1 − Λ2). (4.54)

Because now we are considering the region 0 ≤ Λ−1 < 1, i.e., the region Λ > 1, the second derivative of
the potential for two stationary states becomes positive when χ < 0, and negative when χ > 0, or in other
words, two stationary states are stable for χ < 0 and unstable for χ > 0. Here we plot the potential (4.48)
for χ < 0 in Fig. 4.1. We can find a single stationary state z = 0 for Λ−1 = 2, a three-fold degenerate
stationary state z = 0 for Λ−1 = 1, and an unstable stationary state z = 0 and two stable stationary
states z = ±

√
1 − Λ−2 for Λ−1 = 1/2. The double-well behavior of the potential for 0 ≤ Λ−1 < 1 with

χ < 0 leads to formation of a cat state in the ground state, i.e., a bosonic Josephson junction has a cat
state as the ground state in the ordered phase 0 ≤ Λ−1 < 1 with χ < 0. Furthermore, the ground state
of a bosonic Josephson junction with Λ−1 = 0 becomes the NOON state (4.31). It should be noted that
the point Λ−1 = 1 is the critical point showing a second order phase transition [183].

A problem is how to realize this cat state in a bosonic Josephson junction. One might think of just
cooling down a system in the ordered phase. However, it is known that the energy gap between the
ground state and the first excited state is exponentially small, and thus we could not obtain only the
ground state, but a superposition of the ground state and the first excited state. Unfortunately, this
superposition is enough to kill a cat state. This is because the ground state is a symmetric state of two
stationary states and the first excited state is an anti-symmetric state of two stationary states, and thus
a superposition of these states causes symmetry breaking [201]. Therefore, the resulting state would
no longer a cat state. A candidate to realize this cat state is adiabatic control of a bosonic Josephson
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Figure4.1 Potential energy (4.48) of a bosonic Josephson junction. The horizontal axis is position
of a particle z representing magnetization and the vertical axis is scaled potential V/|h̄χN2|. The
parameter regions are given by (top) Λ−1 = 2, (middle) Λ−1 = 1, and (bottom) Λ−1 = 1/2. This
figure is the reuse of the published article [82].
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junction [182, 202]. We first prepare the ground state in the disordered phase, where the energy gap
between the ground state and the first excited state can be large, or just above the critical point by
using π/2 pulse. Then, we adiabatically change the parameter Λ into the ordered phase. Because the
ground state and the first excited sate have different parity and the Hamiltonian of a bosonic Josephson
junction (4.44) conserves parity [202], we could obtain the ground state in the ordered phase, i.e., a cat
state. A difficulty of this scheme is a long generation time due to the adiabatic theorem. Therefore, it is
of great interest to apply shortcuts to adiabaticity.

4.5 Application of shortcuts to adiabaticity
According to Takahashi [115] and Campbell et al. [203], in order to derive an approximate counter-
diabatic Hamiltonian for the bosonic Josephson junction Hamiltonian (4.44), we introduce the Holstein-
Primakoff transformation 

Ŝ+ =
√

2S

√
1 − â†â

2S
â,

Ŝ− =
√

2Sâ†
√

1 − â†â

2S
,

Ŝz = S − â†â,

(4.55)

where Ŝ± is given by {
Ŝ+ = Ŝx + iŜy,

Ŝ− = Ŝx − iŜy,
(4.56)

Ŝα, α = x, y, z is the spin operator with spin size S = N/2, and â (â†) is the annihilation (creation)
operator. Here, we set the quantization axis to the z-axis, and thus the bosonic operators represent
deviations from the coherent spin state along the z-axis. We introduce the rotation operators around
the y- and z-axes {

Ûy(ϕ) = exp[−iϕŜy],

Ûz(ψ) = exp[−iψŜz],
(4.57)

and then the spin operators are rotated as
Ŝ(ϕ,ψ)
x ≡ Û†

z (ψ)Û†
y (ϕ)ŜxÛy(ϕ)Ûz(ψ) = Ŝx cosϕ cosψ − Ŝy cosϕ sinψ + Ŝz sinϕ,

Ŝ(ϕ,ψ)
y ≡ Û†

z (ψ)Û†
y (ϕ)ŜyÛy(ϕ)Ûz(ψ) = Ŝx sinψ + Ŝy cosψ,

Ŝ(ϕ,ψ)
z ≡ Û†

z (ψ)Û†
y (ϕ)ŜzÛy(ϕ)Ûz(ψ) = −Ŝx sinϕ cosψ + Ŝy sinϕ sinψ + Ŝz cosϕ.

(4.58)

When a given state is similar to the spin coherent state, the Holstein-Primakoff transformation can be
approximated as 

Ŝx ≈
√

2S

2
(â+ â†),

Ŝy ≈
√

2S

2i
(â− â†),

Ŝz = S − â†â,

(4.59)

which is an approximation up to the order of O(N).
For the bosonic Josephson junction Hamiltonian (4.44), the quantization axes are along the x-axis

for the disordered phase and along the axes rotated by ±ϕ from the x-axis in the x-z plane for the
ordered phase, where ϕ is given by cosϕ = Ω/χN from the classical analysis. Therefore, for the bosonic
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Josephson junction Hamiltonian, the Holstein-Primakoff transformation should be given by
Ĵx = Ŝ(π/2,π/2)

x = Ŝz,

Ĵy = Ŝ(π/2,π/2)
y = Ŝx,

Ĵz = Ŝ(π/2,π/2)
z = Ŝy,

(4.60)

for the disordered phase, and
Ĵx = Û†

x(±ϕ)Ŝ(π/2,π/2)
x Ûx(±ϕ) = ±Ŝy sinϕ+ Ŝz cosϕ,

Ĵy = Û†
x(±ϕ)Ŝ(π/2,π/2)

y Ûx(±ϕ) = Ŝx,

Ĵz = Û†
x(±ϕ)Ŝ(π/2,π/2)

z Ûx(±ϕ) = Ŝy cosϕ∓ Ŝz sinϕ,

(4.61)

for the ordered phase. Then, the bosonic Josephson junction Hamiltonian is approximately transformed
as

Ĥ ≈
(
h̄χN

2
− h̄Ω

)
â†â− h̄χN

4
(â2 + â†2) + (c-numbers), (4.62)

for the disordered phase, and

Ĥ ≈
[
h̄Ω

2

(
Ω

χN

)
− h̄χN

]
â†â− h̄Ω

4

(
Ω

χN

)
(â2 + â†2) + (c-numbers & higher orders), (4.63)

for the ordered phase. Both expressions of the bosonic Josephson junction Hamiltonian have the similar
form

Ĥ = Aâ†â+B(â2 + â†2), (4.64)

and thus, by introducing the Bogoliubov transformation(
b̂

b̂†

)
=

(
cosh θ

2 sinh θ
2

sinh θ
2 cosh θ

2

)(
â
â†

)
, (4.65)

where b̂ (b̂†) is the annihilation (creation) operator of the Bogoliubov boson, these Hamiltonian can be
diagonalized as

Ĥ =
√
A2 − 4B2b̂†b̂+ (c-numbers). (4.66)

Here, we set tanh θ = 2B/A. Therefore, the bosonic Josephson junction Hamiltonian can approximately
be rewritten as

Ĥ ≈ h̄ωb̂†b̂, (4.67)

where the energy is given by

h̄ω = h̄
√

Ω(Ω − χN), (4.68)

for the disordered phase, and

h̄ω = h̄
√

(χN)2 − Ω2, (4.69)

for the ordered phase. The counter-diabatic Hamiltonian for this Hamiltonian is given by Eq. (1.93). By
inversely transforming the counter-diabatic Hamiltonian for a harmonic oscillator (1.93), we obtain an
approximate counter-diabatic Hamiltonian for bosonic Josephson junctions

Ĥcd = h̄f(ĴyĴz + ĴzĴy), (4.70)

where f is given by

h̄f = − h̄[Ω̇(Ω − χN) + Ω(Ω̇ − χ̇N)]

4NΩ(Ω − χN)
, (4.71)
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for the disordered phase, and

h̄f = − h̄[(χN)(χ̇N) − ΩΩ̇]

2N [(χN)2 − Ω2]
, (4.72)

for the ordered phase. Apparently, these counter-diabatic fields show divergence at the critical point
Λ−1 = 1, and thus we cannot apply these counter-diabatic terms to create a cat state. Note that the
form of this counter-diabatic Hamiltonian is known as the two-axis counter-twisting Hamiltonian, which
was theoretically studied in the context of spin squeezing [204], and this counter-diabatic Hamiltonian
can be expressed as

Ĥcd =
h̄f

2
[e−i

π
2 (â†1â

†
1â1â2 + â†2â

†
2â2â1) + ei

π
2 (â†1â

†
2â2â2 + â†2â

†
1â1â1)], (4.73)

in the bosonic operator expression.
In the next chapter, we will discuss a way to avoid this divergence and show generation of a cat state

in a bosonic Josephson junction via a shortcut.
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Chapter 5

Shortcuts to adiabaticity for bosonic

Josephson junctions

In this chapter, we consider shortcuts to adiabaticity for bosonic Josephson junctions across
the critical point and generation of macroscopic entanglement. In Sec. 5.1, we construct
counter-diabatic terms for bosonic Josephson junctions by taking finite-size corrections via
1/N expansion of the Holstein-Primakoff transformation. In Sec. 5.2, we discuss generation of
macroscopically entangled states in bosonic Josephson junctions. We summarize our method
and results in Sec. 5.3. Note that this chapter is based on a series of the articles by the present
author [82,109].

5.1 Counter-diabatic driving
We consider the bosonic Josephson junction Hamiltonian

Ĥ = h̄χĴ2
z + h̄ΩĴx, (5.1)

and assume χ < 0 and Ω ≤ 0. As mentioned in Sec. 4.4, the phase of this system is characterized by the
parameter

Λ =
χN

Ω
. (5.2)

In the disordered phase, Λ−1 > 1, all (2J + 1) eigenstates of the bosonic Josephson junction Hamil-
tonian are separated from each other, and thus the counter-diabatic terms are constructed by using
the non-degenerate formalism. However, in the ordered phase, 0 ≤ Λ−1 < 1, eigenstates have two-fold
degeneracies in the thermodynamic limit (only the highest energy eigenstate has no degeneracy if the
total number of atoms N is given by even), and thus the counter-diabatic terms should be constructed
by using the degenerate formalism. Indeed, the construction of the counter-diabatic terms in Sec. 4.5
are based on the Holstein-Primakoff transformation and the harmonic approximation, which means that
we consider the thermodynamic limit. In these situations, the degenerate ground states are given by
the ground states of each harmonic well, whereas originally the degenerate ground states are given by
the symmetric and the anti-symmetric states. Then, the counter-diabatic terms should be given by the
summation of the counter-diabatic terms constructed in each well

Ĥcd ≈
∑
µ=±

Ĥcd
µ , (5.3)

where Ĥcd
µ is the counter-diabatic terms for each well. Similarly, classical-approximate counter-diabatic

terms discussed in Sec. 3.2 also take the form (5.3). This is because to consider the mean-field approxi-
mation leads to decomposition of the symmetric state into two symmetry-broken states. We first show
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that the classical-approximate counter-diabatic terms do not make sense in the present process. For sim-
plicity, we discuss in the collective spin representation, but it is straightforward to discuss in individual
spin representation. The mean-field approximation in the bosonic Josephson junction Hamiltonian leads
to the mean-field Hamiltonian

ĤMF = 2h̄χMzĴz + h̄ΩĴx, (5.4)

where Mz = ⟨Ĵz⟩ and we ignore constant terms. Then the classical-approximate counter-diabatic Hamil-
tonian is given by

Ĥcd
MF = h̄f Ĵy, (5.5)

where

f =
2χMzΩ̇ − 2(χ̇Mz + χṀz)Ω

(2χMz)2 + Ω2
. (5.6)

We find that for the other symmetry-broken state −Mz the counter-diabatic term has negative sign, and
thus Eq. (5.3) vanishes. Therefore, the present classical-approximate counter-diabatic terms cannot be
used in the present scheme, while it make sense for fast control of symmetry-broken states.

In order to avoid these difficulties, we introduce the finite-size corrections. Here we again consider the
Holstein-Primakoff transformation but expand up to the third order of the bosonic operators

Ŝx ≈
√

2S

2
(â+ â†) − 1

4
√

2S
(â†ââ+ â†â†â),

Ŝy ≈
√

2S

2i
(â− â†) − 1

4i
√

2S
(â†ââ− â†â†â),

Ŝz ≈ S − â†â.

(5.7)

From the rotation of quantization axes, the angular momentum operators of bosonic Josephson junctions
are given by 

Ĵx = Ŝ(π/2,π/2)
x = Ŝz,

Ĵy = Ŝ(π/2,π/2)
y = Ŝx,

Ĵz = Ŝ(π/2,π/2)
z = Ŝy,

(5.8)

for the disordered phase, and
Ĵx = Û†

x(±ϕ)Ŝ(π/2,π/2)
x Ûx(±ϕ) = ±Ŝy sinϕ+ Ŝz cosϕ,

Ĵy = Û†
x(±ϕ)Ŝ(π/2,π/2)

y Ûx(±ϕ) = Ŝx,

Ĵz = Û†
x(±ϕ)Ŝ(π/2,π/2)

z Ûx(±ϕ) = Ŝy cosϕ∓ Ŝz sinϕ,

(5.9)

for the ordered phase. By using the normal ordering and the harmonic approximation, the bosonic
Josephson junction Hamiltonian can be rewritten as

Ĥ ≈
[
h̄χN

2

(
1 − 1

N

)
− h̄Ω

]
â†â− h̄χN

4

(
1 − 1

2N

)
(â2 + â†2) + (c-numbers & higher orders), (5.10)

for the disordered phase, and

Ĥ ≈
[
h̄Ω

2

(
Ω

χN

)(
1 − 3

N

)
− h̄χN

(
1 − 1

N

)]
â†â− h̄Ω

4

(
Ω

χN

)(
1 − 1

2N

)
(â2 + â†2)

∓ ih̄Ω

2
√
N

√
1 −

(
Ω

χN

)2

(â− â†) + (c-numbers & higher orders),

(5.11)
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for the ordered phase. Here we assume cosϕ = Λ−1, which holds in the thermodynamic limit, whereas
it also changes due to the finite-size corrections. However, this can be justified as follows. We introduce
small deviation of the quantization axis ∆ϕ, and then

cos(ϕ+ ∆ϕ) = cosϕ cos ∆ϕ− sinϕ sin ∆ϕ ≈ cosϕ− ∆ϕ sinϕ+ O(∆ϕ2). (5.12)

Adiabaticity of this system becomes bad around the critical point, where ϕ ≈ 0. Therefore, we could
approximate as cos(ϕ + ∆ϕ) ≈ cosϕ. For the ordered phase, we introduce displacement in the bosonic
operators {

â = â′ + iA±,

â† = â′† − iA±,
(5.13)

where A± is the real number given by

A± = ± 1

2
√
N

Ω
√

(χN)2 − Ω2

(χN)2(1 − 1
N ) − Ω2(1 − 7

4N )
. (5.14)

Then the Hamiltonian can be rewritten as

Ĥ ≈
[
h̄Ω

2

(
Ω

χN

)(
1 − 3

N

)
− h̄χN

(
1 − 1

N

)]
â′†â′ − h̄Ω

4

(
Ω

χN

)(
1 − 1

2N

)
(â′2 + â′†2)

+ (c-numbers & higher orders).

(5.15)

We repeat the derivation of the counter-diabatic terms as discussed in Sec. 4.5, i.e., by using the Bogoli-
ubov transformation and the counter-diabatic terms for a harmonic oscillator, we obtain

Ĥcd ≈ h̄f(ĴyĴz + ĴzĴy), (5.16)

where the strength of the counter-diabatic terms is given by

f =
[χN2 ( 1

N − 3
4N2 ) − Ω(1 − 1

N )] χ̇N2 + [χN2 (1 − 1
N ) − Ω]Ω̇

2N{[χN2 (1 − 1
N ) − Ω]2 − [(χN2 )(1 − 1

2N )]2}
, (5.17)

in the disordered phase, and

f = −
[χN(1 − 1

N )2 + Ω
2 ( Ω

χN )(1 − 1
N )(1 − 3

N ) + 5Ω
4 ( Ω

χN )3( 1
N − 7

4N2 )]χ̇N

N{[Ω2 ( Ω
χN )(1 − 3

N ) − χN(1 − 1
N )]2 − [Ω2 ( Ω

χN )(1 − 1
2N )]2}

+
[ 5Ω2 ( Ω

χN )2( 1
N − 7

4N2 ) + Ω(1 − 1
N )(1 − 3

N )]Ω̇

N{[Ω2 ( Ω
χN )(1 − 3

N ) − χN(1 − 1
N )]2 − [Ω2 ( Ω

χN )(1 − 1
2N )]2}

,

(5.18)

in the ordered phase.
Hereafter, for simplicity, we consider the time-independent nonlinear interaction χ and the time-

dependent coupling Ω = Ω(t). In particular, we consider a polynomial schedule

Λ−1 = 48s5 − 120s4 + 100s3 − 30s2 + 2, s = t/tf . (5.19)

This schedule is determined from the boundary conditions{
Λ−1|t=0 = 2, Λ−1|t=tf/2 = 1, Λ−1|t=tf = 0,

Λ̇−1|t=0 = Λ̇−1|t=tf/2 = Λ̇−1|t=tf = 0.
(5.20)

Here we plot the strength of the counter-diabatic terms (5.17) and (5.18) in Fig. 5.1. With and without
the counter-diabatic Hamiltonian (5.16), we will simulate the bosonic Josephson junction Hamiltonian
(5.1) and discuss about generation of cat states in the next section.
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Figure5.1 Strength of the counter-diabatic fields for N = 100, 500, 1000, and ∞. The horizontal
axis is normalized time s = t/tf and the vertical axis is the strength of the counter-diabatic fields.
Here, we set χNtf = 2. This figure is the reuse of the published article [82].

5.2 Macroscopic entanglement generation
First we investigate the distribution of populations on the energy eigenstates. The final Hamiltonian
commutes with the angular momentum operator Ĵz, and thus populations on the energy eigenstates
are given by |⟨m|Ψ(tf )⟩|2, where |m⟩ is the eigenvector of Ĵz satisfying Ĵz|m⟩ = m|m⟩. If generation
is perfectly adiabatic, it results in the NOON state, and thus we obtain |⟨±J |Ψ(tf )⟩|2 = 1/2 and
otherwise zero. We simulate generation processes with and without counter-diabatic terms, and depict
the distributions for N = 1000 and χNtf = 2 in Fig. 5.2. We can find a two-peak structure in the case of
counter-diabatic driving in contrast to a single-peak structure in the case of adiabatic driving. From the
bosonic Josephson junction Hamiltonian, we know that energy eigenvalues are small when |m| is large,
and thus apparently counter-diabatic driving leads to a lower energy state.

As mentioned in Sec. 1.1, adiabatic control of a quantum state can be regarded as confinement around
classical fixed points, and thus we do not have to consider turning off a Hamiltonian. Indeed, we simulate
the case, where the Hamiltonian is set to be the final Hamiltonian after a creation process, and depict
time evolution of the distribution up to the time s = t/tf = 2 for N = 1000 and χNtf = 2 in Fig. 5.3.
We can find that the system obviously stop its dynamics after the creation time s = t/tf = 1. Therefore,
we do not have to care about timing to stop the generation process and to transfer to a next step.

We are also interested in how our shortcuts protocol can accelerate adiabatic time evolution. In order
to assess speedup, we introduce the residual energy

Eres = E(tf ) − EGS, (5.21)

where E(tf ) is the energy of generated states

E(tf ) = ⟨Ψ(tf )|Ĥ(tf )|Ψ(tf )⟩, (5.22)

and EGS is the ground state energy of the final Hamiltonian, i.e., the energy of the NOON state under
the final Hamiltonian

EGS = ⟨NOON|Ĥ(tf )|NOON⟩ = h̄χJ2 =
h̄χN2

4
. (5.23)

49



0

0.005

0.01

0.015

0.02

−500 −250 0 250 500

|〈
m
|Ψ

(t
f
)〉
|2

m

STA
Adiabatic
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purple histogram denoted as “STA” represents a state generated by the shortcuts protocol and the
green histogram denoted as “Adiabatic” is a state generated by the naive adiabatic protocol. This
figure is the reuse of the published article [82].

Figure5.3 Time evolution of the distribution of the eigenstate populations for N = 1000 and
χNtf = 2. This figure is the reuse of the published article [82].

We simulate both adiabatic and shortcuts-to-adiabatic processes with various generation time, and plot
in Fig. 5.4. One can find that our shortcuts protocol can improve the naive adiabatic protocol up to
χNtf ∼ 30. However, if χNtf is lager than ∼ 30, then our shortcuts protocol leads to even worse results.

Now we will confirm if the generated state is a macroscopically entangled state or not. In order to
study it, we calculate the quantum Fisher information of the generated state. As mentioned in Sec. 4.2,
if the quantum Fisher information of the generated state is larger than N , then the generated state is at
least entangled. Furthermore, we can conclude that the generated state is a macroscopically entangled
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protocol. This figure is the reuse of the published article [82].

state if the quantum Fisher information scales by N2. Because adiabatic and shortcuts-to-adiabatic
schemes can achieve the NOON state if the generation is perfectly adiabatic, and thus it is expected that
we can obtain large quantum Fisher information by utilizing the similar interferometric scheme to the
case of the NOON state [197]. Therefore, we consider the following probe state

|ψθ⟩ = exp[−iθĴz]|Ψ(tf )⟩, (5.24)

where θ is unknown parameter that we want to estimate and |Ψ(tf )⟩ is the generated state. Then, the
quantum Fisher information is given by

FQ[ρ̂θ] = 4⟨(∆Ĵz)2⟩. (5.25)

We plot the quantum Fisher information for N = 100, N = 500, and N = 1000 with θ = 0 and χNtf = 2
in Fig. 5.5. The results show that the quantum Fisher information nearly scales by N2, slightly below
the Heisenberg limit. Therefore, we can conclude that the generated state is a macroscopically entangled
state. It would be worthy to be mentioned that the quantum Fisher information of the generated state
is larger than the maximum quantum Fisher information of the Dicke state [205–207], which can be
realized in the ground state of the present Hamiltonian with a positive non-linear interaction [208].

5.3 Summary
In this chapter, we discussed shortcuts to adiabaticity for bosonic Josephson junctions across the critical
point. There, we took finite-size corrections into account by using 1/N expansion in the Holstein-
Primakoff transformation. We found that the resulting counter-diabatic terms can be finite even at the
critical point if we choose appropriate time-dependence of the parameter Λ in contrast to the divergence
in the previous work, where the counter-diabatic terms were constructed in the thermodynamic limit [115,
203].

We attempted generating macroscopically entangled states in bosonic Josephson junctions by using
our method. We found two peaks in the distribution of eigenstate populations for a quite fast generation
time, with which the system cannot follow change of the Hamiltonian if we consider the naive adiabatic
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published article [82].

generation protocol. Because the counter-diabatic terms disappear at the end of the generation process
and the final Hamiltonian is similar to that of the adiabatic scheme, the system nearly stops its dynamics
after generation. Indeed, we confirmed this dynamics. We also studied how our method can accelerate
adiabatic time evolution. The numerical result of the residual energy indicated that our method can
improve adiabaticity if the generation time is shorter than χNtf ∼ 30. We also investigated the quantum
Fisher information in order to confirm if the generated state is a macroscopically entangled state or not.
The result clearly indicated macroscopic entanglement in the generated state.
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Chapter 6

Summary, discussion, and perspectives

In this thesis, we studied shortcuts to adiabaticity for many-body systems. In particular, we investigated
counter-diabatic driving [19–21], which is one of the representative methods of shortcuts to adiabatic-
ity [18]. In counter-diabatic driving, we construct counter-diabatic terms by using knowledge of energy
eigenstates in quantum mechanics [19–21] or of volume of equal energy surfaces in phase space in classical
mechanics [26]. Counter-diabatic terms cancel out diabatic changes, and thus we can obtain adiabatic
time evolution within a short time, whereas dynamics is actually non-adiabatic. One of the difficulties in
application of shortcuts to adiabaticity to many-body systems is the requirement of knowledge of energy
eigenstates or of volume of equal energy surfaces. Even if one could obtain those knowledge and construct
counter-diabatic terms, it is also difficult to implement required control because counter-diabatic terms
for many-body systems generally consist of non-local and many-body interactions.

For generic classical spin systems, we found that counter-diabatic terms can be constructed by analogy
of those for a two-level system [30]. This is because any state of a classical spin system can be described by
a product state of two-level systems. The counter-diabatic terms are given by additional time-dependent
external fields, and thus we can in principle implement in experiments. We showed that the counter-
diabatic terms enable us to conserve the angle between each spin and the associated effective field during
time evolution. Therefore, by setting the initial state in a stationary state, i.e., a state whose angles
between spins and associated effective fields are zero, we can track the instantaneous stationary state
that originates from the initial stationary state. Note that we cannot track an instantaneous stationary
state if criticality happens, i.e., if bifurcation or collapse of the instantaneous stationary state takes place.
We demonstrated this property by using a simple model.

As one of the applications of our method, we considered a classical model of quantum annealing.
However, we found that a number of instances showing criticality rapidly increases along with the system
size. Although our scheme is one of the classical algorithms of quantum annealing, this result might
indicate difficulties of quantum annealing for large systems. We also considered to improve performance
of our method by choosing different paths [133]. Here we utilized inhomogeneous driving [141–151]. We
clearly showed decrease of a number of failure due to criticality, whereas the rate of decrease is not so
efficient for large systems.

It should be noted that some proposals of shortcuts to adiabaticity for quantum annealing were also
presented concurrently with our work. Özgüler et al. proposed a single-particle and cluster approximation
in counter-diabatic driving [90]. There, they ignored interactions and constructed counter-diabatic terms
by only using local fields, or took interactions into account by clustering some spins. However, the former
case failed in obtaining the ground state for strong interactions and the latter case slightly improved
results but it required many-body interaction terms. Hartmann and Lechner considered to make use of
the variational approach of counter-diabatic driving for lattice gauge quantum annealing [91]. There,
information of interactions were slightly took into account and they found improvements by comparing
with naive quantum annealing, but probability to find the ground state was not so large. One would be
interested in the comparison between our method and other methods. In the single-particle and cluster
approximation approach, the probability to find the ground state tends to smaller than 0.1 for N ∼ 10
when the strength of interactions is comparable to that of local fields, whereas it is close to 1 in the
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negligibly small interaction limit. In the variational approach, the probability to find the ground state
is around 0.93 for N = 3 and 0.59 for N = 6. Our method gives the probability to find the ground state
more than 0.99 for N = 36, and thus it seems better than others, whereas different models have been
studied in these work. Direct comparison in an identical model should be studied in the future.

One would wonder the relationship between our method and other methods of quantum annealing.
In genuine quantum annealing, the adiabatic theorem and the existence of the energy gap between the
ground state and the first excited state ensure that we can obtain the ground state of a given problem
Hamiltonian if we take an enough long time. However, for classical dynamics, it depends on instances
whether we can obtain the ground state or not. That is, we can obtain the ground state of a given
problem Hamiltonian if the ground state of a driver Hamiltonian and the ground state of the problem
Hamiltonian are connected by a path of an instantaneous stationary state at each time. Otherwise, it
results in one of the metastable states due to a first order transition, or in precession dynamics due
to criticality. Therefore, quantum annealing seems different depending on whether we consider genuine
quantum dynamics or classical dynamics. However, for instances that cannot be solved by classical
dynamics, first order transitions or criticality would also appear in genuine quantum dynamics unless it
has strong quantum fluctuations or large entanglement. It means that exponentially small energy gaps
appear in duration of quantum annealing. Therefore, by even genuine quantum annealing, such problems
cannot be solved efficiently. It should be noted that quantum annealers and usual classical algorithms
also have thermal fluctuations. They could sometimes resolve a part of hard instances, but these would
be just lucky hits.

How to resolve such hard instances is still an open problem. For classical dynamics, we need to find a
path leading to the ground state of a given problem with avoiding first order transitions and criticality.
It is a future work to study if there is an efficient method to find such a path. For quantum dynamics,
we need strong quantum fluctuations or large entanglement in order to resolve difficulties that can be
found in the classical limit. We should study which of driver Hamiltonians can induce strong quantum
fluctuations and if there is large entanglement in the future. It is also important to study if such strong
quantum fluctuations and large entanglement really play an important role to resolve such difficulties.

Furthermore, for bosonic Josephson junctions, we constructed approximate counter-diabatic terms [82].
Here we utilized the Holstein-Primakoff transformation and the harmonic approximation as proposed in
the previous works [115, 203], but we took finite size corrections into account in order to avoid diver-
gence at the critical point. As the result of finite size corrections, we obtained finite and continuous
counter-diabatic terms. The form of counter-diabatic terms is nothing but the two-axis counter-twisting
interaction [204]. Although the two-axis counter-twisting interaction has not been realized in experi-
ments yet, many experimentalists are trying to realize it and it would realize in near future. By applying
approximate counter-diabatic terms, we found that a bosonic Josephson junction forms two peaks within
a short time. We also calculated the residual energy of generated states both with and without counter-
diabatic terms, which showed suppression of diabatic transitions by counter-diabatic terms. Furthermore,
we calculated the quantum Fisher information of generated states with counter-diabatic terms within a
short time. The result clearly showed that generated states are actually cat states.

We could not discuss experimental implementation of our scheme. This is because the two-axis counter-
twisting interaction has not been realized in experiments yet and we do not know possible energy scale of
it. It should be discussed in the future. We also wonder if our generation scheme is robust with respect
to various errors and noises or not. For example, one of the main difficulties in generating cat states in
atomic systems is particle losses [184]. Speedup of generation could minimize bad influence of particle
losses, but there is still a possibility that interplay of non-linear interactions and particle losses leads to
destruction of cat states [209]. This actually happens in generation of a phase cat state by using the
one-axis twisting interaction. This point should also be studied in the future.

It is also of great interest to consider schemes without the two-axis counter-twisting interaction. For
such schemes, we could consider quantum adiabatic brachistochrone in our method. There, we optimize
the strength of the one-axis twisting interaction χ and of the Rabi coupling Ω so that counter-diabatic
terms become small. This actually ensures good adiabaticity because small counter-diabatic terms imply
that a reference Hamiltonian is already nearly adiabatic. This scheme would be already possible to
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implement in experiments by using the state of the art techniques.
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AppendixA

Detailed calculations and proofs

A.1 Adiabatic transformation
In this section, we explain how to construct adiabatic transformation ÛA(t).

By using a basic property of the projection operator

P̂ 2
n(λ; t) = P̂n(λ; t), (A.1)

we can show that the following equation

P̂n(λ; t)

(
d

dt
P̂n(λ; t)

)
P̂n(λ; t) = 0, (A.2)

holds. We introduce an operator

Ân(t) = ih̄

[
d

dt
P̂n(λ; t), P̂n(λ; t)

]
, (A.3)

which satisfies

ih̄
d

dt
P̂n(λ; t) = [Ân(t), P̂n(λ; t)]. (A.4)

Now we consider a differential equation

ih̄
d

dt
X̂(t) = Ân(t)X̂(t). (A.5)

The solution of this differential equation can be written as

X̂(t) = V̂n(t)X̂(0). (A.6)

Here V̂n(t) satisfies

ih̄
d

dt
V̂n(t) = Ân(t)V̂n(t), V̂n(0) = 1, (A.7)

and thus V̂n(t) is a unitary operator because Ân(t) is an Hermitian operator. By using Eq. (A.4), we
can show that an operator

Ŵn(t) = P̂n(λ; t)V̂n(t), (A.8)

is also a solution of Eq. (A.5), and thus

ih̄
d

dt
Ŵn(t) = Ân(t)Ŵn(t), Ŵn(0) = P̂n(λ; 0), (A.9)

holds. Equation (A.6) implies

Ŵn(t) = V̂n(t)Ŵn(0), (A.10)
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and thus we obtain
P̂n(λ; t) = V̂n(t)P̂n(λ; 0)V̂ †

n (t), (A.11)

or equivalently
P̂n(λ; t) = Ŵn(t)P̂n(λ; 0)Ŵ †

n(t). (A.12)

Note that Ŵn(t) is not unitary. Indeed, Eqs. (A.8) and (A.10) lead to

Ŵ †
n(t)Ŵn(t) = P̂n(λ; 0), Ŵn(t)Ŵ †

n(t) = P̂n(λ; t). (A.13)

However, Eqs. (A.8) and (A.10) also imply the orthogonal property

Ŵ †
n(t)Ŵm(t) = 0, Ŵn(t)Ŵ †

m(t) = 0, (A.14)

for n ̸= m, and thus an operator

ÛA(t) =
∑
n

Ŵn(t), ÛA(0) = 1, (A.15)

is unitary and satisfies

P̂n(λ; t) = ÛA(t)P̂n(λ; 0)Û†
A(t), (A.16)

for all n. Therefore, ÛA(t) is an adiabatic transformation.

A.2 Adiabatic theorem
In this section, we prove the adiabatic theorem.

First, we introduce the resolvent of the Hamiltonian

R̂Ĥ[ϵ] =
1

Ĥ(λ; t) − ϵ(λ; t)
=
∑
n

1

En(λ; t) − ϵ(λ; t)
P̂n(λ; t), (A.17)

where ϵ(λ; t) is a complex number on parameter space. We define the reduced resolvent for the nth

energy eigenvalue En(λ; t) of the Hamiltonian Ĥ(λ; t) by

Ŝ
(n)

Ĥ
[ϵ] = R̂Ĥ[ϵ] − 1

En(λ; t) − ϵ(λ; t)
P̂n(λ; t) =

∑
m

(m ̸=n)

1

Em(λ; t) − ϵ(λ; t)
P̂m(λ; t), (A.18)

which satisfies
[Ĥ(λ; t) − ϵ(λ; t)]Ŝ

(n)

Ĥ
[ϵ] = 1 − P̂n(λ; t). (A.19)

Now we introduce an unitary operator

Û
(n)
D (t) = exp

[
i

h̄

∫ t

0

dt′En(λ; t′)

]
ÛD(t), (A.20)

and then

ih̄
d

dt
[Û

(n)†
D (t)Ŵn(t)] = −

(
ih̄
d

dt
Û

(n)†
D (t)

)
Ŝ
(n)

Ĥ
[En]

(
ih̄
d

dt
Ŵn(t)

)
, (A.21)

holds. Here, we use

ih̄
d

dt
Û

(n)†
D (t) = −Û (n)†

D (t)(Ĥ(λ; t) − En(λ; t)), (A.22)

and

ih̄
d

dt
Ŵn(t) = (1 − P̂n(λ; t))

(
ih̄
d

dt
Ŵn(t)

)
= (Ĥ(λ; t) − En(λ; t))Ŝ

(n)

Ĥ
[En]

(
ih̄
d

dt
Ŵn(t)

)
. (A.23)
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By integrating Eq. (A.21), we obtain

Û
(n)†
D (t)Ŵn(t) − P̂n(0) = −

[
Û

(n)†
D (t′)Ŝ

(n)

Ĥ
[En]

(
ih̄

d

dt′
Ŵn(t′)

)]
+

∫ t

0

dt′Û
(n)†
D (t′)

d

dt′

[
Ŝ
(n)

Ĥ
[En]

(
ih̄

d

dt′
Ŵn(t′)

)]
.

(A.24)

By using the following facts; Û
(n)
D (t) is unitary (order of O(1)), Ŝ

(n)

Ĥ
[En] is a function of λ rather than

that of t and is finite (order of O(∆E−1) where ∆E is an energy gap) if there is no crossing, and

(d/dt)Ŵn(t) is proportional to dλ/dt, we can find that dominant contributions in the right-hand side of
Eq. (A.24) is proportional to dλ/dt. Therefore, the relation

[ÛD(t) − Û ′
A(t)]P̂n(0) = O(dλ/dt), (A.25)

for all n, where Û ′
A(t) is

Û ′
A(t) =

∑
n

exp

[
− i

h̄

∫ t

0

dt′En(λ; t′)

]
Ŵn(t), (A.26)

holds. Here, Û ′
A(t) is also adiabatic transformation, and thus Eq. (A.25) proves the adiabatic theorem.

A.3 Adiabatic condition
In order to quantify deviation of dynamical transformation from adiabatic transformation, we introduce
the following operator

η̂(n)(t) = P̂n(λ; 0)Û†
D(t)(1 − P̂n(λ; t))ÛD(t)P̂n(λ; 0), (A.27)

for each n. This operator is vanishingly small when time evolution is almost adiabatic. By using adiabatic
transformation (A.26), this operator can be rewritten as

η̂(n)(t) = P̂n(λ; 0)Û†
D(t)Û ′

A(t)(1 − P̂n(λ; 0))Û ′†
A (t)ÛD(t)P̂n(λ; 0). (A.28)

Now we calculate Û ′†
A (t)ÛD(t). Time derivative of Û ′†

A (t)ÛD(t) is given by

ih̄
d

dt
(Û ′†

A (t)ÛD(t)) = −
∑
n,m

(n ̸=m)

exp

[
i

h̄

∫ t

0

dt′(Em(λ; t′) − En(λ; t′))

]

× Ŵ †
m(t)

(
ih̄
d

dt
P̂n(λ; t)

)
Ŵn(t)(Û ′†

A (t)ÛD(t)).

(A.29)

By defining the following operator

F̂ (t) =
∑
n,m

(n ̸=m)

exp

[
i

h̄

∫ t

0

dt′(Em(λ; t′) − En(λ; t′))

]
Ŵ †
m(t)

(
ih̄
d

dt
P̂n(λ; t)

)
Ŵn(t), (A.30)

Eq. (A.29) can be formally solved as

Û ′†
A (t)ÛD(t) = 1 − 1

ih̄

∫ t

0

dt′F̂ (t′) +

(
1

ih̄

)2 ∫ t

0

dt′
∫ t′

0

dt′′F̂ (t′)F̂ (t′′) − · · · . (A.31)

When a system is almost adiabatic, dynamical transformation ÛD(t) should be similar to adiabatic

transformation Û ′
A(t), and thus Eq. (A.31) should be almost unity and F̂ (t) should be small. Therefore,

Eq. (A.31) approximately becomes

Û†
A(t)ÛD(t) ≈ 1 − 1

ih̄

∫ t

0

dt′F̂ (t′). (A.32)

58



Because
P̂n(λ; 0)F̂ (t)P̂n(λ; 0) = 0, (A.33)

holds, and thus Eq. (A.28) can be rewritten as

η̂(n)(t) =
1

h̄2
P̂n(λ; 0)

(∫ t

0

dt′F̂ (t′)

)2

P̂n(λ; 0). (A.34)

Because we assumed that a system is almost adiabatic, we can also assume that Em(λ; t) − En(λ; t)

and Ŵm(t)(ih̄(d/dt)P̂n(λ; t))Ŵn(t) vary slowly in time, and thus time integral of F̂ (t) approximately
becomes

∫ t

0

dt′F̂ (t′) ≈
∑
n,m

(n ̸=m)

exp
[
i
h̄

∫ t
0
dt′(Em(λ; t′) − En(λ; t′))

]
i
h̄ (Em(λ; t) − En(λ; t))

Ŵ †
m(t)

(
ih̄
d

dt
P̂n(λ; t)

)
Ŵn(t). (A.35)

Then, Eq. (A.34) can be rewritten as

η̂(n)(t) ≈ h̄2
∑
m

(m ̸=n)

Ŵ †
n(t)

(
d
dt P̂m(λ; t)

)2
Ŵn(t)

(Em(λ; t) − En(λ; t))2
, (A.36)

We assume that the projection operator is given by

P̂n(λ; t) = |n(λ; t)⟩⟨n(λ; t)|, (A.37)

and then we can evaluate η̂(n)(t) as

⟨η̂(n)(t)⟩ ≡ ⟨n(λ; 0)|η̂(n)(t)|n(λ; 0)⟩ ≈ h̄2
∑
m

(m̸=n)

∣∣dλ
dt · ⟨n(λ; t)|∂λm(λ; t)⟩

∣∣2
(Em(λ; t) − En(λ; t))2

. (A.38)

It leads to the adiabatic condition

h̄

∣∣∣∣dλdt · ⟨n(λ; t)|∂λm(λ; t)⟩
Em(λ; t) − En(λ; t)

∣∣∣∣≪ 1, for all m(̸= n), (A.39)

or equivalently

h̄

∣∣∣∣∣dλdt · ⟨n(λ; t)|(∂λĤ(λ; t))|m(λ; t)⟩
(Em(λ; t) − En(λ; t))2

∣∣∣∣∣≪ 1, for all m( ̸= n). (A.40)

A.4 Counter-diabatic Hamiltonian for degenerate systems
We consider time derivative of adiabatic transformation for degenerate systems

ih̄
d

dt
ÛA(t) =Ĥ(λ; t)ÛA(t)

+
∑
n

exp

[
− i

h̄

∫ t

0

dt′En(λ; t′)

]∑
µ,ν

[
ih̄
dc

(n)
µ

dt
c(n)∗ν (0)|n, µ(λ; t)⟩⟨n, ν(λ; t)|

+c(n)µ (t)c(n)∗ν (0)

(
ih̄
d

dt
|n, µ(λ; t)⟩

)
⟨n, ν(λ; 0)|

]
.

(A.41)
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Here, the second terms are calculated as

∑
µ,ν

ih̄
dc

(n)
µ

dt
c(n)∗ν (0)|n, µ(λ; t)⟩⟨n, ν(λ; 0)| = −

∑
µ,ν,κ

⟨n, µ(λ; t)|
(
ih̄
d

dt
|n, κ(λ; t)⟩

)
× c(n)κ (t)c(n)∗ν (0)|n, µ(λ; t)⟩⟨n, ν(λ; 0)|

= −
∑
µ,ι

|n, µ(λ; t)⟩⟨n, µ(λ; t)|
(
ih̄
d

dt
|n, ι(λ; t)⟩

)
⟨n, ι(λ; t)|

×
∑
κ,ν

c(n)κ (t)c(n)∗ν (0)|n, κ(λ; t)⟩⟨n, ν(λ; 0)|,

(A.42)
and∑

µ,ν

c(n)µ (t)c(n)∗ν (0)

(
ih̄
d

dt
|n, µ(λ; t)⟩

)
⟨n, ν(λ; 0)| =

∑
µ

(
ih̄
d

dt
|n, µ(λ; t)⟩

)
⟨n, µ(λ; t)|

×
∑
ν,κ

c(n)κ (t)c(n)∗ν (0)|n, κ(λ; t)⟩⟨n, ν(λ; 0)|.

(A.43)
Then, Eq. (A.41) becomes

ih̄
d

dt
ÛA(t) = Ĥ(λ; t)ÛA(t) + Ĥcd(t)ÛA(t), (A.44)

where Ĥcd(t) is given by

Ĥcd(t) = ih̄
dλ

dt
·
∑
n

∑
µ

[
1 −

∑
ν

|n, ν(λ; t)⟩⟨n, ν(λ; t)|

]
|∂λn, µ(λ; t)⟩⟨n, µ(λ; t)|, (A.45)

and thus the total Hamiltonian is given by

Ĥtot(t) = Ĥ(λ; t) + Ĥcd(t). (A.46)

A.5 Lewis-Riesenfeld theory
In this section we review the theoretical framework of the Lewis-Riesenfeld theory [35]. We consider a

system governed by a time-dependent Hamiltonian Ĥ(t). The Lewis-Riesenfeld invariant of this system

is given by a Hermitian operator F̂ (t) satisfying

ih̄
∂F̂

∂t
= [Ĥ(t), F̂ (t)]. (A.47)

The Lewis-Riesenfeld invariant is also called the dynamical invariant because it maintains a solution of
the Schrödinger equation, i.e., a solution |Ψ(t)⟩ of the Schrödinger equation

ih̄
∂

∂t
|Ψ(t)⟩ = Ĥ(t)|Ψ(t)⟩, (A.48)

remains in a solution

ih̄
∂

∂t
(F̂ (t)|Ψ(t)⟩) = Ĥ(t)(F̂ (t)|Ψ(t)⟩). (A.49)

It can be easily confirmed by using Eq. (A.47). We consider the spectrum decomposition of the Lewis-
Riesenfeld invariant

F̂ (t) =
∑
n

λn|ϕn(t)⟩⟨ϕn(t)|, (A.50)
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then the eigenvalue λn becomes a time-independent real number. Here, λn is real because F̂ (t) is
Hermitian, and time-independence can be confirmed as follows. By differentiating the following equality

F̂ (t)|ϕn(t)⟩ = λn|ϕn(t)⟩, (A.51)

by time t, we obtain

⟨ϕm(t)|∂F̂
∂t

|ϕn(t)⟩ = (λn − λm)⟨ϕm(t)|∂tϕn(t)⟩ + λ̇nδnm. (A.52)

On the other hand, by using Eq. (A.47), we obtain

ih̄⟨ϕm(t)|∂F̂
∂t

|ϕn(t)⟩ = (λn − λm)⟨ϕm(t)|Ĥ(t)|ϕn(t)⟩. (A.53)

Then, Eqs. (A.52) and (A.53) lead to

λ̇n = ⟨ϕn(t)|∂F̂
∂t

|ϕn(t)⟩ = 0. (A.54)

Therefore, the eigenvalues of the Lewis-Riesenfeld invariant are time-independent.
In addition, for λn ̸= λm, Eqs. (A.52) and (A.53) also lead to

ih̄⟨ϕm(t)|∂tϕn(t)⟩ = ⟨ϕm(t)|Ĥ(t)|ϕn(t)⟩. (A.55)

If this equation also holds for λn = λm, then the eigenvectors of the Lewis-Riesenfeld invariant {|ϕn(t)⟩}
becomes the solutions of the Schrödinger equation. Here we introduce the gauge transformation

|ψn(t)⟩ = eiαn(t)|ϕn(t)⟩, (A.56)

where αn(t) is a time-dependent real number. Note that |ψn(t)⟩ is also the eigenvector of the Lewis-
Riesenfeld invariant, and thus it also satisfies Eq. (A.55). We assume that |ψn(t)⟩ satisfies

ih̄⟨ψn(t)|∂tψn(t)⟩ = ⟨ψn(t)|Ĥ(t)|ψn(t)⟩, (A.57)

then αn(t) must satisfy

h̄α̇n(t) = ⟨ϕn(t)|
(
ih̄
∂

∂t
− Ĥ(t)

)
|ϕn(t)⟩. (A.58)

This phase factor is called the Lewis-Riesenfeld phase. With this phase, |ψn(t)⟩ becomes a solution of
the Schrödinger equation, i.e., the solution of the Schrödigner equation can be written as

|Ψ(t)⟩ =
∑
n

cn|ψn(t)⟩ =
∑
n

cne
iαn(t)|ϕn(t)⟩, (A.59)

where cn is a time-independent coefficient.

A.6 Cramér-Rao bound
For a given probability distribution P (µ|θ), from the normalization condition∑

µ

P (µ|θ) = 1, (A.60)

we obtain ∑
µ

∂θP (µ|θ) = 0. (A.61)
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Then, the following equality holds

(∂θΘ̄)2 =

[∑
µ

∂θP (µ|θ)Θ(µ)

]2

=

{∑
µ

∂θP (µ|θ)[Θ(µ) − Θ̄]

}2

.

(A.62)

Here, we utilized the fact that Θ̄ is µ-independent and Eq. (A.61). In addition, by using

∂θP (µ|θ) = P (µ|θ)[∂θ logP (µ|θ)], (A.63)

Eq. (A.62) can be rewritten as

(∂θΘ̄)2 =

{∑
µ

P (µ|θ)[∂θ logP (µ|θ)][Θ(µ) − Θ̄]

}2

. (A.64)

The right hand side of this equation can be understood as the inner product of [∂θ logP (µ|θ)] and
[Θ(µ) − Θ̄] with the weight function P (µ|θ), and thus the Cauchy-Schwarz inequality implies

(∂θΘ̄)2 ≤

{∑
µ

P (µ|θ)[∂θ logP (µ|θ)]2
}{∑

µ

P (µ|θ)[Θ(µ) − Θ̄]2

}
. (A.65)

Therefore, by introducing the Fisher information

F (θ) =
∑
µ

P (µ|θ)[∂θ logP (µ|θ)]2 =
∑
µ

[∂θP (µ|θ)]2

P (µ|θ)
, (A.66)

and by assuming a locally unbiased estimator, we obtain the Cramér-Rao bound

∆Θ ≥ 1√
F (θ)

. (A.67)

It should be noted that the equality of the Cauchy-Schwarz inequality holds when two vectors are linear-
dependent, i.e., the equality of the Cramér-Rao bound is satisfied when the equality

∂θ logP (µ|θ) = λ[Θ(µ) − Θ̄], (A.68)

with a certain real λ, holds for all µ.

A.7 Fisher information
Here we show two representative properties of the Fisher information F (θ) = F [P (µ|θ)]. The first
property is the convexity of the Fisher information. For a mixture of probability distributions

P (µ|θ) = pP (1)(µ|θ) + (1 − p)P (2)(µ|θ), 0 < p < 1, (A.69)

the convexity of the Fisher information implies

F [P (µ|θ)] ≤ pF [P (1)(µ|θ)] + (1 − p)F [P (2)(µ|θ)]. (A.70)

Now we will show this property by contradiction, i.e., we assume

F [pP (1)(µ|θ) + (1 − p)P (2)(µ|θ)] > pF [P (1)(µ|θ)] + (1 − p)F [P (2)(µ|θ)]. (A.71)
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From the definition of the Fisher information (A.66), this inequality holds if the following inequality

[p∂θP
(1)(µ|θ) + (1 − p)∂θP

(2)(µ|θ)]2

pP (1)(µ|θ) + (1 − p)P (2)(µ|θ)
> p

[∂θP
(1)(µ|θ)]2

P (µ|θ)
+ (1 − p)

[∂θP
(2)(µ|θ)]2

P (2)(µ|θ)
, (A.72)

holds. However this inequality implies

0 > p(1 − p){∂θ[P (1)(µ|θ)P (2)(µ|θ)]}2, (A.73)

and thus this is contradiction. Therefore, the assumption (A.71) was wrong, and thus the convexity of
the Fisher information (A.70) holds.

The other property is the additivity of the Fisher information. For a set of ν measurements and its
probability distribution

P (µ|θ) =

ν∏
i=1

P (i)(µi|θ), µ = {µ1, µ2, · · · , µν}, (A.74)

the additivity of the Fisher information implies

F [P (µ|θ)] =
ν∑
i=1

F [P (i)(µi|θ)]. (A.75)

By using the definition of the Fisher information (A.66) and Eq. (A.61), we can easily show this property
as

F [P (µ|θ)] =
∑
µ

P (µ|θ)[∂θ logP (µ|θ)]2

=
∑
µ

ν∏
i=1

P (i)(µi|θ)

 ν∑
j=1

∂θ logP (j)(µj |θ)

2

=

ν∑
j=1

∑
µj

P (j)(µj |θ)[∂θ logP (j)(µj |θ)]2 +

ν∑
j,k=1
(j ̸=k)

∑
µj ,µk

[∂θP
(j)(µj |θ)][∂θP (k)(µk|θ)]

=

ν∑
j=1

F [P (j)(µj |θ)].

(A.76)

A.8 Quantum Fisher information

In quantum mechanics, for a given probe state ρ̂θ and given positive operator valued measurement {Êµ},
the probability distribution is given by

P (µ|θ) = Tr[ρ̂θÊµ], (A.77)

and thus the Fisher information is given by

F (θ) = F [ρ̂θ] =
∑
µ

{Tr[∂θρ̂θÊµ]}2

Tr[ρ̂θÊµ]
. (A.78)

In this section, we derive the quantum Fisher information, which is the maximum of the Fisher informa-
tion,

FQ[ρ̂θ] = max
{Êµ}

F [ρ̂θ]. (A.79)
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In order to that, we introduce the following super-operator

Rρ̂θ [Â] =
1

2
(ρ̂θÂ+ Âρ̂θ), (A.80)

where Â is an Hermitian operator. By introducing the spectrum decomposition of the density operator

ρ̂θ =
∑
k

pk|k⟩⟨k|, (A.81)

this super-operator can be rewritten as

Rρ̂θ [Â] =
1

2

∑
k,l

(pk + pl)⟨k|Â|l⟩|k⟩⟨l|. (A.82)

We also introduce the inverse mapping

R−1
ρ̂θ

[Â] =
∑
k,l

2

pk + pl
⟨k|Â|l⟩|k⟩⟨l|, (A.83)

which satisfies (R−1
ρ̂θ

◦Rρ̂θ )[Â] = Â. Then the following equality holds

Tr[ÂB̂] = ReTr(ρ̂θÂR
−1
ρ̂θ

[B̂]). (A.84)

By using this equality, the Fisher information can be rewritten as

F [ρ̂θ] =
∑
µ

1

Tr[ρ̂θÊµ]
[ReTr(ρ̂θÊµR

−1
ρ̂θ

[∂θρ̂θ])]
2

≤
∑
µ

1

Tr[ρ̂θÊµ]
|Tr(ρ̂θÊµR

−1
ρ̂θ

[∂θρ̂θ])|2

=
∑
µ

∣∣∣∣∣∣Tr

 ρ̂
1/2
θ Ê

1/2
µ√

Tr[ρ̂θÊµ]
Ê1/2
µ R−1

ρ̂θ
[∂θρ̂θ]ρ̂

1/2
θ

∣∣∣∣∣∣
2

.

(A.85)

Here the equality holds if
ImTr(ρ̂θÊµR

−1
ρ̂θ

[∂θρ̂θ]) = 0. (A.86)

By using the Cauchy-Schwarz inequality, the Fisher information can further be rewritten as

F [ρ̂θ] ≤
∑
µ

Tr[|Ê1/2
µ R−1

ρ̂θ
[∂θρ̂θ]ρ̂

1/2
θ |2]

=
∑
µ

Tr[ρ̂θR
−1
ρ̂θ

[∂θρ̂θ]ÊµR
−1
ρ̂θ

[∂θρ̂θ]]

=Tr[ρ̂θ(R
−1
ρ̂θ

[∂θρ̂θ])
2].

(A.87)

Here the equality holds if

Ê1/2
µ ρ̂

1/2
θ = λÊ1/2

µ R−1
ρ̂θ

[∂θρ̂θ]ρ̂
1/2
θ , (A.88)

with certain complex number λ. Note that these two conditions (A.86) and (A.88) are equivalent to the
condition

Êµρ̂θ = λÊµR
−1
ρ̂θ

[∂θρ̂θ]ρ̂θ, (A.89)

64



with certain real number λ. Then such positive operator valued measurement {Êµ} satisfying the con-
dition (A.89) maximizes the Fisher information, i.e., the quantum Fisher information is given by

FQ[ρ̂θ] = Tr[ρ̂θ(R
−1
ρ̂θ

[∂θρ̂θ])
2]. (A.90)

Here, for a mixed state (A.81), the quantum Fisher information becomes

FQ[ρ̂θ] =
∑
k,l

2

pk + pl
|⟨k|(∂θρ̂θ)|l⟩|2, (A.91)

and for a pure state ρ̂θ = |ψθ⟩⟨ψθ|, the quantum Fisher information reads

FQ[ρ̂θ] = 4⟨∂θψθ|(1 − |ψθ⟩⟨ψθ|)|∂θψθ⟩. (A.92)
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AppendixB

Algorithms

B.1 Markov chain Monte Carlo method
In this section, we introduce the Markov chain Monte Carlo method, which can be used in both simulated
quantum annealing (path integral Monte Carlo method in quantum annealing) and simulated annealing.

We denote a state as s and consider a probability distribution P (s; t) at time t. We assume that the
probability distribution at time t + ∆t is determined only by using the probability distribution at time
t. Such process is called the Markov chain. For a given time interval ∆t, we assume that the transition
probability from the state s′ to the state s is given by w(s|s′). Then, the Markov chain is described by
the master equation

P (s; t+ ∆t) =
∑
s′

w(s|s′)∆tP (s′; t). (B.1)

Note that the transition probability remaining in the same state w(s|s) is given by

w(s|s)∆t = 1 −
∑
s′

(s′ ̸=s)

w(s′|s)∆t. (B.2)

To update a state according to this transition probability is called the Markov chain Monte Carlo method.
From the definition of the probability distribution∑

s

P (s; t) = 1, (B.3)

the condition ∑
s,s′

w(s|s′)∆tP (s′; t) = 1, (B.4)

must be satisfied. We consider the case, in which the probability distribution is equilibrated in the
infinite time limit

P∞(s) = lim
t→∞

P (s; t), (B.5)

(for the detailed conditions to equilibrate, see, e.g., [210]). From Eq. (B.1) in the infinite time limit, the
equilibrated probability distribution satisfies

P∞(s) =
∑
s′

w(s|s′)∆tP∞(s′), (B.6)

or equivalently, by using Eq. (B.2),∑
s′

(s′ ̸=s)

w(s′|s)P∞(s) =
∑
s′

(s′ ̸=s)

w(s|s′)P∞(s′), (B.7)
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is satisfied. This condition is called the balance condition. The transition probability w(s|s′) satisfying
the balance condition is not unique. The following detailed balance condition

w(s′|s)P∞(s) = w(s|s′)P∞(s′), (B.8)

which satisfies the balance condition, is often imposed. Note that the transition probability w(s|s′)
satisfying the detailed balance condition is not still unique.

We assume that the equilibrated probability distribution is given by the Gibbs-Boltzmann distribution

PGB(s) =
1

Z
exp[−βH(s)], (B.9)

where β is the inverse temperature and H(s) is the classical Hamiltonian. Then, the detailed balance
condition leads to

w(s′|s)

w(s|s′)
=
PGB(s′)

PGB(s)
= exp{−β[H(s′) −H(s)]}. (B.10)

Here, we show two examples, which satisfy the condition (B.10). The first example is called the heat
bath method, in which the transition probability is given by

w(s|s′) =
e−βH(s)

e−βH(s) + e−βH(s′)
. (B.11)

The second example is called the Metropolis method, in which the transition probability is given by

w(s|s′) =

{
e−β[H(s)−H(s′)]

1

for H(s) −H(s′) ≥ 0,

otherwise.
(B.12)

With these transition probabilities, the Markov chain Monte Carlo method leads to equilibration of a
system. It should be noted that simulated annealing is a method to gradually decrease (increase) the
temperature (inverse temperature β) with equilibrating by using the Markov chain Monte Carlo method.

B.2 Maximum flow and minimum cut theorem
In this section, we introduce the maximum flow and minimum cut algorithm, which enables us to obtain
the exact ground state and its energy of the random field Ising model [211].

First, we define the maximum flow problem. We consider a capacitated network, which is a directed
network with non-negative capacities. That is, for a given graph G = (N ,A), where N is a set of nodes
and A is a set of arcs, we distinguish arcs (i, j) ∈ A and (j, i) ∈ A, and each arc (i, j) ∈ A accompanies
a non-negative capacity uij . The arc adjacency list is defined by

A(i) = {(i, j)|(i, j) ∈ A}, (B.13)

i.e., the set of all arcs emitted from a given node i ∈ N . We specialize two nodes in N , i.e., the source
node s ∈ N and the sink node t ∈ N . A flow in the network G is defined by a set of non-negative
numbers xij bounded by

0 ≤ xij ≤ uij , (B.14)

and satisfying the mass balance constraint

∑
{j|(i,j)∈A}

xij −
∑

{j|(j,i)∈A}

xji =


+v for i = s,

−v for i = t,

0 otherwise.

(B.15)
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FigureB.1 Schematic picture of a capacitated network with the source and the sink nodes. Here
we have the set of seven nodes represented by the circles and the set of fourteen directed arcs
represented by the arrows. Each arc accompanies its capacity of a flow. The maximum flow
problem is to determine the maximum amount of the flow that streams from the source node to
the sink node without increase and decrease its amount during streaming.

The maximum flow problem is to find the maximum value of v. In order to solve this problem, we
introduce the concept of the residual network. The residual capacity is defined as the maximum value
of flows, which can be additionally sent from a node i to a node j, and thus it is given by

rij = (uij − xij) + xji. (B.16)

The residual network is a capacitated network whose capacities are given by the positive residual capac-
ities. We also introduce an augmenting path, which is a directed path from the source node s to the sink
node t in the residual network. The capacity of an augmenting path is defined by the minimum residual
capacity of arcs in this path. It is obvious that a flow is not maximum if there exist augmenting paths,
i.e., we can add as much flows as capacities of augmenting paths. Therefore, if one finds an augmenting
path, one have to add a flow along this augmenting path as much as the capacity of this augmenting
path in order to solve the maximum flow problem.

Next, we define the minimum cut problem and associate the maximum flow problem with it. A cut
is defined by a partition of a set of nodes into two subsets, i.e., we divide N into S and S̄ = N\S. We
express this cut as [S, S̄]. In particular, if s ∈ S and t ∈ S̄, we call [S, S̄] an s-t-cut. Arcs (i, j) ∈ A with
i ∈ S and j ∈ S̄ are called the forward arcs and those with j ∈ S and i ∈ S̄ are called the backward arcs.
We denote the set of all forward arcs as (S, S̄). The capacity of an s-t-cut is defined as

u[S, S̄] =
∑

(i,j)∈(S,S̄)

uij . (B.17)

The minimum cut problem is to find an s-t-cut, which minimizes the capacity of it. Here, the summation
of the mass balance constraint (B.15) over the all nodes in S leads to

∑
i∈S

 ∑
{j|(i,j)∈A(i)}

xij −
∑

{j|(j,i)∈A(i)}

xji

 = v, (B.18)

and its left-hand side can be rewritten as

∑
i∈S

 ∑
{j|(i,j)∈A(i)}

xij −
∑

{j|(j,i)∈A(i)}

xji

 =
∑

(i,j)∈(S,S̄)

xij −
∑

(j,i)∈(S̄,S)

xji. (B.19)
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Because xji ≥ 0 and xij ≤ uij , it holds

v ≤
∑

(i,j)∈(S,S̄)

uij = u[S, S̄]. (B.20)

From this equation, if we find a flow which is equal to the capacity of a cut, then this flow is the
maximum flow and this cut is the minimum cut, i.e., the maximum flow problem and the minimum cut
problem is equivalent, and thus this problem is called the maximum flow and minimum cut problem.
If rij = 0 for all (i, j) ∈ (S, S̄), i.e., there is no augmenting path in the residual network, Eq. (B.16)
leads to xij = uij + xji, and thus Eq. (B.14) leads to xij = uij for (i, j) ∈ (S, S̄) and xji = 0 for
(j, i) ∈ (S̄, S). Therefore, Eqs. (B.18) and (B.19) lead to the equality in Eq. (B.20), i.e., the maximum
flow and minimum cut problem is solved (for details and more efficient algorithm, see, e.g., [211]).

Finally we associate the problem to find the ground state of the random field Ising model with the
maximum flow and minimum cut problem. The Hamiltonian of the random field Ising model is given by

H = −
∑
(i,j)

Jijσiσj −
∑
i

hiσi, (B.21)

where σi is the Ising spin, Jij is non-negative (ferromagnetic) interaction and hi is a random magnetic
field. Here, we add the source node s and the sink node t, and put fixed Ising spins{

σs = +1,

σt = −1.
(B.22)

We also introduce the interactions

Jsi =

{
hi, for hi ≥ 0,

0, for hi < 0,
(B.23)

and

Jit =

{
|hi|, for hi < 0,

0, for hi ≥ 0.
(B.24)

Then the Hamiltonian can be viewed as the random bond Ising model

H = −
∑
(i,j)

Jijσiσj , (B.25)

with non-negative random interactions Jij and two boundary conditions (B.22). We introduce the
following cut S = {i ∈ N|σi = +1} and S̄ = N\S = {i ∈ N|σi = −1}. Then, for a given spin
configuration {σi}, the energy of the system is given by

E = −
∑

{(i,j)|i,j∈S}

Jij −
∑

{(i,j)|i,j∈S̄}

Jij +
∑

(i,j)∈(S,S̄)

Jij

= −
∑
(i,j)

Jij + 2
∑

(i,j)∈(S,S̄)

Jij .
(B.26)

Because the first term takes a fixed value, the problem to find the ground state (energy) is rewritten as
the problem to minimize the second term. This problem is nothing but the minimum cut problem, and
thus we can exactly solve this problem.
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[16] L. Pezzé and A. Smerzi: Entanglement, Nonlinear Dynamics, and the Heisenberg Limit, Physical

70

http://dx.doi.org/10.1088/1367-2630/aad1ea
http://dx.doi.org/10.1088/1367-2630/aad1ea
http://dx.doi.org/10.1088/1367-2630/aad1ea
http://dx.doi.org/10.1088/1367-2630/aad1ea
http://dx.doi.org/10.22331/q-2018-08-06-79
http://dx.doi.org/10.22331/q-2018-08-06-79
http://dx.doi.org/10.22331/q-2018-08-06-79
http://dx.doi.org/10.22331/q-2018-08-06-79
http://dx.doi.org/10.1038/nature10012
http://dx.doi.org/10.1038/nature10012
http://dx.doi.org/10.1038/nature10012
http://dx.doi.org/10.1038/nature10012
http://dx.doi.org/10.1038/nphys2900
http://dx.doi.org/10.1038/nphys2900
http://dx.doi.org/10.1038/nphys2900
http://dx.doi.org/10.1038/nphys2900
http://dx.doi.org/10.1103/PhysRevE.58.5355
http://dx.doi.org/10.1103/PhysRevE.58.5355
http://dx.doi.org/10.1103/PhysRevE.58.5355
http://dx.doi.org/10.1103/PhysRevE.58.5355
http://dx.doi.org/10.1103/PhysRevE.58.5355
http://arxiv.org/abs/1506.08479
http://dx.doi.org/10.3389/fict.2017.00029
http://dx.doi.org/10.3389/fict.2017.00029
http://dx.doi.org/10.3389/fict.2017.00029
http://dx.doi.org/10.3389/fict.2017.00029
http://arxiv.org/abs/1711.04889
http://dx.doi.org/10.1126/science.aat2025
http://dx.doi.org/10.1126/science.aat2025
http://dx.doi.org/10.1126/science.aat2025
http://dx.doi.org/10.1126/science.aat2025
http://dx.doi.org/10.1038/s41586-018-0410-x
http://dx.doi.org/10.1038/s41586-018-0410-x
http://dx.doi.org/10.1038/s41586-018-0410-x
http://dx.doi.org/10.1038/s41586-018-0410-x
http://dx.doi.org/10.1038/nphoton.2011.35
http://dx.doi.org/10.1038/nphoton.2011.35
http://dx.doi.org/10.1038/nphoton.2011.35
http://dx.doi.org/10.1038/nphoton.2011.35
http://dx.doi.org/10.1103/RevModPhys.89.035002
http://dx.doi.org/10.1103/RevModPhys.89.035002
http://dx.doi.org/10.1103/RevModPhys.89.035002
http://dx.doi.org/10.1103/RevModPhys.89.035002
http://dx.doi.org/10.1103/RevModPhys.90.035005
http://dx.doi.org/10.1103/RevModPhys.90.035005
http://dx.doi.org/10.1103/RevModPhys.90.035005
http://dx.doi.org/10.1103/RevModPhys.90.035005
http://dx.doi.org/10.1126/science.1104149
http://dx.doi.org/10.1126/science.1104149
http://dx.doi.org/10.1126/science.1104149
http://dx.doi.org/10.1126/science.1104149
http://dx.doi.org/10.1103/PhysRevLett.96.010401
http://dx.doi.org/10.1103/PhysRevLett.96.010401
http://dx.doi.org/10.1103/PhysRevLett.96.010401
http://dx.doi.org/10.1103/PhysRevLett.96.010401
http://dx.doi.org/10.1103/PhysRevLett.102.100401
http://dx.doi.org/10.1103/PhysRevLett.102.100401


Review Letters 102 100401 (2009).
[17] T. Kato: On the Adiabatic Theorem of Quantum Mechanics, Journal of the Physical Society of

Japan 5 435 (1950).
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