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Abstract

A sample of aligned or oriented gaseous molecules can be used as an ideal quan-
tum mechanical system for investigating the anisotropic dependence in many light-
molecule interactions. For example, by orienting molecules to a specific direction,
it is possible to control the stereodynamics of chemical reactions and selectively
produce the desired product. High-harmonics generated from a sample of aligned
or oriented molecules can be analyzed to probe the instantaneous structure of sam-
ple molecules. On the other hand, electromagnetic field intensity dependence of
the degree of alignment or orientation can be used to estimate the anisotropies of
polarizability and hyperpolarizability of sample molecules experimentally. Due to
these multifaceted and compelling prospects, controlling the rotational motion of
asymmetric molecules is an active area of research.

We can realize molecular alignment or orientation by utilizing the nonlinear inter-
action of asymmetric molecules with an intense nonresonant laser field. However,
a single wavelength laser pulse can only realize molecular alignment because the
interaction potential is symmetric upon the inversion of the laser electric field vec-
tor. For achieving molecular orientation, one needs to induce asymmetry in the
interaction potential along the polarization axis. This asymmetric potential can be
created either by introducing a weak electrostatic field or by using a phase-controlled
two-color laser field. In the first approach, the permanent dipole interaction with
an electrostatic field is enhanced by the anisotropic polarizability interaction with
the intense nonresonant laser field. However, the presence of a weak electrostatic
field may induce Stark effect in the rotationally controlled sample of asymmetric
molecules, limiting their usefulness for various applications. Moreover, the orienta-
tion direction is limited by the arrangement of the electrodes used to generate the
electrostatic field.

In contrast, laser fields can be rapidly turned off by using the plasma-shutter tech-
nique, and the orientation direction can be arbitrarily controlled by changing the
polarization direction of the two-color laser field and the relative phase difference
between the two wavelengths. Hence, all-optical molecular orientation utilizing
both anisotropic polarizability and hyperpolarizability interactions with an intense
nonresonant two-color laser field is the way toward the realization of completely
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field-free molecular orientation. However, since the second harmonic is generated
by passing the intense fundamental pulse through a second-harmonic generation
crystal, the rising part of the second harmonic pulse in a two-color laser field al-
ways follows the fundamental pulse. As a result, a deep symmetric potential due
to polarizability interaction is created before the relatively weak asymmetric orien-
tation potential can be formed, resulting in an enhanced degree of alignment, but
a suppressed degree of orientation. Furthermore, since the orientation directions
for states with even and odd quantum number J ’s are opposite, the average degree
of orientation of a thermal ensemble becomes weak. Despite these challenges, the
proof-of-principle experiment performed in our laboratory has confirmed the valid-
ity of the all-optical method of molecular orientation using a two-color laser field.
The goal of this research is to experimentally and theoretically investigate different
ways of further increasing the degree of molecular orientation with an all-optical
method.

To realize stronger molecular orientation with two-color laser fields, we have ad-
justed the relative delay between the two wavelengths by introducing a Michelson-
type delay line in the optical path. By delaying the fundamental pulse in this
way, we effectively allow the asymmetric potential to be created at the same time
when the dominant symmetric potential due to polarizability interaction is formed.
We have also used a home-build molecular deflector to select lower-lying rotational
states of OCS molecules as a sample and avoid the weakening of the average degree
of orientation due to opposite contributions from even and odd numbered states.
By applying the fundamental pulse and its second harmonic pulse from an injection-
seeded Nd:YAG laser as the two-color laser field, we have observed stronger degrees
of molecular orientation: ⟨⟨cos θ⟩⟩ ∼ ±0.3. The observed degree of orientation
is an order of magnitude stronger than the degree of orientation obtained in the
proof-of-principle experiment. It is also the strongest molecular orientation with an
all-optical method, which was observed appropriately with the Coulomb explosion
imaging by keeping the probe polarization perpendicular to the detection plane.

Although the applied laser pulse (FWHM ∼12 ns) is orders of magnitude longer
than the free rotational period of the sample molecule (82.24 ps), we theoretically
and experimentally prove that all-optical molecular orientation dynamics is still
nonadiabatic. Due to the nonadiabaticity, merely increasing the laser intensity will
not necessarily improve the degree of orientation. Since the polarizability interac-
tion usually is orders of magnitude larger than the hyperpolarizability interaction,
the asymmetry in the potential may increase by increasing the laser intensity. How-
ever, at the same time, symmetric potential due to polarizability interaction will
get deeper faster, making the tunneling to a deeper potential well more difficult.
Here we propose a new all-optical molecular orientation approach which combines a
linearly polarized fundamental pulse and an elliptically polarized second harmonic
pulse to suppress the symmetric effect created by the polarizability interaction
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while accelerating the tunneling to a deeper potential well, leading to the efficient
creation of molecular orientation. By solving the time-dependent Schrödinger equa-
tion numerically, we show that it is possible to increase the degree of orientation by
tuning the peak intensity along the minor axis of the elliptically polarized second
harmonic laser pulse. This approach is especially useful for general molecules with
smaller hyperpolarizability anisotropy and larger polarizability anisotropy. Finally,
numerical results are presented to prove that the same combination of linearly and
elliptically polarized two-color laser field is capable of realizing three-dimensional
molecular orientation, which corresponds to an all-optical method of controlling all
the spatial directions of an asymmetric top molecule.
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1Introduction

Generally, gaseous molecules are randomly oriented. To investigate various inter-
esting phenomena originating from the anisotropy in molecular structure, we need
to prepare a sample of aligned or oriented molecules.

Using samples of aligned and oriented molecules paves the way of observing the
deformation in molecular orbitals on the timescale of chemical reactions, revealing
the formation and breaking of chemical bonds [1–3]. For example, X-ray photo-
electron diffraction (XPD) patterns from laser-aligned molecules have been used to
detect molecular structure at femtosecond time scales[4–7]. High-harmonics gener-
ated from a sample of aligned or oriented molecules can also be observed together
with the ion yields in the ionization process to create a tomographic reconstruction
of the instantaneous structure of molecular systems [8–10]. The possibilities are not
limited to observation only, we can realize coherent control of chemical reactions
and ionization process by controlling the rotational dynamics of gaseous molecules
with shaped laser pulses [11, 12].

Manipulation of the rotational dynamics of gaseous molecules with laser pulses
has been a very active area of research. The polarizability anisotropy of gaseous
molecules can be measured by evaluating the change in the degree of molecular
alignment with respect to the laser pulse intensity and the initial rotational temper-
ature [13]. On the other hand, alignment of surface-absorbed molecules with laser
pulses can control electron transport through junctions, which may realize ultrafast
nanoscale current switches [14]. Recently, an all-optical method for enantioselective
orientation of gaseous chiral molecules by using laser pulses with twisted polariza-
tion has been proposed [15]. Such all-optical methods of manipulating molecular
enantiomers in the gas phase with laser pulses may create novel experimental meth-
ods to investigate fundamental questions such as the selection of chiral enantiomers
for molecules (amino acids and sugars) in early molecular networks [16]. Due to
these compelling and diversified prospects, research outcomes pertaining to molec-
ular alignment and orientation have indeed been getting ardent attention from a
wide range of audiences.

1.1 Definition of alignment and orientation
As shown in figure 1.1, we want to trap the molecules along the z axis, which is
normally defined by the electric field vector in the laboratory-fixed frame. The elec-
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Fig. 1.1: Random, aligned and oriented molecular ensemble.

tric field is generally the source of energy that is required to reduce the randomness
in the rotational directions of the molecules. Alignment is explained with carbonyl
sulfide (OCS) molecules in figure 1.1 (b), where the trapped molecules face both
upward and downward. The angular distribution of the molecules is symmetric
upon the inversion of the z axis. On the other hand, orientation is shown in figure
1.1 (c), where all the molecules (strictly speaking, more than half of the molecules)
face upward. The angular distribution of the molecules is not symmetric upon
the inversion of the z axis. To quantitatively estimate the degree of alignment or
orientation, we measure the angle θ between the laboratory-fixed z axis and the
rotational direction of sample molecules. Since the sample molecules are a so-called
thermal ensemble, we use the statistical average value ⟨⟨cos2 θ⟩⟩ as a measure of the
degree of alignment. On the other hand, the average quantity ⟨⟨cos θ⟩⟩ is used to
define the degree of molecular orientation.

1.2 Gaseous crystal platform

In gaseous molecules, the intermolecular distance is much longer than that in solid
materials. As a result, the interaction potential with a neighbouring molecule is
weaker compared to that in solid state crystals. This makes isolated gas phase
molecules good candidates for approximating independent quantum mechanical
systems. Moreover, a sample of asymmetric gaseous molecules, when oriented to-
ward a single direction, can reveal various properties related to the anisotropy of
the molecules. However, spectroscopic properties related to the asymmetry of the
molecules are not revealed when the rotational directions of the molecules are ran-
dom. When an average is taken, the isotropic distribution of randomly oriented
asymmetric molecules cancels these properties. As a result, the formation of an
oriented sample of gaseous molecules is useful in various applications to reveal the
anisotropic properties. Experiments regarding the formation of a sample of aligned
or oriented gas phase molecules can be regarded as “Gaseous Crystal Platform.”

8 1 Introduction



Fig. 1.2: Outline of the experimental system for constructing a Gaseous Crystal Platform

As presented in figure 1.2, the broader aim of our research is to create such an
experimental platform.

1.2 Gaseous crystal platform 9



1.3 Theoretical and experimental studies of all-optical

molecular orientation
Molecular orientation can be achieved by applying a very strong electrostatic field
where the asymmetric molecules interact with the applied electrostatic field through
their dipole moment [17]. However, the required electric field is often too high for
practical implementation and the Stark effect induced in the sample molecules limits
their usefulness for subsequent experiments. On the contrary, as will be discussed in
the following paragraphs, the application of intense nonresonant laser fields proved
to be more useful and efficient in realizing molecular orientation.

There are two general categories of molecular orientation with laser pulses: the adia-
batic regime and the nonadiabatic regime. In the adiabatic orientation, laser pulses
much longer than the free rotational period of the sample asymmetric molecules are
used. Typically, the FWHM of the laser pulse is on the order of a few nanoseconds
and the rotational period is on the order of a few tens of picoseconds in these exper-
iments. On the other hand, in nonadiabatic techniques, femtosecond laser pulses
are adopted, and the pulse duration is much shorter than the free rotational period
of the sample molecule.

In the nonadiabatic molecular orientation, a femtosecond laser pulse acts like an im-
pulse which initiates the orientation dynamics by forming a rotational wave packet.
Since the phase of the rotational wave packet changes over time and periodically
interferes constructively, the degree of molecular orientation also revives periodi-
cally even after the application of the femtosecond laser pulse. The revival period
is defined by the free rotational constant of the sample molecule [18, 19]. These
repeated occurrences of molecular orientation are achieved under a completely field-
free condition.

However, whether adiabatic or nonadiabatic, a single color laser field alone can never
realize molecular orientation. The single color laser field only aligns the molecules
because the interaction potential due to polarizability anisotropy is symmetric upon
the inversion of the polarization axis of the applied laser field [20–25]. Nonadiabatic
one-dimensional alignment with femtosecond laser pulses have been experimentally
observed [22, 25–27]. Experiments confirming one-dimensional alignment in the adi-
abatic regime with an intense nonresonant nanosecond laser field have also been per-
formed[23, 28]. Three-dimensional alignment with elliptically or circularly polarized
laser fields has also been theoretically proposed and experimentally demonstrated
[28–34].

One of the techniques of realizing molecular orientation with intense nonresonant
laser fields is to introduce an additional weak electrostatic field to create an asym-
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metric potential along the polarization axis of the laser field. The dipole moment in-
teraction induced by a weak electrostatic field can be enhanced with a high-intensity
laser field. The high-intensity laser field interacts with the polarizability anisotropy
of sample molecules and enhances the the degree of orientation [25, 35–40]. Exper-
imental studies confirming the molecular orientation with combined electrostatic
and intense nonresonant laser fields have been successful [40–44]. Several theo-
retical studies regarding time-dependent dynamics of one-dimensional and three-
dimensional molecular orientation using this method have been recently performed
as well [45, 46]. Nevertheless, even though the electrostatic field is weak in this
method, the problem of an existing electrostatic field interfering with further exper-
imental procedures still exists. Furthermore, the direction of molecular orientation
is defined by the electrostatic field vector. As a result, to change the direction of
molecular orientation, one needs to rotate the electrodes that apply high voltages
to create the electrostatic field.

Another technique of introducing an asymmetric potential along the polarization
axis of an oscillating laser field is to use a phase-locked two-color laser field. Gen-
erally, the fundamental pulse and the second harmonic pulse of the pump laser are
used as the two-color laser field [18, 47–51]. Since only the laser pulses are used
for molecular orientation without the help of an electrostatic field, this method is
labeled as the all-optical method. The direction of molecular orientation is com-
pletely controlled by the polarization axis of the two-color laser field and the relative
phase difference between the two wavelengths.

However, the achievable degree of orientation with a two-color laser field is not so
high [50–54]. The direction of molecular orientation with a two-color laser field is
opposite for even and odd quantum number J ’s. As a result, the averaged degree
of orientation of a thermal ensemble does not increase efficiently.

To get around this issue, nonadiabatic molecular orientation with a preceding align-
ment pulse followed by a delay-adjusted two-color laser field has been proposed [55–
57]. The alignment pulse first nonadiabatically aligns the molecules. The rotational
wave packets with odd and even J ’s exhibit opposite behavior around the half rota-
tional periods. For example, rotational states with odd J ’s align themselves along
the laser polarization plane and rotational states with even J ’s anti-align them to-
ward a perpendicular direction. Although the total degree of alignment is reduced
due to this opposite behavior, the relative population of odd and even rotational
wave packets in the aligned molecules is manipulated. By carefully delaying a two-
color laser field to fall on the half rotational periods, one can manipulate the relative
excitation between the odd and even rotational wave-packet contributions and se-
lectively enhance the averaged degree of molecular orientation. This technique has
also been verified experimentally [58–60]. However, these techniques do not directly
observe molecular orientation with a radially symmetric Coulomb explosion imaging
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and Velocity Map spectroscopy, where the polarization direction is appropriately
kept perpendicular to the detection plane [24, 61, 62]. Several other approaches of
increasing the degree of orientation with femtosecond laser pulses have been actively
proposed. For example, using a time-delayed THz pulse after the two-color femtosec-
ond laser pulses [63, 64], adjusting the relative intensities of a three-color laser field
[65], tuning the relative delay between the two pulses [66], using a few-cycle phase-
jump pulses [67], changing the shape of the laser pulse to ramp, Gaussian or square
functions [68], etc. A theoretical study on three-dimensional molecular orientation
with two-color laser fields where the polarization axes of the fundamental pulse and
the second harmonic pulse are crossed has been pursed [69], and an experimental
demonstration of such a method has recently been reported [70].

In molecular orientation with nanosecond laser pulses, the laser intensity can be
kept relatively moderate for a much longer period of time compared to the impul-
sive methods using femtosecond pulses. Since the laser pulse width is long enough
compared to the free rotational period of the sample molecules, the technique is ex-
pected to adiabatically achieve higher degrees of alignment and orientation. How-
ever, the highest degrees of alignment and orientation is realized at the peak of
the laser pulse and it gradually falls with the decrease in intensity after the peak.
Hence, to realize completely field-free molecular orientation, we need to turn off
the laser field within a few hundred femtoseconds. By using the plasma shutter
technique, it is possible to turn the intense laser field off with a falling time of
∼ 150 fs [71–75]. A femtosecond laser pulse is focused onto a 50-µm-thick ethylene
glycol jet sheet with a peak intensity higher than the plasma formation threshold
to turn off the nanosecond laser pulse at its peak intensity. After the rapid turn
off, the degrees of alignment and orientation revive with a period of half rotational
period and full rotational period of the sample molecule, respectively [76–79]. By
using this technique, both one-dimensional and three-dimensional laser-field-free
molecular orientation with the help of a weak electrostatic field have been achieved
experimentally [72–75, 80]. Recently, spectrally truncated chirped laser pulses have
been reported to produce similar laser pulses with a slow turn on and a rapid turn
off [81].

All-optical Molecular orientation with a nonresonant two-color nanosecond laser
field has been observed experimentally [50, 51], proving the validity of the scheme
[48]. The current purpose of our research is to further increase the degree of orienta-
tion. One of the main problems regarding the all-optical molecular orientation with
a two-color nanosecond laser filed lies in the relative rising time of the fundamental
pulse and the second harmonic. A recent theoretical study has shown that this effect
can be optimized by adjusting the relative delay and the relative intensities of the
two-color laser fields [82, 83]. The scope of this thesis is to further investigate these
issues, both theoretically and experimentally, and to find out novel approaches for
increasing the degree of molecular orientation with an all-optical technique.
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1.4 Outline of the thesis

The purpose of this research is to theoretically and experimentally investigate novel
methods for realizing stronger degrees of molecular orientation with an all-optical
method. In an all-optical method, the degree of orientation does not improve even
if we increase the laser intensity. Asymmetric molecules interact with the high-
intensity laser field through their polarizability and hyperpolarizability anisotropies.
The interaction due to polarizability anisotropy creates a symmetric potential upon
the inversion of the polarization axis of the laser field. Hence, this potential is re-
sponsible for molecular alignment. The hyperpolarizability interaction introduces
the asymmetry to the alignment potential, realizing molecular orientation. How-
ever, the symmetric alignment potential formed by the polarizability interaction is
orders of magnitude deeper than the asymmetric potential created by the hyperpo-
larizability anisotropy. Moreover, the direction of orientation is opposite for states
with odd and even J ’s. Naturally, since the degree of orientation is an average of
the even and odd numbered states for a thermal ensemble, the realized molecular
orientation is weak. We have studied these phenomena and their solutions both
theoretically and experimentally. In this thesis, we are going to discuss our findings
on these issues in details.

In chapter 2 of this thesis, the general theory of molecular alignment and orientation
is outlined. Although the fundamental theory of controlling the rotational dynamics
of gas phase molecules is well-developed, implementing numerical simulations of
molecular alignment and orientation dynamics is difficult. In this chapter, we have
discussed various methods of numerically solving the time-dependent Schrödinger
equation to simulate molecular orientation with nanosecond laser pulses. After
pointing out the advantages and disadvantages of each method, we have finally
opted for the higher-order Crank-Nicolson approach. The detailed derivation of the
method is given and numerical results obtained by applying this method to simulate
the degrees of alignment and orientation are demonstrated.

Chapter 3 is about experimental studies performed toward observing stronger molec-
ular orientation with a two-color laser field. Since the second harmonic pulse of the
two-color laser field is generated from the fundamental pulse, there is a delay be-
tween the rising parts of the two pulses. As a result, the symmetric alignment
potential is formed before the second harmonic can introduce the asymmetry in the
potential. Moreover, since the polarizability interaction is a few orders of magni-
tude stronger than the hyperpolarizability interaction, the relative delay between
the fundamental pulse and the second harmonic pulse plays a crucial role. By
introducing a Michelson-type delay line in the laser path, we have adjusted the
relative delay between the two wavelengths. On the other hand, we have used a
home-built molecular deflector to select rotationally cold sample molecules. By se-
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lecting the lower-lying rotational states, we can alleviate the averaging out of the
degree of orientation for states with even and odd J ’s. These techniques allowed
us to observe stronger degrees of molecular orientation with an all-optical method.
Furthermore, we have shown in this chapter, both numerically and experimentally,
that the degree of orientation is not a monotonically increasing function of the laser
peak intensity, which proves that molecular orientation dynamics with two-color
∼10 ns laser pulses is inherently nonadiabatic.

A novel all-optical approach to molecular orientation with combined linearly po-
larized and elliptically polarized laser fields has been proposed in chapter 4. In
the case of linear asymmetric molecules, we show that an elliptically polarized sec-
ond harmonic pulse can suppress the strong alignment potential while keeping the
asymmetry in the total potential unperturbed. Through numerically solving the
time-dependent Schrödinger equation, we have demonstrated that the degree of ori-
entation improves substantially by this method compared to the approach where a
linearly polarized two-color laser field is used.

Finally, in chapter 5, we have summarized the core insights obtained in this re-
search about all-optical molecular orientation with a nonresonant two-color laser
field. Some suggestions related to experimental and theoretical studies based on
the understanding developed during this research are detailed to facilitate further
advancements on this topic.
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2Theory of molecular orientation with

two-color laser fields

In this chapter, the fundamental theory of molecular alignment and orientation is
discussed. Although the theory itself is well documented, numerical implementation
of the underlying dynamics is not. First, different frames of reference required to
describe the dynamics are defined. Then, the nonlinear interaction of the molecules
with a high-intensity laser field is described using the Schrödinger equation. Differ-
ent algorithms for numerically solving the angular wave functions are introduced,
discussing the advantages and disadvantages of each algorithm. Finally, higher-
order Crank-Nicolson method is detailed and simulation results are discussed using
this method.

2.1 Definition of coordinate systems

To describe the dynamics of molecular alignment and orientation, we use two coor-
dinate systems. The space-fixed or the laboratory coordinate system is defined by
the polarization and the propagation direction of the laser field. Another coordinate
system is fixed to the body of the sample molecule. In figure 2.1 (a), the capital
letters X, Y , and Z show the space-fixed frame. The body-fixed coordinates are
shown as x, y, and z in figure 2.1 (c). The laser pulse is linearly polarized along
the Z direction and propagating toward the −Y direction. Euler angles ϕ, θ, and
χ as defined in figure 2.2 are used to describe the rotations needed to coincide the
space-fixed frame with the body-fixed frame [84, 85].

In our calculations, we use the following three rotations [85]:

1. A counterclockwise rotation ϕ about Z. The Y axis is carried to the line of
nodes denoted by N . which is also labeled as y′:


x′

y′

z′

 = RZ (ϕ)


X

Y

Z

 =


cos ϕ sin ϕ 0

− sin ϕ cos ϕ 0
0 0 1




X

Y

Z

 . (2.1)
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Fig. 2.1: Definition of space-fixed and the molecular body-fixed coordinate systems.

2. A counterclockwise rotation θ about the line of nodes N . The Z axis is now
carried to the body-fixed z′′ = z axis:


x′′

y′′

z′′

 = Ry′ (θ)


x′

y′

z′

 =


cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ




x′

y′

z′

 . (2.2)

3. A counterclockwise rotation χ about z′′ = z, the line of nodes y′ is carried to
the body-fixed y axis:


x

y

z

 = Rz (χ)


x′′

y′′

z′′

 =


cos χ sin χ 0

− sin χ cos χ 0
0 0 1




x′′

y′′

z′′

 . (2.3)

As a result, the total rotational matrix that transforms a quantity from the space-
fixed frame to the body-fixed frame is given by,


x

y

z

 = Rz (χ) Ry′ (θ) RZ (ϕ)


X

Y

Z



=


cϕcθcχ − sϕsχ sϕcθcχ + cϕsχ −sθcχ

−cϕcθsχ − sϕcχ −sϕcθsχ + cϕcχ sθsχ
cϕsθ sϕsθ cθ




X

Y

Z

 .

(2.4)
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Fig. 2.2: Euler angles ϕ, θ and χ relates the space-fixed and the body-fixed frames.

Here, “c” is used to denote “cos” and “s” is used to denote “sin” in Eq. (2.4). We
use Eq. (2.4) to transform the laser electric fields defined in the space-fixed frame to
the body-fixed frame of the sample molecule. Molecular orientation means trapping
the sample molecules along the polarization direction of the laser field. The angle
between the space-fixed Z axis and the body-fixed z axis is given by θ. The average
value of cos θ is used to characterize the degree of orientation, and the average value
of cos2 θ is used to characterize the degree of alignment.

2.2 Nonlinear interaction of molecules with laser fields

Since we are interested mainly in the rotational dynamics of molecules, we treat
the molecules as rigid rotors. This is under the assumption that the molecules are
not deformed under a high-intensity laser field. Moreover, the moment of inertia is
assumed to be independent of the quantum numbers J, K, and M , because we have
ignored the quantum mechanical effects of the centrifugal force. After diagonalizing
the moment of inertia tensor I, we get three principal moments of inertia Ia, Ib and
Ic [85–87]. In this thesis, we will discuss two types of molecules:

1. Asymmetric top molecules

a) Principal moments of inertia: Ia < Ib < Ic.

b) Sample molecule: iodobenzene (C6H5I) [88, 89].
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c) type of orientation: three-dimensional orientation.

2. linear molecules

a) Principal moments of inertia: Ia = 0, Ib = Ic.

b) Sample molecules: carbonyl sulfide (OCS) [76, 90, 91] and cyanogen
fluoride (FCN) [77, 92].

c) type of orientation: one-dimensional orientation.

2.2.1 General asymmetric top molecules
The Hamiltonian for the free rotational motion of a general asymmetric top molecule
is given by the following expression [85–87, 93, 94]:

Ĥ0 = AĴa
2 + BĴb

2 + CĴc
2
, (2.5)

here, A, B and C are rotational constants, related to the principal moments of
inertia:

A = ℏ
4πIa

[Hz], B = ℏ
4πIb

[Hz], C = ℏ
4πIc

[Hz]. (2.6)

The interaction potential with the laser field is given by, [17, 20–23, 28–30, 32–37,
55, 56, 76, 77, 95–100],

Ĥi = −
∑

i

µiEi − 1
2!
∑
ij

αijEiEj − 1
3!
∑
ijk

βijkEiEjEk − . . . + H.O.T. (2.7)

To estimate the degrees of alignment and orientation, we want to numerically solve
the following Schrödinger equation [49, 82, 94, 101–107]:

iℏ
∂

∂t
|Ψ(t)⟩ =

(
Ĥ0 + Ĥi

)
|Ψ(t)⟩ . (2.8)

The free rotational Hamiltonian Ĥ0 can be written with the squared angular mo-
mentum operator J2 in the following form [86, 100]:

Ĥ0 = B + C

2
J2 +

(
A − B + C

2

)
Ĵ2

a + B − C

4

[
(Ĵ+)2 − (Ĵ−)2

]
, (2.9)

here, Ĵ± = Ĵb ± iĴc. To perform numerical simulations, |Ψ(t)⟩ is expanded by a
suitable system of basis functions. In our calculation, we use the symmetric top
wave functions [85, 86]:

|JKM⟩ =
[2J + 1

8π2

] 1
2

DJ∗
MK (ϕ, θ, χ) , (2.10)
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where, DJ∗
MK (ϕ, θ, χ) is the rotation matrix or the Wigner D-matrix. The Wigner

D-matrix elements form a complete orthogonal basis functions for the Euler angles
ϕ, θ, and χ [108–115].

2.2.2 linear asymmetric molecules

For linear molecules, Ia = 0, Ib = Ic and K = 0 [94]. Hence, Eq. (2.9) reduces to
the following field-free Hamiltonian:

Ĥ0 = BJ2, (2.11)

where, B is the rotational constant of the linear molecule. In this case, the wave
function |Ψ⟩ is expressed with spherical harmonics [85]:

|JM⟩ = YJM (θ, ϕ) =
(2J + 1

4π

) 1
2

DJ∗
M0 (ϕ, θ, χ) . (2.12)

The spherical harmonics form a complete orthonormal basis set of functions for the
angles θ and ϕ [113, 116–119]. Eq. (2.12) can be derived from Eq. (2.10) considering
the fact that a linear rigid rotor belongs to the point group C∞v or D∞v [94, 115],
making the values of the angle χ indistinguishable. Hence, K = 0. The integration
with respect to χ becomes redundant, corresponding to the extra 2π term in Eq.
(2.10).

The interaction potential in Eq. (2.7) depends on the definition of the laser electric
field. The traditional method of orientating asymmetric molecules with a two-color
laser field contains the following electric field:


EX (t)
EY (t)
EZ (t)

 =


0
0

Eω(t) cos ωt + E2ω(t) cos(2ωt + Φ)

 , (2.13)

here, the envelopes Eω(t) and E2ω(t) are defined as Gaussian pulses:

Eω(t) = Eωe
−

(t − ∆t)2

2τ2
ω , E2ω(t) = E2ωe

−
t2

2τ2
2ω , (2.14)

where ω and 2ω are the angular frequencies, τω and τ2ω are the widths of the
Gaussian envelopes, Eω and E2ω are the peak electric field strengths, and ∆t is the
delay between the peaks of the fundamental pulse and the second harmonic pulse
of the laser electric field. The relative phase difference Φ between the two waves is
of particular interest here. Note that the pulse widths τω and τ2ω are not the same
as the pulse width τ (FWHM) as described in Eq. (A.30), because, according to

2.2 Nonlinear interaction of molecules with laser fields 19



Fig. 2.3: (a) Interaction potential of a OCS molecule under a linearly polarized two-color
laser field, (b) The enlarged asymmetric part of the potential responsible for
orientation.

Eq. (A.33), the electric field strength E and the intensity I of a laser field have
the relation E ∝

√
I. Generally, when we refer to the pulse width, we mean the

FWHM of the intensity profile as given by Eq. (A.30).

We assume that the laser frequencies are far removed from any molecular resonance
and much higher than τ−1

ω , τ−1
2ω , and the inverse of free rotational period of the

sample molecule. As a result, the interaction Hamiltonian Ĥi is averaged over the
rapid oscillations of ω and 2ω [38, 49, 97, 120–122]. After taking the average over
2π
ω , the total Hamiltonian for a linear asymmetric molecule reduces to the following

equation [18, 48, 49, 55, 56, 98, 122, 123]:

Ĥ(t) = BJ2 − 1
4

[
(α∥ − α⊥) cos2 θ

]
(E2

ω(t) + E2
2ω(t)) (2.15)

−1
8

((β∥ − 3β⊥) cos2 θ + 3β⊥) cos θ cos ΦE2
ω(t)E2ω(t),

where α∥, α⊥ and β∥, β⊥ are the polarizability and hyperpolarizability components
parallel and perpendicular to the molecular axis, respectively. For OCS molecules,
the potential part in Eq. (2.15) is plotted in Fig.2.3 (a). The asymmetric part of the
total potential is shown in Fig. 2.3 (b). The double-well potential is responsible for
aligning the molecules by trapping them around θ = 0 and θ = π. The asymmetry
in the potential at these two points is responsible for orientation. The direction
of this asymmetry (the direction of orientation) is controlled by the relative phase
difference Φ. This asymmetry in the potential is orders of magnitude smaller than
the total potential, making it difficult to orient general molecules like OCS. On the
other hand, some molecules such as FCN have larger hyperpolarizability anisotropy
to the total potential ratio compared to that of ordinary molecules such as OCS,
allowing higher degrees of orientation. Different parameters required to calculate
the potential for OCS and FCN molecules are summarized in table 2.1 and 2.2 [76,
77, 90–92]. For calculating the potential in table 2.2, we have used the values Eω ∼
23.3 MV/cm and E2ω ∼ 16.2 MV/cm, corresponding to the laser peak intensities,
Iω = 7.2 × 1011 W/cm2 and I2ω = 3.5 × 1011 W/cm2, respectively.
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Tab. 2.1: Polarizability and hyperpolarizability parameters of OCS and FCN

Molecule ∆α ∆β = β∥ − 3β⊥ β⊥
[C2m2J−1] [C3m3J−2] [C3m3J−2]

OCS 4.56 × 10−40 4.39 × 10−51 −1.93 × 10−51

FCN 1.58 × 10−40 9.52 × 10−52 1.06 × 10−52

Tab. 2.2: Rotational constants and asymmetry in potentials for OCS and FCN

Molecule Rotational Rotational Depth of Asymmetry
constant B period potential in potential

[J] τrot[ps] min(V
B ) |V (θ=π)−V (θ=0)|

B

OCS 4.03 × 10−24 82.24 -228.5 0.76
FCN 6.99 × 10−24 47.38 -45.7 0.45

We can now numerically solve Eq. (2.8) to quantitatively estimate the degrees
of alignment and orientation. There are two cases to consider when solving Eq.
(2.8):

1. Adiabatic Regime: When the change in the laser intensity is very slow com-
pared to the free rotational period τrot of the sample molecules, i.e., τrot ≪
τω, τ2ω.

2. Nonadiabatic Regime: When the laser pulse width is comparable to or shorter
than the rotational period τrot of the sample molecules, i.e., τrot ≳ τω, τ2ω.

2.3 Adiabatic regime
The adiabatic approximation is applicable when the interaction potential Hi slowly
changes with time, which means that the laser pulse width τ is much greater than the
free rotational period τrot of the sample molecule. If we have the initial Hamiltonian
Hinit and the final Hamiltonian Hfin, the adiabatic theory states that the n-th
eigenstate of Hinit will be carried to the n-th eigenstate of Hfin under the Schrödinger
equation, provided that the change happens sufficiently slowly [101, 102, 124–129],
so that the following condition is met [128–132]:

|⟨Em(t)| Ḣ(t) |En(t)⟩|
|Em(t) − En(t)|2

≪ 1, m ̸= n, t ∈ [0, T ], (2.16)

where Em(t) and |Em(t)⟩ are the nondegenerate eigenvalues and eigenstates of H(t)
and T is the total evolution time. This argument requires that the rate of change
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in the Hamiltonian H(t) is small, i.e., Ḣ(t) ∼ 0. Since the laser pulse width
τ ∼ 12 ns is much longer than the free rotational period τrot ∼ 82.24 ps of the
sample molecule (OCS) in our experiment, we usually assume that the condition in
Eq. (2.16) is met. Under this assumption, the instantaneous Hamiltonian of Eq.
(2.15) is eigendecomposed:

∑
JM

⟨
J ′M ′∣∣ Ĥ(t) |JM⟩ ⟨JM |En⟩ = En

⟨
J ′M ′∣∣En

⟩
, (2.17)

where |En⟩ is the instantaneous eigenvector of Ĥ(t) corresponding to the eigenvalue
En at time t. We normalize the Schrödinger equation with the rotational constant
B before numerically performing the eigendecompsition. The matrix values for the
squared angular momentum operator J2 are given by the following relation:

⟨
J ′M ′∣∣J2 |JM⟩ = J(J + 1)δJJ ′δMM ′ . (2.18)

Other terms of Eq. (2.15) such as cos θ, cos2 θ, cos3 θ, etc. are first expressed in
terms of the spherical harmonics basis functions YJ0M0 (see appendix). The matrix
elements are then calculated by using the Clebsch-Gordan coefficients [85, 133]:

⟨
J ′M ′∣∣YJ0M0 |JM⟩ =

[(2J + 1)(2J0 + 1)
4π(2J ′ + 1)

] 1
2 ⟨

JM, J0M0
∣∣J ′M ′⟩ ⟨J 0, J0 0

∣∣J ′ 0
⟩

.

(2.19)
We have used the “sympy.physics.quantum.cg” package in Python 3.6 to numeri-
cally compute the Clebsch-Gordan coefficients [134]. Depending on whether J and
M are good quantum numbers or not under the interaction potential, the eigenvec-
tor |En⟩ can be labeled with quantum numbers J̃ and M̃ :

|En⟩ =
∣∣∣J̃M̃

⟩
=
∑
JM

d
J̃M̃,JM

|JM⟩ . (2.20)

This labelling scheme means that
∣∣∣J̃M̃

⟩
→ |JM⟩ when the laser electric field mag-

nitudes Eω, E2ω → 0 [41, 99]. One way of implementing this labeling scheme is to
identify the eigenstates with their eigenvalue ordering [135]. Another strategy is to
gradually increase the laser electric field Eω and E2ω while keeping track of each
quantum state

∣∣∣J̃M̃
⟩
. We can achieve this by assigning the labels J̃ and M̃ to the

state |En⟩ for which the product
⟨
J̃M̃

∣∣∣En

⟩
is the most dominant. Here, |En⟩ is the

eigenstate at each step while we gradually increase the laser field strength.

The expectation values ⟨cos θ⟩ and ⟨cos2 θ⟩ for the eigenstate |En⟩ are calculated as
follows:

⟨cos2 θ⟩
J̃M̃

= ⟨En| cos2 θ |En⟩ =
∑

J ′M ′

∑
JM

d∗
J̃M̃,J′M′dJ̃M̃,JM

⟨
J ′M ′∣∣ cos2 θ |JM⟩ , (2.21)
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Fig. 2.4: ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ of OCS molecules as a function of the peak intensity of the
fundamental pulse, Iω. The peak intensity of the second harmonic, I2ω = 1.1Iω.

Fig. 2.5: ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ of FCN molecules as a function of the peak intensity of the
fundamental pulse, Iω. The peak intensity of the second harmonic, I2ω = 1.1Iω.

and,

⟨cos θ⟩
J̃M̃

= ⟨En| cos θ |En⟩ =
∑

J ′M ′

∑
JM

d∗
J̃M̃,J′M′dJ̃M̃,JM

⟨
J ′M ′∣∣ cos θ |JM⟩ . (2.22)

Finally, the ensemble averages of the expectation values for the degree of orientation
and the degree of alignment are calculated assuming a Boltzmann distribution with
the initial rotational temperature T0 [48, 49, 71, 78, 79].

⟨⟨cos2 θ⟩⟩ =
∑

J̃

w
J̃

M̃=J̃∑
M̃=−J̃

⟨cos2 θ⟩
J̃M̃

, (2.23)

⟨⟨cos θ⟩⟩ =
∑

J̃

w
J̃

M̃=J̃∑
M̃=−J̃

⟨cos θ⟩
J̃M̃

, (2.24)

w
J̃

= e
− BJ̃(J̃+1)

kBT0∑
J̃
(2J̃ + 1)e− BJ̃(J̃+1)

kBT0

, (2.25)
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here, kB is the Boltzmann constant. The estimated ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ of OCS
molecules when Φ = π are shown in figure 2.4. We have used a linearly polarized
two-color laser field as defined in Eq. (2.13). The horizontal axis shows the peak
intensity of the fundamental laser pulse, Iω. The peak intensity of the second
harmonic is given by I2ω = 1.1Iω. Similar results for FCN molecules (Φ = 0) are
shown in figure 2.5. Comparing the figures 2.4 and 2.5, we see that the degree
of molecular orientation depends sensitively to the initial rotational temperature
T0 of the sample molecules. Therefore, to achieve higher values of ⟨⟨cos θ⟩⟩, it is
required to decrease the initial rotational temperature as much as possible. On
the other hand, both the degrees of alignment and orientation seem to be better
for OCS molecules, for which the polarizability and hyperpolarizability parameters
are higher than that of an FCN molecule. However, this happens as long as the
adiabatic approximation is valid, which means that the laser pulse intensity changes
very slowly. This requires the laser pulse width to be much longer than the free
rotational period of the sample molecules. In reality, laser pulses are of finite width.
In our experiment, the FWHM is around 12 ns. The relative asymmetry, which is
defined as the ratio of the asymmetry in potential to the depth of the potential
(table 2.2), plays an important role in determining the degrees of alignment and
orientation in these cases. To fully understand this mechanism, we need to see
the time evolution of the parameters ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ by solving the time-
dependent version of the Schrödinger equation (Eq. (2.8)).

2.4 Nonadiabatic regime
In the nonadiabatic regime, the laser intensity changes fast compared to the free
rotational period of molecules, i.e., τω, τ2ω ∼ τrot or τω, τ2ω ≤ τrot. In these cases,
we need to rigorously solve the following time-dependent Schrödinger equation:

iℏ
∂

∂t
|Ψ(t)⟩ = Ĥ(t) |Ψ(t)⟩ , (2.26)

where the field-dressed Hamiltonian Ĥ(t) is given by Eq. (2.15). We can express
any time dependent wave function by using spherical harmonics of Eq. (2.12) as
basis functions and introducing time-dependent coefficients dJM (t),

∣∣Ψ
J̃M̃

(t)
⟩

=
∑
JM

d
J̃M̃,JM

(t) |JM⟩ . (2.27)

The spherical harmonics are the eigenstates of the squared angular momentum
operator J2, and form a complete orthonormal basis set of functions for the angles
θ and ϕ [85, 86, 113, 117–119]. The labels J̃ and M̃ are used to denote the initial
pure state: ∣∣Ψ

J̃M̃
(t = 0)

⟩
=
∣∣∣J̃M̃

⟩
. (2.28)
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Eq. (2.26) can be written as the following system of linear differential equations
[22, 38, 77–79]:

i
∂

∂t′ dJ̃M̃,JM
(t′) =

∑
J ′M ′

d
J̃M̃,JM

(t′) ⟨JM | J2 ∣∣J ′M ′⟩ (2.29)

−1
4

α∥ − α⊥

B
(E2

ω(t′) + E2
2ω(t′))

∑
J ′M ′

d
J̃M̃,JM

(t′) ⟨JM | cos2 θ
∣∣J ′M ′⟩

−1
8

β∥ − 3β⊥

B
cos ΦE2

ω(t′)E2ω(t′)
∑

J ′M ′

d
J̃M̃,JM

(t′) ⟨JM | cos3 θ
∣∣J ′M ′⟩

−3
8

β⊥
B

cos ΦE2
ω(t′)E2ω(t′)

∑
J ′M ′

d
J̃M̃,JM

(t′) ⟨JM | cos θ
∣∣J ′M ′⟩ ,

where, t′ is the rescaled time, t′ = Bt
ℏ . the matrix element ⟨JM | J2 |J ′M ′⟩ is given by

Eq. (2.18). Other matrix elements such as ⟨JM | cos θ |J ′M ′⟩ , ⟨JM | cos2 θ |J ′M ′⟩,
and ⟨JM | cos3 θ |J ′M ′⟩ are found from Eq. (2.19) and appendix A.3. Then, the
expectation values ⟨cos2 θ⟩(t′) and ⟨cos θ⟩(t) for the initial pure state

∣∣∣J̃M̃
⟩

are
calculated:

⟨cos2 θ⟩
J̃M̃

(t) =
∑

J ′M ′

∑
JM

d∗
J̃M̃,J′M′(t)dJ̃M̃,JM

(t)
⟨
J ′M ′∣∣ cos2 θ |JM⟩ , (2.30)

⟨cos θ⟩
J̃M̃

(t) =
∑

J ′M ′

∑
JM

d∗
J̃M̃,J′M′(t)dJ̃M̃,JM

(t)
⟨
J ′M ′∣∣ cos θ |JM⟩ . (2.31)

The initial molecular ensemble is not in a pure state, but in a mixed state. Hence,
ensemble averages of the expectation values for the degree of orientation and the
degree of alignment are calculated assuming a Boltzmann distribution with the
initial rotational temperature T0 [22, 56, 78, 79, 105]:

⟨⟨cos2 θ⟩⟩(t) =
∑

J̃

w
J̃

M̃=J̃∑
M̃=−J̃

⟨cos2 θ⟩
J̃M̃

(t), (2.32)

⟨⟨cos θ⟩⟩(t) =
∑

J̃

w
J̃

M̃=J̃∑
M̃=−J̃

⟨cos θ⟩
J̃M̃

(t), (2.33)

w
J̃

= e
− BJ̃(J̃+1)

kBT0∑
J̃
(2J̃ + 1)e− BJ̃(J̃+1)

kBT0

, (2.34)

where kB is the Boltzmann constant. Alternatively, we can define the initial mixed
state using the following density matrix operator:

ρ̂(t = 0) =
∑

J̃

M̃=J̃∑
M̃=−J̃

w
J̃M̃

∣∣∣J̃M̃
⟩⟨

J̃M̃
∣∣∣ , (2.35)
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where,

w
J̃M̃

= e
− BJ̃(J̃+1)

kBT0∑
J̃M̃

e
− BJ̃(J̃+1)

kBT0

. (2.36)

The time evolution of the density matrix operator is described by the von Neumann
equation [98, 105]:

i
∂ρ̂(t)

∂t
=
[
Ĥ(t), ρ̂(t)

]
. (2.37)

The time evolution of the degrees of alignment and orientation are described by the
expectation values,

⟨⟨cos2 θ⟩⟩(t) = Tr
[
ρ̂(t) cos2 θ

]
, (2.38)

⟨⟨cos θ⟩⟩(t) = Tr [ρ̂(t) cos θ] . (2.39)

2.5 Tunneling in nonadiabatic molecular orientation

dynamics

The dynamics of molecular orientation with laser fields is a competition of the
following two processes:

1. Alignment due to the symmetric double-well potential

2. Orientation induced by the asymmetric double-well potential

To explain the dynamics of molecular alignment and orientation, let us start from
an alignment potential created by a single-color laser field [20, 22–24, 36]:

Ĥ(t) = BJ2 − 1
4

(α∥ − α⊥) cos2 θE2
ω(t), (2.40)

where, Eω(t) = Eωe
−

t2

2τ2
ω is the Gaussian profile of the fundamental pulse. Since the

potential term is invariant under the parity operator P : θ 7→ −θ, the dynamics,
in this case, is explained by the symmetric well double well potential. The first
two eigenstates, which are the symmetric and antisymmetric eigenstates of the
parity operator P , are depicted in figure 2.6 (a). To induce orientation, we need to
introduce an asymmetry in the double-well potential. To do this, we can either use
an electrostatic field [35, 37, 38, 73, 75]:

Ĥ(t) = BJ2 − µES cos θ − 1
4

(α∥ − α⊥) cos2 θE2
ω(t), (2.41)
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Fig. 2.6: Spatial probability density profile of the first two instantaneous eigenfunctions
((J̃ , M̃) = (0, 0) and (J̃ , M̃) = (1, 0)) at the peak of the laser intensity for (a) a
symmetric potential of eq. (2.40) and (b) an asymmetric potential of eq. (2.42).
Blue and red colors are used for domains where 0 ≤ θ < π

2 and − π
2 ≤ θ < 0,

respectively.

where µ is the permanent dipole moment of the sample molecule and ES is an
electrostatic field along the laboratory-fixed z axis, or we can use the all-optical
method with a two color laser field:

Ĥ(t) = BJ2 − 1
4

[
(α∥ − α⊥) cos2 θ

]
(E2

ω(t) + E2
2ω(t)) (2.42)

− 1
8

((β∥ − 3β⊥) cos2 θ + 3β⊥) cos θ cos ΦE2
ω(t)E2ω(t),

where, E2ω(t) = E2ωe
−

t2

2τ2
2ω is the Gaussian profile of the second harmonic pulse.

The first two eigenstates in this case are shown in figure 2.6. Comparing with the
symmetric potential of Eq. (2.40), we see that the wave functions in this case are
localized in regions where either 0 ≤ θ < π

2 ((J̃ , M̃) = (0, 0)) or −π
2 ≤ θ < 0

((J̃ , M̃) = (1, 0)). In adiabatic molecular orientation, the ground state and the first
excited states of a free molecule slowly transform to the wave functions given in
figure 2.6 (b). In nonadiabatic molecular orientation, the ground state and other
eigenstates of the initial freely rotating molecule evolve to a linear combination of the
instantaneous eigenstates of the field-dressed Hamiltonian. Since the field-dressed
eigenstates orient themselves to opposite directions for even and odd numbered J ′s,
the achieved degree of orientation decreases in nonadiabatic molecular orientation
compared to that of the adiabatic orientation.

We can understand why the nonadiabatic effects, where an initial eigenstate of the
freely rotating molecule does not evolve to a single eigenstate of the field-dressed
Hamiltonian, happen with a nanosecond laser pulse by considering the characteristic
time for tunneling in a double-well potential. First, we numerically compute the
first two eigenenergies E1 and E2 of the field-dressed Hamiltonian given by either
Eq. (2.41) or Eq. (2.42) while slowly increasing the laser intensity. Then, we find
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Fig. 2.7: Characteristic time for tunneling (black curve) in a double well potential when
an asymmetric potential of Eq. (2.41) is created by an electrostatic field. The
red dashed curve denotes τsym. which is calculated from Eq. (A.11) by using
the symmetric double-well model for the symmetric part of the potential of Eq.
(A.14). The blue dashed line denotes τasym. which is derived from Eq. (A.15) by
finding the shift in energy ∆V0 from the electrostatic term µES.

Fig. 2.8: Characteristic time for tunneling (black curve) in a double well potential when
an asymmetric potential of Eq. (2.42) is created by an all-optical method. The
red dashed curve denotes τsym. which is calculated from Eq. (A.11) by using
the symmetric double-well model for the symmetric part of the potential of Eq.
(2.42). The blue dashed line denotes τasym. which is derived from Eq. (A.15) by
considering only the asymmetric part of the total potential given by Eq. (2.42).

the characteristic time required for tunneling from the following expression [72, 97,
102]:

τtun. = 2πℏ
|E2 − E1|

(2.43)

For the electrostatic field, τtun. is plotted in figure 2.7 as a function of the intensity
of the fundamental pulse Iω. Here, we have used OCS molecules as samples. The
permanent dipole moment for OCS molecule is µ = 2.36 × 10−30 Cm. The elec-
trostatic field used in the simulation is ES = 2.4 kV/cm. All other parameters are
summarized in the tables 2.1 ad 2.2. From this figure, we can see that the creation
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of the symmetric double-well potential is initially dominant as given by the dashed
red curve. This curve represents τsym., which is calculated from the difference in the
eigenenergy |E2 −E1| for the first two eigenstates when the symmetric Hamiltonian
given by Eq. (2.40) is considered and the asymmetry created by the electrostatic
field is ignored. However, from the point when |E2 − E1| ∼ ∆V0 (denoted by the
black dotted line), the characteristic time for tunneling τtun. is explained by the
term ∆V0 only, where ∆V0 = 2µES is the asymmetry in the total potential created
by the electrostatic field.

For an all-optical method, similar graph is plotted in figure 2.8 as a function of
the intensity of the fundamental pulse Iω. The intensity of the second harmonic
pulse is also increased with the ratio of I2ω = 0.44Iω in this case. From this figure,
we understand that the effect of the symmetric double-well potential is initially
dominant in the all-optical method as well. The asymmetric part of the potential
becomes dominant when the condition |E2 − E1| ∼ ∆V0 is met (black dotted line),
where |E2 − E1| is the difference in eigenenergies of the first two eigenstates of a
symmetric Hamiltonian ignoring the asymmetric part of the potential in Eq. (2.42)
and ∆V0 is the asymmetric part of the same potential.

In both figures 2.7 and 2.8, the criteria |E2 −E1| > ∆V0 and |E2 −E1| < ∆V0 can be
used to denote an initially dominant alignment dynamics domain which is governed
by the formation of a symmetric double-well potential and the final orientation
dynamics domain which is mostly controlled by the asymmetric part of the total
potential, respectively.

For the electrostatic field, as shown in figure 2.7, the characteristic time for tunnel-
ing is around 0.6 ns. However, for the all-optical method, it is around 3.5 ns, almost
an order of magnitude higher than that of the electrostatic field method. This means
that nonadiabatic characteristics are relatively more likely to be induced in the all-
optical method. For an all-optical method to be adiabatic, the laser pulses have to
be steady for as long as 4 ns. Although this estimate is for OCS molecules, since the
relative hyperpolarizability and polarizability anisotropies would not change drasti-
cally in other general molecules, the order of this characteristic time for tunneling
in an all-optical method will not vary that much. If the laser pulse is not steady for
as long as 4 ns, the initial eigenstates of the freely rotating molecule will not adia-
batically connect to the instantaneous eigenstates of the field-dressed Hamiltonian,
and the degree of molecular orientation will decrease. However, once we manage to
cross the peak of the τtun. adiabatically, we come to the Orientation domain where
the transition is governed by the asymmetry in the potential. While the character-
istic time for tunneling τtun. converges to a steady value as shown in figure 2.7, τtun.

keeps decreasing and becomes very low at the peak of the laser pulses in the all-
optical method (figure 2.8). This is an indication that higher degrees of molecular
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Fig. 2.9: Boltamann weights for initial states

orientation are realized in an all-optical method provided that the change in laser
pulse is slow enough to allow an adiabatic dynamics.

2.6 Numerical solution of TDSE describing molecular

orientation
Implementing Eq. (2.37) requires one to solve a system of linear differential equa-
tions as shown in Eq. (2.29). Since the time-dependent Schrödinger equation Eq.
(2.29) is more straightforward, will solve this equation. The difficulty in seeking
such a numerical solution is in the enormous number of iterations required to sim-
ulate the experimental conditions. We need to simulate for around 24 ns (2×
FWHM=24 ns) with a time step of ∼ 10 fs, which means that we require around
2,500,000 iterations for simulating a single initial state. If each step requires 1 ms,
which is very optimistic, a single run requires a whopping 40 hours to complete.
Moreover, we need to repeat this for all the initial states for which the Boltzmann

weight, w
J̃

= (2J̃+1)e
− BJ̃(J̃+1)

kBT0∑
J̃

(2J̃+1)e
− BJ̃(J̃+1)

kBT0

is not negligible. From figure 2.9, we see that for

an initial temperature T0 = 4 K, we need to calculate all the states up to J̃ ∼ 11.
As each J̃ has 2J̃ + 1 degenerate states, at least (J̃ + 1)2 = 144 initial states have
to be considered for estimating ⟨⟨cos2 θ⟩⟩(t) and ⟨⟨cos θ⟩⟩(t) at T0 = 4 K. Many
approaches have been tried to tackle this huge computational task, each with some
specific advantages and disadvantages.

2.6.1 Higher-order Runge-Kutta method

The Higher-order Runge-Kutta method is fast enough for most problems [136–139]
and advanced techniques such as adaptive step size control [140], embedded Runge-
Kutta formulae [141], and Bulirsch-Stoer extrapolation [142] etc. can be imple-
mented. However, the Runge-Kutta method does not ensure that the wave function
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is normalized at every step. Hence, one needs to ensure that ⟨Ψ(t)|Ψ(t)⟩ = 1 at each
step separately. Since the total number of iterations required to simulate our exper-
imental conditions is huge, normalizing the wave function at each iteration severely
limits the usefulness of applying the Runge-Kutta method to our problem.

2.6.2 Operator splitting method

For one-dimensional Schrödinger equation given by,

i
∂

∂t
|Ψ(x, t)⟩ = (p̂2 + V (x)). |Ψ(x, t)⟩ . (2.44)

The Eq. (2.44) is nondimensionalized by replacing the energy E, time t, and dis-
placement x by E

E0
, tE0

ℏ , and x
√

2mE0
ℏ , respectively, where E0 is the normalization

energy specific to the system. The solution can be written with a unitary time
evolution operator [137, 143]:

|Ψ(x, t)⟩ = U(t − t0) |Ψ(x, t0)⟩ = e−i{p̂2+V (x)}(t−t0) |Ψ(x, t0)⟩ . (2.45)

Using the Baker-Campbell-Hausdorff formula, the time evolution operator can be
approximated by two separate operators p̂2 and V (x) [117, 137, 139, 144, 145]:

e−i{p̂2+V (x)}δt = e−iV (x) δt
2 e−ip̂2δte−iV (x) δt

2 + O(δt2). (2.46)

The method of operator decomposition is sometimes referred to as the Lie-Trotter-
Suzuki decomposition [146–150]. By using a Fourier Transformation at each step,
this formulation can reduce the nondiagonal matrix-vector multiplication to a di-
agonal matrix-vector multiplication. For a Fourier pair |Ψ(x, t)⟩ and

∣∣∣Ψ̃(k, t)
⟩
, the

operations e−iV (x) δt
2 |Ψ(x, t)⟩ and e−ip̂2δt

∣∣∣Ψ̃(k, t)
⟩

are multiplications of the expo-
nential of a diagonal matrix and a vector. On the other hand, e−iV (x) δt

2

∣∣∣Ψ̃(k, t)
⟩

and e−ip̂2δt |Ψ(x, t)⟩ are multiplications of the exponential of a nondiagonal matrix
and a vector. To avoid a multiplication with the exponential of a nondiagonal
matrix, we go back and forth from |Ψ(x, t)⟩ to

∣∣∣Ψ̃(k, t)
⟩

at each step. For spatial
coordinate system x- and the reciprocal k-space, this can be performed efficiently
by the well developed Fast Fourier Transformation algorithm. However, while sim-
ulating molecular orientation, we deal with the space (ϕ, θ, χ) and the reciprocal
space defined by the Wigner D-matrices or the spherical harmonics. The spheri-
cal harmonics are eigenstates of the operator BJ2 in Eq. (2.15), so this operation
is a diagonal matrix-vector computation. On the other hand, the interaction po-
tential matrix elements in Eq. (2.15) are nondiagonal when spherical harmonics
basis functions are used. So we need an efficient algorithm which can transform
the wave function from the spatial (ϕ, θ, χ) system to the spherical harmonics basis
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functions. However, there are some modules which implement the Trotter-Suzuki
decomposition scheme on cluster computer CPUs and GPUs using OpenMP and
CUDA, without performing the Fourier Transformation [151–153].

2.6.3 Time evolution with the field-dressed Hamiltonian

eigenstates

If the potential in Eq. (2.44) varies slowly with time, we can approximate it with a
series of step functions. The exponential of a nondiagonal Hamiltonian is computed
by finding the eigenvalues and eigenvectors in this method. At step i, we can
express the time evolution operator with the eigenstates |En,i⟩ of the field-dressed
Hamiltonian.

|Ψ(x, ti+1)⟩ = U(δt) |Ψ(x, ti)⟩ =
∑

n

e−iEn,it ⟨Ψ(x, ti)|En,i⟩ |En,i⟩ . (2.47)

To use this method for simulating molecular rotational dynamics, we need to eigen-
decompose the total Hamiltonian given by Eq. (2.15) at each step i. The width
of these step functions depends on the parameters such as the laser pulse widths
τ1 and τ2, the free rotational constant τrot, the electric field strengths of lase fields
Eω(t) and E2ω(t), etc. Generally, using Eq. (2.47) is meaningful when the laser in-
tensity changes very slowly compared to the free rotational constant τrot, requiring
fewer but relatively wider steps to approximate the original potential. However,
eigendecomposition of the total Hamiltonian at each simulation step is not a triv-
ial calculation. As general algorithms for finding eigenvalues and eigenvectors are
of the order O(n3), this method works well when the required number of basis
states is relatively small. Molecular orientation with a linearly polarized two-color
laser field has a potential which does not interact with states with a different M ’s.
The required number of states for simulating such an interaction is determined by
J only. In this case, implementing Eq. (2.47) when the laser intensity changes
slowly over a long time scale is useful. However, when elliptically polarized laser
fields are used, the quantum number M does not remain a good quantum number,
i.e., states with different M ’s interact with each other. To simulate such cases,
the required number of basis sets increases by an order of magnitude. Similarly,
simulating three-dimensional orientation with an asymmetric top molecule further
increases the matrix size by another order of magnitude. In such situations, the
eigendecomposition of matrices at each simulation step is not efficient anymore.

2.6.4 Higher-order Crank-Nicolson method

We have used the higher-order Crank-Nicolson method [154, 155] to simulate all
the results presented in this thesis. In this method, the unitary operator composed
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of the exponential of a nondiagonal Hamiltonian as given by Eq. (2.45) is Taylor
expanded:

Ψ(t + δt

2
) =

1 − iH
δt

2
+ i2

H2
(

δt
2

)2

2!
− i3

H3
(

δt
2

)3

3!
+ i4

H4
(

δt
2

)4

4!
− · · ·

Ψ(t),

(2.48)

Ψ(t + δt

2
) =

1 + iH
δt

2
+ i2

H2
(

δt
2

)2

2!
+ i3

H3
(

δt
2

)3

3!
+ i4

H4
(

δt
2

)4

4!
+ · · ·

Ψ(t+δt),

(2.49)
where H = p̂2 + V (x). Solving for Ψ(t + δt) as a function of Ψ(x, t) from Eq. (2.48)
and Eq. (2.49),

(HE + HO) Ψ(t + δt) = (HE − HO) Ψ(t), (2.50)

where,

HE = 1 + i2
H2

(
δt
2

)2

2!
+ i2

H4
(

δt
2

)4

4!
+ · · · , (2.51)

HO = iH
δt

2
+ i3

H3
(

δt
2

)3

3!
+ i5

H5
(

δt
2

)5

5!
+ · · · . (2.52)

In other words, the unitary time evolution operator of Eq. (2.45) can be written as
the following expression:

Ψ(t + δt) = U(δt)Ψ(t) = HE − HO
HE + HO

Ψ(t). (2.53)

The operator HE −HO
HE +HO

is unitary. This ensures that the wave function is normal-
ized after each propagation. Since finding the inverse of a matrix is an inefficient
algorithm, the inverse matrix (HE + HO)−1 is never computed in practice to solve
Eq. (2.53). Instead, Ψ(t + δt) is directly solved from Eq. (2.50) using the well
developed and efficient LAPACK and BLAS routines [156–158]. Decomposing in
HE and HO is important because they save us from numerically computing the
terms H2, H3, H4, · · · twice for the left and right sides of Eq. (2.50). Moreover,
implementing the k-th power of H as H · Hk−1 reduces the number of matrix mul-
tiplication rather than separately computing Hk for each k.

2.6.5 Implementation of higher-order Crank-Nicolson method

To estimate the ensemble average of the degrees of alignment or orientation, we
have to start our simulation for each initial pure state |JM⟩ separately. From
figure 2.9, this means that states at least up to J = 11 have to be computed for
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Fig. 2.10: ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ of OCS molecule as a function of time. The peak inten-
sities are, Iω = 7.2 × 1011 W/cm2 and I2ω = 3.5 × 1011 W/cm2. The HWHM
of the fundamental pulse and the second harmonics are 6.32 ns and 4.65 ns,
respectively. The fundamental wave is delayed by 1.75 ns with respent to the
second harmonic which has its peak at 0 ns.

Fig. 2.11: ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ of FCN molecule as a function of time. The peak inten-
sities are, Iω = 7.2 × 1011 W/cm2 and I2ω = 3.5 × 1011 W/cm2. The HWHM
of the fundamental pulse and the second harmonics are 6.32 ns and 4.65 ns,
respectively. The fundamental wave is delayed by 1.75 ns with respent to the
second harmonic which has its peak at 0 ns.

an initial temperature T0 ≤ 4 K, which makes the total number of initial states
144. Numerical simulations have been run in parallel for all these different initial
conditions using the Reedbush-U supercomputer at the University of Tokyo [159,
160].

The codes are written in Python 3.6 using the packages “NumPy” and “SciPy” to
solve Eq. (2.29) [161–168]. Reedbush-U has the “Intel Distribution for Python” and
the “Intel Math Kernel Library” which implement the LAPACK and BLAS routines
for matrix algebra by default [169]. These compilers are also optimized for the Intel
based processors (Intel Xeon E5-2695v4: Broadwell-EP) that are implemented in
the Reedbush system [159, 160, 170]. The parallelization is handled by the package
“Mpi4Py” [171, 172]. The package “Pandas” is used to organize the simulated data,
and plotting is performed using “Matplotlib” [168, 173, 174]. According to Eq.
(2.29), when molecular orientation is achieved with a linearly polarized two-color
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laser field, the quantum number M remains a good quantum number. States with a
different M ’s do not interact with each other. This makes the interaction potential
matrix in Eq. (2.29) sparse [175–180]. Therefore, sparse linear algebra algorithms
implemented in the “scipy.sparse.linalg” package significantly increase the cal-
culation speed. However, when an elliptically polarized laser field is used, states
with different M ’s interact with each other, making the interaction potential matrix
dense. In this situation, using the sparse matrix representation rather slows down
the computation. The preferred solution, in this case, is to use the normal linear
algebra algorithms implemented in the “scipy.linalg” module.

The simulated degrees of alignment and orientation for OCS molecules are presented
in figure 2.10. The similar results for FCN molecules are shown in figure 2.11.
Although OCS molecules have higher polarizability than that of FCN molecules,
the ratio of the asymmetric potential compared to the total depth of the interaction
potential is higher for FCN. As a result, the degree of orientation at a low initial
rotational temperature (0.2 K) is higher for FCN molecules. However, the alignment
is high for OCS molecule, so is the degree of orientation at a higher temperature
such as 4 K. This trend is not understood by looking at the results in figures 2.4
or 2.5 where adiabatic approximation is applied. Both the degrees of alignment
and orientation are high for OCS molecules when the adiabatic approximation is
applied. But when nonadiabaticity in the process is not ignored and the TDSE of
the dynamics is numerically solved, we see that the higher ratio of the asymmetric
potential compared to the total interaction potential indeed plays an important role
in the dynamics of all-optical molecular orientation.
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3Experimental observation of stronger

molecular orientation

All-optical molecular orientation with a two-color nonresonant laser field has been
observed experimentally [50–52, 54]. These were “proof of principle” experiments,
proving the validity of the interaction potential given by Eq. (2.15). In [50], the
reported degree of orientation is around ⟨⟨cos θ⟩⟩ ∼ ±0.04. The direction of molecu-
lar orientation is opposite for states with even and odd quantum number J ’s. Since
the degree of orientation cancels each other, the molecular orientation is weakened
when an average is taken for a thermal ensemble. Besides, in all-optical molecular
orientation, a second harmonic generator is used to create the second harmonic
pulse from the fundamental pulse. As a result, the rising part of the second har-
monic pulse follows that of the fundamental pulse, creating the dominant symmetric
potential through polarizability interaction before the weaker asymmetric potential
through hyperpolarizability interaction can be formed. Due to these problems, the
experimentally observed degree of orientation does not increase.

The purpose of the current study is to explore the ways of increasing the degree of
orientation with an all-optical method. In our experiment, we applied two strategies
to increase the degree of orientation: (1) select the lower-lying rotational states of
OCS molecules as a sample by using a home-built molecular deflector and (2) adjust
the rising parts of the two wavelengths of the pump pulse by introducing a Michelson-
type delay line. By employing these two strategies, we have observed stronger
degrees of molecular orientation with an all-optical method. In this chapter, the
experimental methods and key results are discussed in details.

3.1 Overview of the experiment
We use the pump-probe technique to orient sample molecules and subsequently
observe their angular distributions with the Velocity Map Imaging technique. For
the two-color pump laser pulse, the fundamental pulse (1064 nm) and the second
harmonic pulse (532 nm) from an injection-seeded Nd:YAG laser are used. The
pump laser field has an FWHM of ∼ 12 ns. A Ti:sapphire probe pulse of ∼ 35 fs
(FWHM) is used as the probe laser pulse. As shown in figure 3.1, both the pump
and the probe laser pulses are focused using an achromatic lens into the sample
gas. We use carbonyl sulfide (OCS) molecules diluted with He buffer gas as sample
molecules. After the Coulomb explosion, the fragment ions are observed with the
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Fig. 3.1: Overview of the experiment for observing molecular orientation

Velocity Map Imaging (VMI) technique [24, 181]. These procedures are described
in details in this chapter.

3.1.1 Even-Lavie valve

An Even-Lavie valve is a pulsed valve, which releases a relatively small amount of
gas at each pulse. We use this pulsed valve as the source of rotationally cooled
sample molecules. The characteristics of the Even-Lavie valve make it possible
to achieve lower pressure inside the vacuum chamber.The valve is controlled by a
current flowing from a 2000 µF condenser. This condenser is charged with 25 V,
creating a 7-20 A current when discharged. This current passes through a solenoid,
which induces a magnetic field to pull a moving plunger to open the valve. The
plunger is attached to a spring. After the discharged current passes through the
solenoid, the plunger is moved back to its original position by the spring, closing
the valve. This mechanism happens with a repetition rate of 10 Hz. An Even-Lavie
valve can produce gas pulses with FWHM as short as 15 µs [182, 183].

3.1.2 Supersonic expansion of sample molecules

A supersonic gas beam is used to generate collision-free sample molecules with a
very narrow velocity distribution and extremely low rotational and vibrational en-
ergy [72, 183–186]. The translational, rotational, and vibrational energies of the
sample OCS molecules inside the Even-Lavie valve are characterized by the temper-
ature inside the valve. The molecules have a broad and slow velocity distribution,
which is called the stagnation state (Mach number ≪ 1). The gas molecules are
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ejected into the source chamber which contains the skimmers as shown in figure 3.1.
When the pressure difference between the Even-Lavie valve and the source chamber
is adequately high, the thermal energy of the gas molecules is transferred to transla-
tional energy. The molecules collide with each other at the exit of the valve nozzle,
and the rotational and vibrational temperatures are reduced. The degree of cool-
ing of the internal rotational degree of freedom depends on the heat capacity ratio
γ = CP

CV
. To achieve a higher degree of cooling, monoatomic and neutral diluent gas

such as He is used. This also minimizes the unwanted effect of condensation [184,
187, 188]. At the exit of the nozzle, the velocities of the molecules approximately
approach the velocity of sound (M ∼ 1). After the nozzle, the speed of the gas
sample keeps increasing as they become freely flowing molecules. This increase in
velocity happens up to an area defined by the Mach disk, and a skimmer is placed
to collect the supersonic gas beam (M > 1) just before it reaches the boundary of
the Mach disk. We use the Nd:YAG laser field to control the rotational dynamics
of the molecules contained in this gas beam.

3.1.3 Velocity map imaging

The velocity map imaging (VMI) technique is used to directly measure the degree
of orientation from observed angular distribution of the fragment ions produced
after the ionization with the probe pulse. The accelerator electrodes, microchan-
nel plate (MCP), and a phosphor plate are the components used in this technique.
The vacuum chamber where these components are housed is called the detection
chamber. The accelerator electrodes consist of three electrodes: the repeller, the
extractor, and the ground. Fragment ions after the Coulomb explosion are accel-
erated toward the MCP due to this voltage drop across the electrodes. By tuning
the voltage ratio between the repeller and the extractor, it is possible to focus the
accelerated fragment ions in such a way that all the fragment ions with the same
velocity vector arrive at the same point on the detector plane. The resolution of
the point that represents a certain velocity component is not infinite. By tuning
the voltages, this resolution can be made small enough to distinguish individual
velocity vectors of the fragment ions [61, 62, 189]. The number of electrodes, the
distance between them can be increased to further improve the resolution [190–
193]. In this experiment, we use the conventional three-electrode system [61]. The
MCP is placed at this focal plane with a high voltage potential between the two
boundaries. The collected ion signal is exponentially amplified through repeated
collisions and subsequent productions of electrons inside the channels of the MCP.
These electrons are then accelerated toward the phosphor plate by the potential
applied to the MCP. The phosphor plate produces fluorescence where the electrons
hit it, and these signals are then recorded by a Charged Coupled Device (CCD)
camera.
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Fig. 3.2: Time-of-flight spectrum observed for identifying fragment ions.

3.1.4 Time-of-flight

The high voltage pulse applied to the MCP is adjusted to select fragment ions related
to the sample molecules. When OCS molecules diluted with He gas are used, we
observe either the S+ or the CO+ fragment. To select these fragments, we use the
time-of-flight information. The time-of-flight is defined as the time required for a
fragment ion to reach the MCP after ionization by the probe pulse. If the fragment
ions are accelerated with a voltage VR created by the accelerator electrodes, the
energy given transferred to the fragment ion by the electric field is qVR, where q is
the charge of the accelerated ion. This energy is converted to kinetic energy 1

2mv2,
where m is the mass and v is the velocity of the fragment ion. If the distance from
the ionization point to the MCP is denoted as l, then v = l

tTOF
, where tTOF is the

time of flight of the ion. Finally, tTOF is calculated from the following equation
[189, 194–196],

tTOF = l√
2VR

√
m

q
. (3.1)

Since the parameters l and VR are constants, tTOF changes linearly with respect to√
m
q . The time-of-flight spectrum as observed by an oscilloscope is shown in figure

3.2. When the flight times denoted by the negative peaks in figure 3.2 are plotted
as a function of

√
m
q for different fragment ions, a good linear fit is obtained, which

is used to label the negative peaks with fragment ions as labeled in figure 3.2. This
information can later be used to tune the timing of the high voltage pulse applied
to the MCP, which makes it possible to amplify the signals related to some specific
fragment ions such as S+, CO+, or OCS+, etc. In figure 3.2, the average values
of a lot of measurements are taken. However, the relation between the different
fragment ions can be visualized by plotting the covariance mapping as shown in
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Fig. 3.3: Covariance mapping of ion population at different times of flight.

figure 3.3 [197–199]. For two ion population data X(t) and Y (t′), the covariance
mapping between the flight times of two ions at t and t′ is given by,

C(t, t′) = 1
N

N∑
i=1

Xi(t)Yi(t′) −
[

1
N

N∑
i=1

Xi(t)
] [

1
N

N∑
i=1

Yi(t′)
]

. (3.2)

From figure 3.3, we can see that the C+, O+, and S+ ions are strongly correlated.
The strong correlation among these three fragment ions is a signature that they
come from the same parent OCS molecules. Moreover, the intermediate CO+ ion
intensity is very low compared to the C+, O+, and S+ ion population. On the
other hand, although the H2O+ ion has a pronounced peak, its correlation with
other fragment ions produced from the parent OCS molecule is almost zero. The
correlation of CO+ is almost zero as well, but its original signal is also very weak.
The OCS molecule mostly ionizes to C+, O+, and S+ because of the high intensity
of the probe laser pulse. However, since the availability of background gases such
as CO2 is extremely low inside the vacuum chamber, it can be assumed that the
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CO+ fragment originates from OCS molecules. After considering all these facts, we
observe the S+ and the CO+ fragment ions in our experiments.

3.1.5 Molecular deflector

Molecular orientation is strongly dependent on the initial rotational temperature of
the sample molecules. Moreover, unlike alignment, the direction of orientation is
opposite for odd and even J ’s. Hence, a thermal ensemble of the sample molecules
cancels out the degree of orientation achieved for states with even and odd J ’s.
This makes it harder to achieve higher degrees of orientation. By using a molecular
deflector, we can select sample molecules lying in the lower rotational states by
exploiting the Stark effect. The Stark effect happens when an external electric field
interacts with polar molecules through the dipole moment resulting in an energy
shift,

W = −µ · ϵ = −µϵ⟨cos θ⟩ = −µeff ϵ, (3.3)

where µ is the dipole moment vector and ϵ is the applied electric field vector [25,
40, 44, 200–208]. The Stark energy shifts for different states of an OCS molecule,
together with the effective dipole moment µeff = −∂W

∂ϵ , are plotted in figure 3.4 [207].
This figure shows that the Stark energies can either decrease or increase depending
on the state. This makes the effective dipole moment either positive or negative.
Depending on the sign of the effective dipole moment, the molecules either orient
or anti-orient their dipole moments with the electric fields. The orienting states are
the high-field-seeking states as they are attracted toward the higher electric field.
The anti-orienting states are low-field-seeking because they are attracted toward the
lower electric field. To separate lower-lying rotational states, a molecular deflector
exploits the state-specific effective dipole moment by creating a constant electric
field gradient in one direction and a constant electric field in other perpendicular
directions [203–205, 209, 210]. Although perfectly creating such a field is practically
impossible, one can approximate such a field with a two-wire setting [211]. The force
exerted on the molecule is given by,

F = −∇W = µeff(ϵ) · ∇ϵ. (3.4)

The electric field distribution inside the molecular deflector used in this experiment
is shown in figure 3.5 [183]. The molecular deflector is positioned between the
source chamber and the (VMI) accelerator electrodes. This chamber is called as
the deflector chamber. The OCS molecular beam profiles are measured twice by
recording the signal intensities of the OCS+ ion: first without applying any voltage
(0 kV) between the rod and the base of the molecular deflector, and then applying a
high voltage of ∼ 7 kV to deflect the lower-lying rotational states. The change in the
measured OCS molecular beam profiles is compared in figure 3.6. The percentage
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Fig. 3.4: Stark energies W (left panel) and
effective dipole moments µeff (right
panel) for different states |JM⟩
of an OCS molecule. These en-
ergy curves are calculated using the
Python package “CMIstark” [206].

Fig. 3.5: Distribution of the electric field gen-
erated between the deflector elec-
trodes.

Fig. 3.6: Vertical profiles of OCS molecular beams.

of the lower-lying rotational states is higher in the upper region of the deflected
profile. The probe pulse is positioned in this region as shown with an arrow in
figure 3.6. We performed Monte-Carlo simulation of the deflected profile by using
the technique described in [82, 204–207] to estimate the population distributions of
various rotational states. The simulation result together with the measured profile
of the deflected OCS molecules is shown in figure 3.7. Fitting the experimental
profile is very critical because there are many independent parameters: the initial
phase space distributions of the sample OCS molecules, the position and size of the
skimmers, the initial rotational temperatures, and so on. The upper part is the most
important area to fit because the lower-lying rotational states are abundant here.
From the simulation, we can approximately estimate the relative populations of
individual quantum states at different positions of the probe pulse. The estimated
relative populations are shown in table 3.1. As we can see from this table, the
relative population is highly sensitive to the position of the probe laser pulse. The
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Fig. 3.7: simulated deflected profile of OCS molecular beam.

Tab. 3.1: Relative populations of individual quantum states in the deflected region of the
molecular beam profile.

Probe pulse position

J 1.1 mm 1.2 mm 1.3 mm

0 0.16 0.5 0.88

1 0.23 0.43 0.12

2 0.14 0.06 -

ratio of the ground state is almost 90% at 1.3 mm, but the intensity of the ion
population itself is very weak, making it difficult to gather sufficient data. In this
experiment, the probe pulse is placed at 1.2 mm, where the ground state ration
is about 50%. However, we have to remember that these estimations are highly
sensitive to several parameters such as the rotational temperature before deflection,
the initial uncertainty in the velocity and position of the sample molecules, etc.
The number of parameters is too many compared to the available data points for
fitting. As a result, the relative ratio as shown in table 3.1 is not precise beyond
doubt. Nevertheless, it gives us a quantitative idea about the possible distribution
of the states at the deflected region of the molecular beam.

3.2 Optical setup

The optical setup of our experiment is shown in figure 3.8. We use an injection-
seeded Nd:YAG laser for the pump pulse and a Ti:sapphire laser for the probe
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Fig. 3.8: Optical setup

pulse. The pump pulse is composed of two wavelengths: 1064 nm (fundamental
pulse) and 532 nm (second harmonic pulse). The specifications of these laser pulses
are summarized in table 3.2. The second harmonic pulse of the Nd:YAG laser is

Tab. 3.2: Details of the laser pulses used in this experiment.

Laser type wavelength FWHM Peak intensity Polarization

Pump pulse:
1064 nm 12.64 ns 7.2 × 1011 W/cm2 vertical

fundamental pulse

Pump pulse:
532 nm 9.3 ns 3.5 × 1011 W/cm2 vertical

second harmonic pulse

Probe pulse 800 nm 50 fs 5 × 1014 W/cm2 horizontal

generated from the fundamental pulse using a KD∗P crystal. From figure 3.8, three
major optical arrangements can be identified:

1. Michelson-type delay line to adjust the relative delay between the rising parts
of the fundamental pulse and the second harmonic pulse.
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Fig. 3.9: Adjusting the rising parts of the two wavelengths with a Michelson-type delay
line.

2. Real-time measurement of the relative phase difference using a type-I BBO
crystal which generates a second harmonic pulse from the fundamental pulse
of the Nd:YAG laser.

3. Fused silica plate to control the relative phase difference between the funda-
mental pulse and the second harmonic pulse.

Other components depicted in figure 3.8 are mainly used to guide and focus the
laser pulses into the vacuum chamber where they interact with the molecular gas
beam. Detailed discussions on the main optical components as listed above are
given in the following paragraphs.

3.2.1 Michelson-type delay line

Since the second harmonic pulse is generated by nonlinear interaction of the fun-
damental pulse in the KD∗P crystal, the rising part of the second harmonic pulse
always follows that of the fundamental pulse. From the interaction potential term
responsible for orientation in Eq. (2.15), a time lag between the two wavelengths
will first align the asymmetric molecules, without orienting them to a single direc-
tion. In this situation, only the degree of alignment increases while the degree of
orientation gets saturated [77–79, 82, 83]. Our strategy to avoid the saturation
of the degree of orientation is to adjust the relative delay of the two wavelengths
[79, 82]. By introducing a Michelson-type delay line as shown in figure 3.8, the
fundamental pulse is delayed by 1.75 ns. The delayed fundamental pulse, together
with the second harmonic pulse is measured and shown in figure 3.9. However, the
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Fig. 3.10: Interference intensity (red dots) corresponding to the relative phase difference Φ
as a function of time. The black line is the low pass filtered signal.

introduction of an interferometer with such a long arm length difference (52.5 cm)
makes the relative phase difference between the two wavelengths unstable.

3.2.2 Real-time measurement of the relative phase difference
The pump laser pulses are collected after the vacuum chamber to measure the
relative phase difference Φ. These waves are guided through a Type-I BBO crystal
to generate a second harmonic pulse from the fundamental pulse. Part of the
fundamental pulse is converted to the second harmonic, which interferes with the
original second harmonic pulse. The interference signal is filtered and measured
by a fast photodiode. For two waves given by E1 = A1 cos 2π

λ/2(x + ct) and E2 =
A2 cos 2π

λ/2(x + ct + Φ), the measured interference signal at the fast photodiode is
given by,

I ∝ A2
1 + A2

2 + A2
3 + 2A1A2 cos 2π

λ/2
Φ, (3.5)

where λ = 1064 nm and E3 = A3 cos 2π
λ (x + ct) is the unconverted portion of

the fundamental pulse. The existence of a strong background fundamental pulse
seriously decreases the visibility of the interference signal. Neutral-density (ND)
filters are used to scale the interference signal down to the sensitivity range of
the detector fast photodiodes. Some of the filters are sensitive to the wavelength
λ = 1064 nm, which are used to suppress the background signal and increase the
visibility. An example of the measured interference signal is presented in figure 3.10.
As shown in this figure, the relative phase difference Φ is unstable. This is due to all
kinds of thermal noise, mechanical vibration, and constant noisy sound from nearby
cooling and pumping apparatus, slight temperature variation in the laboratory, etc
[212, 213]. Since these sources are random in nature and the interferometer is
sensitive to these factors, the fluctuation in Φ is also random.
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Fig. 3.11: Derivation of the relation between ∆Φ and the angle of the fused silica plate.

3.2.3 Fused silica plate to control the relative phase difference

between the two wavelengths

The fused silica plate is used to adjust the relative phase difference Φ between the
fundamental pulse and the second harmonic pulse of the pump pulse. According to
Eq. (2.15), the degree of orientation is modulated by the relative phase difference
Φ. For a glass plate of width d, the change in the phase difference is given by,

∆Φ = 4πd

λ
(nω − 2n2ω)

(
1

cos θf
− 1

cos θi

)
, (3.6)

where λ = 1064 nm, θi, θf are the initial and final angular positions of the glass
plate, and nω, n2ω are the refractive indices of the glass plate for the fundamental
pulse and the second harmonic pulse, respectively. Eq. (3.6) is derived by replacing
θ in figure 3.11 with θf and θi and taking the difference between the corresponding
optical path lengths. By using Eq. (3.6), we can estimate the glass plate angular
movement required to adjust Φ. The glass plate can be slowly rotated, changing
θf to control Φ. There are some techniques which measure the fluctuation in the
relative phase with photo diodes or CCD cameras with high sampling rates and feed
the signal back to a piezoelectric transducer [213, 214]. In some other experiments,
an extra CW laser pulse is used to lock the relative delays along the two arms
of an interferometer [215, 216]. However, the interferometer used in our case is
more complex, and the fluctuation in Φ as demonstrated in figure 3.10 is inherently
random. Hence, due to the following distinctive characteristics of the Michelson-
type delay line used in our experiment, stabilizing the relative phase difference Φ
to a constant value is rather difficult. The main sources of difficulties are:

1. Low sampling rate: The highest possible sampling rate in our optical setup
is 10 Hz, which is limited by the repetition rate of the Nd:YAG laser. Since
the Nyquist frequency is 5 Hz, only the slowly varying component of the
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phase fluctuation can be detected. Although there are some low-frequency
fluctuations in Φ mainly stemming from the slowly and periodically changing
room temperature or humidity, other sources such as noisy sounds from chillers
and pumps, mechanical vibrations, etc. are of much higher frequency.

2. Long arm-length difference: The arm-length difference in an interferometer
has to be shorter than the coherence length of the laser source to get a visibility
greater than 1/e times the visibility at zero arm-length difference [217]. The
two arms of the interferometer used in [214, 216] are of the same length,
whereas the arm length difference in our experiment is 52.5 cm as shown in
figure 3.8. A commercially available He-Ne laser has a coherence length of ∼
30 cm.

3. Two-color laser field: The interferometer used in this experiment is unique
in the sense that it has two different wavelengths propagating through its
two arms. The mirrors placed at the entrance of the interferometer reflects
the second harmonic pulse and transmit the fundamental pulse. Besides, the
mirrors at the back of the interferometer are dichroic. Because of the special
characteristics of these mirrors, the intensity of the second harmonic pulse is
reduced along the path of the fundamental pulse. Similarly, the intensity of the
fundamental pulse is also reduced along the path of the second harmonic pulse.
When another CW laser is used to stabilize the interferometer, reflections from
the interferometer mirrors reduce the intensity inhomogeneously along the two
arms, which decreases the visibility of the interference pattern.

The issues discussed above can be solved, but they require novel techniques and
apparatus. However, the merit of implementing such a complex stabilizing system
is limited as long as we are interested mainly in increasing the degree of molecular
orientation. The purpose of using a Michelson-type delay line was to adjust the
rising parts of the fundamental pulse and the second harmonic pulse, which was
required to increase the degree of orientation achieved with an all-optical technique.
We will provide experimental and theoretical evidence that the reason behind this
is the fact that molecular orientation with an all-optical technique is nonadiabatic,
even if the FWHM of the laser pulses is around 10 ns. We will show that the degree
of orientation can be increased by tuning the relative intensities and the polarization
of the two-color laser field.

3.3 Observation of stronger orientation
As demonstrated in Eq. (2.15), the observed degree of orientation is controlled by
the phase difference Φ between the fundamental pulse and the second harmonic
pulse. To observe higher degrees of upward or downward orientation, we have to
look for the data which are taken when Φ ∼ 0 or Φ ∼ π. Moreover, the degree of
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Fig. 3.12: Distribution of the observed degree of orientation.

orientation will be zero when Φ ∼ π
2 . From figure 3.10, we know that Φ fluctuates

randomly, which means that the probability of getting Φ ∼ 0 or Φ ∼ π is low.
Another fact to keep in mind is that the measured phase of figure 3.10 is the value
of Φ observed by the fast photodiode is different from the absolute phase difference
at the interaction region inside the vacuum chamber.

To be able to collect degrees of orientation data for all the possible phase differences,
we have slowly moved the glass plate, scanning several full periods of Φ. Then, the
degree of orientation ⟨⟨cos θ⟩⟩ has been measured by observing the S+ fragment
ions. A two-dimensional image is taken every 10 seconds, and a single value of the
degree of orientation ⟨⟨cos θ⟩⟩ is calculated from this image. This composes one
date point for ⟨⟨cos θ⟩⟩. The laser operates with a frequency of 10 Hz, and at each
shot, we get a number of fragment ions reaching the detector. A data-acquisition
interval of 10 seconds for each count of ⟨⟨cos θ⟩⟩ corresponds to 100 laser shots, each
laser shot producing several fragment ions. This means we have information about
the velocity vector of a few hundreds of fragment ions, which is enough to estimate
statistically significant values for each count of ⟨⟨cos θ⟩⟩. The degrees of alignment
and orientation for each of these data points are estimated after proper calibration
and removal of the background noise.

From figure 3.10, we see that although Φ removes randomly, sometimes faster than
10 ns, there are some moments when it is steady. By slowly removing the glass
plate, we find instances when Φ is steady around the two optimal positions Φ ∼ 0
or Φ ∼ π. To be able to find both optimal and steady values of Φ, we need to increase
the total accumulated data points. In our experiment, we have accumulated data
for about 3 hours, which amounts to 1.08 × 105 laser shots.

After estimating the degree of orientation ⟨⟨cos θ⟩⟩ from each block of data consisting
of 100 laser shots, the histogram of ⟨⟨cos θ⟩⟩ has been created and presented in figure
3.12. The distribution has long tails, where the phase difference Φ has its optimal

50 3 Experimental observation of stronger molecular orientation



Fig. 3.13: The mean squared error (MSE) between the fitted Gaussian distribution and the
histogram of ⟨⟨cos θ⟩⟩ is plotted after removing several points from the upper and
lower tails of the histogram. The horizontal axis shows the number of points
that are removed.

values. After removing the data points belonging to these tails, we fit the histogram
with a Gaussian distribution. The mean squared error (MSE) after the fitting is
plotted in figure 3.13 as a function of the total removed points from both the higher
and lower tails of the histogram. In this figure, we see that the MSE is minimum
when around 6 highest and lowest data points are removed from the histogram.
Moreover, the graph of the MSE can be separated into two groups, i.e., when the
data points in the higher and the lower tails are (a) included in fitting, and (b)
removed before fitting with a Gaussian distribution. The inclusion of data points
in the tails rather increases the mean squared error of the fitting. These are data
points when Φ is steady around the two optimal positions Φ ∼ 0 or Φ ∼ π. After
collecting the data points of ⟨⟨cos θ⟩⟩ that belong to this group, we have plotted the
corresponding velocity map images in figure 3.14.

In figure 3.14 (a), an isotropic distribution is visible when only a probe pulse is
used to observe the randomly oriented OCS molecules. The upward and downward
orientation images are shown in figures 3.14 (b) and (c). The achieved degrees of
orientation are: ⟨⟨cos θ⟩⟩ ∼ 0.28 for upward orientation and ⟨⟨cos θ⟩⟩ ∼ −0.32 for
downward orientation. In these images, the polarization direction of the probe pulse
is along the time-of-flight axis of the velocity map imaging (VMI) apparatus. We
define it as the horizontal axis or the X axis in figure 2.1 (a). The polarization
direction of the fundamental pulse and the second harmonic pulse of the pump
Nd:YAG laser is perpendicular to the time-of-flight axis. This direction is defined
as the vertical direction or the Z axis of the space-fixed frame as shown in figure
2.1 (a).
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Fig. 3.14: Observation of strong upward and downward orientation. The S + fragment ions
are used in this observation.

Tab. 3.3: Comparison of experimentally observed degree of orientation ⟨⟨cos θ⟩⟩.

Ref. year Method ⟨⟨cos θ⟩⟩

[50] 2010
Direct observation with VMI,

0.04
horizontally polarized probe pulse

[58] 2014 Estimated from observed high-harmonics 0.38

[60] 2014
Direct observation with VMI,

0.2
vertically polarized probe pulse

[123] 2018 TOF mass spectrometry 0.12
This

2018
Direct observation with VMI,

0.3
experiment horizontally polarized probe pulse
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There are some reports on observation of strong nonadiabatic molecular orienta-
tion with a preceding alignment laser pulse followed by a two-color orienting laser
pulse [58–60, 123]. The observed degrees of orientation in these experiments are
summarized in table 3.3. In some experiments, the probing laser pulse is perpendic-
ular to the time-of-flight axis. Since the probe pulse accelerates fragment ions after
Coulomb explosion toward its polarization axis, aligning the polarization axes of the
probe pulse and the pump pulse shows enhanced the degrees of alignment and ori-
entation along the polarization direction of the pump laser field, even if the degree
of alignment and orientation just before the Coulomb explosion is low [60]. In other
experiments, the degree of orientation is not directly observed with techniques such
as velocity map imaging. Rather, the degree of orientation is estimated from the
high-harmonic spectra generated from the oriented CO molecules [58, 59]. In figure
3.14, the polarization of the probe pulse is vertical to the plane of the 2D image.
As the probe pulse is radially symmetric, it does not enhance either the degree
of alignment or the degree of orientation in this experiment. Comparing all these
results, it can be said that the degrees of orientation presented in figure 3.14 are
the strongest directly observed molecular orientation with the correct polarization
of the probe laser pulse.

We can compare this result with the theoretical values of ⟨⟨cos θ⟩⟩ shown in the
figures 2.10 (b) and 3.16 (b). In these figures, for an initial rotational temperature
Trot = 1 K, the degree of orientation at the peak of the laser pulse is ⟨⟨cos θ⟩⟩ ∼ 0.38.
This estimate of the maximum degree of orientation can be increased by considering
lower initial rotational temperatures. Judging from the relative populations of the
initial states from the deflected profile of the molecular beam as summarized in
table 3.1 and comparing it with the Boltzmann weights for initial states as shown
in figure 2.9, we conclude that the initial rotational temperature is approximated
by Trot = 1 K in our experiment. As shown in figure 3.14, the observed degree of
orientation in this experiment is ⟨⟨cos θ⟩⟩ ∼ 0.3. In the theoretical calculation, the
laser pulse is homogeneous in space. However, in practical situations, the degree of
orientation is strongest at the center of the focus of the Gaussian laser beam, and
laser intensity gradually falls away from here. This is called the “volume effect”.
Due to these reasons, the experimentally observed degree of orientation is lower
than the theoretically estimated maximum values of ⟨⟨cos θ⟩⟩.

3.3.1 Nonadiabaticity in molecular orientation dynamics

Molecular orientation with a conventional two-color femtosecond laser pulse is weak.
One way of increasing the degrees of molecular orientation is to use a preceding
alignment pulse preceding the two-color orientation pulse [19, 55, 218]. The reports
on observation of strong molecular orientation utilize this technique [58–60, 123].
Another way of increasing molecular orientation is to use longer laser pulses. The
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higher energy of the nanosecond laser pulses is used in this technique to adiabatically
orient the asymmetric molecules. Our goal in this experiment is to exploit these
characteristics of nanosecond laser pulses in a two-color laser field setting.

However, a recent theoretical work has shown that even when pulses with FWHM
∼ 12 ns are used, molecular orientation dynamics is still nonadiabatic [83]. To
investigate this issue, we also have simulated the degrees of molecular alignment and
orientation for OCS molecules using both the adiabatic approximation method and
directly solving the time-dependent Schrödinger equation (TDSE). The results of
the adiabatic approximation are shown in figure 3.15. By solving the TDSE directly,
nonadiabatic characteristics of the orientation dynamics are correctly addressed,
and the simulation results are presented in figure 3.16. In all these figures, the
degrees of alignment and orientation for two initial rotational temperatures (1 K
and 3 K) are plotted as a function of the intensity of the fundamental pulse Iω. The
peak intensity of the second harmonic pulse is fixed at I2ω = 3.5 × 1011 W/cm2,
and the degrees of alignment and orientation are estimated at the peak of the

Fig. 3.15: Degrees of alignment and orientation for OCS molecules as a function of the
fundamental pulse intensity (adiabatic approximation). The second harmonic
pulse peak intensity is I2ω = 3.5 × 1011 W/cm2.

Fig. 3.16: Degrees of alignment and orientation for OCS molecules as a function of the
fundamental pulse intensity (TDSE). The second harmonic pulse peak intensity
is I2ω = 3.5 × 1011 W/cm2.
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Fig. 3.17: Observed molecular alignment with S+ fragment ion produced from OCS
molecules as a function of the fundamental pulse intensity. The second har-
monic pulse peak intensity is I2ω = 3.5 × 1011 W/cm2.

Fig. 3.18: Observed molecular orientation with S+ fragment ion produced from OCS
molecules as a function of the fundamental pulse intensity. The second har-
monic pulse peak intensity is I2ω = 3.5 × 1011 W/cm2.

second harmonic pulse. The relative delay of 1.75 ns between the rising parts of the
fundamental pulse and the second harmonic pulse is also duly considered in these
simulations. All other parameters are kept the same as the experimental conditions
as described in table 3.2.

From figure 3.15, one can see that both ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ increase monoton-
ically as a function of the fundamental pulse peak intensity under the adiabatic
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Fig. 3.19: Observed molecular alignment with CO+ fragment ion produced from OCS
molecules as a function of the fundamental pulse intensity. The second har-
monic pulse peak intensity is I2ω = 3.5 × 1011 W/cm2.

Fig. 3.20: Observed molecular orientation with CO+ fragment ion produced from OCS
molecules as a function of the fundamental pulse intensity. The second harmonic
pulse peak intensity is I2ω = 3.5 × 1011 W/cm2.

approximation assumption. However, as demonstrated in figure 3.16, directly solv-
ing the TDSE tells us that although the degree of alignment is a monotonically
increasing function of the fundamental pulse peak intensity, the degree of orienta-
tion is not. In fact, for lower initial rotational temperature such as 1 K, ⟨⟨cos θ⟩⟩
starts to decrease as the peak intensity of the fundamental pulse is increased. More-
over, the slope of the alignment curve in figure 3.16 is steeper for an initial rotational
temperature of 1 K when compared to the same adiabatic curve in figure 3.15. This
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Fig. 3.21: Time profile of the characteristic time for tunneling τtun. for fundamental pulses
with different peak intensities. The intensity of the second harmonic pulse is
3.5 × 1011 W/cm2.

is an indication that the additional power used to increase the fundamental pulse
intensity is preferably used to boost the degree of alignment, while the degree of
orientation, although increases up to a maximum value, gradually gets saturated
and then starts to decrease.

The intensity dependences of the degrees of alignment and orientation are also ob-
served experimentally. Figures 3.17 and 3.18 show the measured alignment and ori-
entation data when the S+ fragment ions are used. Figures 3.19 and 3.20 present the
data when the CO+ fragment ions are observed to measure ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩,
respectively. From both these graphs, we see that the degree of alignment ⟨⟨cos2 θ⟩⟩
increases with the peak intensity of the fundamental pulse, and the degree of orienta-
tion ⟨⟨cos θ⟩⟩ starts to fall after achieving the maximum value. It is experimentally
evident that the molecular orientation with a ∼ 12 ns two-color laser field is inher-
ently nonadiabatic. When we increase the intensity of the fundamental pulse, more
power is used to align the molecules.

To explain this phenomena, we refer to the models of symmetric and asymmetric
double-well potentials as explained in appendix A.2 and section 2.5. By finding
out the instantaneous eigenenergies E1 and E2 of the first two states of the field-
dressed Hamiltonian, we can find out the characteristic time for tunneling τtun. from
Eq. (2.43) [72, 97]. The time evolution of τtun., is plotted for three fundamental
pulse intensities in figure 3.21. The time profiles of the two color laser fields are
also shown, where the dashed red curve represents the fundamental pulse and the
dashed green curve represents the second harmonic pulse. We see in figure 3.21
that τtun. has a peak. This is where the system is transforming from a symmetric
double-well potential to an asymmetric double-well potential. At this point, the
energy difference |E2 − E1| between the first two eigenstates of a symmetric double-
well potential equals the asymmetry ∆V0 in the total potential: |E2 − E1| ∼ ∆V0.
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Fig. 3.22: Temporal evolution of the field-free eigenstate |J, M⟩ = |0, 0⟩ under laser field.
The spatial probability density profile of the wave function is plotted for both
the adiabatic and the nonadiabatic processes. Blue and red colors are used for
domains where 0 ≤ θ < π

2 and − π
2 ≤ θ < 0, respectively.

In the domain at the left of the peak, a symmetric double-well potential is gradually
created, and molecular alignment is formed. As shown in figure 2.6 (a), the first two
eigenstates, in this case, are the symmetric and antisymmetric eigenstates of the
parity operator which inverts the θ-axis. A molecule in these wave functions stays
in both the potential wells (both upwards and downwards) at the same time.

However, as time progresses, the condition |E2−E1| < ∆V0 is met and we are on the
right side of the peak of τtun.. In this region, τtun. is governed by the the asymmetry
in the total potential ∆V0 as given by Eq. (A.15). In this domain, the phenomena
is that of an asymmetric double-well, where the first two eigenstates, as shown in
figure 2.6 (b) are localized in the regions defined by 0 ≤ θ < π

2 (upward molecular
orientation) and −π

2 ≤ θ < 0 (downward molecular orientation), respectively. In
essence, the nature of the eigenstates changes in this transition period. Hence,
the characteristic time for tunneling τtun. has a peak here, which means that the
transition here should progress very slowly to retain the ground state and ensure
an adiabatic process. If the laser pulse is not changed slowly enough, the ground
state evolves to a linear combination of the eigenstates of the asymmetric double-
well potential. Since these eigenstates have the opposite direction of orientation, a
linear combination of them will have a lower degree of orientation. This is why the
degree of orientation is lower when the dynamics is nonadiabatic.

The time evolution of the ground state for both the adiabatic and nonadiabatic cases
are shown in figure 3.22 for a peak fundamental pulse intensity Iω = 8×1011 W/cm2.
The intensity of the second harmonic pulse is kept constant at Iω = 3.5 × 1011

W/cm2 in this case as well. The transition from a dominant symmetric double-well
potential to a dominant asymmetric potential happens when t ∼ −18 ns. This is
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also where the peak of the characteristic time for tunneling τtun. exists in figure 3.21.
We see in figure 3.22 that the wave function is transforming into the eigenstate of
an asymmetric double-well potential at t ∼ −18 ns when the dynamics is adiabatic.
In contrast, for a nonadiabatic process, the wave function is transforming into a
linear combination of the eigenstates of the asymmetric double-well potential. In
this domain, the peak value of τtun. is around 4 ns, which means that the laser pulse
has to be steady on the order of 5 nanoseconds for adiabatic dynamics to dominate.
For a laser pulse to be steady on this scale, the HWHM of the Gaussian pulse has to
be at least 50 ns. However, the longer the pulse is, the more adiabatic the dynamics
will be.

Note that the degree of alignment, which is only related to the confinement of the
eigenstates along the vertical direction, is increasing for both the adiabatic and the
nonadiabatic processes. As a result, although a linear combination of eigenfunctions
which have the opposite directions of orientation decreases the degree of molecular
orientation, the degree of molecular alignment keeps increasing when the transition
from the symmetric double-well potential to the asymmetric double-well potential
happens.

When we decrease the intensity of the fundamental pulse to Iω = 5.2×1011 W/cm2,
the peak τtun. decreases. In a nonadiabatic dynamics, although the initial field-free
ground state is still a linear combination of the first two eigenfunctions of the
asymmetric double-well potential, the probability amplitude of the ground state, in
this case, is larger than that of the case when Iω = 8 × 1011 W/cm2. A decreased
τtun. means that the initial wave function has a comparatively longer time to transit
toward the ground state of the asymmetric double-well potential. Hence, the degree
of orientation is larger, in this case, than the degree of orientation when Iω =
8 × 1011 W/cm2. However, when the fundamental pulse laser intensity is too low,
for example, Iω = 1.7 × 1011 W/cm2, the asymmetry in the total potential ∆V0 is
too low. As shown by the red curve in figure 3.21, the characteristic tunneling time
τtun. is very high at the peak of the laser pulses. Therefore, the achievable degree
of orientation is decreased. This phenomenon, where the degree of orientation in a
nonadiabatic molecular orientation dynamics first increases with the increase in laser
intensity but starts to decrease when the laser intensity is too strong, is correctly
reproduced in the experimental results shown in the figures 3.18 and 3.20.

If the dynamics is adiabatic, the initial field-free ground state will slowly transform
to the ground state of the asymmetric double-well potential. Since this eigenfunc-
tion is oriented toward a single direction (upward), a deeper asymmetric potential
created by stronger laser pulses will increase both the degrees of alignment and ori-
entation. This is also understood by looking at the values of τtun. at t = 0 in figure
3.21. The characteristic time for tunneling τtun. is a monotonically decreasing func-
tion of the fundamental pulse intensity at the peak of the laser pulses (t = 0), which
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means that higher degrees of molecular orientation are achieved in an adiabatic dy-
namics when stronger pulses are used to create a linearly polarized two-color laser
field.

In this chapter, we have explained that, due to the nonadiabaticity in the molec-
ular orientation dynamics, the degree of orientation does not increase even if we
increase the intensity of a two-color laser field. In the next chapter, we will theo-
retically and numerically show that this unfavorable situation can be alleviated by
using combined linearly polarized and elliptically polarized two-color laser fields.
By using an elliptically polarized second harmonic pulse, it is possible to use the
increased power for orienting the molecules to a single direction while suppressing
the alignment potential.
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4All-optical molecular orientation with

combined linearly and elliptically

polarized two-color laser fields

In all-optical molecular orientation, intense, nonresonant two-color laser pulses are
used to orient asymmetric molecules without the help of an electrostatic field. When
an electrostatic field is present, the asymmetric potential responsible for orientation
comes from the dipole moment interaction, which is a first-order interaction. How-
ever, when only two-color laser fields are used, the asymmetry in the interaction
potential is due to the hyperpolarizability of the molecules, which is a third-order
interaction. The symmetric potential in both cases is due to the polarizability of
the molecules, which is the most dominant part in the total interaction potential
when high-intensity laser fields are used.

If the molecular orientation process with a two-color laser field is purely adiabatic,
increasing the intensities of the laser fields should increase the degree of orienta-
tion. However, as we have shown experimentally and theoretically in the previous
chapter, all-optical molecular orientation is nonadiabatic even if we use two-color
pulses with FWHM as long as ∼ 12 ns. But unlike an electrostatic field, due to the
nonadiabaticity in a usual all-optical molecular orientation dynamics, the dominant
symmetric potential is formed before the asymmetric potential can be effective, re-
sulting in a situation where only the degree of alignment increases and the degree of
orientation does not increase efficiently. We propose a novel approach of increasing
the degree of orientation efficiently under these conditions by introducing an ellip-
tically polarized second harmonic pulse in the two-color laser field. In this chapter,
we have discussed the issue in details both theoretically and numerically.

4.1 Definition of the laser field
A linearly polarized two-color laser field is given by Eq. (2.13). In the present
approach, we have replaced the linearly polarized second harmonic pulse with an
elliptically polarized one:


EX (t)
EY (t)
EZ (t)

 =


E′

2ω(t) sin(2ωt + Φ)
0

Eω(t) cos ωt + E2ω(t) cos(2ωt + Φ)

 . (4.1)
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In Eq. (4.1), the envelopes Eω(t), E2ω(t), and E′
2ω(t) are defined as Gaussian

pulses:

Eω(t) = Eωe
−

t2

2τ2
ω , E2ω(t) = E2ωe

−
t2

2τ2
2ω , E′

2ω(t) = E′
2ωe

−
t2

2τ2
2ω , (4.2)

where ω and 2ω are the angular frequencies, τω and τ2ω are the widths of the
Gaussian envelopes of the fundamental pulse and the second harmonic pulse, re-
spectively. Eω is the peak intensity of the fundamental pulse. E2ω and E′

2ω are
the peak intensities along the two major axes of the elliptically polarized second
harmonic pulse. Φ is the relative phase difference between the two wavelengths.

In contrast, we may think of changing the polarization of the fundamental pulse
instead: 

EX (t)
EY (t)
EZ (t)

 =


E′

ω(t) sin ωt

0
Eω(t) cos ωt + E2ω(t) cos(2ωt + Φ)

 , (4.3)

where, E′
ω(t) = E′

ωe
−

t2

2τ2
ω and Eω and E′

ω are the peak intensities along the two
major axes of the elliptically polarized fundamental pulse. In the following section,
we will discuss the interaction potentials for both the cases and will show that the
laser field defined by Eq. (4.1) is the effective combination. It should be noted that
there is no delay between the fundamental pulse and the second harmonic pulse in
this chapter, whereas in chapter 3 it is 1.75 ns. In experiments, the creation of such
a long delay between the two-wavelengths degrades the coherency of Φ, which is
inherently detrimental to the all-optical molecular orientation method.

4.2 Interaction potential

The nonlinear interaction potential of a linear asymmetric molecule with combined
linearly and elliptically polarized laser fields defined by Eq. (4.1), after taking the
average over 2π

ω , is expressed as follows:

Ĥi(t) = −1
4

(α∥ − α⊥)
[
cos2 θ(E2

ω(t) + E2
2ω(t)) + sin2 θ cos2 ϕE′2

2ω(t)
]

(4.4)

±1
8

((β∥ − 3β⊥) cos2 θ + 3β⊥) cos θE2
ω(t)E2ω(t),
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where, Φ = π or 0. We can compare Eq. (4.4) with the interaction potential for
the conventional linearly polarized two-color laser field:

Ĥi(t) = −1
4

(α∥ − α⊥)
[
cos2 θ(E2

ω(t) + E2
2ω(t))

]
(4.5)

±1
8

((β∥ − 3β⊥) cos2 θ + 3β⊥) cos θE2
ω(t)E2ω(t),

where, Φ = π or 0. This is the same expression as used in Eq. (2.15), only that the
cos Φ term is replace by a ± sign for the two optimal directions Φ = π or 0. Φ can
be tuned to an optimal value by a glass plate as shown in figure 3.8 and explained
by Eq. (3.6). It is also unrelated to the independent parameters such as ϕ, θ, χ

and time t required to describe the molecular orientation dynamics. Moreover,
intermediate values when Φ ̸= π or Φ ̸= 0 introduce an extra sin Φ term together
with the usual cos Φ term:

Ĥi(t) = −1
4

(α∥ − α⊥)
[
cos2 θ(E2

ω(t) + E2
2ω(t)) + sin2 θ cos2 ϕE′2

2ω(t)
]

(4.6)

−1
8

((β∥ − 3β⊥) cos2 θ + 3β⊥) cos θ cos ΦE2
ω(t)E2ω(t)

−1
8

cos ϕ sin θ
[
β⊥ sin2 θ + (β∥ − 2β⊥) cos2 θ

]
sin ΦE2

ω(t)E′
2ω(t).

Compared to Eq. (4.4), we see that the extra sin Φ term is associated with cos ϕ sin θ,
which reduces the degree of orientation in the polarization plane of the elliptically
polarized second harmonic pulse. Hence, the most convenient and useful approach
is to consider the two special cases: Φ = π or 0. We can also think of using an
elliptically polarized fundamental pulse instead of changing the second harmonic
pulse polarization as defined in Eq. (4.3). However, in this combination, the asym-
metric potential created by the interaction through molecular hyperpolarizability
is suppressed as well:

Ĥi(t) = −1
4

(α∥ − α⊥)
[
cos2 θ(E2

ω(t) + E2
2ω(t)) + sin2 θ cos2 ϕE′2

2ω(t)
]

(4.7)

±1
8

((β∥ − 3β⊥) cos2 θ + 3β⊥) cos θE2
ω(t)E2ω(t)

∓1
8

[
(β∥ − 3β⊥) cos2 ϕ sin2 θ + β⊥

]
cos θE′2

ω (t)E2ω(t),

where, Φ = π or 0. In this equation, the extra term corresponding to E′2
ω (t)E2ω(t)

has an opposite sign than the usual term E2
ω(t)E2ω(t). Since these parts of the

potential are responsible for molecular orientation, we end up suppressing both the
degrees of alignment and orientation by adopting an elliptically polarized funda-
mental pulse as defined in Eq. (4.3). Hence, the most effective combination is to
introduce an elliptically polarized second harmonic pulse while keeping the funda-
mental pulse polarization unchanged. In the remaining sections of this chapter, we
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Fig. 4.1: Interaction potential as a function of θ and ϕ when a combined linearly and
elliptically polarized two-color laser field defined by Eq. (4.1) is used to orient
OCS molecules. The asymmetry between the two minima along the θ axis is
exaggerated.

Fig. 4.2: Interaction potential as a function of θ and ϕ when a conventional linearly polar-
ized two-color laser field defined by Eq. (2.13) is used to orient OCS molecules.
The asymmetry between the two minima along the θ axis is exaggerated.

will discuss on the basis of this specific combination, where the laser field is defined
by Eq. (4.1) and the interaction potential is given by Eq. (4.4).

The interaction potential for OCS molecules when Φ = π is plotted in figure 4.1
when a combination of a linearly polarized fundamental pulse and an elliptically
polarized second harmonic pulse is used in an all-optical molecular orientation tech-
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nique. A similar potential is plotted in figure 4.2 when a conventional linearly
polarized two-color laser field is used. The parameters θ and ϕ used as the axes are
the Euler angles relating the space-fixed frame and the body-fixed frame as defined
in figures 2.1 and 2.2. Although the height of the potential is suppressed in figure
4.1 at ϕ ∼ 0 and ϕ ∼ π, the potential is independent of ϕ in figure 4.2. The intro-
duction of an elliptically polarized second harmonic pulse reduces the height of the
potential barrier, increasing the transition probability from the shallower potential
at θ = ±π to the deeper potential at θ = 0. This transition is most likely to take
place along the directions ϕ ∼ 0 and ϕ ∼ π. In the case of a linearly polarized
laser field as demonstrated in figure 4.2, no such path which facilitates the transi-
tion toward the deeper potential exists. When the molecules are trapped in either
of the two local minima at θ ∼ 0 or θ ∼ ±π, it is very unlikely that they would
tunnel toward the global minimum. Increasing the laser intensity in this setting
further improves the degree of alignment only, and the degree of orientation gets
saturated.

4.3 Increasing the degree of orientation

To demonstrated the advantage of using an elliptically polarized second harmonic
pulse in the two-color laser field, time-dependent Schrödinger equations (TDSE)
have been solved for three cases:

1. Linearly polarized two-color laser field: The peak intensities are Iω = 3.6 ×
1011 W/cm2 and I2ω = 3.9×1011 W/cm2. The simulation result is presented
in figure 4.3a.

2. Linearly polarized two-color laser field where the peak intensities are increased
1.7 times compared to those in case 1: Iω = 5.8 × 1011 W/cm2 and I2ω =
6.6 × 1011 W/cm2. The simulation result is given in figure 4.3b.

3. A combination of a linearly polarized fundamental pulse and an elliptically
polarized second harmonic pulse : The intensities along the vertical direction,
which is the major axis of the elliptically polarized light, are the same as
case 1: Iω = 3.6 × 1011 W/cm2 and I2ω = 3.9 × 1011 W/cm2, while an
extra horizontal component is added along the minor axis of the elliptically
polarized second harmonic pulse : I ′

2ω = 3.5 × 1011 W/cm2. The simulation
result for this case is shown in figure 4.4.
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(a) Iω = 3.6 × 1011 W/cm2 and I2ω = 3.9 × 1011 W/cm2.
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(b) Iω = 5.8 × 1011 W/cm2 and I2ω = 6.6 × 1011 W/cm2.

Fig. 4.3: Degrees of alignment ⟨⟨cos2 θ⟩⟩ and orientation ⟨⟨cos θ⟩⟩ as a function of time for
an all-optical method with a linearly polarized two-color laser field.
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Fig. 4.4: Degrees of alignment ⟨⟨cos2 θ⟩⟩ and orientation ⟨⟨cos θ⟩⟩ as a function of time for
an all-optical method with a combined linearly and elliptically polarized two-color
laser field. The peak intensities are Iω = 3.6 × 1011 W/cm2, I2ω = 3.9 × 1011

W/cm2, and I ′
2ω = 3.5 × 1011 W/cm2.
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In all three cases, the HWHMs of the fundamental pulse and the second harmonic
pulse are τω = 1.2 ns and τ2ω = 0.9 ns, respectively. In all the simulations, a thermal
average ⟨⟨cos2 θ⟩⟩ and ⟨⟨cos θ⟩⟩ for an initial rotational temperature Trot = 1 K have
been computed. The relative phase difference between the fundamental pulse and
the second harmonic pulse is Φ = π, which, for OCS molecules, creates a deeper
potential at θ ∼ 0 and a relatively shallower potential at θ ∼ π as explained in
figure 4.2.

The degrees of alignment and orientation at t = 0 ns, which is at the peaks of
the two pulses, are ⟨⟨cos2 θ⟩⟩ = 0.85 and ⟨⟨cos θ⟩⟩ = 0.173 in figure 4.3a. If we
just increase the intensities of the laser fields by a factor of 1.7, we end up with
the values ⟨⟨cos2 θ⟩⟩ = 0.89 and ⟨⟨cos θ⟩⟩ = 0.154. Due to the nonadiabaticity of
the process, the degree of orientation is indeed getting suppressed while the degree
of alignment is increased. The added power is used only to align the molecules,
whereas transitions from the shallower potential at θ ∼ π to the deeper potential
at θ ∼ 0 have become more inefficient.

In figure 4.4, where a combined linearly and elliptically two-color laser field is used,
the degree of orientation is increased to ⟨⟨cos θ⟩⟩ = 0.227 while the degree of align-
ment is reduced to ⟨⟨cos2 θ⟩⟩ = 0.83. The increase in the intensity compared to
the linearly polarized two-color laser field demonstrated in figure 4.3a is along the
horizontal direction, where the minor axis of the elliptically polarized second har-
monic pulse with a peak intensity of I ′

2ω = 3.3 × 1011 W/cm2 is applied. The total
intensity used in this case is lower than the total intensity used in figure 4.3b. The
increased intensity in 4.4 is used to increase the degree of orientation, and suppress
the degree of alignment. On the contrary, when the intensity of a linearly polar-
ized two-color laser field is increased, it only improves the degree of alignment and
suppresses the degree of orientation. The introduction of an elliptically polarized
second harmonic pulse indeed utilizes the increased intensity to efficiently increase
the degree of orientation.

4.4 Intensity dependence

The intensity dependence of the degrees of alignment and orientation for OCS
and FCN molecules are computed for two different initial rotational temperatures:
Trot = 0.6 K (figure 4.5a) and Trot = 2 K (figure 4.5b). Nonadiabatic effects are
incorporated in the results by directly solving the time-dependent Schrödinger equa-
tion (TDSE). Although the figures are plotted as a function of the intensity of the
fundamental pulse Iω, the intensities of the elliptically polarized second harmonic
pulse along the major axis I2ω and the minor axis I ′

2ω are also increased with the
ratios: I2ω = 1.1Iω and I ′

2ω = 0.98Iω.
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(a) Trot = 0.6 K

(b) Trot = 2 K

Fig. 4.5: Degrees of alignment ⟨⟨cos2 θ⟩⟩ (dots) and orientation ⟨⟨cos θ⟩⟩ (crosses) as a func-
tion of the peak laser intensity. The panels in the left column is for OCS molecules
and those in the right column represents the results for FCN molecules. Blue color
is used to denote the case of a linearly polarized two-color laser field, whereas red
is used to denote an all-optical technique with a combined linearly and elliptically
polarized laser field.

Fig. 4.6: Degrees of alignment ⟨⟨cos2 θ⟩⟩ (dots) and orientation ⟨⟨cos θ⟩⟩ (crosses) of OCS
molecules as a function of the peak laser intensity where the horizontal component
I ′

2ω of the elliptically polarized second harmonic pulse is (a) lower or (b) higher
than that of figure 4.5a. The initial rotational temperature is Trot = 0.6 K.

68 4 All-optical molecular orientation with combined linearly and elliptically polarized

two-color laser fields



In the simulation results, blue color is used to denote results when a usual linearly
polarized two-color laser field is used for molecular orientation and red color is used
for a combined linearly polarized and elliptically polarized two-color laser field. In
figure 4.5a, the red crosses exceed the blue crosses, showing that the introduction of
an elliptically polarized second harmonic field increases the degree of orientation. At
the same time, the red dots are slightly lowered than the blue dots, indicating that
molecular alignment is suppressed by the introduction of the horizontal component
of the elliptical polarization.

The influence of the elliptically polarized second harmonic pulse is more pronounced
for OCS molecules compared to that of FCN molecules. As given in table 2.2, the
ratio of the asymmetry in potential to the depth of the total interaction potential for
an FCN molecule (9.8×10−3) is higher than that for an OCS molecule (3.3×10−3).
Therefore, the effect of an elliptically polarized second harmonic pulse is limitative
for molecules such as FCN for which the interaction through the hyperpolarizability
anisotropy is relatively more effective. Nevertheless, molecules with a larger hyper-
polarizability anisotropy such as FCN are not ordinary, and for most molecules such
as OCS, the asymmetric potential is smaller by more than two orders of magnitude
than the depth of the total interaction potential mainly formed due to the polariz-
ability anisotropy. In these situations, as demonstrated in figure 4.5a, applying a
combined linearly and elliptically polarized two-color laser field effectively increases
the degree of orientation.

For higher initial rotational temperatures such as Trot = 2 K as depicted in figure
4.5b, the increase in the degree of orientation for OCS molecules is limited. For
FCN molecules, the elliptically polarized second harmonic pulse rather decreases
the degree of orientation. However, molecules like FCN with a relatively stronger
hyperpolarizability interaction are not ordinary. In general, using a combined lin-
early and elliptically polarized two-color laser field effectively increases the degree
of orientation for most common molecules such as OCS when the initial rotational
temperatures are sufficiently low.

The results presented in figure 4.6 are important. Here, we have changed the inten-
sity I ′

2ω of the elliptically polarized second harmonic laser pulse along the horizontal
or X axis. Figure 4.6 (a) is for a slightly lower intensity (I ′

2ω = 0.65Iω) and fig-
ure 4.6 (b) is for a slightly higher intensity (I ′

2ω = 1.47Iω). The initial rotational
temperature is Trot = 0.6 K in both cases. Comparing with the left image of figure
4.5a, we see that the increase in the degree of orientation ⟨⟨cos θ⟩⟩ is lower in figure
4.6 (a) and enhanced in figure 4.6 (b). By appropriately tuning the intensity of
the laser field along the horizontal axis of the elliptically polarized second harmonic
pulse, we can increase the degree of orientation ⟨⟨cos θ⟩⟩ effectively. The response
of ⟨⟨cos θ⟩⟩ as a function of the intensity of the laser field under a linearly polarized
two-color laser field is governed by the parameters unique to the molecule itself: the
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Fig. 4.7: Degrees of alignment ⟨⟨cos2 θ⟩⟩ (dots) and orientation ⟨⟨cos θ⟩⟩ (crosses) of OCS
molecules as a function of peak laser intensity when the initial rotational temper-
atures are (a) Trot = 0.6 K and (b) Trot = 2 K. The results are computed under
the assumption of adiabatic approximation.

rotational constant B, the polarizability and the hyperpolarizability anisotropies.
However, by changing the intensity along the horizontal direction of an elliptically
polarized second harmonic pulse, it is possible to control the degree of orientation
- laser intensity curve. By applying a stronger field along the horizontal direction,
it is possible to increase ⟨⟨cos θ⟩⟩.

4.5 The role of nonadiabaticity
So far, we have discussed the solutions of a TDSE, considering nonadiabatic effects
in an all-optical molecular orientation method. What would happen if we solve
similar problems using the adiabatic approximation method? Simulated results of
such cases assuming the adiabatic dynamics are presented in figure 4.7. The sample
molecule used in these calculations is OCS, and the initial rotational temperatures
are (a) Trot = 0.6 K and (b) Trot = 2 K. From these figures, one can see that the
introduction of an elliptically polarized second harmonic pulse does not increase
the degree of orientation when the adiabatic approximation is employed. Instead,
it suppresses both the degrees of alignment ⟨⟨cos2 θ⟩⟩ and orientation ⟨⟨cos θ⟩⟩. This
result means that a combination of linearly and elliptically polarized two-color laser
fields is effective when molecular orientation dynamics is nonadiabatic. As shown
in figure 3.18 and 3.20, molecular orientation with laser pulses as long as ∼ 12
ns (FWHM) is nonadiabatic. Hence, the application of an elliptically polarized
second harmonic pulse in all-optical molecular orientation technique is of practical
importance.

All the effects presented in this chapter might also be achieved with an additional
linearly polarized laser pulse with a random phase along the horizontal direction.
Theoretically, this is a valid argument. But, in practice, introducing another laser
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pulse into a two-color laser field will only make the experiment more complex and
time-consuming. All-optical molecular orientation requires precise overlap of all the
pump and probe laser pulses. Moreover, all the optical components are designed
to be used under a wavelength range constraints. Under these constraints, adding
another laser with a random phase into an experiment which already has three
different wavelengths (800 nm for the probe pulse, 1064 nm and 532 nm for the
two-color pump laser field) will only increase the complexity. Just changing the
polarization of an already existing second harmonic pulse is a much simpler and
more effective approach.

4.6 Three-dimensional molecular orientation
Three-dimensional alignment with an elliptically polarized laser field has been the-
oretically proposed and experimentally demonstrated [23, 28, 29, 32, 219, 220].
Adding an electrostatic field to an elliptically polarized pump laser field achieves
three-dimensional molecular orientation [43, 45, 75, 221–223]. All optical three-
dimensional molecular alignment and orientation have been experimentally ob-
served by applying a linearly polarized two-color laser field, where the polariza-
tion directions of the fundamental pulse and the second harmonic pulse are crossed
[31, 69, 70, 224]. In this section, we will explore whether a combined linearly
and elliptically polarized two-color laser field can be used as an effective all-optical
three-dimensional molecular orientation technique.

4.6.1 Nonlinear interaction through polarizability and hyper

polarizability anisotropies

We will consider asymmetric top molecules such as iodobenzene (C6H5I) which
belong to the point group C2v [88, 89, 225, 226]. The interaction potential of an
asymmetric top molecule (iodobenzene) and a combined linearly and elliptically
polarized two-color laser field as defined in Eq. (4.1) is given by the following
expression:

Ĥi = −1
4

αzy

[
cos2 ϕ sin2 θE′2

2ω(t) + cos2 θ{E2
ω(t) + E2

2ω(t)}
]

(4.8)

−1
4

αxy

[
(cos ϕ cos θ cos χ − sin ϕ sin χ)2E′2

2ω(t) + cos2 χ sin2 θ{E2
ω(t) + E2

2ω(t)}
]

±3
8

{βzxx cos2 χ + βzyy sin2 χ} cos θ sin2 θE2
ω(t)E2ω(t)

±1
8

βzzz cos3 θE2
ω(t)E2ω(t),

where the phase difference between the two wavelengths is Φ = π or 0, αzy =
αzz − αyy and αxy = αxx − αyy. The body-fixed coordinates x, y, and z are defined
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in figure 2.1 (b). The Euler angles (ϕ, θ, χ) as defined in figure 2.2. This interaction
potential is derived after taking the average over a laser oscillation period 2π

ω . The
first two terms are due to polarizability anisotropy and the last two terms are from
hyperpolarizability interactions. If we ignore the hyperpolarizability anisotropy,
we will end up with an interaction potential that only aligns the asymmetric top
molecules in a plane defined by the major and the minor axes of the elliptically
polarized second harmonic field [32, 219]. The free rotational Hamiltonian Ĥ0 is
given by Eq. (2.9), which is written here again for clarity:

Ĥ0 = B + C

2
J2 +

(
A − B + C

2

)
Ĵ2

a + B − C

4

[
(Ĵ+)2 − (Ĵ−)2

]
, (4.9)

where Ĵ± = Ĵb ± iĴc. To estimate the degree of alignment ⟨⟨cos2 θ⟩⟩ and orientation
⟨⟨cos θ⟩⟩, we need to solve the Schrödinger equation of Eq. (2.8). To perform
numerical simulations, a wavefunction |Ψ(t)⟩ is expanded in terms of the symmetric
top wave functions |JKM⟩ as given by Eq. (2.10). The matrix elements of the free
rotational Hamiltonian is given by the following equation [85, 86, 100]:

⟨
J ′K ′M ′∣∣ Ĥ0 |JKM⟩ (4.10)

=
[

B + C

2
J(J + 1) +

(
A − B + C

2

)
K2
]

δJJ ′,MM ′,KK′

+B − C

4

√
{J(J + 1) − K(K + 1)}{J(J + 1) − (K + 1)(K + 2)}δJJ ′,MM ′,K+2K′

+B − C

4

√
{J(J + 1) − K(K − 1)}{J(J + 1) − (K − 1)(K − 2)}δJJ ′,MM ′,K−2K′ .

The matrix elements for the interaction potential of Eq. (4.8) are calculated from
the following equation [85]:

⟨
J ′K ′M ′∣∣DJ0

M0K0
|JKM⟩ (4.11)

= (−1)M−K
√

(2J ′ + 1)(2J + 1)
(

J J0 J ′

−M M0 M ′

)(
J J0 J ′

−K K0 K ′

)
.

The trigonometric functions of ϕ, θ, and χ in Eq. (4.8) have to be expressed in
terms of the rotation matrix or the Wigner D-matrix DJ∗

MK (ϕ, θ, χ). The Wigner
D-matrix representations of these functions are summarized in appendix A.3.

4.6.2 Estimation of the degree of orientation

The degrees of alignment and orientation for iodobenzene molecule have been calcu-
lated under the adiabatic approximation. The rotational constants, polarizability
and hyperpolarizability components are listed in table 4.1. The rotational constants
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Fig. 4.8: Degrees of alignment ⟨⟨cos2 θ⟩⟩ of iodobenzene molecules as a function of the peak
intensity of the fundamental pulse.

Fig. 4.9: Degrees of orientation ⟨⟨cos θ⟩⟩ of iodobenzene molecules as a function of the peak
intensity of the fundamental pulse.

meet the condition: A > B > C, which is equivalent to the relation Ia < Ib < Ic.
As shown in figure 2.1 (b), iodobenzene molecules belong to the point group C2v.
The C2-rotational axis falls on the body-fixed z axis. This axis goes through the
iodine atom, which is an order of magnitude heavier than carbon atoms. Hence,
the principal moment of inertia axis a falls on the body-fixed z axis. According
to the right-hand rule of vector multiplication, the x and y axes correspond to the
rotational constants B and C, respectively.

The simulated degrees of alignment ⟨⟨cos2 θ⟩⟩ and orientation ⟨⟨cos θ⟩⟩ are plotted
as a function of the fundamental pulse peak intensity in figures 4.8 and 4.9 for
three initial rotational temperatures: 1 K, 2 K, and 4 K. In these results, the peak
intensities of the elliptically polarized second harmonic pulse are also increased as
a function of the fundamental pulse peak intensity: I2ω = 1.1Iω and I ′

2ω = 0.98Iω.
From figure 4.9, one can see that the degree of orientation ⟨⟨cos θ⟩⟩ ∼ 0.2 at Iω ∼
2 × 1012 W/cm2. The degree of alignment achieved in this case is ⟨⟨cos2 θ⟩⟩ ∼
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Tab. 4.1: Rotational constants, polarizability and hyperpolarizability components of an
iodobenzene molecule.

Rotational constants [89, 226] polarizability [88] hyperpolarizability [88]

[J] [C2m2J−1] [C3m3J−2]

A 3.76 × 10−24 αzz 2.39 × 10−39 βzzz 1.44 × 10−50

B 4.97 × 10−25 αxx 1.63 × 10−39 βzxx 3.49 × 10−52

C 4.39 × 10−25 αyy 1.01 × 10−39 βzyy 2.2 × 10−51

0.9. The combination of a linearly polarized fundamental pulse and an elliptically
polarized second harmonic pulse of a two-color laser field can orient asymmetric top
molecules.

Experimentally, three-dimensional molecular orientation with an all-optical method
has been observed by applying linearly polarized two-color femtosecond laser fields
where the polarization directions of the fundamental pulse and the second har-
monic pulse are orthogonal [70]. However, the observed degree of orientation is
low: ⟨⟨cos θ⟩⟩ ∼ ±0.06. In the three-dimensional orientation using linearly po-
larized two-color laser pulses, the hyperpolarizability interaction potential contains
terms that cancel each other, reducing the asymmetry of the potential. In this case,
due to the inherent nonadiabaticity of the process, increasing the intensities of the
laser pulses enhances the symmetric potential faster compared to the asymmetric
potential. Hence, the degree of molecular orientation does not improve.

On the contrary, when a combination of linearly and elliptically polarized laser
pulses defined by Eq. 4.1 is applied, the asymmetry in the potential becomes
independent of the peak intensity along the minor axis of the elliptically polarized
second harmonic laser pulse. This can be understood from the interaction potential
of Eq. (4.8), where the corresponding peak electric field E′

2ω does not appear in
the hyperpolarizability interaction part. Due to the nonadiabatic nature of an all-
optical molecular orientation process, it is possible to weaken the stronger symmetric
potential and suppress the degree of alignment by adjusting E′

2ω, independently of
the asymmetry in the total potential. Similar characteristics are also prevalent in
terms of one-dimensional all-optical orientation as given by Eq. (4.4): peak electric
field E′

2ω along the minor axis of the elliptically polarized second harmonic pulse
does not play a role in the hyperpolarizability interaction potential. Due to this
phenomenon, a combination of linearly and elliptically polarized two-color laser
fields is expected to achieve higher degrees of orientation, in the realms of both one-
dimensional and three-dimensional all-optical molecular orientation techniques.
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5Conclusion

All-optical molecular orientation with a two-color laser field is a promising field
of research. Although the proof-of-principle experiment has undoubtedly proved
the validity of this approach[48, 50], realizing strong molecular orientation with
this method was difficult [82, 83]. In this chapter, we summarize the core insights
gained from this research about the cause of these problems and the solutions that
we have applied to cope with them. Furthermore, some concrete suggestions based
on the results obtained in this research have been detailed regarding the future
advancement and application of this method.

5.1 Summary of results
We have theoretically and experimentally investigated the core issues regarding the
realization of stronger molecular orientation with this technique. Experimentally,
we have observed stronger degrees of molecular orientation and found that the pro-
cess is inherently nonadiabatic in our experimental conditions. Furthermore, we
have proposed a novel but simple all-optical technique to efficiently utilize the laser
power for achieving higher degrees of orientation both in terms of one-dimensional
and three-dimensional molecular orientation. These results are discussed in details
in the following paragraphs. The core insights gained from this research are sum-
marized as follows:

5.1.1 Observation of stronger all-optical molecular orientation

We have observed stronger molecular orientation by applying the following two
strategies:

1. adjusting the relative delay between the fundamental pulse and the second
harmonic pulse of a two-color laser field by introducing the Michelson-type
delay line in the optical setup, and

2. selecting lower-lying rotational states with a home-built molecular deflector.

The observed degree of molecular orientation is ⟨⟨cos θ⟩⟩ ∼ ±0.3, which is an order of
magnitude stronger than the degree of orientation obtained in the proof-of-principle
experiment [50]. Furthermore, this value is also the strongest molecular orientation
directly observed with the Coulomb explosion imaging while appropriately keeping
the probe polarization perpendicular to the detection plane.

75



5.1.2 Experimental evidence of nonadiabaticity in all-optical

molecular orientation

Since the FWHM (∼12 ns) of the applied laser field is a few orders of magnitude
longer than the free rotational period of the sample asymmetric molecules (82.24
ps for OCS), molecular orientation dynamics was believed to be adiabatic. If the
process is purely adiabatic, we can numerically show that the degree of orientation
becomes a monotonically increasing function of the peak intensity of the laser field.
However, in our experiments, we have observed that although the degree of orien-
tation first gradually increases with the increase in the peak intensity of the laser
pulse, it starts to decrease when the peak laser intensity is too high. Numerical simu-
lations directly solving the time-dependent Schrödinger equation have revealed that
this tendency is explained by the nonadiabatic nature of the all-optical molecular
orientation technique with a two-color laser field.

5.1.3 All-optical molecular orientation with combined linearly

polarized and elliptically polarized two-color laser fields

Since all-optical molecular orientation is an inherently nonadiabatic process with
12-ns laser pulses, merely increasing the peak intensity of the two-color laser field
cannot realize stronger molecular orientation. As an alternative solution to this
issue, we have proposed a novel all-optical technique for molecular orientation where
a linearly polarized fundamental pulse together with an elliptically polarized second
harmonic pulse is adopted as the two-color laser field. Due to the nonadiabatic
nature of the all-optical molecular orientation method, it is possible to suppress the
degree of alignment while increasing the degree of orientation by using an elliptically
polarized second harmonic pulse. According to the numerical solution of the time-
dependent Schrödinger equation, it is explained that the laser intensity along the
minor axis of the elliptically polarized second harmonic pulse can be used to tune
the enhancement of the degree of orientation. Furthermore, we have theoretically
and numerically demonstrated that this method has the potential of realizing three-
dimensional molecular orientation, corresponding to a general method of controlling
all the rotational degrees of freedom of asymmetric top molecules.

5.2 Future research challenges
One of the obvious research directions is to experimentally observe all-optical one-
dimensional molecular orientation with combined linearly polarized and elliptically
polarized two-color laser fields. The experimental setup required to observe this
phenomenon is very similar to that of the current method where a linearly polarized
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two-color laser pulses are used. One additional necessary optical component is a
combination of a half-wave plate and a quarter-wave plate required to create the
elliptically polarized second harmonic laser pulse with the major axis of the ellipse
parallel to the linearly polarized fundamental pulse.

All-optical molecular orientation technique works well when the peak intensity of
the second harmonic pulse is higher than the peak intensity of the fundamental
pulse [50, 83]. As the FWHM is generally shorter for the second harmonic pulse,
this combination of relative intensity has the effect of alleviating the effect of a
preceding rising part of the fundamental pulse. However, one should not forget
that we have an additional component of the laser field along the minor axis of the
elliptically polarized second harmonic. Although the optimal combination of the
peak intensities of the two-wavelengths is unique to each situation such as the sample
asymmetric molecules, FWHM of the laser pulses, initial rotational temperature of
the gaseous molecules, etc., both the peak intensities along the major (vertical) and
the minor (horizontal) axes of the elliptically polarized second harmonic pulse have
to be larger than the peak intensity of the linearly polarized fundamental pulse as
a rule of thumb. To realize such optimal relative intensities, wavelength selective
mirrors or beam splitters may be used to intentionally reduce the otherwise stronger
fundamental pulse power.

The same optical setup can be used to realize the three-dimensional orientation of
asymmetric top molecules because the two-color laser field for both one-dimensional
and three-dimensional molecular orientations is the same in this approach as defined
in Eq. (4.1). On the other hand, one may want to take 2D projections of the three-
dimensional orientation from two orthogonal directions. In that case, observation
strategy with the Coulomb explosion imaging will be different for one-dimensional
and three-dimensional molecular orientation methods, but the optical setup will
remain the same for both the cases.

The conventional method of realizing three-dimensional molecular orientation is to
deploy a two-color laser field where the polarization axes of the linearly polarized
fundamental pulse and the second harmonic pulses are crossed [26, 69, 107]. We can
perform numerical simulations to compare the effectiveness of this approach with the
proposed method where a linearly polarized fundamental pulse and an elliptically
polarized second harmonic laser pulse are used. Furthermore, we can estimate the
optimal peak intensities of the laser pulses required to realize higher degrees of
three-dimensional molecular orientation. To implement these calculations, we need
to numerically solve the time-dependent Schrödinger equation where the matrix size
is 39711 × 39711 for J = 30 and 91881 × 91881 for J = 40. Since all the quantum
numbers J, K and M ’s play a role in the dynamics, the matrix size increases with
the order O(J3). To numerically follow the temporal evolution of such a large
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system is a daunting task. Nevertheless, provided that we have access to adequate
computing resources, such simulations are not impossible.

Rapidly turning off the two-color laser field at its peak intensity with a plasma shut-
ter technique has the potential of realizing completely field-free all-optical molecular
orientation with nanosecond laser pulses [71, 73]. However, since this technique fo-
cuses a femtosecond laser pulse onto an ethylene glycol jet sheet to form plasma,
the air surrounding the plasma shutter gets filled with vapor and small particles
produced from ethylene glycol. They randomly change the refractive index of the
optical path around the plasma shutter, resulting in an unstable phase difference
between the fundamental pulse and the second harmonic pulse due to chromatic
dispersion. One way to avoid this problem is to keep the plasma shutter inside a
vacuum chamber and then constantly pump out the residual ions from the created
plasma.

The prospects of future research activities related to the advancements and ap-
plications of the all-optical molecular orientation technique are limitless. Many
interesting tasks lie ahead as open problems to be investigated theoretically and
experimentally. We have simply outlined some of the most compelling questions
and their possible solutions in details above.
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AAppendices

A.1 Free rotational period of linear molecules
A linear molecule follows the field-free Schrödinger equation,

iℏ
∂

∂t
|Ψ(t)⟩ = BJ2 |Ψ(t)⟩ . (A.1)

As Ĥ0 = BJ2 is independent of time, the solution of Eq. (A.1) can be written
analytically. By using spherical harmonics of Eq. (2.12) as basis functions,

|Ψ(t)⟩ =
∑
JM

dJM (t) |JM⟩ . (A.2)

Since spherical harmonics are the eigenstates of the squared angular momentum
operator J2, and form a complete orthonormal basis set of functions for the angles
θ and ϕ [85, 86, 113, 117–119]. Eq. (A.1) can be written as the following system of
linear differential equations:

iℏ
B

∂

∂t
dJM (t) =

∑
J ′M ′

⟨JM | J2 ∣∣J ′M ′⟩ dJM (t) = J (J + 1) dJM (t), (A.3)

which has the analytical solution, [86, 102, 103, 143, 227]:

dJM (t) = dJM (0)e−i B
ℏ J(J+1)t. (A.4)

The term e−i B
ℏ J(J+1)t has a period of TJ = 2πℏ

BJ(J+1) , where B is expressed in joule
(SI). The ground state has the value J = 0, but this state is isotropic under the field
free condition. From J = 1, the spherical harmonics start to become anisotropic in
terms of the angles θ and ϕ. For J = 1, the rotational period T1 is called the free
rotational period of the molecule:

τrot = πℏ
B

. (A.5)

Since the factor J(J+1)
2 is always integer, the free rotational period τrot is always

an integer multiple of any rotational period TJ . Hence, any linear combination of
the states |JM⟩, under the field free condition, will have the same phase factor at

79



t1 and t2 = t1 + τrot. This means that parameters such as ⟨cos θ⟩, which meet the
criterion f(θ) = f(θ+2π), evolve with a period of τrot [76–78]. For some parameters
such as ⟨cos2 θ⟩ where f(θ) = f(θ + π), the period of repetition is τrot

2 [72, 73, 76,
77]. The rotational constants of OCS and FCN molecules are summarized in table
2.2. We can extend this argument for general planar molecules as well, but we have
to be careful in this case because, as shown in Eq. (2.9), the Wigner D-matrices of
Eq. (2.10) are not the eigenstates of the field-free Hamiltonian of an asymmetric
top molecule.

A.2 Tunneling in a double-well potential

To explain the dynamics of molecular alignment and orientation dynamics, we can
refer to the so-called double-well potential model. In figure A.1, a double-well
potential is depicted where (a) the two wells are separated, and no transition passage
is available; (b) the two potential wells are symmetric, and passage for tunneling is
available; and (c) the double-well potential is asymmetric, and transition passage is
present. In case (a), when the potential barrier between the two wells is infinitely
high and impenetrable, the ground state in each well has the same eigenenergy.
Let’s assume that the ground state for the right potential well is given by the quasi-
classical wave function Ψ0(θ). The ground state wave functions localized in the
right and left potential wells are denoted by Ψr(θ) and Ψl(θ), respectively. They
can be expressed in terms of Ψ0(θ) [102]:

Ψr(θ) = Ψ0(θ), (A.6)
Ψl(θ) = Ψ0(−θ).

We can now consider cases where the wells are connected and tunneling between
the two wells become possible. Molecular alignment happens when the double-
well potential is symmetric, and an asymmetry between the two wells created by
electrostatic force or a two-color laser field is responsible for molecular orientation.
In the following paragraphs, we discuss these cases in details.

A.2.1 Symmetric double-well potential

The dynamics of molecular alignment can be explained with the symmetric double-
well potential model. When a passage for tunneling between two symmetric wells is
created as shown in figure A.1 (b), the ground state energy is shifted from E0. As the
double well potential is symmetric upon inversion along the θ-axis, the symmetric
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Fig. A.1: Tunneling in a double well potential: (a) impenetrable potential with infinite
barrier, (b) symmetric potential with transition passage, (c) asymmetric potential
with transition passage

and antisymmetric combinations of Ψ0(θ) and Ψ0(−θ) are the ground state and the
first excited state of the total Hamiltonian, respectively [102]:

Ψ1(θ) = 1√
2

[Ψ0(θ) + Ψ0(−θ)] = 1√
2

[Ψr(θ) + Ψl(θ)] , (A.7)

Ψ2(θ) = 1√
2

[Ψ0(θ) − Ψ0(−θ)] = 1√
2

[Ψr(θ) − Ψl(θ)] .

The wave functions Ψ1(θ) and Ψ2(θ) are the eigenstates of the parity operator
P : θ 7→ −θ as well. The time evolution of these first two eigenstates can be written
as the following:

Ψ1(θ, t) = Ψ1(θ)e−i
E1
ℏ t, (A.8)

Ψ2(θ, t) = Ψ2(θ)e−i
E2
ℏ t,

where the eigenenergies of the ground state and the first excited state are given by
E1 and E2, respectively. Let us now consider a state which is a linear combination
of these two states:

Φ(x, t) = C1Ψ1(θ, t) + C2Ψ2(θ, t) (A.9)

= C1Ψ1(θ)e−i
E1
ℏ t + C2Ψ2(θ)e−i

E2
ℏ t

= e−i
E1
ℏ t
[
C1Ψ1(θ) + C2Ψ2(θ)e−i

E2−E1
ℏ t

]
.

We can see that if the the particle in one of the eigenstates, then either C1 = 0
or C2 = 0, and the particle remains in that state forever. However, when the
dynamics is nonadiabatic, the wave function does not remain an eigenstate of the
total Hamiltonian. Rather, it is a linear combination of the eigenstates. The time
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evolution of the probability density of such a combination of the eigenstates is given
by,

Φ∗Φ = C∗
1C1Ψ∗

1Ψ1 + C∗
2C2Ψ∗

2Ψ2 + C1C∗
2Ψ1Ψ∗

2ei
(

E2−E1
ℏ

)
t + C∗

1C2Ψ∗
1Ψ2e−i

(
E2−E1

ℏ

)
t.

(A.10)
The above probability density oscillates with a frequency ω = E2−E1

ℏ . The period
of this oscillation is a measure of the characteristic time τtun. for tunneling from one
well to another:

τtun. = 2πℏ
|E1 − E2|

. (A.11)

For example, when C1 = 1√
2 and C2 = 1√

2 , for E2−E1
ℏ = 0, π, Φ∗Φ = |Ψ1 + Ψ2|2 =

Ψ∗
rΨr, and for E2−E1

ℏ = ±π, Φ∗Φ = |Ψ1 − Ψ2|2 = Ψ∗
l Ψl. Since the wave functions

Ψr and Ψl are localized in the right and the left well, Φ oscillates between the two
wells.

A.2.2 Asymmetric double-well potential

To describe the dynamics of molecular orientation, we need to consider an asym-
metric double-well potential model. Since there is an asymmetry between the left
and the right well as shown in figure A.1 (c), the potential is not invariant upon an
inversion along the θ-axis. Hence, the wave functions given by the equations (A.7)
are no longer the eigenstates of the asymmetric double well. To get an estimate
of the characteristic tunneling time for this arrangement, let us assume that the
base of the wells are slightly shifted and the barrier between them is impenetrable.
The energy difference between the bases of the left and the right well is ∆V0. Since
the wells are not connected yet, we can assume that the ground state in the right
potential well will be:

Ψr(θ, t) = Ψr(θ)e−i
E0+∆V0

ℏ t = Ψ0(θ)e−i
E0+∆V0

ℏ t, (A.12)

provided that we express the ground state of the left well with the following wave
function:

Ψl(θ, t) = Ψl(θ)e−i
E0
ℏ t = Ψ0(−θ)e−i

E0
ℏ t. (A.13)

When the asymmetric double-well potential is so deep that the barrier between
them is nearly impenetrable: E0 ≪ VH, where E0 is the ground state energy and
VH is the height of the potential barrier, the energy difference between the first two
eigenstates are governed by the asymmetry in the total potential denoted as ∆V0. In
this situation, since the energy of Ψr(θ) is higher than that of Ψl(θ), we can expect
the ground state and the first excited state after the potentials are connected to be

82 A Appendices



approximated by Ψl(θ) and Ψr(θ), respectively. Considering a linear combination
of these two states given by,

Φ(θ, t) = CrΨr(θ, t) + ClΨl(θ, t), (A.14)

and repeating the arguments of equations (A.9) and (A.10), we can approximately
derive the characteristic time required for tunneling:

τtun. = 2πℏ
|∆V0|

. (A.15)

A.3 Expressing interaction Hamiltonian terms with

spherical harmonics

The nonlinear interaction potential as given by Eq. (2.15) is expressed with trigono-
metric functions such as cos θ, cos2 θ, cos3 θ etc. As we solve the Schrödinger equa-
tion using the spherical harmonics as the basis functions, these terms also need to
be expressed in terms of the spherical harmonics:

cos θ = 2
√

π

3
Y1 0, (A.16)

cos2 θ = 1
3

+ 4
3

√
π

5
Y2 0, (A.17)

cos3 θ = 4
5

√
π

7
Y3 0 + 6

5

√
π

3
Y1 0, (A.18)

cos2 ϕ sin2 θ = 1
3

− 2
3

√
π

5
Y2 0 +

√
2π

15
Y2 2 +

√
2π

15
Y2 −2. (A.19)

These expressions are then used in Eq. (2.19) to find out the appropriate matrix
elements of the interaction potential.

In case of three-dimensional orientation of asymmetric top molecules such as iodoben-
zene, we need to use the symmetric top wave functions defined by Eq (2.10) as the
basis functions. The terms in the interaction potential given by Eq. (4.8) are ex-
pressed with the Wigner D-matrices or the rotational matrices DJ∗

MK (ϕ, θ, χ) in the
following manner:

cos θ = D1
00, (A.20)

cos2 θ = 1
3

+ 2
3

D2
00, (A.21)
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cos3 θ = 2
5

D3
00 + 3

5
D1

00, (A.22)

cos2 ϕ sin2 θ = 1
3

− 1
3

D2
00 + 1√

6
D2

20 + 1√
6

D2
−20, (A.23)

cos2 χ sin2 θ = 1
3

− 1
3

D2
00 + 1√

6
D2

02 + 1√
6

D2
0−2, (A.24)

(cos ϕ cos θ cos χ − sin ϕ sin χ)2 = 1
3

+ 1
6

D2
00 (A.25)

+1
4

D2
−2−2 + 1

4
D2

22 + 1
4

D2
2−2 + 1

4
D2

−22

−1
8

D2
−20 − 1

8
D2

0−2 − 1
8

D2
20 − 1

8
D2

02,

sin2 θ cos θ cos2 χ = 1
5

D1
00 − 1

5
D3

00 + 1√
30

D3
0−2 + 1√

30
D3

02, (A.26)

sin2 θ cos θ sin2 χ = 1
5

D1
00 − 1

5
D3

00 − 1√
30

D3
0−2 − 1√

30
D3

02. (A.27)

These relations are best derived by using the equations cos x = 1
2
(
eix + e−ix

)
and

sin x = 1
2i

(
eix − e−ix

)
where x = ϕ, θ, or χ.

A.4 Electric field strength of a Gaussian beam

Let us assume that P watt is the power of a laser beam measured by a commercial
power meter. P is the average energy per second. The number of pulse per second
in the laser beam per second is defined as the repetition rate R. Hence, the average
energy per pulse Ū is given by the following expression:

Ū = P

R
[J] . (A.28)

The intensity of a laser pulse at a position (x, y) and at time t is given as follows:

I (x, y, t) = I0e
−

2x2

a2 × e
−

2y2

b2 × e
−

4t2 ln 2
τ2

[
W/m2

]
. (A.29)

Here, I0 is the peak intensity and the (x,y) plane is a cross section profile of the
Gaussian laser beam propagating toward the z axis. The parameter a, b are used
to describe points (x, y) = (a, b) where the intensity is decreased to 1

e2 times the
maximum intensity. The parameter τ is called the Full Width Half Maximum
(FWHM) because, at t = τ

2 , the intensity is reduced to half the maximum intensity.
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If we integrate the profile in Eq. (A.29), we can find the the average energy per
pulse, Ū as follows [51]:

Ū =
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
I0e

−
2x2

a2 × e
−

2y2

b2 × e
−

4t2 ln 2
τ2 dxdydt

= I0
πab

2

√
π

2
√

ln 2
τ [J] . (A.30)

We can measure the spatial beam profile along the (x, y) plane with a beam profiler
to estimate the parameters a and b. τ can be measured by observing the laser pulse
with a fast photo diode. Since we have already known the average energy per pulse
Ū , we can now calculate the peak laser intensity I0 in our experiments. Although
this convention is widely used in measuring important parameters of a Gaussian
laser beam, we should keep in mind that this is a rather simplified expression.
Generally, there is a coupling between the space and time parameters [228, 229].

To simulate molecular orientation, we use the interaction of nonlinear induced po-
larization in sample molecules by an applied laser electric field. To find the peak
electric field from the peak laser intensity, we use the idea of Poynting vector [230].
The average intensity of an electromagnetic wave is given by,

Ī = 1
2

Re [E × H∗]
[
W/m2

]
, (A.31)

where E is the electric field and H is the magnetic field. If we assume planar waves
such that E = Ex̂ and H = Hŷ, then the wave propagates along the ẑ axis. The
time-averaged Poynting vector in this case is given by,

Ī = E2

2|η|
ẑ = 1

2
cϵE2ẑ

[
W/m2

]
, (A.32)

where c and ϵ are the speed of light and the electric permittivity of the medium.
In our calculation, we use the following equation to calculate the peak electric field
E0 due to the peak laser intensity I0:

I0 = 1
2

c0ϵ0E2
0

[
W/m2

]
. (A.33)

The interaction of samples molecule with the laser pulse takes place inside a vac-
uum chamber, hence we have used the values c0 = 299, 792, 458 m/s and ϵ0 =
8.854 × 10−12 F/m. The peak intensity of the fundamental pulse (1064 nm) in our
experiment is around 8 × 1011 W/cm2. According to Eq. (A.33), this corresponds
to an electric field of the strength 2.5 × 109 V/m.
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A.5 Unit conversion table for molecular polarizability

and hyperpolarizability
In the literature, molecular polarizability and hyperpolarizability anisotropies are
reported in different units. The following conversion table is convenient for relating
different unit systems.

Tab. A.1: Unit conversion table for molecular polarizability and hyper polarizability. Re-
produced from [231]. [a.u.: atomic units, SI: international system units, esu:
electrostatic units.]

parameter esu SI a.u.

α 1 cm3 1.113 × 10−16 C2m2J−1 6.748 × 1024

β 1 cm5statC−1 3.711 × 10−21 C3m3J−2 1.157 × 1032

γ 1 cm7statC−2 1.238 × 10−25 C4m4J−3 1.985 × 1039
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