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Abstract

KAGRA is the Japanese interferometric gravitational wave detector. It employs
sapphire test masses and operates at cryogenic temperatures to reduce mirror ther-
mal noise. Sapphire substrates optical absorption needs to be minimized to reduce
the heat deposited in the mirrors and to make the cryogenic operation possible.

We developed and tested an optical absorption measurement system based on
the so-called Photo-thermal Common-path Interferometer (PCI) technique: a high-
power laser at 1064 nm periodically heats up the sample that we want to test; then
a probe laser at 633 nm crosses the sample, and it is used to measure the absorption
rate inside and on the surface of the sample.

For a better understanding of the system, its calibration, and alignment, we
made some numerical simulations that reproduce the absorption signal readout. The
simulations results are in good agreement with the measurements and can predict
the absorption signal behavior when changing the experimental parameters.

We further improved the setup by designing, assembling and testing an upgraded
version of the system. We set a large translation stage to measure KAGRA sapphire
mirrors (22 cm in diameter and 15 cm in thickness). We made maps and studied the
absorption structures inside the sapphire substrates. The sensitivity on sapphire
bulks is better than 2 ppm/cm and the calibration is compliant with other labora-
tories. We are now able to measure the absorption continuously along the depth
of the sample and to make 3D absorption maps. We found interesting absorption
structures inside the crystal. This new information will help the maker to improve

the quality of future sapphire crystals.



Abstract

For future upgrades of KAGRA, high-reflectivity substrate-transferred AlGaAs
crystalline coatings have been proposed. This new type of coatings will contribute to
reducing the coating thermal noise, which is currently a limitation at mid frequencies
in the sensitivity curve.

In order to investigate the possibility to apply this new material to KAGRA, we
characterized the optical performances of new large-area (2 inches-diameter) AlGaAs
crystalline coatings. To measure the absorption map of the coating, we assembled
and tested an additional infrared probe (1310nm) in our PCI system, reaching a
sensitivity better than 0.2 ppm. We found that the crystalline coating absorption
is very uniform except some point defects. In collaboration with CNRS/LMA, we
measured absorption, transmission, defects number, scattering maps, and surface
roughness. We measured 2 samples, one is AlGaAs transferred on a fused silica
substrate, and the other is AlGaAs transferred on a sapphire substrate. The coatings
show excellent optical performances, in particular, the absorption (below 1 ppm) and
the scattering (below 10 ppm) fulfill the requirements for KAGRA, but the defects
number is higher than current amorphous coatings. In collaboration with MIT, we
did a direct thermal noise measurement at room temperature. The result is that the
crystalline coating thermal noise is a factor of 2 lower than the amorphous coatings

used in present gravitational wave detectors.
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Introduction

Gravitational waves were predicted by Albert Einstein in the context of General
Relativity. According to this theory, accelerating masses generate ripples in the
space-time that propagate at the speed of light. The most intense gravitational
waves are those coming from violent astronomical events. However, even the strain
produced by these waves is extremely tiny, of the order of 102!, It took a great
effort to realize detectors that are sensitive enough to observe a gravitational wave.
On September 14th, 2015, the two Advanced LIGO detectors observed for the first
time a gravitational wave from the coalescence and merger of a binary black hole
[1]. This detection marked the beginning of a new era for astronomy. Later, the
detector Advanced Virgo joined the second generation network. On August 16th,
2017 the three detectors (the two Advanced LIGO and Advanced Virgo) detected
for the first time the gravitational wave emitted during the inspiral and merger of a
binary neutron star. Thanks to the observations of the electromagnetic counterpart,
an impressive amount of scientific information has been produced. Increasing the
number of detectors improves the signal-to-noise ratio and the localization precision.

KAGRA is the Japanese interferometric gravitational wave detector. To reduce
mirror thermal noise it operates at cryogenic temperatures (20K) and to reduce
seismic noise it is built underground. It employs sapphire test masses because of its
good thermal conductivity and excellent mechanical quality factor at low temper-
ature. Sapphire substrates optical absorption needs to be minimized to reduce the
heat deposited in the mirrors and to make the cryogenic operation possible.

During this thesis work, we developed and tested an optical absorption mea-
surement system to characterize KAGRA sapphire mirrors. The system is based on
the so-called Photo-thermal Common-path Interferometer (PCI) technique, where
there is a pump laser that heats up the sample, and a probe laser that senses the
temperature change due to the absorption.

Current detectors employ dielectric SiOy/TaO5 multilayer high-reflectivity coat-

ings. The coating thermal noise is a limitation at mid frequencies in the sensitivity
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curve. For future upgrades of KAGRA, high-reflectivity substrate-transferred epi-
taxial multilayers based on single-crystal GaAs/AlGaAs heterostructures have been
proposed. This new type of coatings has already demonstrated significant reductions
in the mechanical loss. However, fabrication of such coatings is a technological chal-
lenge because they require extremely high material purity, excellent surface quality,
low absorption, low total integrated scattering, below 10 ppm, and large coating
diameters. The absorption should be below 1 ppm to keep the heat deposited in the
mirrors in the range of 1W or less thus allowing operation at low temperature in a
cryogenic interferometer like KAGRA. During this thesis work, we characterized the
optical performance of the first large-area (5 cm diameter) crystalline coatings. The
results of this characterization were published in the paper "Optical performance of
large-area crystalline coatings” on Optics Express [2]. To measure the absorption
we assembled and tested an additional infrared probe in our PCI system, reaching
a sensitivity better than 0.2 ppm. In collaboration with CNRS/LMA and MIT, we
also measured transmission, defects number, scattering maps, roughness, and ther-
mal noise. This characterization was carried out to understand the current state of
the technology and to provide motivation for further developments.

In Chapter 1, starting from the basics of the theory of general relativity, we briefly
present the derivation of the gravitational radiation from the Einstein equations. We
list the main astronomical gravitational waves sources, and the respectively expected
gravitational wave signals. The working principles of interferometric detectors are
explained, and some of the techniques used to improve their measurement precision
are presented. We list the most important noise limitations to the sensitivity of
the interferometers. Some information about the existing detectors and about the
recent first detections performed by the network of interferometers are provided.

In Chapter 2, we summarize the features of KAGRA. We focus on the motivations
for this thesis work. We give details about the cryogenic system and about the
absorption requirements for the sapphire substrates. We introduce the research
ongoing for the improvement of the KAGRA sensitivity, in particular, the R&D
work on high-reflective crystalline coating done during this Ph.D. thesis. Then we
estimate the improvement of the KAGRA sensitivity, once this new technology will
be implemented in KAGRA.

In Chapter 3, we describe the working principle, the experimental details, and
some first results of the initial setup of the PCI absorption measurement system.
We report about the numerical simulations performed in order to deeply understand

the setup, and optimize the parameters to get the best absorption signal.
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In Chapter 4, we describe the upgrade of the original PCI setup: the large trans-
lation stage assembled to measure the large KAGRA sapphire substrates (22 cm in
diameter and 15 cm in thickness); and the additional infrared probe laser installed to
measure the new AlGaAs crystalline coatings. We report the details on the upgrade
development, the main problems we encountered and the solutions we adopted.

In Chapter 5, we report the result of the absorption measurements that we
did on several sapphire substrates using our setup. We list the measured sapphire
substrate. We report the absorption measurement maps of the substrates. We study
the absorption structures found in the samples.

In Chapter 6, we present an R&D work aimed to reduce thermal noise in high-
reflectivity coatings for future upgrades of KAGRA. We describe the novel crystalline
coatings based on GaAs/AlGaAs multilayer structure. We report the results of the
absorption measurements that we did at LMA using a photo-deflection method,
and at NAOJ using the PCI setup developed in this Ph.D. Thesis and described
in Chapter 4. We present the optical performance measurements that we did in
collaboration with LMA. Finally, we present the result of the direct thermal noise
measurement that we did at MIT using an optical bench developed there for this

purpose.
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Chapter 1

Theory and experiments of

gravitational wave detection

The first two chapters of this thesis are an introduction to the theory of gravita-
tional waves and of the interferometric detectors. The first section of this chapter is
a brief introduction to Einstein’s theory of gravitation. The second section is a list
of the main astronomical gravitational waves sources and the respectively expected
gravitational wave signals. In the third section, the basics of interferometric detec-
tors are explained, and some of the techniques used to improve their measurement
precision are presented. The fourth section is a list of the most important noise
limitations to the sensitivity of the interferometers. In the last section, some infor-
mation about the existing detectors and about the recent first detections performed

by the network of interferometers are provided.

1.1 Gravitational waves theory

In this section, starting from the definition of the metric tensor, and using the
formalism of the General Relativity, we present the main equations that bring to

the prediction of the gravitational radiation.

1.1.1 The metric tensor and the Einstein equations

The theory of General Relativity describes the spacetime as a 4-dimensions manifold

where the distance between two points z* and z* + dz* is

ds® = g, dxtdx” (1.1)
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where g,,, is the metric tensor, (u,v) = 0,1,2,3, and the Einstein summation con-
vention for repeated indexes is used. For a space without masses, the metric tensor
is the flat Minkowski metric 7, = diag(—1,1,1,1).

Einstein stated that the presence of masses curves the spacetime. This understand-
ing of gravity turns the gravitational force to a geometrical fact. A free falling
object, which experiences the gravitational force only, moves along the straightest
path in the curved spacetime. This motion is the solution of the geodesic equations

d*x® dat dz”

¢« —— =90 1.2
dr? M dr dr (1.2)

where 7 is the proper time in the local frame where the object moves, and I" are the
affine connections or Christoffel symbols which can be expressed as a combination

of the metric tensor and its derivatives as

1 998 |, 99 993
a  _ T _op It wy ol
Hay 27 (3x”f * oxh Ozt ) (1.3)

These equations can describe the motion of the suspended test masses of an interfer-
ometer because they are considered as free falling masses along the horizontal plane.
The test masses are used to detect gravitational wave. The starting point of the

derivation of the effect of GWs on the test masses are the Einstein Field Equations:

1 G
P = g0 = =

5 T, (1.4)

which relate the spacetime curvature with the mass and energy. On the right-hand
side of Equation 1.4, G is the gravitational constant, c is the speed of light and 7,,, is
the Stress-Energy tensor. On the left-hand side, the Ricci tensor R,,, and the scalar
and R = RV,

The Riemann tensor can be expressed as a combination of the Christoffel symbols

curvature R are contractions of the Riemann tensor: R, = R*,,,

and their derivatives

ox” 0z

R = 1% s = 17T, (1.5)

1.1.2 The linearized theory of gravity

In the case of weak-field the metric tensor g,, can be written in the form

Juv = N + h;w (16)
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where hy,, is a small perturbation |h,,| < 1 of the flat Minkowski metric 7,,. The
non-linear Einstein Field Equations can thus be expanded in powers of h,, keeping

only the linear terms. The linearized Christoffel symbols are

1 oh oh oh
& S av Bv _ af 1.
op = 3 (8:155 * Jz®  Oxv ) (1.7)

and the Ricci tensor becomes

1/ h>  *h>  h, *h
R, == L L — - (1.8)
2 \ Oxv0x> = OxztOx*  Ox*0x, OxtzY
where h = h®, = n*hp.
Defining
. 1
h;w = hf,uzz - §7l,uuhf (19)
and imposing the Lorenz gauge -
o _ 0 (1.10)
ox> '
the linearized field equations become
0%h,, 167G
=— T, 1.11
0x*0x, A ( )

1.1.3 Propagation of gravitational waves

In vacuum, 7, = 0 and, in the Lorenz gauge, the propagation equations for gravi-

tational fields are the wave equations

0?h,,

Oh,, =
= dxadx,

—0 (1.12)

where [J is the d’Alembert operator.

The simplest solution to the linearized equations 1.12 is the monochromatic,

plane-wave solution

P = Re [A, e ] (1.13)

where the amplitude A, and the wave vector k, satisfy
ko k* =0 (1.14)

Auk® =0 (1.15)
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which means that the solution is a transverse wave propagating at the speed of
light. The Lorenz condition doesn’t completely fix the gauge. Indeed, under a

transformation

at — at £, €] < 1, 0, =0 (1.16)

h preserves the Lorenz condition and the tensor form as

v — (agu + ol n 88) : (1.17)

>

Py =+ Py = dxr ' dxv M oxe

So it’s possible to choose a coordinate transformation ¢, in order to have

4 Oh;
h* =0 hy=0 —2 =0 1.18
M=o, S (11
where Latin indexes run on the spatial components of the tensor. The gauge choice
1.18 is called the transverse-traceless gauge (TT). Note that since the trace h = 0,

then Buu = hyy. In the TT gauge the metric tensor takes the form

0 0 0 0
0 hy hye O
hhy = - cos[w(t — z/c)] (1.19)
0 hy —h, 0
0 O 0 0

\

=z

AN,
PZ2eSSN
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7 =Ny
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Figure 1.1: A graphical representation of the two polarizations of a gravi-
tational wave: h, and hy.. How a wave traveling perpendicular to the (x,y)
plane changes the distances between a set of point arranged on a circle.

shows how the distances between a ring of points in the (x,y) plane change in time

when a gravitational wave propagates along the z-axis.
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Solving the geodesic Equation 1.2 in the TT frame, it turns out that a particle
which was at rest before the arrival of the wave remains at rest even after the
arrival of the wave. Physical effect can be detected monitoring the proper distances
between objects. Considering for instance to events at (¢,x1,0,0) and at (¢, 29,0, 0),
the coordinate distance in the TT frame is x5 — x; = L, which remains constant,

but the proper distance is
1
s = (29 — x1)[1 + hy cos(wt)]Y? ~ L[1 + §h+ cos(wt)] (1.20)

which is the quantity measured by gravitational wave detectors.

1.1.4 Generation of gravitational waves

The gravitational wave sources are usually small compared to the wavelength of the
GWs they generate. Therefore, in the weak field approximation, and far from the

source, we can write the solution to Equation 1.11 as a function of the retarded time

_ AG 1 7 7
h (t, T) = _/d%’ 1T (t— z-7 ’,f’) (1.21)

ct |7 — c

The gravitational radiation can be expanded in multipoles . The absence of negative
masses, the conservation of momentum and the conservation of angular momentum,
forbid the emission of mass monopole and mass dipole radiation. The first radiation

permitted is the mass quadrupole one. Defining the mass quadrupole moment as

4 1
L, = /TOO (xjxk - §(5jk7“2) d*x (1.22)
we can express Equation 1.21 as

2G P11 (t — \f|)>
A7 dt?

hhE(t, @) = (1.23)
The factor G/c! ~ 8 x 107%°s?/kgm is very tiny, so even large moving masses
generate weak gravitational waves. For example, two masses of 10®kg each, 2m
distant, rotating at f = 1kHz, would generate a wave with amplitude

N 10733 m

ho = (1.24)
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where R should be at least one wavelength, A = 300 km in this case. Which gives
h ~ 1073Y several orders of magnitude below the sensitivity of current ground-based
detectors. For this reason, only gravitational waves produced by astronomical events

involving huge masses are detectable.

1.2 Sources of gravitational waves

Astronomical sources are classified in three categories according to the time evolution
of the gravitational waves they emit. Periodic sources, like spinning neutron stars
or binary systems of neutron stars or black holes; impulsive sources, like bursts,

supernovae, merging systems; and stochastic background.

1.2.1 Neutron stars

Fast spinning neutron stars emit gravitational waves as long as their mass distri-
bution is asymmetric around the rotation axis. The signal is a monochromatic
continuous wave. In the case of pulsars, the frequency is known from the radio
astronomy observation, so processing the two signals together would improve the
signal to noise ratio. The gravitational wave amplitude expected from a spinning

neutron star is

2
o 1025 (€ I f 10 kpc
h=3-10 (10*6> (1038kg : m2) (1 kHz) ( R (1.25)

were [ is the moment of inertia and € is the ellipticity that parameterizes the

mass distribution asymmetry. The gravitational wave frequency is twice the pulsar
spin frequency. The amplitude value resulting from Equation 1.25 is quite below
the current sensitivity of ground-based detectors, but since the signal is continuous,

it is possible to improve the signal to noise ratio by integrating on time.

1.2.2 Binary systems

Binary systems are well known objects in astronomy. At the end of the stellar
evolution, those pairs of stars can become a compact binary system. The systems
that are most likely to emit detectable gravitational waves can be composed by two
neutron stars (NS-NS), two black holes (BN-BN) or a neutron star and a black hole
(BH-NS). Initially, the orbital motion is slow and the gravitational wave emission

is outside the sensitivity range of ground-based detectors. The strain amplitude of

10
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the gravitational waves at a distance r from the source is:

heot (MY N T (1.26)
B Mo, 100 Hz 15 Mpc '

Where M is the the chirp Mass defined as M = p?/3M?/® where p = ™ML ig the

mi1+ma

reduced mass, and M = m; 4+ ms is the total mass.

By the emission of gravitational radiation, the orbital energy decreases at a rate of

3 3 A3
dE ¢ /‘% 1o LG QU d*Q

= _ =_— — 1.27
dat 167G 5¢ dt3  dt? (1.27)

so the two bodies start spiralling around each other. A graphic representation of
this event is shown in Figure 1.2. In this phase, the gravitational signal has a
characteristic shape called chirp, shown on Figure 1.3, where the signal amplitude
and frequency increase with time. Such systems are expected to emit the strongest
gravitational waves detectable from Earth. The wave frequency, that is the double

of the orbital frequency, increases with time as

5 A \8
1=5 (om) -0 (1.28)

The binary system eventually merges into a single compact object that is rotating
and still emitting gravitational waves. In this phase, called the ring-down, there
are asymmetries in the mass distribution that still generate gravitational waves.
Gravitational energy is released and the mass deformations gradually stabilize until

it is not detectable anymore.

1.2.3 Supernovae

Type II supernovae are produced by the gravitational core collapse of massive stars.
During the evolution of the star, when the iron core exceeds the Chandrasekhar
mass of about 1.4 M, the electron degeneracy pressure is no longer able to bear
the gravitational compression, so the core matter is transformed into neutrons and
the star collapses. When the density increases too much, the collapse turns into
a bounce. If the collapsing is not symmetric, the change in the mass quadrupole
moment generates gravitational waves. Asymmetries can arise because of both con-
vective instabilities and rotation. Since the physics of the process is extremely

complicated and still not well understood, it is difficult to have precise estimations

11
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Figure 1.2: Artistic representation of two compact stars merging together

with gravitational wave emission. © NAOJ
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Figure 1.3: An example signal from an inspiral gravitational wave source.

[Image: A. Stuver/LIGO)]
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for the evolution of the quadrupole moment of the system. Recent models predict
a gravitational wave strain in the range 4 x 1072° < |hTT] < 4 x 107 or a source
at a distance of 10 Mpc. The spectra cover a frequency range from 50 Hz to 3 kHz,
with most of the power being emitted between 500 Hz and 1 kHz [3].

1.2.4 Stochastic background

A large number of binary systems in our galaxy produces a stochastic background
of gravitational waves. Space-based detectors are expected to detect that signal
as a background noise” . Another source of the stochastic signal is a superpo-
sition of the gravitational waves originated in the cosmological phenomena such as
the fluctuations of the space-time in the early Universe. Detection of a stochas-
tic background generally involves cross-correlation between observations by several
detectors. Analyses of the stochastic background have been performed using ter-
restrial interferometric gravitational wave detectors and the measurements provide
restrictions and upper limits to several theories on cosmological gravitational wave

sources.

1.3 Interferometric detectors

There are many methods to detect gravitational waves, like resonant bars, pulsar
timing, or Sagnac interferometers, but the dual-recycled Fabry-Pérot Michelson in-
terferometers are the most suitable in terms of achievable sensitivity and affordable
technology. This section is an introduction to the basic of interferometric detectors.
Starting from the simple Michelson model, we introduce the optical configuration
of current typical detectors, which are dual-recycled Fabry-Pérot Michelson inter-

ferometers.

1.3.1 Simple Michelson

The simplest Michelson interferometer consists of a laser beam, a beam splitter, two
end mirrors, and a detector. The laser is separated in two beams by the beam split-
ter. Each of the two beams travels along each arm (x and y) of the interferometer,
it is reflected back by the end mirror, and gets a phase shift according to the optical
path length. The two beams superpose at the beam splitter, and a part goes to a

27 ft

photo-detector. If we write the laser beam electric field as Eye’>™" and assuming
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the beam splitter to perfectly divide the beam into two equal parts, the electric field

on the photo-detector can be written as:
Epp = %ei(2ﬂft_2kl/x) + &ei(wat—QkLy)
2 2 (1.29)
= Eoe!mft=2kLa=kLy) cog(K L, — kL,

where L, and L, are the arms lengths. So the power is

E} Py,
Ppp = |E'pD|2 = 70(1 + cos[2(kL, — kL,)]) = 5 (14 cos o) (1.30)

The signal is the result of the interference between the two beams, and it is sensitive
to the relative arm length change. In principle, if the noise is small enough, this
setup can measure gravitational waves because, when a wave passes, the arms’ length
changes in the laboratory reference frame, as shown in Equation 1.20.

The phase the light accumulates during a round trip in each arm in presence of a

gravitational signal h is given by

2L$?J ' 1 / /
¢x,y = 27Tf7—m,y = 27Tf 7’"’_7 - §h(t )dt (131)
t

—2Lg 4 /c

The phase difference between the two arms is
t

Adow = g — ¢y = 21 f h(t))dt’ (1.32)

t—2L/c

where L ~ L, ~ L

photo-detector. Taking the Fourier transform of 1.32 we can calculate the frequency

y» and it is observed measuring the interference pattern on the

response of the interferometer. We can rewrite 1.32 as

t o)
Apow = 27Tf/ / h(w)e™? dwdt’ = (1.33)
t—2L/c J —oc0
_ / iy (w)h(w)e dw (1.34)
where A I
Hyi(w) = %fsin (%) e (1.35)
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is the frequency response of a simple Michelson interferometer to a gravitational
wave. The maximum of |H,| is when

me

L=—

2w
which means that for example to measure a gravitational wave of 100 Hz, the optimal
arm length is 750 km. The construction of such a long instrument on Earth is very
difficult. So, instead of building such long arms, current interferometric detectors

employ Fabry-Pérot cavities in the arms of the interferometer to enhance the phase

sensitivity.

1.3.2 Fabry-Pérot cavity

When a laser pass through two semi-reflective mirrors, there can be a constructive
interference in the space between the two mirrors. This is called a Fabry-Pérot
cavity. A laser beam with amplitude E; enters the cavity through the front mirror,
which have reflection r; and transmission ¢; and it is transmitted through the end
mirror, which have reflection r, and transmission t5. These coefficients are referred
to the amplitude of the electric field. The intensity (or power) reflectivity and
transmissivity of the front and end mirrors are r?, 3, 732, and t3 respectively. The
electric field amplitude of the beam that is transmitted from the cavity can be

calculated as a summation of multiple reflections between the two mirrors as

i > _ 98\ tltgei(s
E, = Eitytye™® ) O L - 1.36
’ 1tae nEO (rar2e™?) T — (1.36)

where 6 = 2r fL/c is the phase the light accumulates travelling from one mirror to

the other. The amplitude of the beam that is reflected through the cavity is

E, = Ep+ Etp(—r)e™™ > (rire )" = (1.37)
n=0
t2,r,26—2i6
= F, . L 1.38
<7"1 1— 7’17’26_2’5) (1.38)

While the transmitted and reflected powers are

33
P = |E|* = 12 |E;|? (1.39)

(1= ria)” (14 g sin® )
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(82 4+ r2) ry — ] + dryry (82 4 12) sin? 6
(1 —riry)” (1 + (4# sin? 6)

1-ri72)2

P.=|E,|? = |E;)? (1.40)

The transmission is maximum when the cavity is on resonance, which happens

when 6 = 7n. The resonance frequencies of the laser in the cavity are:

nc

f=57 (1.41)

and the separation of those resonance frequencies is the so-called "free spectral
range”, defined as frsg = ¢/2L. The full width at half maximum fepwpy of each

resonance peak is derived from the transmission power expression

1 1

: = . 1.42
1 + (1i:117;22)2 81n2(7rLfFWHM/c) 2 ( )
Assuming frwnam < frsr, the solution to 1.42 is
1—riry)c
Jrwnm = ( ars) (1.43)

2L\ /T1T9

A common parameter to describe a Fabry-Pérot cavity is the so-called finesse, de-

fined as the ratio

F Jrsr . T2 (1.44)

fewan 1 — Ty

The phase change of the reflected light around a resonance as a function of the
one-way phase change 0 is steep. Since the interferometer is sensitive to the phase
change, around the resonance the sensitivity is enhanced by the usage of a Fabry-
Pérot cavity. The higher the finesse, the steeper the phase change, and the better
the sensitivity.

To calculate the frequency response of a Fabry-Pérot interferometer one calculates
the time 7, the light takes to make n round trips in the cavity using the approxi-

mation

t 1 2L
/ 1— —h(t)dt' ~ 22" (1.45)
t—Tn 2 C

and express the phase change in the same way as in 1.31

on =2mf1, =21 f (? + /t 1h(t’)dt') (1.46)

—2nL/c 2
Then, taking the Fourier transform of h(t) and substituting in the multiple reflec-
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tions summation expression 1.37 of the reflected beam amplitude, we get

Er t2 —126 _ ,—i2Lw/c iwt
7 = 126 [ 27rf/ ‘ ‘ dw} (1.47)

1 — ryree—i20 1 — rirge~i2e—i2Llw/c 9y,

Around the resonance 1.47 simplifies to

E. rm—(i+t)r .
— ~ 11— H, w 1.4
E; 1—rir Z/ re(w)h(w)e (1.48)

Where Hpp is the frequency response of a Fabry-Pérot interferometer

27 ft3ry sin(wL/c)e /e

H = - .
FP(W) r— TQ(T% + t%) w [1 _ TlTQG—zQWL/c]

(1.49)

Note that f is the frequency of the laser, and w is the angular frequency of the
gravitational wave signal.

Highly sensitive interferometers operate on a dark fringe to minimize shot noise,
therefore most of the injected light returns toward the laser source. By inserting an
additional partial mirror, called a recycling mirror, in front of the interferometer,
this light is reflected back to the beam splitter and coherently added to the input
laser beam. The result is to increase the effective input power and to improve the

sensitivity to gravitational waves.

1.3.3 Power recycling

The end mirrors have a reflectivity very close to 1. When the interferometer is set
on the dark fringe, almost all the power injected in the interferometer is reflected
back to the laser source. A power recycling mirror (PR) is put in between the laser
source and the beam splitter. This forms a cavity where the first mirror is the PR
and the rest of the interferometer acts as the second mirror. The power inside the
interferometer increases without increasing the input power. The power recycling
cavity does not affect the bandwidth of the interferometer because the sidebands
generated by the gravitational waves exit directly from the asymmetric port without
being recycled nor filtered by the power recycling cavity. As a summary of this sec-
tion, Figure 1.4 shows a diagram of the optical configuration of an interferometric
gravitational wave detector of the first generation. The second generation detec-
tors are called dual-recycled Fabry-Pérot interferometers because, besides the power

recycling, they also implement the signal recycling, which is an additional mirror
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before the photo-detector. The signal recycling introduces more complexity to the

system, but it doesn’t change the noise management and reduction.

mirror

]

\ 4

Fabry—Pérot

cavity
power )
recycling [ | mirror Fabry-Pérot
mirror cavity
laser : ﬂ: ]
. Mmirror mirror
beamsplitter :
:
Y
@—photodetector

Figure 1.4: Simple diagram of the optical configuration of a power-recycled
Fabry-Pérot Michelson interferometer. [© LIGO]

1.4 Noise sources

In this section, we list and explain the main noise sources that limit the sensitivity
of the interferometers. The astrophysical sources that generate the strongest grav-
itational waves are so far that the amplitude of the GWs that reach the Earth is
extremely tiny. The quantity to be measured by an interferometric gravitational
wave detector is a distance variation of the order of 107!"m. Since the distance
changes that the interferometer should be able to measure are extremely small,
most of the research effort is for reducing the noise that affects the gravitational
signal.

The noise sources that affect the detector are summarized in the following list:

— shot noise - the fluctuations of the number of photons impinging on the de-

tection photo-diode;
— fluctuations of the laser radiation pressure on the mirrors;

— seismic motion of the ground that shakes the suspensions;
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— fluctuations of the gravitational field around the detector;

thermal excitation of the suspensions, the mirrors’ coating, and the substrate;

fluctuations of the laser beam in amplitude, frequency and position (jitter);

fluctuations of the refractive index along the laser optical path;

— stray light that scatters from the mirrors to the chamber walls and interferes

with the main beam;
— electronic noise in the interferometer read-out and in the control systems;

By investigating sapphire absorption and crystalline coatings, the ultimate goal
of this thesis work is to reduce thermal noise. Therefore, the largest part of this
section is about the theory of thermal noise, and in particular of the mirror thermal
noise.

The power spectral density of a general noise in the frequency domain is

(1.50)

T—oo '

S(f) = lim — ‘/ e 2Tt dt

where A(t) represents the the measured physical quantity in the time domain. The

linear spectral density is defined as the root square of 1.50

s(f) =V5(f) (1.51)

To compare the noise with the gravitational wave signal, we often use the equivalent

strain noise spectral density h(f)

() = 20 (1.52)

where z(f) is the the mirror displacement noise linear spectral density and L is the

interferometer arm length, and it is measured in 1/v/Hz).

1.4.1 Shot noise

The output power of the interferometer is measured by a photo-detector. Due to the
quantum nature of light, the measurement is equivalent to a count of the number

of photons N arriving on the photo-detector during the measurement time At. The
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arrival time is characterized by the Poisson probability distribution

NNe=N

p(N) = —5

(1.53)

Recalling Equation 1.30, the average number of photons of energy hw is

- P, At
N:T] m

T (14 cos¢)

where 7 is the photo-diode quantum efficiency. Then, given the Poisson distribution

variance, the power fluctuation is

2hw
0Pt = \/anAt(l + cos @)

When a gravitational wave passes, the phase perturbation A¢gw makes the output

power to be

dPPD

Prp (¢ + daw) ~Ppp () + o baw
K (1.54)
=Ppp(¢) — % sin ¢ paw

According to Equation 1.54 the signal should be maximum when sin¢ = 1, in the

mid-fringe condition. But the signal to noise ratio of the power change is

P, [nP,At  sing

SNRgho A 1.55
=5\ he ViTeosg Y (1.55)
and it is maximum when cos ¢ = —1 which means in the dark-fringe condition. The

equivalent strain spectral density hgno(f) for the shot noise is [4]

km
henot (f) = 2.9 x 1072 [Hz /2] 1.56
hot (f) = 2.9 x [Hz 1064 o]\ 2 (1.56)

To reduce this noise, a high power laser source is used. Also, the power recycling

technique, that increases the power inside the interferometer, reduces the shot noise.

1.4.2 Radiation pressure noise

On one hand, increasing the laser power reduces the shot noise, on the other hand,

it increases the effect of the laser power fluctuations on the test masses. Due to the
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quantum nature of light, the total momentum transferred from the photons to the

mirror fluctuates. The spectral density of the force that pushes the mirrors is

F(f) = /20 (157)

the corresponding position fluctuation of the free falling test mass is

1 1 2rhP
= ) = SV o (15%)

The radiation pressure noise strain equivalent is

1 hP

= ———/ — 1.
fiep M 2LV 2me (1.59)

The optical quantum noise is thus made by two contributions that have the same

quantum nature and can be added in quadrature giving
horo = \/ hZpor + 1%, (1.60)

The radiation pressure dominates at low frequencies because it is proportional to
1/f? while the shot noise dominates at high frequencies because it has a white
spectrum. On varying the power P it is possible to find a frequency f, where
hshot (fo) = hap(fo), which is the minimum noise spectral density. The locus of these
minimum doesn’t depend on the laser power and it is called the standard quantum
limit

1 h

hsau(f) = L\ 31 (1.61)

The standard quantum limit is an application of the Heisenberg principle to the in-
terferometric measurement. It is possible to push the noise below this quantum limit
by injecting particular squeezed states of light in the interferometer. Frequency-
dependent squeezing allows to reduce the quantum noise for a wide range of fre-

quencies. The application of such technology is currently under investigation [5].
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1.4.3 Seismic noise

The ground vibrates for many reasons like earthquakes, human activities, wind, sea

waves. The ground motion follows the empirical law

Ty = 10—7& <%) . (1.62)

This movement is several orders of magnitude larger than the expected gravitational

signal. Therefore, the test masses and other mirrors of gravitational wave interfer-
ometers cannot simply sit on the ground. Ground-based interferometer gravitational
wave detectors have to deal with this noise using vibration isolation systems to re-
duce the mirror motion. The suspensions constituted by a chain of filters. Each
filter stage consists of pendulums for the horizontal motion and springs for the ver-
tical motion. Considering a simplified model, each stage of the suspension have a
different resonance frequency wy. The attenuation can be expressed by the suspen-
sion transfer function between the suspension point zy and the test mass position

X

7w _ I1 wQL (1.63)

Technical constraints such as the maximum number of stages or the available pen-

dulum lengths limit the attenuation of the suspensions below ~ 1Hz.

1.4.4 Newtonian noise

The test masses are also subject to the gravitational field of the masses around them.
Local fluctuations of the gravitational field are due to ground motion, wind, ocean
activity, nearby water flowing, snow and other moving masses. According to the
Newtonian law of gravity, the effect of these fluctuations is a displacement of the
test masses. The main contribution to Newtonian noise is the seismic movement.

The strain equivalent noise is

G pux
hyp = — -2 1.64
where z, is the ground motion spectrum introduced in Equation 1.62, L is the arm
length, G is the gravitational constant and p is the mass density of the ground
around the test masses [6]. Due to the frequency dependence of the seismic noise,

the Newtonian noise affects the sensitivity at lower frequencies, below 10 Hz.
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1.4.5 Thermal noise

Given a linear system that is in thermal equilibrium with its surroundings and that
obeys the detailed balance principle, the fluctuation-dissipation theorem relates the
thermal fluctuations of a physical quantity with the dissipation mechanism for that
physical quantity. [7]

This theorem states that the power spectrum of a force F(w) applied to the gener-

alized coordinate x(w) is
F3 (w) = 4kpT Re{Z(w)} (1.65)

where kp is the Boltzmann constant, T' is the temperature, and Z(w) is the gener-
alized complex impedance defined as
F F
Zw) = EW) _ Fw) (1.66)

v(w) iwr(w)

In the case of an electric conductor, replacing the force F' with the voltage and
Re[Z(w)] with the resistance, Equation 1.65 describes the Johnson noise. The power

spectrum of the generalize coordinate x(w) is therefore

22 = 4’;’32T Re{Y ()} (1.67)

where Y (w) is the generalized admittance of the system Y (w) = Z7!(w). In the case

of a damped harmonic oscillator, the equation of motion is
ma + v + kr = Fiy, (1.68)

where k is the elastic constant and m the mass. The damping mechanism is described
macroscopically by the parameter -, but it has a microscopical origin. According
to the fluctuation-dissipation theorem, the microscopical mechanism responsible for
the damping is also responsible for the thermal fluctuation of the coordinate x.
Being the admittance of this system

_w? +iw(k — mw?)

V@) = G T (1.69)
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the damped harmonic oscillator position have a power spectrum

4]{?BT’Y
k — mw?)? + y2w?’

xd = ( (1.70)
this spectrum have a resonance at wy = \/k/_m When the damping coefficient is
small, the resonance is higher, but outside the resonance, the noise is lower. In other
words, the noise is more concentrated on the resonance peak. Two examples of this
kind of damping are the residual gas around the test masses and the eddy currents
in the magnets used in the force actuators to control the position of the mirrors.

There are damping mechanisms also in the materials of the mirrors substrate and
coating, and the suspension wires. This kind of mechanisms is due to material struc-
ture dislocations and is called structural damping. It is modeled with a generalized
Hooke’s law where an imaginary part is added to the elastic constant of the material.

So, the oscillator equation of motion is
mi + k(1 +i¢p)x = F (1.71)

where ¢ is called the loss angle. The thermal noise for this simple model of structural

damping is
4kgT ¢
2 = . 1.72
i w[(k — mw?)? + k2¢?] (1.72)

Pendulum thermal noise

The gravity is a conservative force, so the elastic constant of a pendulum, k, =
mg/L, is lossless. This makes the pendulum a good technique for the vibration
isolation suspensions. However, a small part of the restoring force of the suspension
is given by the elasticity of the wires, which have a loss angle ¢,. The elastic
constant given by n suspension wires with length L, Young’s modulus E, tension 7',
and inertia momentum I is kg = nvVTEI /2L%. The total restoring force is given by
the elastic force

k= kg4 ka(l+idy) (1.73)

Since the gravity term is much larger than the wire elasticity term, ky > ke, 1.73

becomes

ko~ ky(1+ L (1.74)
kg

Given that the tension 7T is proportional to the mass m and the inertia momentum

is proportional to m?, the effective losses ’Z—?qﬁw are proportional to m!/?. Hence,
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-1/2

the power spectrum xf)(w) is proportional to m , increasing the mass the thermal

noise decreases. This is one of the reasons why the mirrors are as massive as possible.

Mirror thermal noise

The simple models for the harmonic oscillators 1.68 and 1.71 can describe the motion
of the center of mass of a mirror, but they are not enough to model the thermal
noise in a continuous medium such as the substrate or the coating. Actually, it
is possible to model a continuous system with an infinite number of vibrational
eigenmodes, each of them with its resonance frequency and its loss angle; to calculate
the response of an applied force projected on each eigenmode and finally summing
up the total impedance to calculate the fluctuations. But this method can become
computationally cumbersome and it assumes that the losses are uniform along the
system, which is not always true [8]. Another method, proposed by Levin [9],
consists in doing a mental experiment applying a force on the surface of the mirror
and calculating the system impedance for an observable that represents the surface

displacement. The displacement observable is
() = / [(¥)u(r, £)dS (1.75)

where r is the position on the surface, I(r) is the gaussian profile of the laser beam
and the integral is extended on the mirror surface. The applied force F(r,t) has the
same intensity distribution of the laser beam, which means F'(r,t) = I(r)F(t). The

admittance of this system is

(1.76)

the real part of the admittance 1.76 is related to the dissipation of the system as

(1.77)

Re[Y ()] = Re {“(“”F ] _ Wais(w)

[FW)?] [Fw)]?

Using the fluctuation-dissipation theorem, the spectrum of the mirror by thermal

noise is

. 4I€BT WdiSS(OJ)
W [F(w))?

(1.78)

to calculate the thermal noise, we have to calculate the dissipated energy: Wss(w).
The structural losses of a continuous system are modeled adding an imaginary part
to Young modulus E(w) = Ey(1 + i¢(w)), where ¢(w)) is the loss angle of the
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material. The dissipated energy is given by
Wdiss = w¢(w)UmaX(w) (179)

where Upax(w) is the maximum energy stored in the mirror during an oscillation of
the applied force. Since the gravitational signal frequencies where the detectors are
most sensitive are far below the resonances of the mirror, it is sufficient to calculate

Upax 8t w = 0.

1 — o2
Unax(0) = —————|F(w)/|? 1.80
(0) = 5 e | F() (1.50)
where o is the Poisson ratio, and w the laser beam radius.
The mirror thermal noise spectrum is therefore
4]{3bT (1 — 0 2)
2 = 1.81

Thermo-optic noise

The loss angle ¢ represents the dissipation mechanism due to structural friction
inside the material, and it leads to the Brownian noise. However, there is also an-
other important energy dissipation mechanism. When a part of the material get
compressed, it heats up and the heat flows from the warmer zone to the colder zone.
The fluctuation-dissipation theorem relates this dissipation (the heat flow) to tem-
perature fluctuations, indeed the generalized coordinate is the temperature and the
generalized force is the entropy. The temperature fluctuations lead to two effects:
one is the thermal expansion of the material and is called thermo-elastic noise; the
other is the thermal change in the refractive index, and is called thermo-refractive
noise. These two noises are collectively called thermo-optic noise.

One way to calculate the thermo-elastic noise is to inject some entropy, solve the
thermal conductivity equation to find how the system responds to the entropy in-

jection, and apply the fluctuation-dissipation theorem, [10]. The result is

2 ]{?BT2/€
p202w3w2

2 (w) = ——a(1+0)

Ve

where « is the expansion coefficient, o is the Poisson coefficient,  is the thermal

(1.82)

conductivity, p is the density, C' is the specific heat capacity, and w is the beam

radius.
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The thermo-refractive noise has been calculate by [11] and it is

16 kpT™> 2
5 6 kpT°kl (dn) (1.83)

@) = T3 acmet \ar

where [ is the optics length and dn/dT is the thermo-refractive coefficient.

Coating thermal noise

The main contribution to the mirror total thermal noise comes from the high reflec-
tive dielectric multilayer coating on the mirror surface. The coating thickness is a
few microns, but when a gaussian force is applied on a mirror most of the stored en-
ergy is concentrated on the surface; moreover, the losses of the coating material are
larger than the substrate ones. One can calculate the Brownian noise of the coating
in the same way as Equation 1.81 was derived. In the case of coated mirrors, the
total loss angle ¢ can be calculated as a weighted sum of the losses in the substrate

and in the coating: .

where the subscript s stands for substrate and the subscript ¢ stands for coating.
Since the coating is thin compared to the size of the pressure distribution, and most

of the energy is stored on the substrate, Equation 1.84 can be approximated as

oud

Qb - Qbs + Tch (185)

where 0U is the energy density on the substrate integrated on the surface, and d is
the coating thickness. Since the material is in general anisotropic, we separate the

energy related to strains parallel to the coating surface and the perpendicular ones

U

oU,d

¢:¢s+ U

d
o+ ol (1.86)

after calculating the energies using the strains and stresses in the coating and in the

substrate, and applying the fluctuation-dissipation theorem the total thermal noise
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is

x%h(w)

- w  wkE, {¢S+ﬁw EE.(1—-02)(1—-02)
{Ef(l +05)2(1 — 20,)%¢)+
(1.87)
EsEcUc(l + Us)(l + UC)(l - 20_8)<¢H - ¢L)+

B2(1+0.)2(1 - 2@@} }

where T is the mirror temperature, w is the beam radius and d is the thickness
of the coating, F is Young’s modulus of the substrate, E, is Young’s modulus of the
coating, o4 is the Poisson ratio of the substrate, and o, is the Poisson’s ratio of the
coating. The details of the calculation are in [12]. In the equations above the coating
has been considered as an approximately uniform layer. In a more realistic model,
the alternating layers that compose the dielectric coating have different mechanical
properties. Taking the approximation of small Poisson ratio (o < 0.25), we can

rewrite Equation 1.87 as

4kgT 1 d E E
2 B I s
— | 1.
xth(w) w U)ES {¢5+ \/7_Tw (Es ¢|| + EJ_ ¢J—) } ( 88)
where Young’s moduli and the loss angles become
dy + ds Eydy + Eyds
E, = Ej=——"—=- 1.89
+ dl/E1+d2/E2 I d1+d2 ( )
E dy da Eidi¢1 + Eydyoy
¢J_ dl —|—d2 (E1¢1 E2¢2> ¢|| EH(dl +d2) ( )

where the subscripts 1,2 indicate the two materials that compose the coating. We
can calculate the total coating Brownian noise by adding the contribution from each
test mass of the interferometer. Each dielectric mirror brings two contributes, one
from the low-index layer material and the other from the high-index layer material.
Given the number of layer doublets N,, the laser wavelength A, the low refractive

index n; and the high refractive index ny, then

N.+ 1) N\
dy = —; dy = ——
! Al 4, 2 Mo 4
Assuming that the material perpendicular and parallel losses are equal, ¢ = ¢,
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Equation 1.87 becomes:

_ 4kpT d EX(1+40,)*(1—20,)%+ E2(1+0.)*(1 - 20,)
o w Tuw? E2E.(1—02)

72, () o (191)
where d is d; or dy depending on the coating material. For each mirror, the total
coating noise is made of two material contributions that are calculated with Equation
1.91 (replacing the parameters of the respective coating material). This equation is
used in the next chapter to estimate the coating noise improvement for the crystalline

coating studied in this thesis.

1.5 Detectors network

The sensitivity of a single interferometer depends on the direction of the astronomical
source and on the polarization of the gravitational wave. For each polarization, there
is a different sensitivity distribution in sky. With only one detector, the localization
of the source is not accurate, so it is necessary to have a network of synchronized
detectors. If two detectors are far apart, the signal arrival time delay between the two
detectors is a piece of useful information to locate the source. With three detectors
the localization can be reduced to one or a few spots, and with more detectors, the

localization precision improves.

1.5.1 First generation gravitational wave detectors

The interferometric type of detectors has been proposed in the 1960s. Since then,
a lot of feasibility studies and prototyping have been done and their construction
started in the 1990s. The first generation interferometric gravitational wave detec-
tors are the two LIGO, 4 km-long, located in Livingston, Louisiana and in Hanford,
Washington; Virgo 3 km-long located near Pisa, Italy; GEO600 600 m-long located
near Hannover, Germany, and TAMA300, 300 m-long, located in the Mitaka campus
of NAOJ in Tokyo, Japan. Their best sensitivity were 1.5 - 1072! /v/Hz (TAMA),
2-10722/v/Hz (GEO), 6- 10723 /v/Hz (Virgo), 2- 10~} /+/Hz (LIGO) [13]. Although
they didn’t detect any gravitational wave event, their construction and tuning al-
lowed to build a deep knowledge of the detectors and of their limits. The analysis
of the data taken by those detectors allowed to set upper limits to the event rate of
binary black holes merger (BH-BH) to 6.4 - 10-®Mpc > /yr; of binary neutron star
merger (NS-NS) to 1.3 - 10~*Mpc 2 /yr; and of black hole and neutron star merger
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(NS-BH) to 3.1 - 10~°Mpc?/yr.

Strain [1/VHz]

Frequency [Hz]

Figure 1.5: Strain noise for the first generation detectors. TAMA300,
GEO600, Virgo+, and Enhanced LIGO. Also shown (dashed) are the strain
noise goals for the initial Virgo and LIGO detectors [13].

1.5.2 Second generation gravitational wave detectors

Since the event detection rate scales with the volume of the reachable portion of
the universe, improving the sensitivity of the detectors by a factor of 10, increases
the event detection rate by a factor of 1000. To increase the sensitivity, the ex-
isting facilities of LIGO and Virgo were upgraded to make two Advanced LIGO,
and Advanced Virgo. Meanwhile, a new Japanese detector (KAGRA) started its
construction in 2012, with the tunnel excavation, and it is currently under commis-
sioning. Some pictures of the 4 interferometers are shown in Figure 1.6, and Figure
1.7 shows the sensitivity curves of the three detectors running together during the
second observation run (O2). An observation run, is a phase when the interfer-
ometer is locked in resonance, the noise is minimized, and it is "listening” to the
universe and recording data. During the first observation run (O1), on September
14th, 2015, the two Advanced LIGO detected for the first time a gravitational wave
signal, GW150914 [1]. It was emitted by the merger of two black holes with masses
36 M, and 29 M. The signal to noise ratio (SNR) was 24. The estimated distance
is between 230 and 570 Mpc. This event marked the beginning of the gravitational
wave astronomy. Other detections followed, and they are summarized in Table 1.1.
We can have an idea of the importance of having a detector network by looking at
Figure 1.8, which summarizes the localization of the BH-BH merger events detected
in O1 and O2. Having a third detector (Virgo) in GW170814 dramatically reduced
the estimated portion of sky where the GW signal came from. During O2, on Au-
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—

Figure 1.6: Pictures of the 4 interferometric gravitational waves detectors.
The two LIGO observatories in Hanford and Livingston, Virgo in the coun-
tryside of Pisa, and an artistic view of KAGRA inside the Kamioka mine.
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Figure 1.7: Sensitivity of the two Advanced LIGO (blue and red curves)
and Advanced Virgo (purple curve) during the second observation run O2.
This kind of sensitivity curves are the result of the sum of all the noises
affecting the interferometer readout. The lower the curve, the better the
sensitivity.
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Event Masses [Mg] Final [Mz] d [Mpc]  Solid angle [deg?|
GW150914  35.6735 30.673  63.1%5% 4307730 179
CW151012 23.3714° 13.673F 357799 1060753 1555
CW151226  13.788 7.7%22 20.5793 4407150 1033
CGW170104 31.0772 20.1752 4917532 96015 924
CW170608  10.97°3 76713 17.8732 320117 396
GW170729 50.675% 34.3%)),  80.3%155 275071350 1033
GWI170809 352783 238752 5647532  99015% 340
GW170814  30.7757 253729 534732 580720 87
GWI170817 1467012 1277008 < 2.8 40719 16
GW170818 355705 26.8733  59.873% 1020733 39
GW170823 39.67%° 29.4%53  65.6%9¢ 18507510 1651

32

Table 1.1: Compact binary coalescences detected during the observation
runs O1 and O2. This table is a simpler version of the table in [14]

GW170814

GW170104

LVT151012

y GW150914

GW151226

Figure 1.8: BH-BH merger events detected in O1 and O2. Having a third
detector (Virgo) in GW170814 dramatically increased the localization pre-
cision. [Image credit: LIGO/Virgo/Caltech/MIT/Leo Singer (Milky Way
image: Axel Mellinger)]



Chapter 1

gust 16th, 2017 the three detectors (LIGO and Virgo) detected for the first time
the gravitational wave emitted during the inspiral and merging of a binary neutron
star. The masses estimation is between 1.2 Mg and 1.6 M. The signal lasted for
100s. It was observed with a combined SNR of 32.4 and it is the loudest GW signal
ever recorded. Thanks to the electromagnetic follow up observations, an impressive
amount of relevant scientific information has been produced [15]. Many gravita-
tional waves have been detected, but this is just the beginning of the gravitational
astronomy. As explained in the previous section, having more detectors improves
the localization precision. Having 4 detectors will also improve the duty cycle, when
whenever one of the detectors will be temporarily shut down for improvements, the
others can stay in the data-taking mode to be in continuous listening of the universe.
For this reasons, other detectors like KAGRA, Einstein Telescope, and space-based
interferometers like DECIGO and LISA have been funded for feasibility studies,
construction and development.

The next chapter will focus on the experimental details of KAGRA, and on the

motivations of this thesis.
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KAGRA

As we mentioned in the previous chapter, with a larger number of detectors in the
network, the signal-to-noise ratio will increase, and the source localization precision
will improve. In this chapter, we summarize the features of KAGRA, and give the
motivations for this thesis work, regarding the sapphire absorption requirements and

the R&D work on high-reflective coatings.

The gravitational wave detector KAGRA, previously called Large Cryogenic
Gravitational wave Telescope (LCGT), is currently under construction inside the
Kamioka mine in Gifu prefecture, Japan, see Figure 2.1. In this new detector,
the seismic noise and the thermal noise will have a significant reduction. More-
over, KAGRA will lead the path to third generation ground-based detectors like the
Einstein-Telescope. The recent first gravitational wave detection was an important
achievement for the gravitational wave research, yet only the first step in the new
era of gravitational astronomy. It proved the possibility of doing new astronomy

and motivated more efforts in the improvement of the detectors’ sensitivity.

The first section of this chapter is a brief overview of the detector configuration.
In the second section, we give more details about the cryogenic system and about
the requirements for the sapphire substrates. In the third section, we introduce
the research ongoing for the improvement of the KAGRA sensitivity: we introduce
the research on crystalline coating done during this Ph.D. thesis work.In the last
section, we estimate the expected improvement once these new technologies will be
implemented in KAGRA.
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Figure 2.1: Picture of the KAGRA tunnel inside the Kamioka mine.

2.1 Detector configuration

KAGRA is a power- and signal-recycled Fabry-Pérot Michelson interferometer, a
configuration similar to the one of Advanced LIGO [16] and Advanced Virgo [17].
Compared to other existing large-scale detectors, KAGRA has two main differences
that make it unique: it is built underground to reduce seismic noise, and it has
cryogenic mirrors to reduce thermal noise. It employs sapphire for the test masses,
which will be cooled down to 20K. Building it underground, where there is low
RMS ground motion and seismic noise is lower, relaxes the requirements for the
interferometer control and so reduces the impact of the actuation noise.The reason
for the cryogenic operation is that the thermal noise is proportional to the temper-
ature. The choice of the substrate material is made considering this: at cryogenic
temperatures, fused silica has a bad thermal conductivity, so it would be difficult
to cool down the test masses; sapphire, instead, because of its crystalline structure,
has good conductivity at low temperature. Another benefit about the cryogenic
operation is that, due to the high thermal conductivity of sapphire at 20K, there
is almost no thermal lensing effect in the mirrors, which is currently a big issue for
room-temperature detectors.

The new features of such detector come along with new issues. The floor is
tilted for the water drainage system. So the mirrors have to be tilted, making the

alignment and control more difficult. The laser power is limited by the amount of
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absorbed heat that can be extracted through the mirrors suspension fibers. The
planned final optical configuration [18] is similar to the one of Advanced LIGO and
Advanced Virgo. It has folded recycling cavities to avoid the cavities degeneracy
for the laser frequency side-bands [19]. The main difference is that the finesse of
the Fabry-Pérot cavities is higher (1500 compared to 450 in LIGO and Virgo) in
order to reduce the laser power inside the power recycling cavity, therefore inside
the input mirror substrates. This allows reducing the heat to be extracted in order
to cool down the mirrors. The laser is an Nd:YAG at 1064nm. The final input
power will be around 180 W. The power stored in the Fabry-Pérot cavities will be
about 400 kW.

The test masses are suspended at a mechanical system that isolates from the
seismic vibrations. These vibration isolation systems are based on a chain of pen-
dulums and springs made of maraging steel combined in a design similar to the one
used in Virgo and TAMA300. The number of mechanical filters depends on the
isolation required. The largest attenuator is the so-called Type A, 15m tall. It is
composed of a low frequencies pre-isolator and 5 seismic filters, and it is used to
suspend the 4 sapphire mirrors of the two Fabry-Pérot cavities. A shorter vibration
isolation system, called Type B, is composed of the pre-isolator and 2 seismic filters.
It is used to suspend the beam splitter and the signal recycling mirrors. A simplified
version, the Type Bp without pre-isolator, will be used to suspend the recycling mir-
rors. For the input and output optics components, a double pendulum is assembled
on the bench itself sustained by three stacks of masses and springs [20]. The design
sensitivity of KAGRA was declared in 2009, and then updated in 2017. There are
several configuration steps before reaching the maximum KAGRA sensitivity. The
current intermediate goal is called bKAGRA, which stands for baseline KAGRA
and it is operated with the final detector configuration at cryogenic temperature.

The bKAGRA estimated sensitivity curve is shown in Figure 2.2.

2.2 KAGRA cryogenic operation

In this section we introduce the cryogenic system developed for KAGRA and we
give the requirements for the sapphire absorption.

The test masses are cooled down in a cryostat vacuum chamber. The cryostat
has two shields, an outer shield at the temperature of 80 K and an inner one at 8 K.
Four cryo-coolers are used, the first stages of the cryo-coolers extract heat from the

outer shield, while the second stages of the cryo-coolers act on different parts of the
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Figure 2.2: Design sensitivity of bKAGRA. The various noises contribu-
tions are summed up in the black curve. Mirror substrate Brownian and
thermoelastic noise, and coating Brownian noise are summed up in the blue
curve, suspension thermal noise is the green curve, seismic noise is the ma-
genta curve and quantum noise is the red curve. The quantum noise is
calculated here in the BRSE configuration (Broadband resonant sideband
extraction). To calculate this plot we used the official script written by K.
Somiya [21].
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Figure 2.3: On the left, detector configuration of KAGRA. On the right,
cryogenic suspension system for sapphire test masses. The marionette, the
intermediate mass (IM) and the test mass (TM) are surrounded by their
respective recoil masses for position and alignment control [22].

cryostat: two of them extract heat from the inner shield and two of them extract
heat from the mirror payload. The design is made to be able to reach a temperature
of 20K in the test mass. The cryogenic suspension is represented in Figure 2.3, and
a detailed drawing of the lowest part is shown in Figure 2.4. The test masses are
suspended with sapphire fibers that connect them to the intermediate masses. The
fibers are monolithic to reduce the suspension thermal noise. The fibers thickness
is 1.6 mm diameter, and is a compromise between the thermal noise reduction (as
thin as possible) and the amount of extractable heat (as thick as possible). Sapphire
prisms (ear) are used to attach the fibers to the mirror. The ears are bonded to
the side of the mirror with the technique of Hydroxide Catalysis Bonding. The
upper end of each fiber is attached to a sapphire blade through a thin Indium layer,
and the sapphire blade is fixed at the intermediate mass. All the heat produced in
the test mass must be transferred through the suspension fibers. To calculate the
absorption requirement let’s consider the amount of heat that is possible to transfer

from an object at temperature T to and object at temperature 77 is given by

T 2
K= — N, k(dy, T)dT (2.1)
T 4lsus

where d,,, lss, and N, are respectively diameter, length, number of the fibers, while

k is the thermal conductivity that depends on the diameter and on the temperature
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Figure 2.4: Design of the sapphire suspension [20, 23].

through the law: x ~ 5270d,,(T/1 K)*?*[W'm~'K~!], which is valid for tempera-
tures below ~40 K [24]. The laser power that reaches the input test mass (ITM) is
800 W, and the power resonating inside the Fabry-Pérot cavity is 400 kW. Assuming
1 ppm of absorption on the coating and 50 ppm/cm in the substrate, and consider-
ing additional 200 mW of heat coming through apertures of the vacuum chamber,
the amount of heat extracted through the fibers has to be 1.2W. The only way
to extract the heat is through the fibers, therefore, a larger amount of heat to be
extracted would require thicker fibers, as shown in Equation 2.1. As explained in
Chapter 1, increasing the mass of the suspension fibers, will increase the thermal
noise. This is the reason why it is so important to have low absorption sapphire
substrates. According to this design, the requirement for the bulk absorption of

sapphire is 50 ppm/cm.

2.2.1 Thesis motivation: sapphire absorption

The fabrication of large size sapphire substrates is a technological challenge for
crystal growing companies. The causes of sapphire absorption are not completely
understood, they may depend on the growth procedure and on the material purity.
The companies are doing efforts to make crystals as pure as possible, but each crystal
boule has different absorption. For these reasons, sapphire substrates absorption
need to be measured sample by sample. There are several experiments in the world
that can measure the absorption of large substrates (in LMA, in Caltech, etc), but

no one was available in Japan until this thesis work. To measure the substrates,
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every sample had to be shipped overseas. Having such a system in Japan allows
saving time and cost. This was the main motivation for developing an absorption
measurement system in NAOJ. The details of the system developed and tested
in NAOJ are described in Chapter 3 and Chapter 4. The results obtained with
this system are presented in Chapter 5 and in part of Chapter 6. The sapphire
characterization measurements can be shared with the crystal growing companies

in order to optimize the production and improve KAGRA substrates.

2.3 R&D for KAGRA

Several upgrades for improving the sensitivity of gravitational wave detectors are
currently under investigation. The goal of R&D effort is to reduce the limiting
noises in order to lower the total sensitivity curve. Even if the commissioning of
KAGRA is not completed yet, the KAGRA collaboration is considering in advance

the possibilities of further improvement of the interferometer sensitivity.

e Increasing the input laser power is planned for LIGO and VIRGO because
it reduces the shot noise, but it increases the radiation pressure noise. For
KAGRA this is not a viable path in the nearest future because it would bring

more problems for the cooling of the test masses.

o The use of larger test masses reduces the coating thermal noise for having
a larger reflecting surface. Larger test masses are also heavier, and this is
good for reducing the radiation pressure noise. The amount of changes of the
interferometer required to increase the size of the mirrors makes this upgrade

possible only in the long term.

o It has been demonstrated that the injection of a frequency dependent squeezed
vacuum through the dark port of the interferometer will improve the sensi-
tivity at both high frequencies and low frequencies. This upgrade is able to
reduce both the shot noise and the radiation pressure noise, but it requires
the construction of a squeezing source and a 300 m-long under-vacuum filter
cavity. A prototype of the cavity is being constructed at NAOJ, inside the
infrastructure of the TAMA300 interferometer.

o Current detectors employ amorphous multilayer optical coatings, metal oxides
such as SiO9 and TiOs-alloyed TayOs5, deposited by ion-beam sputtering [25,

26]. Since the coating thermal noise depends on the mechanical losses, new
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materials with lower losses have been widely investigated. As explained in
detail in Chapter 6, high-reflectivity interference coatings based on substrate-
transferred crystalline coatings are a very promising material to reduce the
coating thermal noise. Such new coatings, made of several layers of crystalline

AlGaAs, have already demonstrated significant reductions in mechanical losses

down to ¢ = 2.5 x 1075 at room temperature [27], and the potential for a loss

angle of 4.5 x 107% at cryogenic temperatures [28].

2.3.1 Sensitivity improvement

As seen before in Figure 2.2, the sensitivity curve of an interferometer is calculated
by summing all the noises. An interferometer upgrade improves the sensitivity as
it reduces one or more noises. The possible sensitivity improvement is quantified

by how much the sensitivity curve moves downward. In Figure 2.5, there is the

estimation of the impact that some of the upgrades will have on KAGRA sensitivity.
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Figure 2.5: KAGRA sensitivity curve estimation after applying the up-

grades studied in the R&D.

To summarize the sensitivity in a number, it is useful to calculate the maximum

distance at which a gravitational wave source can be detected with the given noise.

The usual way to calculate it is to take two kinds of events: the Binary Black Hole

merger and the Binary Neutron Star merger. For each kind of event the following
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formula is used [29]

GM 5/6 fhlgh 7/3
D=- 03/27r2/3 / (22)
low

where p is the signal to noise ratio which is conventionally set as 8, S(f) is the

sensitivity curve as a function of the frequency f, M = p3/° M?/® is the chirp mass,

_ _MiM>
= M1+4Ma

solar masses. This formula takes in account the sensitivity spectrum and the range

is the reduced mass of the binary system, and M is the total mass in

of frequencies from fiow to fhien that a inspiral merge typically emits. In Table
2.1 there are the results of this calculation. The horizon value increases for every
upgrade applied to KAGRA. The crystalline coating thermal noise is calculated using
Equation 1.91 and the mechanical losses ¢ = 4.5 x 107% at cryogenic temperature
given by G Cole et al. [27].

BBH [Gpc| | BNS [Mpc]
bKAGRA (BRSE) 2.26 289
bKAGRA + squeezing 2.89 374
bKAGRA + crystalline coatings 2.41 310
bKAGRA + squeezing + crystalline coatings 3.12 425

Table 2.1: Horizon for two kinds of events, BBH and BNS, in several cases
of upgrade of KAGRA. The values corresponding to “bKAGRA (BRSE)”
are calculated using the current bKAGRA design sensitivity, which em-
ploys amorphous coatings and don’t use squeezing. The other values are
calculated using the expected sensitivity curves in the cases of applying the
squeezing and /or the crystalline coating upgrade.

After the frequency dependent squeezing upgrade will be applied, at mid fre-
quencies in the sensitivity spectrum, the coating thermal noise will be an important
limitation. Looking at Table 2.1 we notice that the BNS horizon, when the crys-
talline coating is used, improves by 7% (from 289 Mpc to 310 Mpc); but after the
squeezing upgrade, the BNS horizon improvement due to crystalline coatings will
be 14% (from 374 Mpc to 425Mpc). In other words, after the quantum noise is

reduced, the crystalline coatings will be a great step forward in terms of sensitivity.

2.3.2 Thesis motivation: crystalline coatings

The sensitivity improvements estimation shown in Table 2.1 motivates the effort
of R&D on the crystalline coating test and development. The high purity of the

materials and the large size of the test masses poses a technological challenge for
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the fabrication process. Small scale crystalline coatings have been proved to have
very low thermal noise, but, in order to be applicable to KAGRA, their size should
be of the order of the test masses, which are 22 cm in diameter. So far, the largest
size of 2inches in diameter was achieved by the CMS company. It is important that
as the size increases, the optical performances keep satisfying the requirements for a
gravitational wave detector. As we explain in Chapter 6, these requirements are: less
than 1 ppm of absorption; less than 10 ppm of scattering, therefore very low micro-

2. During this thesis work, we characterized

roughness; and less than 1 defect/mm
these large size crystalline coatings. In collaboration with the manufacturer and
several laboratories, we performed many tests, such as transmission, scattering,
defects, roughness, absorption and thermal noise measurements.

Given the high finesse of the optical cavity, most of the optical power density is
concentrated on the reflective coating. For this reason, the absorption is a critical
requirement for the coating. In order to have an efficient cooling of the test masses,
the requirement for the coating absorption is less than 1 ppm. Current amorphous
coatings fulfill these requirements, but the new crystalline coatings must be mea-
sured. We developed the system for the measurement of absorption maps in sapphire
substrates, and upgraded it to measure also absorption maps of GaAs samples such

as the crystalline coating. The system upgrade is described in Chapter 4 and the

results on crystalline coatings are reported in Chapter 6.
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Optical absorption measurement

system

During this thesis work, we developed and tested an absorption measurement system
in the laboratory of TAMA300, in the Mitaka Campus of the National Astronomical
Observatory of Japan ([E[3Z KX #&). The setup initial configuration has been de-
veloped by the Stanford Photo Thermal Solutions (SPTS) company. This chapter
describes the working principle, the experimental details, and some first results of
the initial setup of this experiment. The last section of this chapter is a report about
the numerical simulations performed in order to deeply understand the setup, and
optimize the parameters to get the best absorption signal. After this preliminary
study, the system has been upgraded to measure the absorption of KAGRA sapphire
mirrors and new AlGaAs crystalline coatings. The upgrade details are reported in

Chapter 4, while the measurement results are in Chapter 5 and Chapter 6.

3.1 Introduction

The optical absorption of a material is the transformation of part of the incident
optical power into heat. The way to measure absorption is to sense how much
the temperature increases when a laser goes through the material. When the tem-
perature change is small, of the order of few mK, a direct measurement with a
thermometer might be inaccurate. In the case of optics, we can take advantage of
the so-called thermal lens effect, which is caused by the fact that the refractive index
depends on the temperature. For small temperature changes, we can consider the ef-
fect to be linear, which means dn(7")/dT is a constant, at first approximation. The

temperature distribution u(x,t) follows the Gaussian shape of the heating source
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(the laser beam) and evolves in time and space according to the heat equation

ou Pu Q(x,t)
ot o T o

(3.1)

where c is the heat capacity, p is the mass density, k = CKP is the thermal diffusivity

and K is the thermal conductivity.

The resulting refractive index distribution produces a lens: the thermal lens.
The perturbation that a laser experiences when passing through such thermal lens
can be measured with a photo-detector. The detector output signal, conveniently
processed, reveals the temperature change, which is proportional to the absorbed
amount of optical power. The experimental setup developed in this thesis work is
based on the photo-thermal common-path interferometer (PCI) method. In the next

sections, the PCI method is presented in detail.

3.2 Working principle of the PCI

The high power laser beam that is partially absorbed by the sample is called pump
and it generates the temperature distribution inside the sample. The pump is mod-
ulated in intensity by an optical chopper at a fixed modulation frequency so that the
temperature change is periodical in time. At the same time, another laser, called
probe, crosses the pump beam inside the material, with an angle of about 0.1 rad.
Because of the refractive index gradient, the probe experiences a non-uniform phase
shift. Both the waist of the pump and the waist of the probe are located at the
crossing point. The pump waist is much smaller than the probe, experimentally it
is about 3 times smaller. This means that the central part of the probe gets a higher
phase shift. Right after the heated region, the phase shift doesn’t affect the beam
intensity, but after some propagation, the beam shape is distorted. This distortion
is proportional to the absorption rate. An interpretation of this distortion is that
the thermal lens focuses the laser with a focal length proportional to the refractive
index gradient so that the beam shape changes after some propagation. Another
interpretation of this method is the model described in the following subsection.
The heated area creates a perturbation in the center of the probe which makes in-
terference with the probe itself. This interpretation gives the method the name of

Common-path Interferometer.
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3.2.1 Simple model

A simplified model of what happens can be derived writing the form of the probe
Gaussian beam, and calculating the propagated beam after the heated sample. Let’s

start writing down the probe laser incident electric field
- _ 2?4y
Ejn(l', Y, ZO) - Ae_ZkZOG w2 () elw(zo) <32)

where A is a constant, k is the wave vector, w is the beam radius, and v is the
Gouy phase. Immediately after the sample, the beam will get a phase shift due to

the temperature distribution, so it will have the form
. _ 224y2 .
Bout(,y, 20) = Ae™ 506 w7 g (o) oo (3.3)

where the phase shift ¢(x,y) follows the shape of the temperature distribution

_ x2+y2

$(w,y) = poe P (3.4)

where wp is the radius of the pump beam. Since the temperature change is very
small, we can make the approximation that the phase shift is also small and expand
the exponential

_ I2+y2

Y ~ 1 4 jgge “BCO) (3.5)

So the electric field immediately after the sample (at the same z = z) is

Lo _aty?
Eou(2,y, 20) ~ Ae~ #2067 wZ(z) ¢1¥(20)

_ a2 4y?
1+ igoe w%<zo>] (3.6)

multiplying the content of the squared bracket we get two terms: one is the main

original beam that just passes through the sample; the second term is a perturbation:

another Gaussian beam with a different waist w’ that satisfies the relation
e T (3.7)

2 2 2
w w?  wp

and propagates differently with his own Gouy phase ¢'(z). In our case, zyp = 0
because the waist of the pump and the probe are both on the crossing point inside

the sample, which is where the absorption signal is generated. At a distance z; from
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the crossing point, the beam will be

12+ 2
B, y, 2a) e Ae*e0mm)¢weg v 4

12+y2
Ai(]ﬁoe_ik(zo_zd)e_ wZ(zg) W' (2a)
Let’s now take out a common factor

2,.2

. _zmtym .
Eout<x>ya Zd) ~ AeF(20=2d) o T wZ(zy) o (2a) [1 + Z'ngf(aj’y)elAw(zd)] (3‘9)

with
12+y2 12+y2

flo,y) = e »PCoer?Ca (3.10)

and A(zq) = ¥’ (2a) — ¥(2a).

In order to show the interference between the main beam and the perturbation,
we calculate the beam intensity taking the squared modulus of equation 3.9. Using

the Euler relation, the intensity can be written as

I goza) 2 e 50 x (3.11)
x [[1 = sin(Av(z0)) o f (2, y)] + [cos(A(za)) b0 f (,)]] ,
and dropping the quadratic terms in ¢y, we have
I(x,y, 2q) =~ 6_2%%) [1—2sin(AY(zq)) b0 f (z,v)] - (3.12)

There will be no interference when Av)(z;) = 0, which means at the sample position,
or when Aw(z4) = m which means at an infinite distance. There will be maximum
interference when A (z4) = 7/2. If the pump beam waist is much smaller than the
probe one, then w' ~ wp, and A(z4) = 7/2 when z4 is the Rayleigh length of the
perturbation beam.

2
ip = mA”P (3.13)

where ) is the probe laser wavelength and wp is the pump laser waist.

In order to detect the maximum interference, the detector should be placed at
this distance, but the experimental conditions don’t allow to put the detector so
close to the pump/probe crossing point. In order to overcome this problem, it is
convenient to reproduce the image of the interference far away from the sample

and put the detector there. The image is reproduced with a telescope made of a
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converging lens, that focuses the beam onto a small convex spherical mirror. The
spherical mirror reflects the beam and makes it large on the detector. The distance
between the lens and the sphere determines where the image is formed. This imaging
unit is placed far enough from the sample, in order to avoid intersections with the
pump beam. The total intensity of the probe beam doesn’t change, so the intensity
of the central part of the laser spot is what has to be measured. Indeed, before the
detector, there should be a diaphragm to select the central part of the beam, but
actually, the size of the detector itself plays the role of the diaphragm. Figure 3.1

represents the working principle and optical configuration of the PCI method.

Probe laser Sample
N _ High
M -~ Power
Pump laser Meter
Photo
Detector
modulated
Lenses .
thermal bump Diaphragm
Interference
Detector
size

Figure 3.1: Photo thermal common-path interferometer (PCI). This concept
diagram represents the core of the system. The pump is modulated by the
optical chopper, goes through the sample, heats it up and ends on the power
meter. The zoomed part shows that the probe crosses the pump inside the
sample. The thermal bump creates the small perturbation. Notice that the
pump is smaller than the probe. The imaging unit is made by a converging
lens, a small sphere, and the PD. The imaging unit creates the image of the
interference pattern on the PD. The size of the PD is smaller than the probe
spot (as if there was a diaphragm) and it senses the intensity variation of
the central part of the beam.

The detector signal is sent to a lock-in amplifier, which mixes it with the chopper
reference signal and returns 3 signals: the DC, the demodulated AC, and the phase.
The DC is the continuous component of the detector signal and it is proportional

to the probe laser power, to the detector efficiency and to the load resistance. The
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AC is actually the quadrature sum of the X signal and the Y signal which are
the demodulation of the PD signal respectively with a cosine and with a sine at
the modulation frequency and locked in phase with the chopper. The AC is the
demodulation of the component that oscillates at the modulation frequency (from
the optical chopper). Since it is proportional to the laser power, dividing it by the
DC signal cancels out all the factors (like electronic gains or efficiency) that come
from the detector and from the lock-in amplifier. The ratio AC/DC is proportional
to the amplitude of the temperature oscillation. Therefore it is proportional to the
absorption rate Abs and the pump laser power P. Given the above considerations,

the absorption rate is calculated by using the simple formula

Abs[em™] = ACIV]

~ DCI|V]- P[W] - Rlcm/W]| (3:.14)

where R is the calibration factor that depends on other experimental parameters
like the beams sizes, the modulation frequency, the sample thermal properties, and
the alignment. The calibration factor is determined experimentally by measuring a
sample with a known absorption value and reversing equation 3.14. The power P
should be taken where the signal is generated. In the case of surface absorption, P
is the incident power, but in the case of bulk absorption, it is the power inside the
sample, which is calculated multiplying the incident power by the square root of the
measured transmission. This will take into account of the Fresnel reflections and, in

case of large absorption, the pump depletion.

3.3 Experimental setup

The setup makes use of two lasers, the pump that heats up the sample, and the
probe that senses the thermal variations. In this section, the lasers configuration
and alignment are described. In Figure 3.2 there is a picture of the original setup
from the SPTS company. The pump laser is a high power fiber laser at 1064 nm from
the company OXIDE. The laser is controlled by a LabVIEW-based software that
communicates with the device through a serial port. The temperature is controlled
and the diode current can be set from the PC, up to 7.5 A, with a corresponding
maximum power of 20 W. The laser diode threshold is 0.7 A. The output comes to
the optical table through an optical fiber. The adjustment of the laser power is
done using two polarizing plate beam splitters (PBS) and a half-wave plate in the

middle of them. Rotating manually the half-wave plate, the power reflected by the
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Figure 3.2: Original setup from SPTS with HeNe probe laser for small
optics.

second PBS is regulated. Then the laser passes through a converging lens to keep it
collimated and then it passes through an optical chopper (SR540) that modulates
the amplitude as a square wave. The reference signal of the chopper is sent to the
lock-in amplifier with a BNC cable. A periscope brings the laser to a higher optical
breadboard. On the breadboard, there is the core of the system. The last lens for
the pump focalizes it to the sample, the size of the beam at the waist is 70 pm in
diameter. After the sample position, there is a power meter to measure the pump
optical power. The optical configuration of the pump beam path is shown in Figure
3.3. The probe laser is a Helium-Neon laser at 633 nm with a power of 5mW. It
is led to the sample position where it crosses the pump beam at the pump beam
waist. The angle between the two lasers is 6°. It is focused with a lens in order
to have the waist at the crossing point. As explained in the previous section, the
point where there is the maximum interference needs to be re-imaged far away from
the sample. At about 200 mm from the crossing point there is the imaging unit.
The imaging unit is made of a prism mirror that redirects the probe beam to a
lens. The lens is mounted on an XY translation mount, the focal length is 50 mm.
The beam is focused on a small spherical mirror of radius 2.5 mm which make the
beam diverge toward the detector. At the detector, the beam is large enough so
that the detector can measure only the central part of the spot. The detector is a
Si Biased detector, model DET10A from Thorlabs. The signal is sent to the lock-in
amplifier with a BNC cable. The sample to be measured is attached at a motorized
translation stage, Zaber T-NA [30], that can move along the three axes X, Y, and
Z for a range of 50 mm in each direction. The stage is controlled through the serial
port, by a LabVIEW-based software.
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Figure 3.3: Optical configuration of the pump beam. The laser fiber out-
put is mostly vertically polarized (s-polarization), the first PBS cleans the
residual p-polarization that is transmitted and dampened. The amount of
s-polarized light reflected by the second PBS depends on the rotation angle
of the half-wave plate. The steering mirrors are used for alignment. The
lenses are placed in order to have the pump waist at the crossing point with
the probe. Finally, the beam ends on the power meter. Drawing credit:
D.Tatsumi.
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3.3.1 Alignment procedures

The procedure to align the beams in order to have the maximum absorption signal
to noise ratio consists of some steps to be done in sequence. The initial configuration
alignment was done by the SPTS company, but then these procedures have been
made again as part of this thesis work for the upgrade to the new configuration
reported in Chapter 4.

First of all, the focusing lenses of the two lasers are chosen to have the waist
at the same position, the crossing point. The last lens of the pump is mounted
on an XY translation mount to perform the finest adjustment of the pump beam
position. A pin-hole of 200 pm in diameter is attached at the translation stage and
it is moved to the position where the pump waist is. Then the probe is aligned to
pass through the same hole at 6° with the pump. Since the pin-hole is larger than
the beams, this alignment has to be finely improved. The probe goes to the imaging
unit and it is focused on the small spherical mirror using a 50 mm lens mounted
on an XY translation mount that moves the lens laterally. The direction of the
reflected beam from the sphere strongly depends on the position of the beam on the
surface of the sphere. So, adjusting the position of the lens, the beam is directed and
centered on the photo-detector. Since the absorption signal is maximum when the
detector measures the central portion of the beam, we center the beam on the PD by
adjusting the lens XY position and maximizing the DC signal from the photo-diode.
To have the correct image of the interference at the PD, the distance between the
lens and the sphere is crucial. The procedure is to put a blade that covers half of
the probe beam at the position calculated in equation 3.13, and to see on the PD
a sharp image of the blade shadow. The distance between the lens and the sphere
is adjusted until the shadow is sharp. The fine adjustment is done maximizing the
signal as a function of the total imaging unit position. Last alignment step is to
place a surface absorption sample (usually the calibration reference) at the crossing
point, and maximize the AC signal by centering the position of the pump beam
using the pump focusing lens. Every time we change sample, the DC signal has to

be maximized.

3.4 Calibration

The SPTS company provides the reference samples for the calibrations, one for

surface absorption and one for bulk absorption.
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The absorption of the two samples is measured also with a spectrophotometer at
NAOQOJ, which measures transmission 7'(%) and reflection R(%); then the absorption
is given by A(%) = 100 — T(%) — R(%). The samples have a high absorption rate,
so it’s necessary to use a pump power below the damage threshold of the samples,
so 30 mW is used. The same calibration measurement is done on different days and

the repeatability is calculated. In Figure 3.4 the typical calibration scan is shown.

o Surface absorption: Newport FRQ-NDO02 coated with Inconel

Nominal absorption: 22.2% at 1064 nm

Spectrophotometer measurement: 22.0 % at 1064 nm

Thickness: 3 mm
Calibration factor R= 11 W—!
Repeatability: 10 %

o Bulk absorption: Schott glass NG-12
Nominal absorption: 116 %/cm at 1064 nm

Spectrophotometer measurement: 104 %/cm at 1064 nm

Thickness: 3.6 mm
Calibration factor R= 0.5 cmW !
Repeatability: 3%
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(a) Surface reference

Figure 3.4: Reference samples typical absorption signal as a function of the

position of the sample along the z-axis.

3.5 Thick sample issues

The system is capable of measuring the absorption of samples with different sizes.

Because of the sample’s higher refractive index, the probe undergoes an optical path
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(b) Bulk reference
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change which scales with the sample thickness. As explained in the previous section,
the photo-detector measures the intensity of the central part of the probe, and the
signal depends on the relative size of the detector with respect to the probe. In
order for the calibration to be valid, the size of the probe at the detector must
always be the same. When we put a thick sample, the size of the probe at the
detector becomes smaller. So, in order to recover the original size, the detector
is moved backward. A qualitative representation of the effect is shown in Figure

3.5. The position correction value can be calculated by using the ABCD matrix

formalism.

S

] Position
Gaussian beam correction

A

New detector
position

\

Figure 3.5: Correction of the detector position. When the beam passes

through a thick material, the position where the beam has the same size
moves according to the thickness and the material refractive index. The
solid red lines represent the beam going through the thick sample, while
the dashed red line represents the beam profile in absence of the sample.

o In the case of propagation without the sample, the ABCD matrices that de-
scribe the probe optical path are:
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o6

propagation from the sample until the converging lens

trough the lens

reflection on the spherical mirror

1 d2
( ) propagation from the lens to the spherical mirror

) propagation from the sphere to the detector
0 1

The product of all these ABCD matrices gives the total path matrix without

the sample.

o In the case of propagation through the thick sample:

1 0
( > changing refractive index entering in the sample

0 1/n
1 L
( ) propagation from the sample until the converging lens
0 1
10
( > changing refractive index exiting from the sample
0 n
1 dl—-L
( ) propagation inside the thick sample
0 1
1 0
( > trough the lens
—-1/f1 1
1 d2
( > propagation from the lens to the spherical mirror
0 1
1 0
( ) reflection on the spherical mirror
—1/f2 1
1 d3
( > propagation from the sphere to the detector
0 1

The product of all these ABCD matrices gives the total path matrix with a
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L-thick sample with refractive index n.

Then using the formulas for the complex beam parameter

1 1 o

q(2) - R(z) B mnw(z)? (3.15)
v ﬁZ—L'? (3.16)

we calculate the beam size w as a function of d1. Equating the waists and solving
the equation for d1 (with the help of the software Mathematica® for the algebra),
we find that the waist with the thick sample and the waist without the sample are
equal when the distance d1 is shifted by

(n—1)L

dsnify = (3.17)

This result doesn’t depend on the initial beam parameters, so it is valid for both
the main beam and for the perturbation. Applying this correction recovers the
interference pattern or intensity, so the calibration is valid. To perform this shift,
the imaging unit (lens, sphere, and detector) is placed on a micrometric translation
stage, whose position is adjusted whenever the sample thickness changes. Another
effect of the sample thickness is about the refraction of the probe according to the
Snell’s law. Since the pump is perpendicular to the sample surface but the probe has
a non-zero incidence angle, the crossing point position inside the sample depends on
how much material the probe has traveled in before crossing the pump. In Figure

3.6 there is a diagram of the situation. The Snell’s law is
sin(ag)ng = sin(aq)ny (3.18)

where o and «a; are the probe angle outside the sample and inside the sample, ng
and n; are the refractive index outside the sample and inside the sample. Applying
the Snell’s law to the geometry represented in Figure 3.6, in the case of sapphire,

ny = 1.76, and incidence angle oy = 6°, we get

. sin(ag)no
t cos <arcsm <n—>)
x, = x,e0) _ o m 1 = X, 181 (3.19)
tan(aq) no cos(ap)

The result of this simple calculation shows that to make a complete scan of a

thick sample, it is necessary to move the sample by 1.81 times less than the sample
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A
\/

Sample
thickness

Figure 3.6: Apparent position of the crossing point inside the sample. X is
the distance between the sample first surface and the pump-probe crossing
point if the sample had refractive index 1. X; is the real distance between
the first surface of the sample and the pump-probe crossing point.

thickness. For example, a 150 mm-thick KAGRA substrate needs to be translated

by 83 mm to get a scan from one surface to the other.

3.6 Absorption test measurements

Since the reference samples have a very high absorption rate, it is useful to measure
very low absorbing samples that are already measured with another method. So it is
possible to investigate the sensitivity of the system and see if the calibration changes

when the pump power changes, and also compare the two different methods.

3.6.1 LMA Samples

The samples provided by Laboratoire des Matériaux Avancés (LMA) are 3 coated
surface samples and a bulk sample and they are measured at LMA with the Photo

Deflection system:
Coating
 ref 15034/1 absorption @ 1064 nm = 0.65 ppm
o ref 15033  absorption @ 1064 nm = 12.8 ppm
o ref 15032/2 absorption @ 1064 nm = 4.5 ppm
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Bulk

o VIRGO BN40556 Suprasil312 Mat.ID 90160122 n2
absorption @ 1064 nm = 1.5-1.6 ppm/cm

Surface samples In Figure 3.7 there are the maps of the coated samples, the
spatial resolution is 70 pm, which is the size of the pump beam.

In all the samples there are many absorption peaks of the order of hundreds of ppm.
Table 3.1 shows the comparison of the measure with the Photo Deflection system at
LMA and the measure with the Photo-thermal Common-path Interferometer system
at NAOJ. The value is the mean of the scanned area calculated excluding the peaks.
The comparison shows that the PCI method gives always a slightly higher value,

the reason seems to be a difference in the calibration.

Sample | PD (LMA) | PCI (NAOJ)
ref 15034 | 0.65 ppm 0.85 ppm

ref 15032 | 4.5ppm 5.4ppm

ref 15032 | 12.8 ppm 14 ppm

Table 3.1: Surface absorption measurement comparison for the two meth-
ods.

In order to understand the reason of the absorption peaks the same map of
sample #15034 is measured before and after cleaning the surface with the First
Contact polymer. As shown in Figure 3.8 the absorption after cleaning is lower, but
the peaks remain.

The surface of sample #15034 was watched at the microscope, the entire surface
of the sample is reconstructed assembling many microscope pictures, as shown in
Figure 3.9(b), many dots on the surface suggest that the absorption peaks are given
by the defects on the coating. In the absorption system, the boundary of the sample
is measured taking the map of the DC signal of the probe; the pump was OFF,
otherwise uncontrolled reflections of the pump could burn something, Figure 3.9(a).
The broken boundaries of the sample helped to make a match of the two maps. In
Figure 3.9(c) there is the comparison with the correspondent area at the microscope.
Unfortunately, it’s not easy to see a good correspondence between the dots and the

absorption peaks.

Bulk sample The sample Suprasil312 is measured, the absorption measured at

LMA is 1.5 ppm. Figure 3.10 shows a scan along the z-axis; it’s possible to see the
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Figure 3.7: LMA surface samples absorption maps.
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Figure 3.8: Surface map of sample #15034 before (left) and after (right)
cleaning with the first contact.

thickness of the sample (20mm). The noise level is about 1 ppm and the value in
the bulk is 4 ppm, so the measured absorption rate is 3 ppm, different from the one
measured at LMA. There is a huge absorption on the surface of the sample (even
after cleaning the sample with the First Contact). This is probably due to some

remaining glue residuals from the fabrication and polishing procedures.

3.6.2 Sapphire sample

The main goal of the system at NAOJ is to measure the sapphire absorption of
KAGRA mirrors. As a first test, a small sample of Sapphire made by the Japanese
company Shinkousha (f52%4%) has been measured.

Figure 3.11(a) shows the scan along the z-axis, with the typical shape of bulk
absorption. In Figure 3.11(b) there is the map with a resolution of 200 pm, this
map has been made twice and the difference (Figure 3.11(c)) shows that the noise
level is about 1ppm. Figure 3.11(d) shows the same map but made with a higher
resolution, 100 pm. The calibration factor used is R = 0.5cmW~!. The SPTS
company provides also the calibration correction factor between the reference sample
and other materials. The value for sapphire is 3.34. The minimum of absorption is
37 ppm/cm while the maximum is 310 ppm/cm. The conclusion is that the sample

is not homogeneous. The company is improving the quality of Sapphire, so other
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62

(a) PCI system map (b) Microscope map

(¢) Comparison

Figure 3.9: Sample #15034. We took a 4 mmx3mm absorption map on
the mirror (a). Then we took many pictures at the microscope to repro-
duce the total surface (b). Then we could compare the absorption and the
picture of the corresponding areas (c). Unfortunately there is not a clear
correspondence between the absorption peaks and the dots on the picture.
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Figure 3.10: Sample Suprasil312 scan. There is a small absorption rate
in the bulk, near the noise level, and a huge absorption on the surface,
probably due to some glue residual from the polishing process

Sapphire sample absorption ppm/cm Calibration R=0.5W-1 Correction=3.34
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Figure 3.11: Sapphire sample from Shinkousha. (a) the scan along the z-
axis. (b) map with a resolution of 200 pm. (c) difference between 2 measure-
ment maps that shows the noise level. (d) higher resolution map, 100 pm.
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samples will be measured.

3.7 Noise

To measure very low absorption rates such as the order of ppm, it is necessary to
deal with several noise sources. The pump modulation with the chopper and the
demodulation with the lock-in amplifier allow getting rid of most of the noise at any
frequency different from the modulation one. But still, there are noise sources at
the modulation frequency.

The stray light from the modulated pump reaches the PD and shows up in the
lock-in amplifier output. This signal has a constant phase because it is in-phase
with the chopper, but it’s not an absorption signal. The way to remove this noise
is to put optical filters in front of the PD to make only the probe wavelength pass.
In Figure 3.12 there are the filters used on the HeNe probe detector.

Since the PD selects the central part of the beam spot, the system is very sensitive
to vibrations which make positioning (or jitter) noise. To isolate the mechanical
chopper vibrations that propagate through the optical table, we put a rubber sheet
below the chopper. This solution was sufficient in the original setup, but, as we will
see in the next Chapter, in the upgraded setup the chopper vibrations were isolated
by hanging it at the ceiling, so that it doesn’t even touch the optical table. During
a scan or a map, the noise generated by the moving motors of the translation stage
is reduced by setting a waiting time, usually between 100 ms and 1500 ms.

Another important precaution is to block any reflection of the probe to reach
the chopper. This would generate a modulated stray light that would pass through
the optical filters.

We did a systematic work of noise hunting. After filtering out the pump stray
light, and isolating the chopper vibration, we looked for other noise sources: the
clean booth filters rotating fans; the temperature fluctuations caused by the wind;
the ground loops in the electric power supply; the dust crossing the probe. When the
probe is off, the noise is 0.8 pV, and with the probe on, it is 18 pV. This means that
the electronic noise, from the PD dark noise until the lock-in output, don’t dominate.
We could conclude that the system’s noise shown in Figure 3.13 is mainly due to
the probe power fluctuations and residual vibrations. Given the DC=6.5V and
the calibration factor for surface absorption R=11 W~!, the corresponding noise for
a pump power of 1 W (2W before the chopper) is 0.25 ppm. In the case of bulk

absorption, where R= 0.5cmW™!, the corresponding noise is 5ppm/cm for silica
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Figure 3.12: The two optical filters, together with the mount and the retain-
ing rings used to fix them in front of the DET10A photo-detector. They are
Heat Absorbing Glass, the first filter on the left is a 3 mm-thick KG-3 glass
that filters out the 1064 nm light from the pump with an OD7 @1064 nm
and 73% of transmission @633 nm; the one on the right is 2.5 mm-thick R-60
sharp cut red-color filter that blocks most of the daylight until 600 nm and
has 90% of transmission @633 nm and @1064 nm. Together they allow only
the 633 nm light to pass.
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Figure 3.13: Different representations of the system’s noise. On the left,
the noise in the time domain of AC and phase, 180s of acquisition time at
10 Hz of sampling rate. In the center, the histograms of the demodulated
AC signal and its phase. The AC noise fits the Rayleigh distribution because
it is the quadrature sum of two Gaussian distributed variables; the phase
shows a uniform distribution. On the right, the same set of data plotted on
the XY plane of the lock-in output signals. The signal is isotropic (phase
uniform distribution), and centered in 0. The standard deviation of the
noise is 18 V. This data was taken with the probe laser ON and centered
on the PD, the motors not moving, the chopper set at 430Hz, the lock-in
time constant set at 100 ms.
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and 15 ppm/cm for sapphire, which becomes about 1.5 ppm/cm when increasing the
pump power up to 10 W.

Provided the noise not being in phase with the modulation (isotropic noise), it
is possible to reduce the noise with digital filtering. There are 3 kinds of filters we
are using. The median filter removes the spikes that are mainly due to dust parti-
cles crossing the probe. The mean filter (a moving average) reduces the standard
deviation of the noise. In principle, the mean filter would have the same effect of
increasing the lock-in time constant, but it is important to apply it after the me-
dian filter, otherwise, the spikes would spread in the filter buffer instead of being
removed. Then there is the phase filter with is multiplying the AC signal by the
cosine of the difference between the phase and the expected phase. This will remove
the component of the signal orthogonal to the signal. If the setup doesn’t have any
noise drift, increasing the filters order (median and mean) there is no theoretical
limit to reduce the noise, but we make a compromise with the acquisition time. For

the lowest absorption rates, the acquisition time is about 10s per point.

3.8 Numerical simulations

The main motivation for making numerical simulations is to understand what the
expected signal is in an absorption system like ours, and to compare the calculated
signal with measurements. It is also useful to calculate calibration correction factors
between different materials. Moreover it’s interesting to understand the differences
between coating and bulk absorption.

This section is a report on how the PCI system is simulated, from the temper-
ature distribution inside a test sample to the probe beam propagation, imaging,
and detection. In the next section, we report the main results obtained with the

simulation and the comparison with the scan measurement.

3.8.1 Temperature distribution

The first step is to get the temperature distribution inside a sample that is heated
with a square wave modulated Gaussian beam. To calculate the solution to the heat

equation, two kinds of approach are used:
o Semi-analytic solution calculated with MATLAB
« Finite Element Method software: COMSOL Multiphysics v5.1
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Then, we compare the results from the two methods to confirm that the calculation

is correct.

Semi-analytic solution The article “Photothermal deflection spectroscopy and
detection” [31] presents a solution to the 3D heat propagation problem. The geome-
try has cylindrical symmetry, where the symmetry axis is the propagation direction
of the pump beam, perpendicular to the surface of the sample. The sample is di-
vided in 3 regions. The region 0 is the non absorbing air before the sample, the
region 1 is the absorbing layer and the region 2 is non absorbing. In the case of
surface absorption, the region 1 is the coating and the region 2 is the substrate; in
the case of bulk absorption, region 1 is the absorbing substrate and region 2 is air

again. The heat equation system is:

1 0T,

V2T0—k—0% =0 region 0 (3.20)
10T —Q(r, 1) _

- ——L = = 1 3.21

\Ya i1 o . region ( )
1 0T

V2T2—k—2% =0 region 2 (3.22)

where k; is the conductivity, and k; = p'?é, is the diffusivity.Q(r,t) is the heat
deposited per unit volume oscillating at the chopper frequency w in the absorbing

medium and is given by

B 14P«
2722

Q(r,t) e el 4 c.c. (3.23)

where () is a power per unit of volume, P is the laser total power, « is the absorption
coefficient, a is the 1/e* radius of the Gaussian beam, and the complex conjugate

(c.c.) means that the real part is taken.

In order to clarify the coefficients of Eq. 3.23, let’s calculate the integral of the

Gaussian beam in dr:

00 2 2
/ omre” W dr = Lo (3.24)
0 2

While the integral along the depth is:

«

o 1
/ e Ydz = — (3.25)
0
Writing the total oscillating power as an integral in the total volume of Equation
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3.23 we get:
/ / Q(r,t)2nrdrdz = ——-cos(wt) (3.26)
o Jo T 2

which means that the term in Equation 3.23 is the first addend of the Fourier series

for the square wave of amplitude P/2 and frequency w/27, as shown in Figure 3.14.

P4 1 1
Qror(t) = —— | cos(wt) — = cos(3wt) + = cos(bwt) + ... (3.27)
2m 3 5
wt
— 1 —pp2 L

Figure 3.14: Pump intensity modulation: square wave

The analytic expression of the solution is shown in Figure 3.15. The integral has
to be calculated numerically, so we made a MATLAB script. This is why we call
the solution semi-analytic. Since the heat equations are linear, if the heat source is
a square wave, the solution is calculated as a Fourier expansion where each term of
the expansion is the solution for each harmonic of the heat source.

Using this solution it is possible to calculate the temperature distribution in any
experimental condition by choosing the proper set of parameters. Figure 3.16(a) and
3.16(b) show an example of the calculated temperature distribution as a function of
the radius r and the depth z.
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To(r.t) = % J;' 5d8Jo(6r)E(5) exp(Boz) expliwt) + c.c;  (4)

for region 2, we have

Taolr,t) = % j;- dd b o(6r)D(8) exp[—pBa(z = I)] expliwt) + c.c.;
(5)
and for region 1, we have

Tilrt) = % J;“ Sdddg(dr)[T(6) exp(—az) + A(d) exp(—p2)

+ B(8) exp(f12)] expliwt) + c.c., (6)
where T;(r,z) is the component of the temperature
difference oscillating at frequency w,
Pa exp[—(6a)?/8]
w2 fGF - ol '
8! = 8 + iwfk;. (8)

Substituting into Egs. (1) and satisfying the boundary
conditions, we find that

I'(d) =

(7

A(8) = =[(1 = g)(b = r) exp(—al) + (g + r)(1 + b)

X exp(B,1)]T(8)/H (),
B(8) = =[(1+ g)b —r) exp(~al) + (g +r)(1 = b)
X exp(—=£1)|T'(8)/H (), 9
D(8) = I'(d) exp(—al) + A(8) exp(—p1l) + B(d) exp(Byl),
E(8) = I'(8) + A(3) + B(d),
H(8) = [(1 + g)(1 + b) exp(Byl) = (1 — g)(1 = b) exp(—S4)],

where
£ = xoBo/x1B, b = kafa/k1P, r=alf

Figure 3.15: Analytic expression of the solution to the heat problem in the
test sample from the article [31]. Equations (4),(5), and (6) are the integrals
to calculate the temperatures outside the sample (7)), inside the substrate
(T3), and inside the absorbing coating (77), at position (r,z), time ¢ and
modulation frequency w. The integration variable ¢ has the unit of the
inverse of a distance. § enters the equations directly or through the variable
B;. « is the absorption coefficient, and [ is the coating thickness. The
variables g, b, and 7 in Equations (9) depend on the material properties:
ki is the conductivity, k; = k;/p;C; is the diffusivity, p; is the mass density,
and C} is the thermal capacity.
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x 107 SILICA: Temperature distribution (K)
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(a) Surface absorption

x 10~ SILICA: Temperature distribution (K)
0.02

0.015

0.01

z(m)

0.005

r(m) x 107

(b) Bulk absorption

Figure 3.16: Simulated temperature distribution in a fused silica sample
that absorbs 12 ppm only on the surface (a), and in a fused silica sample
that absorbs 12 ppm/cm in the substrate (b). The parameters used in this
simulation are: the pump power, 1 W; the modulation, a sine wave at 1 Hz;
the thickness of the surface absorbing layer, 10 pm. Note that, in the case
of surface absorption, most of the temperature change happens inside the
non-absorbing substrate. This is because the absorbing coating thickness is
much smaller than the thermal length.
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Given the pump power, the temperature distribution height and width, strongly
depends on the thermal parameters of the material, especially on the diffusivity.

The plot in Figure 3.17 compares the temperature at the point (r, z) = (0,0) as a
function of the modulation frequency, for three different materials, Silica, Sapphire
and GaAs. We can see that the cut-off frequency change with the diffusivity. Table

3.2 summarizes the thermal properties of these materials.

Material Density | Conductivity | Capacity | Diffusivity
[kg/m?] | [W/(mK)] [J/(kgK)] | [J/(kgK)]
Fused Silica | 2200 1.38 740 8.47 x 1077
Sapphire 3980 24 761 7.92 x 107°
GaAs 5317 55 330 3.13 x 107°

Table 3.2: Thermal properties of the materials used for the substrates and
coatings studied in this thesis.

COMSOL Multiphysics In order to double check the correctness of the solution,
we calculate again the temperature distribution with another method: the software
COMSOL Multiphysics v5.1 with the Heat Transfer Module. The software solves
the heat equation using the Finite Element Method (FEM). The geometry is 2D
axisymmetric. The sample is a disk and there is a layer of 10 pm which represents
the coating. The mesh of elements upon which the solution is calculated is finer
near the center of the heat source and is coarser for larger r, see Figure 3.18(a).
COMSOL requires to define the heat source. It has to be a Gaussian, according to
the shape of the laser. The software allows to define the analytic form by taking

one parameter: the standard deviation o, and it defines the normal distribution:

e 202 1 r2

1(r) = = € 202 3.28
gp ( ) ffo e_%dr O‘\/ﬁ ( )

so, in order to have the same radius dependence as in Eq. 3.23, we have to set:

(3.29)

g =

a
2
In order to have the same amount of power on the sample, we have to find a constant

A that multiplies gp1(r) and satisfies:

A _ Pal

o\ 21 wa?

(3.30)
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Frequency dependence of the temperature

10 T T T T T
— Silica
Sapphire
2 GaAs
107} :
3
S 10° :
1]
N
o 107} AN 5
2 N
g \
2 N\
E 10° Ny
107°} .
10_? 1 ID J1 ‘2 i3 l4 5
10 10 10 10 10 10 10

Modulation frequency (Hz)

Figure 3.17: Frequency dependence of the temperature change at the center
of the heated surface in the case of silica, sapphire and GaAs. The cut-off
frequency in these spectra is related to the material thermal properties. The
higher the diffusivity, the higher the frequency at which the temperature
spectrum starts decreasing.
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Figure 3.18: COMSOL Multiphysics: (a) the mesh grid of the geometry
in cylindrical symmetry. There are more elements near the center of the
heating source. (b) a 3D representation of the temperature distribution.
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where the approximation fol e~ **dz ~ [ is used for al < 1. So, using relation 3.29

and solving for A :
Pal

2ma

A=

(3.31)

So, the heat source to set in COMSOL is \Z%la gpl(r). The solution is time-

dependent. The heat source time dependence can be set as a square wave. In Figure

3.18(b) there is an example of COMSOL result at a fixed time. A comparison of the

two methods is shown in Figure 3.19, the plots show the temperature at the point
(r,z) = (0,0) as a function of time. In the case of MATLAB semi-analytic solution,
50 harmonics are summed up to obtain the square wave solution. Since the two
solutions have a good match, for the peak to peak value and for the rising time, we

can conclude that the solution is correct. The choice is to use the MATLAB script

x107*
6,

semi—analytic
—— COMSOL

(0,00 K]

Temperature atr,z

0 0.5 1 1.5 2 25 3
Time [s]

Figure 3.19: Comparison of the two simulations: good match for both the
peak to peak value and the rising time.

to calculate the temperature distribution because it is a bit faster; in addition, the
exportation of the result to the optical part of the simulation (written in MATLAB)

is more direct.

73



Chapter 3

3.8.2 Optical simulation

The final goal of the simulation is to calculate the photo-detector signal and com-
pare the results with different sets of experimental parameters. The optical simula-
tion consists of the propagation of the probe beam through the heated sample and
through the optics of the Imaging Unit. I used the MATLAB package OSCAR V3
[32]. It is an FFT code that can define and propagate Gaussian beams. In Table
3.3 there is a list of the OSCAR commands used in the simulation.

G1 = Grid(Nb__points_ grid, Represents the discretization of the

Size_grid) space where the electric field will be
defined

El = E_field(Grid__name, options) Defines the electric field of the
Gaussian beam on the grid

E_plot(E1) Displays a 2D plot of the field
amplitude

[beam_ radius, wavefront_ RoC| = Finds the beam parameter of the field

Fit_ E_Field(E1) E1l

E2 = Propagate_E(EL, dist) Propagates the field E1 over a distance

dist in meter
E2 = Transmit_ lens(E1, focal length) Transmits the field E1 through a lens
of a given focal length

Table 3.3: OSCAR commands used for the optical simulation.

The crucial point of this simulation is the implementation of the thermal lens
effect on the probe. To do this, we need the temperature distribution calculated

previously and explained in Section 3.8.1. The refractive index distribution is cal-

dn
ar>

constant of the material. The refractive distribution is included in OSCAR as a 2D

culated multiplying the temperature distribution by which is assumed to be a

map of the optical path change. In general, when the laser beam crosses a medium
of non-uniform refractive index n(x,y, z), the optical path length along the optical

axis can be defined as:
L
OPL(z,y) = / n(z,y,z)dz. (3.32)
0

The probe passes through the sample with an incidence angle 6;,, which is about

6°, and inside the material it becomes

0 = arcsin (sin 6y, /n) (3.33)
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according to the refraction laws. The optical path change is calculated from the

temperature distribution as:

_dn
- dT

dz

cos

thickness
AOPL(z,y,0) / T(x+ ztanb,y, z) (3.34)
0

The laser field Fy passing trough an element that has a spatially dependent optical
path AOPL(x,y) gets an additional phase shift described by the Equation:

Ey(z,y) = Eo(z,y)e IFAOPLE) (3.35)

where F; is the electric field right after passing the temperature distribution.

To make realistic simulations, I measured the waist of the probe and the distances
among the parts of the original experimental setup. At the crossing point between
pump and probe, the pump radius is 50 pm and the probe radius is 145 pm. The
pump beam waist position along the z direction coincides with the crossing point
position with an accuracy of ~1 mm. The probe waist position along the z direction
is 46.4 mm before the crossing point. The probe radius at the waist has a value of
87um. After the sample there is a mirror at 200 mm of distance; the converging
lens (f = 50mm) at 34 mm from the mirror; the reflective 5 mm-diameter sphere
(f = —1.25mm) at 65 mm from the lens; the detector at 75mm from the small
sphere; finally the photo-detector senses the intensity of the central part (0.8 mm?)
of the probe beam spot. The parts from the mirror to the detector are constrained
to move together since they are on a micrometric translation stage (Imaging Unit)
that can move along the direction of the pump beam axis. Figure 3.20 is a drawing
of the probe optical path from the sample to the detector.

The optical simulation reproduces all the passages of the probe through the
optical components of the system, from the definition of the probe beam before the

sample, up to the detector. A pseudo code of the simulation follows:

— Create a grid

Define the electrical field with waist 87 pm

— Propagate 46.4mm

— Add the phase of the thermal lens effect (Equation 3.35)

— Propagate 234 mm (crossing point-mirror distance + mirror-lens distance)

— Pass through lens with f=50 mm
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Mirror
Cross point
Probe-Pump

Detector

Figure 3.20: Drawing of the optical probe path from the crossing point to
the detector. Distances are in mm.

— Propagate 65 mm

— Pass through a lens with f=-1.25mm

Propagate 75 mm
— Take the square modulus of the electric field, |E|?.

— Integrate |E|* on the central area, 0.8 mm?, which is the size of the detector.

The result is proportional to the output signal of the detector.

In the experimental setup, the lock-in amplifier demodulates the PD output and
returns an AC amplitude which is proportional to the absorption, and a phase,
which is related to the delay of the temperature oscillation with respect to the
chopper. In order to reproduce this demodulation process in the simulation, we
could calculate the oscillating temperature distribution at many times in one period,
then propagate the probe for each of these times and calculate the oscillation of the
PD signal. Instead, a much more efficient way, in terms of computational time, is
to consider the oscillating temperature as a complex number, separately propagate
the probe through the real part and through the imaginary part of the temperature
distribution, and then recombine real part and the imaginary part of the PD output
to get the module (AC) and the phase of the signal.
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3.8.3 Sample scan

To test the simulation results, we reproduce a typical signal and compare it with
a measurement. The typical measurement is a scan along the z-axis, which is the
direction of the sample depth. In the lab reference frame, during a scan, the pump
and the probe beam positions are fixed, while the sample is translated along the
z-axis. In the simulation, we choose to stay in the reference frame of the sample.
In this frame, the pump beam doesn’t move because it has an almost perpendicular
incidence on the surface. The probe beam shifts along the surface by an amount
which is the tangent of the incidence angle (6°) times the translation of the sample
along the z-axis in the lab frame. The shift of the probe during the scan is made by
shifting the AOPL(z,y) map along x.

When plotting the scan of AC and phase vs the sample displacement, the re-
fraction inside the material is considered by scaling the z coordinate according to
Equation 3.19.

3.9 Simulation results and applications

In this section, we show the most significant results achieved by using the simula-

tions.

3.9.1 Comparison with the measurements

We simulated the scan of the two reference samples presented in Section 3.4. Figure
3.21 shows the experimental scan of the surface reference sample and bulk reference
sample and the comparison with the simulation.

Regarding the shape of the scan, both the simulations are in very good agreement
with the measurement. The surface sample scan peak value is within the experimen-
tal error, but the bulk simulation is about 3 times smaller than the measurement.
This shows that there are some limitations to this simulation approach. The cal-
culation from [31] is a model designed for coatings absorption where the absorbing
layer is much thinner than the Rayleigh distance of the pump, so the pump size is
constant. To adapt this model to the bulk absorption, we increased the thickness
of the absorbing layer to the whole substrate thickness, while the non-absorbing
substrate is replaced with the air surrounding the sample. In this way, the simula-
tion doesn’t take into account of the variation of the pump size while crossing the

substrate. The Rayleigh length of the pump is 3.8 mm and the sample thickness
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is 3.6 mm. Another important approximation is the material of the bulk reference
sample. For the Schott glass which is based on fused silica, the thermal properties
are a bit different from the pure fused silica, but we couldn’t find the parameters
values in the literature. Also, other physical effects are not taken into account. For
example, the fact that the dn/dT value might change when the material is under
mechanical stress such as the periodical thermal expansion due to the modulation
of the heating.

However, the simulation purpose is not to quantify the absorption signal, but to

have a qualitative understanding of what is going on in the setup.

3.9.2 Parameters variations

Sometimes, changing the experimental parameters may be difficult, time-consuming
or expensive. Running simulations allows having an idea of what would happen
if a parameter was different. Also, it is useful for a better understanding of the
optimization procedures and maximization of the system responsivity.

The imaging unit position optimization is done experimentally by moving the
lenses on the imaging unit and finding the sharp image of a blade, as explained before
in this Chapter. We simulated the optimization process by changing the distance of
the lenses on the imaging unit. The simulation result plotted in Figure 3.22 shows
that for a larger pump size the responsivity is lower and that the optimal position
of the imaging unit is different. So, when changing the pump size, the alignment
and optimization must be repeated.

We simulated the absorption signal if the bulk reference sample was thicker, 8 mm
instead of 3.6 mm, but with the same absorption rate: 116%/cm. The simulation
result is shown in Figure 3.23. In the case of a thicker sample, we can clearly see
the effect of the depletion of the pump inside the substrate, which is the reason why
the second interference peak at the boundary of the sample is smaller than the first
one, even with the real thickness 3.6 mm.

As we change sample material, a difference in the thermal parameters produce a
difference in the thermal distribution, and so in the responsivity. We simulated the
signal of a low absorbing sapphire sample, and the signal of a sample with the same
absorption and thickness, but made of fused silica which has a lower diffusivity. The
result is shown in Figure 3.24. Higher diffusivity gives lower responsivity. According
to the simulation, with the same absorption rate, the ratio between the silica sample

signal and the sapphire sample signal is about 3.5. This number is consistent with
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Figure 3.21: Reference samples measurements and simulations. On the top,
the surface reference sample. On the bottom, the bulk reference sample.
The experimental error is 20% for the absolute value. In the thermal part of
the simulation, the power parameter is set as the power of the measurement,
P=30mW, and the absorption rate is set as the nominal absorption rate of
each sample. For the bulk reference sample, the absorbing layer thickness
parameter is set at 3.6 mm, which is the total thickness of the sample; for
the surface reference sample, the layer thickness parameter is set at 10 pm,
which is the order of magnitude of the thickness of the typical coatings. In
order to normalize the signal to the probe power, the plots show the AC
signal divided by the DC value. The table shows the AC/DC values at the

center of the scan.
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phase (deg)

Figure 3.22: Simulation of AC signal and phase of the surface reference
sample as a function of the distance between the focusing lens and the
reflective sphere on the imaging unit. In red the case when the pump size
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s Simulation of different thickness of the bulk reference sample (real thickness: 3.6 mm)
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Figure 3.23: Blue curve: simulation of the scan of the 3.6 mm-thick bulk
reference sample. Red curve: sample with the same properties but larger
thickness: 8 mm.

the 3.34 correction factor found experimentally by the company SPTS that provided

the absorption measurement system.

3.9.3 Prediction of calibration factor for thin (GaAs samples

In the PCI absorption measurement system, surface absorption and bulk absorption
have different calibration values. GaAs/AlGaAs dielectric coatings are grown on
GaAs substrates and then they are transferred on optical substrates, such as silica
or sapphire. Since the coating is very thin (few microns) the calibration of surface
absorption depends on the thermal diffusivity of the material of the substrate (Table
3.2). The wafers where the coatings are grown are thin disks between 0.4 mm and
0.5mm of thickness. Usually, the calibration procedure is made by using a spec-
trophotometer that measures the transmission 7" and the reflection R of the sample,
and then the absorption is calculated as the difference Abs=1— R —T. The pre-
cision of this procedure is about 1% of absorption. So, the calibration of coatings
that absorb only a few ppm is not possible with a spectrophotometer. Having high

absorbing substrates would help as long as there is a way, the simulations, to convert
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Figure 3.24: Simulation: comparison of fused silica (blue) and sapphire

(red). Sapphire, with higher diffusivity, gives a lower signal than fused silica.

The phase is different in the two material because of the different delay in

the temperature change with respect to the chopper modulation. Also, the
apparent thickness is smaller because the refractive index is higher. In the

case of low absorption, the pump depletion in the substrate is negligible, so

the two interference peaks at the sample boundaries are equal.
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bulk calibration to surface calibration. In other words, the simulation can calculate
how the detector signal changes if the absorption happens on the entire bulk or if
it’s concentrated only on the surface. In the case of surface absorption, the bulk
absorption rate is not considered because the pump beam is not transmitted after
the high-reflection coating. Figure 3.25(a) shows the temperature distribution on a
GaAs 0.4 mm thick sample with 5% absorption rate distributed on the entire thick-
ness. Figure 3.25(b) shows the temperature distribution on a GaAs 0.4mm thick
sample with 5% absorption rate concentrated on the first 10 pm. The temperature
distributions are very different, but the simulated scans of the two cases are equal,
Figures 3.25(d) and 3.25(c). This is a surprising result because it says that the
calibration factor is the same, which was not obvious at all a priori. The reason
for this result is basically the thickness of the substrates: 0.4 mm is smaller than
the pump-probe interaction area (ellipsoid), which is about 2 mm long. The system
is not able to distinguish spatial resolution smaller than the pump-probe crossing
area. This calculation allows us to measure the optical absorption on substrates and

coatings of 0.4 mm-tick samples with the same calibration factor.

3.10 Conclusions

In this chapter, we described the PCI system and presented some crucial issues for
a correct calibration of the absorption measurements. The simulation results were
useful to deeply understand the principles and many features of the experimental
setup. In next chapter, we describe the details on how we upgraded the setup in
order to measure KAGRA sapphire substrates and crystalline coatings. During the

upgrade work, the awareness developed doing the simulations was very helpful.
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Figure 3.25: Simulation: comparison of surface and bulk absorption of a
0.4 mm-thick GaAs substrate.
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Experimental setup upgrade

The absorption measurements of KAGRA sapphire substrates and of the new large-
area AlGaAs crystalline coatings are the main goal of this thesis work. In the
original PCI setup, the translation stage was too small to bear the KAGRA test
masses. Besides, GaAs materials are not transparent to the 633 nm probe. During
this Ph.D., we worked on upgrading the experimental setup in order to overcome
these issues. In this chapter, I report the details on the upgrade development, the

main problems we encountered and the solutions we adopted.

4.1 Large translation stage

The large translation stage is made by the company Zaber Technologies Inc. It uses
step motors to move the samples back and forth with a precision of 8063 steps/mm
along the three directions X, Y, and Z. The Z-axis is horizontal and along the
laser propagation direction, the Y-axis is horizontal and transverse to the laser
propagation direction, and the X-axis is vertical. A pair of linear LST0250A-E01T3
250 mm stages are synchronized to move together along the Z direction, and a pair of
linear LST0500A-E01T3 500 mm stages are synchronized to move together along the
X direction. The two pairs are controlled by two X-MCB2 controllers. To move along
Y there is a single linear LST0300A-E01T3 300 mm stage controlled by an X-MCB1
controller. The three controllers are connected together and communicate with
the computer through a USB port. The settings of the stages (speed, acceleration,
position limits, lockstep etc.) are controlled through the Zaber Console software [33].
The motion of the stages is controlled and monitored sending string commands via
the serial port. Using LabVIEW VIs, it is possible to send commands to move the

translation stage. The new setup is able to measure samples of several sizes, from
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linch in diameter, to 22 cm in diameter and 15 cm in thickness, which corresponds
to the KAGRA mirrors size. For different sample sizes, 3 interchangeable mounts
are placed on the translation stage. The translation stage is shown in Figure 4.1,

and the mounts are described in Figure 4.2.

Figure 4.1: Preliminary assembly of the translation stage in its final con-
figuration. To improve the rigidity of the structure, we assembled a cage
made of aluminum extruded beams that connects (like a bridge) the two
X-axis linear stages. The mount increases the height of the sample. So, we
added 2 aluminum spacers and a long shelf to lower the vertical position of
the Y linear stage.

4.2 Setup design

Since the AlGaAs crystalline coatings that we want to measure are not transparent
to visible light, beside the existent HeNe probe laser (633 nm), we added a second
probe with a wavelength of 1310 nm. In order to be able to switch between samples
of different materials, the two probes are aligned to meet the pump in the same
crossing point at the same angle § = 0.1rad, one from the left and the other from
the right side of the pump beam. The design of the upgraded setup is shown in
Figure 4.3. The advantage of this optical configuration is that to change probe laser
it is sufficient to turn off one and turn on the other, with only a little alignment

optimization.
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Figure 4.2: From left to right: a small mount for samples up to 2inches in

diameter, a mount for Tama300 mirror size samples (100 mm-diameter X
60 mm), and a mount for KAGRA test masses size sample (220 mm-diameter
x 150 mm).

Each probe needs a different photo-detector. For the HeNe, we use a silicon
detector (Thorlabs DET10A), and for the infrared, an InGaAs detector (Thorlabs
DET10N). We put them on two separated imaging units. Because of the size of the
large translation stage, the optical breadboard used in the original setup (see Figure
3.2) has not enough room, so the setup had to be divided into two parts: the lasers
input optics on an optical breadboard before the sample; and the imaging units and
the power meter on a separate optical breadboard after the sample. The distance
between these two breadboards is determined by the translation along the Z-axis
which is required to complete a scan of the largest sapphire sample. This amount is
83 mm, according to formula 3.19 plus the sample thickness 150 mm, plus the sample
mount thickness 1cm per side. Since the optical components are on optical boards
at different heights, having a 3D drawing of the experimental setup was very helpful

when optimizing the distances between the parts on the optical table.

4.3 Laser beams profile

To be able to make a complete scan of the large samples, the pump-probe crossing
point must be outside the sample when the sample is at the ends of the translation
range. The refraction effect of Figure 3.6, combined with the thickness of the sample,
and the requirement that the beams’ waist should be at the crossing-point, set a
constraint on the choice of the lenses used to focus the pump and the probes. The
pump beam waist should be 35 um. To set the waist at the crossing point position,
we had to replace the lens of the original setup with two lenses. A first f=50mm
lens is used to make the beam larger on the second lens, which is a f=100mm
lens placed at 222 mm from the first lens and at 243 mm from the crossing point.

The focal length and position of the lenses for the probes were chosen to satisfy
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Figure 4.3: Preliminary design of the upgraded setup. The red line is the
633 nm probe beam, the light green line is the pump, and the dark green line
is the 1310 nm probe. This 3D drawing is done with the 3D-cad software
Inventor Professional 2015, assembling the 3D models of the optomechanical
parts.
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the requirement that the probes waist should be at least 3 times larger than the
pump waist. For the HeNe probe, the lenses are a f=50mm lens and a f=75mm
lens at about 47mm from each other. They are placed at only 20mm from the
HeNe aperture. For the 1310 nm probe, there is a f=300 mm lens at about 300 mm
from the crossing point. In Figure 4.6 there is a picture of the optical board where
the input optics are placed. After setting the lenses and aligning the three beams
we measured the beams profiles using a blade moved with the translation stage.
The result of the measurement is shown in Figure 4.4. The HeNe beam is 3 times
the pump waist while the 1310 nm waist is 5 times larger. According to the SPTS
company, the larger the probe, the better, but we wanted to keep the HeNe size
the same as in the original setup, so that the calibration on sapphire will not be
affected.

x10™

1310nm PROBE
W= 132 um

radius (m)
N
()]
T

Zo=90'5 mm

\

15 .
—
! HeNe PROBE
0.5 H Wo= 98.9 um B
zo=51 .2 mm
0 t | | | |
0 0.02 0.04 0.06 0.08 0.1 0.12

blade position (m)

Figure 4.4: Beam profile of the pump and of the two probes. Using a
LabVIEW vi, we control the blade that is fixed on the translation stage, and
we measure the transmitted power. The blade cuts the beams at different
positions and the scan of the blade is fitted with an erf function. Each point
in this plot is the result of the fit. Then the beam profiles are fitted and the
waists size and waists position are displayed on the plot. The zero of the
blade position coordinate is at 172 mm from the mount of the last pump
lens. The black line is the pump: the red line is the HeNe probe; and the
green line is the 1310 nm probe.
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4.4 Pump reflections

Initially, we set the pump perpendicular to the sample and the probe beams at
0.1rad to the pump, one on the left and one on the right. Then we found a problem,
the Fabry-Pérot effect, which is the interference of the pump reflections inside the
substrate. This effect is strong if the sample is at a small angle to the beam and the
coherence length of the pump is about or longer than the thickness of the sample. In
Figure 4.5, there is an example of the fringes found on the surface reference sample,
the absorption signal periodically fluctuates by a factor of 2, and there are about
5 fringes/cm. We tried with another sample (same model) and found 25 fringes/cm,

which shows that the number of fringes/cm depends on the wedge of the sample.
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Figure 4.5: Fabry-Pérot effect of the pump perpendicular to the surface.
This is a map of the absorption signal on the surface reference sample
(Newport FRQ-NDO02). The fluctuation is about a factor of 2, and there
are 5 fringes/cm, for the wedge of the substrate. Tilting the pump by 2 deg
solves this problem reducing the fluctuations below 5% of the signal.

The solution to this problem is to tilt the pump beam by 2deg or 0.035rad
with respect to the sample surface normal. Doing so, we also had to tilt the probe
beams to keep the angle pump-probe at 0.1rad. Therefore the incidence angle for
the HeNe probe on the sample is 0.065 rad and the one for the 1310 nm is 0.135 rad.
To do the alignment of the three beams, we put a 200 pm pinhole on the translation
stage, moved it along the desired beam path from a LabVIEW software (presented

in the next section) with a micrometric precision, and maximizing the transmission
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through the pinhole. First, we aligned the beams without lenses using the mirrors,
and after placing the lenses then we aligned again by moving the lenses so that the
beam is well centered, to minimize aberrations. At the end of this procedure, all
the beams pass through the pinhole with a very precise angle and, as seen in Figure
4.4, with the waist near the crossing point.

When measuring high-reflectivity coatings, all the power is reflected back. Since
the pump has 2 deg of incidence, an uncontrolled high power reflection might heat
up some opto-mechanical part and generate scattering or thermal fluctuations which
will affect the absorption signal. We sent the pump reflection to a beam dump by
installing a simple mirror between the last focusing lens for the pump and the prism
mirror for the HeNe probe. The beam dump transforms the laser power into heat, so,
to avoid thermal disturbances, we placed the beam dump outside the optical board.
See Figure 4.6 to visualize the setup configuration on the optical board before the

sample.

4.5 Demodulation and measurement control

The signal from the photo-detector is sent to the lock-in amplifier SR830 through a
BNC cable, the DC component of the signal is separated with a passive RC circuit
and sent in the auxiliary input, while the AC component is sent in the front input.
The lock-in amplifier demodulates the AC signal mixing it with the reference signal
from the chopper and returns the X and Y values, which are the demodulation
with the cosine and with the sine at the chopper frequency. Putting X and Y as
components of a vector, we calculate the modulus R (in this setup it is called AC
signal) and the phase. The integration time is set to 100 ms so the sampling rate is
10 Hz.

With the original setup, the company SPTS provided a LabVIEW based software
that controls the system. Unfortunately, after upgrading to a larger translation
stage, the software was not compatible. Also, we couldn’t edit the source code, so
we made a new LabVIEW Virtual Instrument (VI) from scratch, and we added some
functions that were not available with the original software. The VIs control the
translation stage through the USB serial port, and the lock-in via a GPIB-to-USB
adapter. We made two main VIs: one that makes 1D scans of the samples along any
of the three directions, and one that makes 2D maps on any of the three planes XY,
YZ, XZ. The VIs move the sample, wait some time, read the lock-in output, make

the plots and save the data. We implemented two kinds of digital filters in order to
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Figure 4.6: Picture of the optical board before the sample. The yellow line
is the optical path of the pump that is focused with two lenses, f=50mm
and f=100mm. The pump reflection is sent on the beam dump outside the
optical board. The red line is the optical path of the 633 nm probe which
is focused with two lenses, f=50mm and f=75mm. The green line is the
optical path of the 1310nm probe which is splitted in two parts: 90% is
focused on the sample with a f=300mm lens, while 10% is focused with
a f=50mm lens (inside the lens tube) on the in-loop photodiode, which
is used to control the intensity fluctuation. Inside the lens tube, there are
also two long-pass filters: a FEL1250 and a FELH1250, for a total optical
density OD=11 at 1064 nm, to prevent the pump stray light to go in the
control loop. More details on the control loop are in Section 4.7.

o2




Chapter 4

reduce the noise: a median filter that gets rid of the spikes (usually due to the dust
crossing the probe), and an average filer. The scan VI it allows to set the initial
position of the sample, the scan axis, distance and step, the waiting time, the filters
order and the saving file name. The map VI allows to set the map plane, size and
resolution. As a new feature with respect to the original, it allows to select between
rectangular and circular map, and choose the center and the radius of the map. The
map absorption measurement result (AC signal) is displayed on a 3D surface plot.
Both the VIs (scan and map) also show the real-time signals in a chart with and
without filtering. Figures 4.7 and 4.8 show the front panel of the VIs we developed

and used for our measurements.

4.6 Alignment and calibration

As explained in the previous sections, all the beams pass through the same crossing
point. Then the pump goes on the power meter and the probes go on their respec-
tive imaging units. The one for the 1310 nm probe sits on a linear stage with a
micrometric screw with a range of 40 mm, while the one for the 633 nm probe sits
on a linear stage with a micrometric screw with a larger range, 80 mm, because it
is used to measure large sapphire substrates. The alignment procedure to maximize
the responsivity has been described in detail Chapter 3. We maximized the DC
signal by centering the beam on the PD, we maximized the AC signal by tuning
the position of the pump, and we maximized the AC/DC signal by moving the the
imaging unit linear stage. The two imaging units have the same configuration but
on the 1310 nm probe one, the beam is not easy to see with the IR card. There-
fore, in order to double check the maximization of the responsivity, after finding the
sharp image of the blade on the detector (see the previous chapter for more details),
we repeated the scan of the surface reference sample for different positions of the
imaging unit. The result is interesting and is shown in Figure 4.9. The central peaks

of every scan follow the trend shown in the simulation in the previous chapter.

As the PCI method is based on laser interference, the fringes contrast is inversely
proportional to the wavelength. So, the 1310 nm probe responsivity is expected to
be about half of the 633 nm probe one. The final calibration done with both the

probe is shown in Figure 4.10.
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Figure 4.7: Front panel of the VI that make the scans. The button "GO”
initializes the communication with the lock-in amplifier and with the trans-
lation stage. A subVI sends the measurement settings to the lock-in and
starts the data acquisition. We can choose the filter order for the median
and the average. The real-time data flow in the charts: the not filtered
data in grey, and the filtered data in white. The charts display the AC,
the DC, the phase, the chopper frequency, the X and Y lock-in outputs,
and the AC/DC. Before starting the scan, we can set the scan axis (X, Y
or Z), the initial translation stage position, the distance and resolution of
the scan, and the waiting time between the measurements. The file name
where to save the data is automatically set as the current date and time.
After clicking on the button "START” the scan will step by step show up
in the plots on the right: the AC, the DC and the phase of the scan. There
is also a progression bar to tell the elapsed and remaining time.
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Figure 4.8: Front panel of the VI that make the maps. As for the scan VI,
the button "GO7” initializes the communication with the lock-in amplifier
and with the translation stage. A subVI sends the measurement settings to
the lock-in and the data acquisition starts. We can choose the filter order
for the median and the average. The real-time data flow in the charts:
the not filtered data in grey, and the filtered data in white. The charts
display the AC, the DC, the phase, the chopper frequency, and the X and
Y lock-in outputs. The scan and shift axis (X, Y or Z) will determine the
map plane (XY, XZ, or YZ). Clicking on the "CIRCULAR MAP” we can
switch to RECTANGULAR MAP mode. In the case circular map, the
initial translation stage position is the center of the map. The resolution is
separately set for the two directions. When switching to RECTANGULAR
MAP mode, the radius control disappear and the two directions distance
controls appear. We can choose the folder where to save the data, and the
file name is automatically set as the current date and time. After clicking
on the button "START” the map will step by step show up as a AC signal
surface in the 3D plot on the right. There is also a progression bar to tell
the elapsed and remaining time.
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Figure 4.9: Responsivity optimization. Scan of the surface reference sample
for different positions of the imaging unit. The AC signal peaks have two
maxima and a minimum, while the phase of the peaks has a trend similar to
the Guoy phase of a gaussian beam. This trend was already shown with the
simulation in the previous chapter. We place the imaging unit at 27 mm: of
the two maxima it is the one with the same phase as the HeNe calibration.
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Figure 4.10: Surface calibration sample (Newport FRQ-ND02) scanned
along the depth z using the two probes. On the left the HeNe at 633 nm,
and on the right the 1310 nm probe. In both the scans, the AC signal cen-
tral peak is proportional to absorption, pump power and DC, and the side
peaks are due to the interference fringes. The DC is almost constant except
the central bump which is due to the stationary temperature distribution.
The phase plot also shows the typical shape that changes sign at the corre-
sponding AC side peaks. Given the sample absorption Abs=0.2, the pump
power P=34mW and the AC and DC values of the central peak, the re-
sponsivities are R=19.4 W~! for the 633 nm probe and R=7.9 W~ for the
1310 nm probe.
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4.7 Noise

In this section, I report how we managed to reduce various noises, such as vibrations,

temperature fluctuations, dust and probe intensity noise.

4.7.1 Chopper vibrations

An important noise source is the mechanical chopper. The vibrations of the chopper
propagate along the optical table causing noise at the modulation frequency. In the
original setup the chopper was isolated putting it on a rubber sheet, but in the new
setup, the isolation with the rubber was not enough, so we hung the chopper from
the ceiling in a way that it doesn’t touch the optical table. It is reasonable to think
that the new setup is more sensitive to vibration because the probe laser sources
and the imaging units sit on two separated optical boards. To shield the acoustic
noise of the chopper, we placed a rubber and plastic acoustic panel, and the pump

passes through a small hole in this panel.

4.7.2 Probe reflection

Even if the chopper is quite far from the imaging unit, reflections of the probe that
reach the chopper generate modulated scattered light that appears in the readout
as a constant phase signal and can be confused with absorption signal. We stopped

the reflection of the HeNe probe by placing an aperture on the pump beam path.

4.7.3 Cleanness

Dust is an important issue is this kind of high precision measurements with high
power lasers for two main reasons. Firstly, when a dust particle passes trough a laser
beam, it is seen as a spiky noise in the readout. Secondly, if there is a dust particle
on the sample surface, then, when the high power laser passes over the dust, it burns
leaving a stain on the surface, and if the surface is coated, it burns the coating as well
leaving a permanent damage. To avoid those damages, the absorption measurement
system is placed inside a clean-booth. There are two HEPA filters blowing clean
air. To avoid the dust coming off the holes of the optical table, we covered the
table surface with an anti-static film, the same material of the clean-booth’s walls.
Before entering the clean space, we placed another clean-booth to wear the clean-

suits and where is the computer that controls the system. According to many clean
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environment experts, the best way to keep a clean room clean is to remove the dust

wiping every day using clean-room compatible tissues and sticky rollers.

4.7.4 Airflow

The wind from the HEPA filters cause temperature fluctuations which make low
frequency noise in the setup, with an AC value up to 1 mV. So it is necessary to
shield the sensible parts of the setup with black aluminum panels. We also built a
box to cover the imaging unit with aluminum extruded beams and black anodized

panels.

4.7.5 1310 nm probe intensity stabilization

The infrared probe is a Thorlabs SIFC1310PM fiber coupled laser source. The out-
put is brought to the optical bread board through a polarization maintaining fiber.
After aligning the beam and maximizing the responsivity, we did a noise investiga-
tion and found that the 1310 nm laser was affected by more noise than the HeNe
probe. Indeed, the calibrated noise for the 633 nm probe (for surface absorption) is
0.3 ppm™*W, which means that with the maximum available pump power, 10 W, the
sensitivity is 0.03 ppm. The calibrated noise with the 1310nm probe is 4 ppm*W,
which is not low enough to measure the absorption of the crystalline coatings. This
noise is dominated by the intensity fluctuations of the laser diode. In order to stabi-
lize the laser intensity, we engaged a control loop using the modulation input of the
S1FC1310PM. A non-polarizing beam splitter selects 10% of the probe intensity,
then a f=50mm lens focuses it inside the area of the in-loop photo-diode. The rest
90% is used for the PCI setup, and arrives on the detector used for the absorption
measurement, which is the out-of-loop photo-diode. The servo is a low noise voltage
pre-amplifier SR560 that takes the in-loop PD signal, subtracts the offset from a
DC generator, applies a first order low pass filter at 30 Hz, amplifies with a gain of
2000 and sends the correction signal to the modulation input. In Figure 4.11 there
is the result of this stabilization loop. The noise in the out-of-loop photo-diode is
reduced by 10dB. This is consistent with the factor of 3 noise reduction in the PCI

readout, see Figure 4.11.
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Figure 4.11: 1310 nm probe control loop for the intensity stabilization. On
the left, the noise spectra of the in-loop PD and on the right, the noise
spectra of the out-of-loop PD. The data are taken with a Yokogawa2400
spectrum analyzer and transferred to the PC through a GPIB port con-
trolled with a LabVIEW VI. The blue curve is the 502 terminator that
shows the floor noise of the spectrum analyzer. The red curve is the PD
dark noise taken with the probe laser OFF. The yellow curve is the noise
without the control loop. The purple curve is the noise with the control
loop. On the in-loop PD, the beam is entirely inside the sensitive area,
while, in the out-of-loop PD, the beam is much larger than the PD, there-
fore it is more sensitive to jitter noise (vibrations), and this shows in the
spectra with more noise at low frequencies. The noise reduces by 20dB at
400 Hz in the in-loop PD, and by 10dB at 400 Hz in the out-of-loop PD.
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Figure 4.12: Noise reduction in the readout of the 1310 nm probe. With the
control loop for the intensity stabilization the noise reduces from 4 ppm*W
to 1.3 ppm™W. This means that now, with the maximum pump power, we
have enough sensitivity to measure absorption of the order of 0.1 ppm

4.8 Calibration validation

Once the alignments optimization, the responsivity maximization and the noise
reduction were done, we tested some samples and compared the results with the
other labs to confirm and validate the calibration. For the sapphire absorption, we
tested a small sample from Shinkousha and sent it to the SPTS company in Hawaii.
The result in Figure 4.13 shows that the calibration is compliant with the original
setup company within 20%.

For the crystalline coating absorption, we tested an amorphous coating provided
by LMA with an absorption value of 0.65 ppm. We measured it with the 1310 nm

probe and found a value of 0.7 ppm, with a good signal to noise ratio.
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Figure 4.13: Comparison of the absorption measurements on the small sap-
phire sample from Shinkousha. On the top left, the absorption map done
with the upgraded setup at NAOJ (colorbar in ppm/cm). On the top right,
the map done on the same sample at the laboratory of the SPTS company.
On the bottom left, the map of the ratio. To make the ratio point by point
we shifted the maps along X and Y until the minimum of the map standard
deviation. On the bottom right, the histogram of the ratio. The result
is that there is a ratio of 1.17+/-0.2, which means that the calibration is
compatible with the SPTS one.
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4.9 Conclusion

We upgraded the setup with a large translation stage to measure large KAGRA
substrates and an infrared probe at 1310 nm to measure crystalline coatings. We
checked the calibration and found a good agreement with the company that sold
us the original setup. We reduced various noise sources and reached a sensitivity
of 0.03 ppm with the HeNe probe and 0.1 ppm with the infrared probe. This sensi-
tivity is enough to measure the AlGaAs crystalline coatings which are expected to
absorb less that 1 ppm. In the next chapter, we report the measurements we did on
several sapphire samples including a KAGRA substrate. In Chapter 6, we report

the measurements we did on the crystalline coating.
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Sapphire absorption

measurements

As explained in Chapter 2, sapphire absorption is a critical aspect for KAGRA
and for future cryogenic detectors. The amount of heat to be extracted by the
cryogenic system has to be minimized. The main heat source in the mirror is the
optical absorption, which depends on the material optical quality. In this chapter,
we present a study of several sapphire substrates quality in terms of absorption.
We report the absorption measurements done during this thesis work. In the first
section, we show the properties of sapphire. In the second section, we list the
measured sapphire substrate samples. In the third section, we report the absorption

measurements done on these samples using the upgraded PCI system.

5.1 Sapphire

Sapphire is the crystalline form of aluminum oxide Al,O3. The crystal has trigonal
hexagonal scalenohedral structure. The unit cell has lattice constants a =4.75 A and
¢ = 12.98 A. In nature, sapphire has different colors depending on the contamination
with various metals, but the industrial sapphire crystals for optical applications are
highly pure, therefore transparent. The typical growth method is the Czochralski
process or one of its variants. The alumina is melted in a crucible and a small crystal
seed is dipped in the melt while rotating around the vertical axis; then the seed is
pulled upward and the melt crystallizes creating the mono-crystal boule. The crystal
is grown along the a-axis. Sapphire has refractive index n = 1.76 and birefringence
0.008. For the KAGRA mirrors the c-plane was chosen as the mirror surface so that

the birefringence doesn’t affect the interferometer. In Table 5.1 the main properties
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of sapphire are summarized.

Density 3980 kg/m?
Thermal conductivity 30 W/(mK)
Thermal capacity 760 J/KgK
Young’s modulus 370 GPa
Poisson’s ratio 0.22 -
Refractive index 1.76 -

dn/dT 13.1 x 1076 1/K

Table 5.1: Sapphire properties

5.2 Samples

The crystal maker company SHINKOUSHA CO., LTD. provides different size of
mono-crystals. This company has been working together with the KAGRA collab-
oration to make crystals of large size and increasingly optical quality.

We have 4 samples that we measured. They are not coated. Here below there is a

list of them in order of increasing size:
o 1 small substrate: 1.5inches in diameter, 8 mm in thickness, 36 g in weight.

e 2 substrates of the same size of Tama300 mirrors:

100 mm in diameter, 60 mm in thickness, 1.87 kg in weight.

e 1 substrate for KAGRA test mass:

22 cm in diameter, 15 cm in thickness, 22.7 kg in weight.

To put the samples on the large translation stage, we used the mounts of different

sizes shown in Chapter 4.

5.3 Absorption measurements

In this section, we present the results of the bulk absorption measurements of the

sapphire samples listed in the previous sections.
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5.3.1 Calibration

The PCI system can measure surface absorption and bulk absorption. As presented
in Chapter 3 and Chapter 4, we have two reference samples that we use for calibra-
tion. For the calibration of sapphire substrate absorption, we use a bulk reference
made of Schott glass #12. The thermal properties of Schott glass are different from
sapphire, in particular, sapphire has higher diffusivity. The calibration factor R,
must be corrected when changing sample material. Since there are many experi-
mental factors that play important role in the calibration, the most accurate way
to take them all into account is to find the calibration material correction factor
experimentally. The SPTS company made several tests on a large number of mate-
rials and found a correction factor of 3.34 between Schott glass #12 and sapphire.
This means that the responsivity of sapphire is 3.34 times lower than the reference
sample. This is also in agreement with the simulations presented in Section 3.9.2.
In other words, the calibrated sapphire measurement result has to be multiplied by
this factor. The advantage of this way is that only one reference sample is needed
for many materials (provided a factor for each material). The drawback is that, to
keep these factors valid on different setups, the experimental parameters such as
the chopper frequency, the beam sizes, the angle between pump and probe, and the
imaging unit distances must be the same within 10%. At first, when we upgraded,
reassembled, and realigned the setup, we set the pump and probe beams to be larger
than the original setup. We also did a mistake on how we calculated the pump power
inside the sample. This led to a calibration discrepancy that we noticed after we
measured all the sapphire samples. After fixing these problems (restoring the correct
beams’ size and calculating the correct pump power), we measured again the small
sapphire sample and found a uniform factor of 2.25 between the old measurement
and the new measurement. As reported at the end of Chapter 4, the measurement
on the small sapphire sample is compliant with the SPTS company measurement
within 20%. The measurement presented in this chapter were taken with the initial
upgraded setup, and then re-scaled by the factor of 2.25. Future measurements will

not have to be re-scaled.

5.3.2 Small size substrate

This is the sapphire sample that has been measured with our setup several times,
and by the SPTS company. In this section, we report the absorption maps that we
did, which are compliant with SPTS. In Figure 5.1 there are the circular map at
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the center of the sample, the rectangular maps on the XZ plane, and YZ plane. In
Figure 5.2 we put together the three maps in a 3D plot, and show the relative size of
the maps and the sample. In the captions of the figures, there are the experimental

details on the map acquisition.

104



Chapter 5

80 ppmicm

&0 ppmicm

40 ppmicm

20 ppmicm

0 ppmicm

¥

25 30 36
Y (mm) Z_ .. (mm)

Figure 5.1: In the center, the circular map. It is taken at the half depth
of the sample, and it has a diameter of 20 mm and a resolution of 0.2 mm.
On the top and on the right, the rectangular maps on the YZ, and on the
XZ plane, with a resolution of 0.2 mm along X and Y, and 0.5 mm along Z.
The waiting time between two points was 1s, the digital filters on the time
domain are an order 10 median filter and an order 10 average filter. The
circular map took about9 hours to be done, and each rectangular map about
4 hours. There is also a median filter of order 3 on the map, to smooth out
the peaks which are probably due to some dust on the surface. The dark blue
areas on the rectangular maps correspond to the zero absorption outside the
sample. X, Y and Z,,;s are coordinates of the translation stage. As explained
in Chapter 3, the refraction inside the sample makes the sample thickness
appear 1.81 times smaller, according to the Snell’s law.

105



Chapter 5

Z

106

80 ppmicm

= 60 ppmicm

40 ppmicm

20 ppmicm

-15 Y [mm]

[mm]
0 pprmdem

Figure 5.2: The 3D reconstruction of the absorption inside the small sap-
phire sample. It is a combination of the maps shown in Figure 5.1. To show
the relative size of the maps and the sample, the two circles represent the
boundaries of the sample. The rectangular maps are stretched along the
Z direction by a factor of 1.81 to match the real Z axis. In this plot, the
rectangular maps show the real thickness of the sample.
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5.3.3 Tama300 mirror size substrate

In this section, we report the absorption maps that we measured on the Tama300

mirror size sapphire substrates provided by Shinkousha.

Figure 5.3: Picture of the two sapphire substrates with the size of Tama300

mirrors.

In Figure 5.4 and in Figure 5.6 there are the absorption maps on the Tama300 size
Sample #1 and Sample #2. The resolution along the X and Y axis (perpendicular
to the laser beam) is 100 pm, which is of the same order of the pump beam size. The
resolution along the 7 axis is 1 mm, which is of the same order of the length of the
pump-probe interaction region. The lock-in integration time is 100 ms. A median
filter and an average filter of order 10 are applied to each point measurement. There
is a waiting time of 1s from point to point. This makes the acquisition time about
9 hours for each circular map to be completed. The rectangular maps are on the
XZ and YZ planes, they cover the whole depth of the sample and 1 cm along X and
along Y around the central axis of the sample. The circular maps have a diameter
of 1cm, they are aligned to the center of the sample and taken at different depths.
In Figure 5.5 and Figure 5.7, the final plots of each sample are a 3D combination
of all the maps together. The drawn large circles in the 3D plot represent the
border of the surfaces of the sample, this gives an visual idea of how large are the
maps compared to the sample size. Since the maps are taken during several days,
it is important to notice that at the intersection between perpendicular maps, the
same color (absorption value) appears. This shows that the system has a good

repeatability in time.
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Figure 5.4: Tamad00 size Sample #1. Absorption maps. Experimental
details are described in the text.
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Figure 5.5: The 3D reconstruction of the absorption inside the Tama300
size sample #1. It is a combination of the maps shown in Figure 5.4. On

the bottom, a zoom in of the plot to see more details.
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Figure 5.6: Tama300 size Sample #2. Absorption maps. Experimental

details are described in the text.
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Figure 5.7: The 3D reconstruction of the absorption inside the Tama300
size sample #2. It is a combination of the maps shown in Figure 5.6. On

the bottom, a zoom in of the plot to see more details.
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5.3.4 KAGRA test mass substrate

In this section we report the absorption maps that we did on a KAGRA sapphire
test mass substrate. The sample was manufactured by Shinkousha and tested in
Caltech. It didn’t fulfill the KAGRA absorption requirements (<50 ppm/cm) so it
is currently a spare sapphire substrate for KAGRA. It is labeled substrate #7. The

crystal c-axis is oriented along the Z axis of the translation stage.

Figure 5.8: KAGRA substrate placement on the translation stage. Be-

fore moving the sample, a layer of red First Contact™ polymer is applied
on both the surfaces to clean the surface and to protect the sample from
contamination or scratches during the transportation. First, we put the
substrate on the mount. The mount has two handles, for an easier and
safer grabbing of the heavy sample (~ 23kg). Two people are needed to
carry the mass safely. We grab the mount handles, and we carry it on the
translation stage.

We did three circular maps on the XY plane at three different depth in the
sample: at about 1 cm from the first surface, in the center, and at about 1cm from
the second surface. The maps are 120 mm in diameter and 1 mm of resolution, the
waiting time is 1s and the digital filters are an order 10 median filter and an order
10 average filter. The circular maps are shown in Figures 5.9, 5.10, and 5.11. Then
we did two rectangular maps on the X7 plane and on the YZ plane that cross the
central axis of the sample. The size is 120mm along X and Y (the same as the
circular maps), and 105 mm along Z (enough to scan the sample from one surface
to the other). The resolution is 1 mm in both the directions. The rectangular maps
are shown in Figures 5.12; and 5.13. In Figure 5.14, we put together the 5 maps in

a 3D plot and show the relative size of the maps and the sample.

112



Chapter 5

Z . =110mm
aAxis

200 ppmicm
sol PP
180 ppm/cm
401 160 ppm/cm
1 140 ppmicm
20
% 4 120 ppmicm
£
E 0 1 100 ppm/cm
4
4180 ppmicm
-20 o
60 ppmicm
_an b f 40 ppmicm
20 ppmicm
-60 .
1 1 1 1 1 1 1 D ppwcm
-G60 40 -20 0 20 40 G0
1000 .
111 +- 20 ppm/cm
500 ]
0 1 I I I
0 50 100 150 200 250 300 350 400

ppmicm

Figure 5.9: On the top, the circular absorption map of the KAGRA sub-
strate at Z=110mm on the translation stage coordinate, which corresponds
to about 1cm from the first surface. On the bottom, the histogram of
the map. We can see the star-like structure that is due to the crystalline
structure. The average absorption is 111 ppm/cm.
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Figure 5.10: On the top, the circular absorption map of the KAGRA sub-
strate at Z=70 mm on the translation stage coordinate, which corresponds
to about the center of the sample. On the bottom, the histogram of the map.
We can see the star-like structure that is due to the crystalline structure.

The average absorption is 117 ppm/cm.
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Figure 5.11: On the top, the circular absorption map of the KAGRA sub-
strate at Z=35mm on the translation stage coordinate, which corresponds
to about 1 cm from the second surface. On the bottom, the histogram of the
map. We can see the star-like structure that is due the crystalline structure.
The average absorption is 119 ppm/cm.
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Figure 5.12: Rectangular absorption map of the KAGRA substrate on the
XZ plane. As explained in Chapter 3, in the translation stage Z coordinate,
we scan the whole sample thickness (150 mm) by moving the sample by
85mm. At Z=30mm the crossing point is on the second surface, and at
Z=105mm the crossing point is on the first surface. The dark blue areas
correspond to the 0 absorption outside the sample. On the surfaces, there
is a large absorption that saturates on the colorbar, probably due to non-
optimal polishing. We can see an interesting fish-bone-like structure that

shows the crystal growth direction.
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Figure 5.13: Rectangular absorption map of the KAGRA substrate on the
YZ plane. As in Figure 5.12, at Z=30mm the crossing point is on the
second surface, and at Z=105mm the crossing point is on the first surface.
The dark blue areas correspond to the 0 absorption outside the sample.
On the surfaces, there is a large absorption that saturates on the colorbar,
probably due to non-optimal polishing. We can see an interesting fish-bone-
like structure that shows the crystal growth direction. Also, there are three
main "veins” that correspond to the star-like structure in the circular maps.
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Figure 5.14: The 3D reconstruction of the absorption inside the KAGRA
substrate. It is a combination of the maps shown in Figures 5.9, 5.10, 5.11,
5.12, and 5.13. The rectangular maps are stretched to match the real size
of the sample. The two blue circles with the gray shadow represent the size
of the sample. The absorption value perfectly matches in the intersections
between perpendicular maps.

118



Chapter 5

5.3.5 Discussion and conclusions

Our setup has enough sensitivity to measure the absorption of these sapphire sub-
strates with very good signal to noise ratio. We did maps with a resolution that

allowed us to see the absorption structures inside the substrates.

In all the KAGRA substrate circular maps, we see an interesting star-like ab-
sorption structure. This is related to the sapphire structure, it has an hexagonal
symmetry and it is due to the dislocations in the crystal. Rather than being point-
like defects, the dislocations tend to propagate during the crystal growth. They
originate at the seed, where the crystal growth starts. The rectangular maps show a
different section of the substrate. Perpendicularly to the star-like structure, we can
see the fish-bone structure, from which we can recognize the crystal growth direc-
tion. Most of the absorption is concentrated around the center of the mirror, which
is also the rotational axis during the growth. This is not a good thing for the test
mass of the interferometer because also the laser power is concentrated in the center
of the mirror. We also see a large absorption on the surface. This is because the
substrate didn’t fulfill the requirements for KAGRA and it was not finely polished

for the coating deposition.

The dislocations, and therefore the absorption, strongly depend on the material
purity and on the growth procedure. The crystal maker company is doing some
investigation and continuous improvements in this aspect. The goal of this thesis
was to characterize the sapphire substrates. Until now, only 2D maps of the sap-
phire absorption at different depth were made. With the setup developed during
this Ph.D. thesis, we are now able to make 3D maps, which means to resolve the
absorption along the z-axis continuously. As we saw in the results in Figure 5.12,
Figure 5.13, and Figure5.14, this new setup allowed to get new information about
the absorption structure inside the crystal. In the smaller sapphire substrates we
didn’t see such interesting absorption structures as much as in the large substrate.
This shows that, as the size increases, it is more difficult to make low and uniform
absorption crystals. As a plan for the future, these results are going to be shared
with the crystal makers, in a collaboration that will allow further improvement of
sapphire quality.

The future upgrades of next generation gravitational wave detectors go in the
direction of increasing the test masses size. With our setup, after small upgrades
of the translation stage, it will be possible to measure even larger substrates and

collaborate with the crystal maker to scale up the size of high quality sapphire
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substrates.
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Crystalline high-reflectivity

coatings characterization

The current sensitivity of the second generation gravitational wave detector is lim-
ited at mid-frequencies by thermal noise. As introduced in the first chapter, there
are many contributions to thermal noise, such as the suspensions, the substrate
and the coating. In this chapter we present an R&D work aimed to reduce ther-
mal noise in high-reflectivity coatings for future upgrades of KAGRA. In Section
6.1 we explain the motivation of this R&D work. In Section 6.2 we describe the
novel coatings produced by the company “Crystalline Mirror Solution”. In Section
6.3 we show the results of the absorption measurements that we did at LMA using
a photo-deflection method, and at NAOJ using the PCI setup developed in this
Ph.D. Thesis and described in Chapter 4. In Section 6.4 we present the optical
performance measurements that we did in collaboration with LMA and that have
been published [2]. In Section 6.5 we present the result of the direct thermal noise

measurement that we did at MIT using an advanced setup developed by LIGO.

6.1 Introduction

As explained in the first chapter, Brownian fluctuations are related to mechanical
dissipation. The mirror thermal noise power spectral density is proportional to the
Boltzmann constant kg, the temperature 7', the coating mechanical loss angle ¢,
and the inverse of the frequency f, namely G(f) o< kgT - ¢ - 1/f. The loss angle is
the parameter that describes the coating mechanical quality factor Q = 1/¢, where
¢ is defined as the imaginary part of Young’s modulus £ = Ey[1 +i¢| [34]. Current
dielectric silica and tantalum pentoxide (SiOg/Tas0Oj5) multilayer high-reflectivity
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coatings deposited by ion beam sputtering (IBS) have loss angles of the order of
10™* [35]. Pushing to lower loss angles on this amorphous materials would require
the development of thin film with lower mechanical losses. Given the exceptionally
high mechanical Qs found in bulk glasses (i.e. melt grown synthetic silica), through
modifications to the deposition process, it may be possible to significantly reduce the
mechanical dissipation in amorphous coatings. However, despite the effort, small
improvements have been achieved so far on this side.

In contrast, high-reflectivity interference coatings based on substrate-transferred
crystalline coatings have already demonstrated significant reductions in mechani-
cal loss [27]. For this alternative solution, the challenge remains in scaling-up the
manufacturing process. New optical materials for high-reflectivity coatings based
on epitaxial or single-crystal materials are currently under investigation. Fabrica-
tion of such coatings is a technological challenge because optical applications such
as atomic clocks and interferometric gravitational wave detectors require extremely
high material purity, excellent surface quality, and, in the case of gravitational
wave detectors, large coating diameters, typically of 20 cm and beyond. Substrate-
transferred epitaxial multilayers based on single-crystal GaAs/AlGaAs heterostruc-
tures are promising candidates for alternative low-loss and high-reflectivity mirror
coatings. These coatings have been demonstrated to provide a tenfold reduction of
Brownian noise, compared with amorphous coatings, with a reduction of the me-
chanical losses down to ¢ = 2.5 x 107° at room temperature [27], and the potential
for a loss angle below 5 x 107% at cryogenic temperatures [28]. In addition to low
losses, high-precision laser interferometers require the mirrors to have very low total
integrated scattering, below 10 ppm, to reduce stray-light phase noise. Since scatter-
ing is mainly caused by the surface roughness, the coating’s micro-roughness must
be very low. Moreover, absorption should be well below 1ppm to minimize ther-
mal lensing and to maintain a low base temperature in a cryogenic interferometer
like KAGRA. Given the requirement of high-reflectivity, stringent thickness control
is necessary to maintain the target transmission value. In the following sections,
we present the characterization of the optical performance of the first large-area
(5 cm diameter) crystalline coatings. This characterization was carried out to un-
derstand the current state of the technology and to provide motivation for further

developments.
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6.2 Large-area crystalline coatings

The samples for this study are high-reflectivity multilayer mirrors designed for a
center wavelength of 1064 nm at room temperature. The interference coatings are
based on a Bragg structure made of 35.5 doublets of epitaxial GaAs/Alj goGag s As
layers grown via molecular beam epitaxy (MBE). These layers are originally grown
on a 15-cm diameter GaAs wafer with negligible lattice mismatch with the low-
index Algg2GagosAs layer. The authors would like to stress that the maximum
continuous diameter of the crystalline coating ultimately depends on the dimensions
of the original GaAs growth wafer. Currently, 20-cm diameter GaAs wafers are
commercially available and larger diameters up to 40 cm can be custom-grown.
Following lithography and chemical etching processes, coating discs are defined and
removed from the growth wafer. These disks are then directly bonded to the final
optical substrate, in our case comprising planar fused silica and sapphire. Here, the
substrates are 0.5-mm thick with a diameter of 50.8 mm (2 inches). The completed

fused silica mirror is shown in Fig. 6.1.

35.5 doublets of
GaAs /Al ,Ga, As

_|substrate

07 Q
@ ‘< zinc blende
structure
. .Y

Figure 6.1: On the left: photograph of a substrate-transferred 35.5-period
GaAs/ Alggo GaggsAs multilayer on a 2-inch diameter x 0.5-mm thick fused

silica substrate (lying on a plastic carrier). On the right: drawing of the
layers structure and representation of the crystalline structure of the layers
material.

Following the transfer process, the mirrors were inspected for bonding defects.
Defect points larger than 100 pm are shown in Fig. 6.2 and Fig. 6.3. We also
measured the number of defects using a Micromap system (described in Section
6.4). Fig. 6.4 shows the results of the defect mapping tests. The defect density
is about 0.85 defects/mm?, which is comparable with the coating of the End Test
Masses of LIGO/Virgo whose defect density is about 0.7 defects/mm?. However,
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we find that the total number of large defects (at the 100 um or greater size scale)
is higher than that of the test masses of Virgo. It is important to note that these
samples were among the first crystalline coating prototypes manufactured at this
size scale. Note that the substrates employed for these tests, described in detail
in Section 6.4, consisted of semiconductor-grade fused silica and c-axis oriented
sapphire wafers. To the best of our knowledge, the surface quality of these samples
was specified to guarantee excellent yield in bonding. However, in the course of
our process development efforts, it became clear that the final substrates possessed
properties that were not ideal for direct bonding. As a consequence of these non-
ideal surface properties, coupled with a finite surface defect density of the epitaxial
material, we were left with the aforementioned large defects at the bond interface.
In terms of the limiting surface properties, the fused silica substrates exhibited
larger than ideal micro-roughness, while the sapphire samples had an excessively
poor surface figure (typically specified as bow/warp for these semiconductor-relevant
substrates). The use of optimized epitaxial material with a lower surface defect
density, in combination with high-quality "bulk” super-polished substrates, would
significantly reduce the defect density in such large-area optics employing crystalline

coatings.

6.3 Absorption measurements

In this section, we present the results of the absorption measurements performed
with two different setups, a photo-thermal deflection system at LMA and the PCI
setup developed during this thesis work in the laboratory of TAMA300 at NAOJ.

6.3.1 Measured at LM A

The absorption system in LMA is based on the photo-thermal deflection method.
This technique has been used for many years and is well documented in the lit-
erature [38, 39, 31, 40]. In this test, a 1W pump laser at 1064 nm is modulated
with an optical chopper at 210 Hz, in order to periodically heat the sample. The
temperature change is proportional to the laser power and to the absorption rate.
Since the temperature gradient distribution induces a corresponding refractive index
gradient, we use the resulting thermal-lens effect in order to sense the temperature
change. A probe laser at 1310nm (employed as GaAs is transparent at this wave-

length) passes through the heated region which imposes a non-uniform wavefront
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Figure 6.2: Defects observed in the crystalline mirror coating transferred to
fused silica [36]. Larger defects are highlighted in yellow. As described in

the text, we

identify a larger than desired count of visible defects. These

defects are not intrinsic to the substrate-transfer coating process, but arise

as a consequence of either macroscopic defects in the epitaxial films or,

in this case, primarily from the poor surface quality (micro-roughness and

figure) of the thin wafers and the resulting non-uniform propagation of the

bond wave.
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Figure 6.3: Defects observed in the crystalline mirror coating transferred

to sapphire.

As with the sample transferred to the silica substrate, we

identify visible defects as a consequence of non-ideal bonding conditions

[37]. Defects

larger than 100 pm are indexed with the letters A-I.
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Figure 6.4: Details of the defect count measured with the Micromap setup
at LMA for the crystalline mirror coating transferred to sapphire. In this
test we record 588 points, 1 line, and 21 regions covering the 2-inch diameter
sample surface. The red dots correspond to small defects (<5pum) and blue
dots to large defects (>5pm).

phase shift that deflects the probe beam. Then, a position-sensitive detector mea-
sures the deflection, and this signal is demodulated by a lock-in amplifier to improve
the signal to noise ratio. Since the demodulated signal is proportional to the tem-
perature change, using the proper calibration, the absorption rate is measured. The
calibration is done using a reference sample, a mirror on a silica substrate, with a
known absorption rate of 8. 1ppm. The signal is linear with the absorption, so the
calibration procedure is a simple proportion. To get rid of long-time fluctuations
of the experimental /environmental parameters, the calibration signal was measured
on the same day of the measurement. The sensitivity is better than 1 ppm for fused
silica samples. Sapphire has a higher thermal diffusivity, so the thermal lens effect is
smaller and the sensitivity is worse. The absorption measurement is taken at a single
point near the center of each sample. The absorption is very low for both samples.

In the case of the coating on the fused silica substrate, the signal is < 0.8 ppm which
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is comparable to the setup sensitivity. This result is similar to what is previously
reported [41]. In the case of sapphire, the absorption signal is below the noise floor

of the measurement. This is because of the above mentioned thermal diffusivity.

6.3.2 Measured with PCI at NAOJ

We used the PCI setup developed during this thesis work and described in Chapter
4 to measure the absorption map of the crystalline coating transferred on the fused
silica substrate. The reference sample that we used for the calibration is a Neutral
Density filter FRQ-NDO02, a silica substrate coated with a thin layer of INCONEL
[42] that absorbs 20% at 1064 nm. The calibration scan is done with 35 mW of pump
power and it is shown in Chapter 4. The result of the scan is a calibration factor
R=7.9W~! and a phase of -85°.

We measured the crystalline coating transferred on the fused silica substrate.
First, we did a scan along the depth of the sample (Z axis), then, we set the Z-axis
on the position of the scan maximum, and we made a map on the XY plane. We
remind that the formula for the absorption is Abs=AC/DC/P/R, where AC is the
demodulated signal from the lock-in amplifier, DC is the continuous component of
the photo-detector output, P is the pump power, and R is the calibration factor.
The result of the scan is shown in Figure 6.5, and the result of the absorption map is
shown in Figure 6.6. In addition to the order 50 digital median and average filters,
we apply the phase filter that removes the components orthogonal to the signal at
-85 °, which is the phase of the pure absorption signal from the calibration sample.

Looking at the absorption scan in Figure 6.5, we notice some interesting facts:
the characteristic side peaks, due to the interference nature of the signal, are cov-
ered by the noise; besides, the FWHM of this scan is 1 mm, larger than the one
in the calibration scan, which is 0.7 mm; also, the value of 3ppm seems to be in
disagreement with the value of less than 1 ppm measured at LMA. The absorption
map in Figure 6.6 shows a very uniform absorption value of 3 ppm, according to
the histogram, the standard deviation from the mean value is limited by the system
noise. On the maps we also see many defects: there are 2 peaks of absorption per

mm? that saturate the colorbar (above 5 ppm).

6.3.3 Discrepancy between LMA and NAOJ results

To explain the discrepancy between the absorption measurement at LMA and the

absorption measurement at NAOJ, we have to consider that the AlGaAs coating
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Figure 6.5: Scan along the sample depth of the crystalline coating trans-
ferred on a silica substrate. The measurement is done with a pump power
of 10 W (after the chopper). The data is digitally filtered with an order 50
median filter and an order 50 average filter. The waiting time between two
consecutive points is 5s. The total acquisition time is 3hours. The blue
line is the AC/DC data with median and average filters only, while the red
line is the AC/DC data with median, average, and phase filter at -85°. The
calibrated value is 3 ppm.
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Figure 6.6: Absorption map around the center of the crystalline coating
transferred on the fused silica substrate. The map is 8 mm in diameter
and has a resolution of 100 pm. The data is digitally filtered with an or-
der 50 median filter, an order 50 average filter, and a phase filter at -85°.
The waiting time between two consecutive points is 5s. The total acquisi-
tion time is 9 hours. There are 23 peaks above 5 ppm, which means about
2 defects/mm?. Apart from these peaks, the map is very uniform: on the
bottom, the histogram shows a mean value of 3ppm and an FWHM of
0.5 ppm, which is dominated by the noise of the system.
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gives a non-negligible contribution to the absorption signal. Indeed, the coating
thickness, 5.8 pm, is comparable with the thermal length in the silica substrate,
~ 27pm at 380Hz. Also, the dn/dT of the coating, 366 x 107¢ for GaAs and
179 x 1079 for AlGaAs, is more than one order of magnitude larger than the dn/dT
of silica, 12.9 x 1075, In the reference sample, instead, the coating thickness is of
the order of 10 nm, this means that the absorption signal is generated only in the
substrate.

In the photo-deflection system at LMA, the pump beam is larger than the probe
and the modulation frequency is smaller (210 Hz). In this conditions, the tempera-
ture penetrates more in the substrate, so the contribution from the coating is lower
and the calibration is more accurate.

The diffusivity of GaAs, 31 x 107m?/s, is much larger than the fused silica,
0.84 x 107®m? /s, this causes a wider temperature distribution along the coating
surface with respect to the reference sample scan, which makes also the scan peak
wider than in the reference sample scan.

We run the numerical simulations presented in Chapter 3, and compared the
phase shift distribution on the AlGaAs coating and on a fused silica coating. In
Figure 6.7 there is the result of this calculation. The wider distribution of the phase
shift in the case of AlGaAs coating, explains the wider peak in the measured scan.
According to SPTS there is also a thermal resistance in the interface between the
coating and the substrate. This effect can’t be included in our simulation, but can
definitely cause the absorption value to be larger than the real one because it "traps”
the heat inside the coating.

In order to verify this explanation experimentally, SPTS suggested calibrating
the crystalline coating differently, without using any calibration sample. The SPTS
company already uses this alternative method and it can also be done in our setup.
The alternative calibration method uses the fact that the GaAs absorbs most of the
visible light. So, by using a low power green pump laser with the same size as the
1064 pump, all the incident power is absorbed (except the Fresnel reflection) and
the absorption signal will be the same as if the pump was at 1064 nm and partially
absorbed. Knowing the green pump power we can calibrate the absorption. Then,
changing back to the high power pump at 1064 nm we can measure the absorption
without using the reference sample. The most important thing is to have exactly
the same size for the two pumps, and also have a precise measurement of the pump
power. The results from SPTS show a calibration factor of 3 which explains the

discrepancy between the measurement at NAOJ and the measurement at LMA. We

130



Chapter 6

«10%  Phase shift in AlGaAs coated and silica coated sample
4.5 /\ N
II
4t | AlGahs -
— | Silica
= L | _
E 35 I |I
N |
S ot e :
<] , \
— | |
25 '|
2 JI |
= L Vol 4
s ° | [ |
1l / |\
s 1.5 |I \ ]
<] |
1r | \ .
!
II
0.5 \/ '.I N
- .
0 | B ———___T-} ﬂ/,_ i o RE\T—_‘_‘—— i i
-4 -3 =2 -1 1 2 3 4 5

radius of the probe (m) %107

Figure 6.7: Phase shift distribution as a function of the radial distance from
the center of the thermal lens. The contributions from the coating and from
the substrate are added. The red line is the case of silica coating on silica
substrate; the blue line is the case of AlGaAs coating (5.8 pm) on silica

substrate. The phase shift of the AlGaAs coated sample is twice higher and
twice wider than the case of silica.
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are planning to do this alternative calibration on our setup.

6.4 Optical characterization measurements

In this section, we present the optical characterization measurements performed in
collaboration with Laboratoire des Matériaux Avancés (LMA). The transmission
spectra were made with a spectrophotometer located at the Advanced Technology
Center in NAOJ. The single wavelength transmission measurement, the single point
absorption measurement, the scattering maps and the roughness maps were done
using experimental setups located at LMA. In this section, we describe these setups

and present the measurement results on the crystalline coating samples.

6.4.1 Transmission

The transmission spectra of the two crystalline mirror samples are measured with
a commercial spectrophotometer (SolidSpec-3700 [43]). The measured wavelength
range spans from 890 to 1400 nm, with the resolution determined by the monochro-
mator slit width. We chose 0.5 nm to have resolved spectrum peaks and a reasonable
signal to noise ratio. We measure the transmission spectra, shown in Fig. 6.8, and
compared it with calculated transmission curves based on a transmission matrix
model. The amplitude of the oscillations is greater on the fused silica sample than
the sapphire sample because of the larger difference in refractive index between the
coating and the fused silica substrate. The transmission of the mirrors at 1064 nm
was too low to be accurately measured by this spectrophotometer, so a 1064 nm laser
and a detector were used to make this measurement. The transmission is 6 ppm for
both substrates. This result is in very good agreement with the calculated trans-
mission values. Note that the mirror stop bands of the two samples are slightly
offset as each was produced in a separate growth run. As designed, these coatings
have a nominal transmission of 9 ppm when transferred to a low-refractive-index
substrate. Transmission matrix modeling shows that the lack of an AR coating
on the backside of the silica and sapphire wafers yields the observed reduction in
transmission to 7 ppm on fused silica and 6 ppm on sapphire due to the additional
back-reflection from the substrate/air interface assuming constructive interference,

yielding a reasonable match with the experimental values.
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Figure 6.8: Transmission spectra of the two crystalline mirror samples mea-
sured via spectrophotometry. The measured and theoretical transmission
spectra are in very good agreement as shown in the plots. The slight offset
in the mirror stopbands is a consequence of the use of material from two
separate crystal growth runs. Additionally, the satellite peaks show a vari-
ation in magnitude due to the different refractive indices of the substrates
(fused silica n=1.449 and sapphire n=1.754 at 1064.0 nm).

6.4.2 Scattering

To measure the scattering at 1064 nm, we use a complete angle scatter instrument
named CASI [38]. It is shown in Figure 6.11. In this setup, a 200 mW laser impinges
on the mirror surface with an angle of 4°, then a photo-detector measures the scat-
tering at 14° in the same plane of incidence. The PD is installed at 57 cm from
the surface of the mirror, which means about 10 cm from the center of the reflected
beam. This is the bidirectional reflectance distribution function (BRDF) value in
st~! for those angles. A translation stage moves the sample in order to make a map
of the scattering on the surface of the sample. The map resolution is 2 mm. In order
to obtain the total integrated scattering (TIS) in ppm, the BRDF value should, in
principle, be measured and integrated over all the scattering angles. Instead of doing

this for each measurement, we employ a conversion curve. The conversion curve is
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generated by scanning the scattering intensity as a function of the scattering angle
in the plane of incidence (for a given incidence angle). Then a rotational symmetry
around the reflected beam (outside the plane of incidence) is assumed so that the
scattering can be easily integrated around the reflected beam. This assumption is
true for low scattering optics. Fig. 6.9 shows the map of the BRDF scattering of
the fused silica sample on a 30 mm-diameter area and Fig. 6.10 shows the map of

the BRDF scattering of the sapphire sample on a 35-mm diameter area.

The TIS averages on the maps are 9.5 ppm for the fused silica sample and 6 ppm
for the sapphire sample. These values are comparable with currently used amor-
phous coatings and match the requirements for application in current gravitational

wave interferometers [25].

6.4.3 Roughness

As scattering is mainly driven by surface roughness, we further investigated the sur-
face quality of the samples. The roughness was measured with a commercial optical
profilometer (Micromap 550). It measures the surface height by using a Fizeau in-
terferometer [44]. The experimental setup is shown in Figure 6.11. The resolution
of the map is 1.28 pym and the size is 300 pm x 300 pm. Raw 2D data are processed
by removing the tilt and the curvature in order to get rid of most of the distortions
that may come from the instrument optics. To realize such corrections, the map
matrix is expanded on the Zernike polynomials space, then the first components are

subtracted from the map: the Z{ component for the offset, A 11

components for
the tilt, the Z9 component for the radius of curvature, and the Z; %72 components
for the astigmatism. A Power Spectrum Density (PSD) of the surface height is
used to quantify the properties of the surface. Although a 2D Fourier transform is

calculated from the 2D data,

2

1 1 ,
2D __ —i(gz@+ayy)
G = LL, | L, &t (6.1)

where h,, is the surface height and L, and L, are the map dimensions, a 1D
plot summarizes the main features of the surface. In particular, assuming that the

roughness is isotropic, an easier-to-read 1D PSD is calculated from the 2D Fourier
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Figure 6.9: BRDF map of the coating on fused silica substrate. The average
corresponds to 9.5 ppm.
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Figure 6.10: BRDF map of the coating on sapphire substrate. The average
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Figure 6.11: Photo of the experimental setups in LMA. On the left the
scatterometer CASI. On the right the Micromap.

transform by averaging over all wavevectors where |¢] = g,

PSD(o) = 3% [ C*P(qcos(o).asin(0)do. (6.2)

~ o2

Finally the surface roughness is expressed as the root mean square (RMS) value,
calculated as the standard deviation of the surface height or as the integral of the
PSD [45, 46]. The roughness measurements are shown in Fig. 6.12 and the PSD
is plotted in Fig. 6.13. The RMS roughness of the fused silica sample is 9.08 A on
substrate and 7.73 A on coating, while for the sapphire sample it is 1.10 A on the
substrate and 1.08 A on the coating. There is a difference of almost one order of
magnitude between the coating roughness RMS of the fused silica sample and the
sapphire sample. By looking at the PSD in Fig. 6.13, it can be seen that in general
the roughness is limited by the substrate. Furthermore, we can notice that for the
fused silica sample, at higher spatial frequencies, the coating roughness is lower than
the one of the substrate. Also by looking at the maps in Fig. 6.12, it is clear that
the coating on fused silica is smoother. A possible explanation of this is that in
the case of fused silica, the coating does not perfectly follow the substrate surface
roughness at short length-scales so that the final mirror roughness is determined by

the smoother surface of the coating.

It is important to note that the employed substrates, both the fused silica and
sapphire wafers, are not optimized for bonding given their non-ideal surface quality,
both in terms of excess micro-roughness (in the case of fused silica) and imperfect
surface figure (typically quoted as bow and warp in semiconductor parlance). The

relatively large bow/warp figures of >10pm are caused by polishing and internal
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Figure 6.12: Roughness of the substrate and coating for both of the sapphire
and fused silica samples. The roughness of the sapphire sample remains
effectively unchanged after the coating process. For fused silica though, a
significant flattening effect is visible.
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material stress, especially for the fused silica, of these thin wafers. Ultimately, the
resulting non-ideal flatness drives many of the large defects in the samples due to
non-uniform bond-wave propagation. Another driver for a subset of the defects is
intrinsic/embedded defects in the epitaxial films themselves. Future tests would
benefit from the use of high-quality bulk optical substrates with improved surface
quality (micro-roughness and surface figure). The optical performances of the two

crystalline coating samples are summarized in Table 6.1.

Measurement Coating on silica substrate | Coating on sapphire substrate
Transmission @1064 nm 6 ppm 6 ppm
Scattering @1064 nm 9.5 ppm 6 ppm
Coating Roughness 7.7 A RMS 1.1A RMS
Substrate Roughness 9.1 A RMS 1.1A RMS

Table 6.1: Optical performances. Transmission and scattering are measured
at 1064 nm. The roughness is measured on a 300 pm length-scale.
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6.5 Thermal noise measurement

In the LIGO laboratory of the Massachusetts Institute of Technology (MIT), a new
setup is able to measure directly the coating thermal noise. The article that presents
the setup has been published recently [47]. We brought the crystalline coating sam-
ples described in the previous sections of this chapter to MIT to test them. In this
section, we describe the experimental setup and how we measured the coating ther-
mal noise of our samples.

Usually, the coating thermal noise estimation is made measuring the material pa-
rameters such as Young’s modulus, Poisson’s ratio, and the loss angle, and then
putting the parameters in a model for the multilayer coating thermal noise. To get
rid of the parameters uncertainties, a direct thermal noise measurement setup is
needed. Several setups, that make use of free-space Fabry-Pérot suspended cavities,
have been developed. But, since the readouts of these systems are in the transmis-
sion of the cavity, the sensitivity is limited by the reflectivity of the coatings. The
novelty of the experimental setup developed at LIGO/MIT is that the sample is the
folding mirror of a folded cavity, so there is no upper limit in the reflectivity of the

measured coating.

6.5.1 Working principle

As explained in the first chapter, the Fluctuation-Dissipation Theorem relates the
material mechanical dissipation to the surface position fluctuations, and the heat
dissipation to temperature fluctuations. A laser beam reflected by a mirror experi-
ences a phase noise due to the position fluctuations of the mirror’s surface (Brownian
noise) and to the temperature fluctuations (thermo-optic noise). The crucial point
of this method is that different regions of the mirror surface generate uncorrelated
phase noise. Provided two spatially different modes that resonate together in a
Fabry-Pérot cavity, it is possible to suppress the common noises, so that the re-

maining noise is dominated by the mirror thermal noise.

There are three modes resonating in the folded cavity, the fundamental mode
TEMO0O0 and two second-order higher modes TEM02 and TEM20. The TEMOO is
used to lock the cavity to the laser. The TEMO02 and TEM20 are used to sense
the coating thermal noise. In order to make the higher order modes resonate, the

input beams are shifted in frequency by the spacing between modes according to
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the formula for the higher modes resonance frequency

where frgr is the free spectral range, n and m are the transverse mode indices, ¢ is

the axial mode number, and J f is the transverse mode spacing:

of = — FSRQS_?C; (6.4)

where ¢¢ is the Gouy phase shift per round trip. The frequency shifted modes
resonate as higher order modes inside the cavity. Since the cavity couplers have an
imperfect radius of curvature, the two higher modes resonate at slightly different
frequencies. The two higher modes are locked to the cavity with a control loop;
a part of the injected beams is extracted and overlapped to generate a beat-note,
which is demodulated using a reference signal at the frequency difference between
the higher modes. The common noises such as table vibrations don’t show up in the
beat note, so the uncorrelated thermal noise of the folding mirror (i.e. the sample

to test) dominates the spectrum of the beat-note and can be measured.

6.5.2 Experimental setup

SAMPLE MIRROR

from VCO =
f02 ~138 MHz BEAT NOTE

BS 50/50 beam 2a df~ 4 MHz
O

from VCO
BS 10/90 f20 ~140 MHz

mode
matching

Legend: beam 2b

—— free space beam 5 EOM

—— SM fiber a PD ' '
=1 double pass AOM Faraday TEMO2

> fiber port H polarizer DC locking TEM20
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Figure 6.14: Diagram of the experimental setup. From the article that
describes this setup [48].

The core of the experiment is the folded cavity where the folding mirror is the
sample to test. The hole cavity is placed in a vacuum chamber to get rid of acoustic
noise, wind, temperature fluctuations and other noises that may come from the air

in the cavity. The coupling mirrors have a radius of curvature R = 50 mm the cavity
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nominal length is L = 98 mm. The folding angle is 17.23°. Given these parameters,
the waist size wy, the free spectral range frsg and the transverse mode spacing frys

are

M Le

W = ~ 49 ym (6.5)
T
C
fesw = 57 ~ 1.53GHz (6.6)
f € JE ~1uaMH (6.7)
=— /=~ z :
TMS 7TL R

where e = R — L/2.

Figure 6.15 shows the vacuum chamber and the folded cavity. The crystalline coating
sample was too large to be mounted on a 1inch mirror mount, so an adaptor made
of peek plastic was made specially for this sample. The adaptor is inserted in the
mirror mount to align it with. The laser source at 1064 nm is split into 3 beams,
so that they all share the same frequency and intensity noise. One beam is used
to lock the cavity. The beam reflected from the cavity is used to produce the
Pound-Drever-Hall error signal [49] used in the control loop. Before entering the
cavity, all the three beams are TEMO00. To make the other two beams resonate
as higher modes in the cavity, they are shifted in frequency using two double pass
Acusto-Optic-Modulators. Since the frequency spacing between the TEMO0 and
the higher modes is around 288 MHz, the AOMs are controlled by two Marconi
radio-frequency generators set at around 144 MHz. In order to be able to separate
the TEMOO from the higher modes, the polarization of the higher modes beams is
rotated by 90° with respect to the TEMOO beam polarization. The beams enter the
cavity through optical single mode fibers. The polarization is controlled using fiber
paddles which introduce the stress in fiber and rotate polarization to the desired
orientation. Since these fibers are single mode they are very sensitive to technical
noises so also intensity stabilization loops are needed to suppress polarization jitter

before the cavity input.

In Figure 6.16 there are the resonant modes transmitted and detected by two
cameras. The higher modes are locked to the cavity using two separate control loops.
To make a Pound-Drever-Hall error signal for each of them, the two transmitted
higher modes are detected separately using a quadrant-photo-detector. While the
common noises are suppressed by the TEMOO control loop, the information of the

thermal noise is contained in the control loops of the higher modes. The transmitted
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~ Output coupler

LS

Figure 6.15: On the left, a picture of the vacuum chamber with the cavity
inside. On the right, a picture of the cavity with the sample mounted on
the peek adaptor.

Figure 6.16: The display of the cameras that monitor the resonant modes.
On the left the TEMOO and on the right the overlap of the TEMO02 and
TEMZ20. It is possible to separate the fundamental mode from the higher

modes because they have perpendicular polarizations.
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higher modes are therefore overlapped to make a beat note. The resonance frequen-
cies of the two higher modes are slightly different because of the non-homogeneous
radius of curvature of the couplers. The frequency difference is tuned to 5.4 MHz
by rotating a coupler relatively to the other. The beat-note is demodulated at this
frequency using a standard phase locked loop (PLL). A third Marconi generator is
used as reference radio-frequency source. The PLL down-converts the beat to DC,

and the residual phase noise is the final measurement of coating thermal noise.

6.5.3 Noises

Provided the common noise suppression, the demodulation output of the beat-note

shows the sum of several noise contributions. A summary of the noise sources follows:

o The mechanical vibrations of the parts in the cavity are mostly suppressed by
the TEMOO control loop, but some residual coupling with the cavity length is
due to the different frequency of the higher modes and to the backscattering
of the sample. The motion of the coupling mirrors also causes longitudinal

motion that make phase fluctuations and power fluctuation.

o Photo-thermal noise is caused by power fluctuations inside the cavity. When
the temperature of the coating changes, the thermal expansion makes the

power fluctuations couple to the cavity length.

o The radio frequency (rf) oscillators used to drive the acousto-optic modulators
and for the control loops, have frequency noise. Due to the finite bandwidth
of the control loops, this noise is amplified at higher frequencies. The effect
on the beat-note is above 200 Hz, where the noise floor rises toward the unity

gain frequency of the higher order modes control loops.

o A large part of the white noise floor is the photons shot noise, which is un-
avoidable. Another part is explained by the down-conversion process: higher
frequencies fluctuations, due to the imbalance of the cavity poles of the higher
order modes, are down-converted to the audio-band through the non-linear

demodulations used to produce the PDH signal.

Further details on these noises are in the article by S.Gras et al. [47].
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6.5.4 Results

The result of the measurement is plotted in Figure 6.17. There are the spectra of the
beat-note between the high-order modes, that gives the information of the thermal
noise. Comparing the thermal noise of the aLIGO amorphous coating on fused silica
substrate, and the AlGaAs crystalline coating on fused silica substrate, we see that
the crystalline coating gives a thermal noise which is a factor of ~2 lower than the
amorphous coating.

The conversion from Volts to meters is taken in two steps. First, Volts are
converted to Hz, this is the direct conversion using the modulation value of the PLL
loop. The third Marconi is set to 282Hz/V. The conversion from Hz to meters
comes from the cavity length measurement, dv/v = dL/L, where L is the cavity
length and v is the laser light frequency.

We also measured the cavity pole of the higher modes by changing the Marconi’s
frequency until the transmitted power was half of the maximum. In Table 6.2 there
are the measurements of the cavity poles for each high order mode in the case of

the fused silica sample.

Power (V) Marconi (MHz) Cavity pole (kHz)

Mode A 0.843 144.080840

0.4215 144.06159 39.5
Mode B 0.846 142.008050

0.4230 142.023800 31.5

Table 6.2: Fused silica sample cavity pole measurements. Naming the higher
modes TEMO02 or TEM20 depends on the choise of coordinates, so we call
them Moda A and Mode B.

Notice that mode A and B have different cavity poles. Common mode rejection
in this case is not ideal and can result in bad frequency noise rejection at high
frequency. This may explain the large noise at higher frequencies in the plot in
Figure 6.17. According to the cavity parameters, the nominal cavity pole is 20 kHz.
We measured the cavity pole for SiO5 and Al,O3 substrates to be 39 kHz and 26 kHz,
respectively. Both cavities show similar high-frequency noise. So the high-frequency
noise is not entirely clear to be caused by the low finesse of the cavity.

Looking at the plot in Figure 6.17, it’s easy to notice that the sample with crys-
talline coating on fused silica makes lower noise than the one on sapphire substrate.
Assuming that the same crystalline coating on the two substrates makes the same

coating thermal noise, the difference has to be explained by the contribution coming
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Figure 6.17: Beat-note spectra for 3 samples at room temperature: AlGaAs
crystalline coating on fused silica substrate (in blue) and on sapphire sub-
strate (in red); aLIGO amorphous coating on silica substrate (in green),
previously measured with the same setup. At lower frequencies, the seis-
mic noise dominates. At higher frequencies, the electronic noise dominates.
The most sensitive spectrum region for the coating thermal noise is between
20Hz and 1kHz. The great result of these measurements is that the ther-
mal noise of the AlGaAs crystalline coating on silica (in blue) is about a
factor of 2 lower than the thermal noise of the amorphous coating used in
Advanced LIGO (in green). The substrate of the Advanced LIGO mirrors
are made of fused silica as well, so the noise contribution from the substrate
is the same, so we assume that the difference between the green and the
blue line comes only from the coatings. On the other hand, we have a crys-
talline AlGaAs coating transferred on sapphire substrate (in red) that gives
a noise higher than the one transferred on the silica substrate (in blue),
and comparable with the amorphous coating deposited on fused silica (in
green). Since this measurement system can’t discriminate the noise contri-
bution of the substrate from the one of the coating, we believe that this
difference comes from the substrate thermo-elastic noise. With this setup,
there is not a direct thermal noise measurement of Advanced LIGO amor-
phous coating deposited on a sapphire substrate yet, but in that case, we
expect this kind of measurement to give a larger value than both the green
and the red curves. At cryogenic temperature, instead, we expect the sap-
phire substrate noise not to limit the thermal noise measurement anymore.
For a detailed explanation, see the text.
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from the substrate.

The main contribution from the substrate is the thermo-elastic noise, that de-
pends on the coefficient of thermal expansion. At room temperature (i.e. our ex-
perimental conditions), a sapphire substrate has a thermo-elastic noise larger than

a silica substrate, due to a factor of 10 larger coefficient of thermal expansion, see
Table 6.3.

Material Fused silica Sapphire

Thermal expansion at 300K 0.51 x 107°K=! 5.1 x 107°K~!
Thermal expansion at 20K —0.25 x 107°K~! 5.3 x 10710K~!

Table 6.3: Thermal expansion coefficient of fused silica and sapphire at
room temperature and cryogenic temperature. The coefficient for sapphire
drops by 4 orders of magnitude when going at cryogenic temperature.

These measurements are done at room temperature (T~300 K), but the sapphire
samples are designed to work at cryogenic temperature (T~20 K), where fused silica
can’t be used for its bad thermal conductivity. Although there is not a direct
measurement of thermal noise at cryogenic temperature yet, the sapphire’s thermal
expansion coefficient at cryogenic temperature is 4 orders of magnitude lower than
at room temperature (see Table 6.3), therefore, the thermo-elastic noise from the
substrate is expected not to be limiting the thermal noise measurement.

Moreover, the crystalline coating has a lower mechanical losses at cryogenic
temperature, one order of magnitude, which will also contribute to the reduction of

coating thermal noise.

6.5.5 Future plan for the estimation of coating thermal noise

The measurement of coating thermal noise in this setup does not distinguish the
coating noise from the substrate noise. For a better understanding of the various
contributions, and to be able to fit the data showed in the previous subsection,
some calculation is needed. In this subsection, we explain our plan for a future
investigation about the difference between the measured thermal noise of the coating
on silica and on sapphire.

The estimation of thermo-optic noise (reminding that it is the combination of
thermo-elastic and thermo-refractive noises) can be done using the formulas ex-
plained in the article [50].

The direct approach consists in applying the Fluctuation-Dissipation Theorem
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as in Levin’s derivation [51]. As already explained in Chapter 1, the temperature
fluctuations 07" are related to heat flow dissipation W. The procedure is to calculate
the dissipated power (by heat flow) caused by an oscillating power injection in a small
volume §V located at 7

% — TF, sin(wt)g(F) (6.8)
where Fj is a scale factor that will cancel out later, w is the frequency at which we
want to calculate the noise, and ¢(7) is the form factor. The form factor ¢(7') is of
crucial importance because it contains the information about how the temperature
fluctuations affect the reflected beam. In other words, the measurement variable 2

is connected to the mirror temperature fluctuations 67" via

5= / ST(F, £)q(F)dr (6.9)

where the integral is over all space. Once the heat equation is solved, the power

injection leads to the heat flow (therefore dissipation), that can be expressed as

W = </%(65T)2> (6.10)

where the average is over cycles of the oscillating power injection.

Then, the noise for Z is calculated as

 8kpTW

5% = - (6.11)

To calculate the form factor ¢(r') in the case of mirrors used in interferometric
gravitational wave detectors, some approximations can be used. The beam size is
very large (order of few cm) compared to the coating thickness (order of few jpm)

and also very large compared to the thermal diffusion length:

re = \/g (6.12)

which is of the order of ~100 pum for silica at w = 27100 Hz. Because of the large
beam size, in the calculation presented in [50], the heat flow is only directed toward
the substrate, so the diffusion in the transverse dimensions is ignored. In this ex-
perimental setup, such approximations are no longer valid because the beam size is
very small, ~50 pm, same order of the thermal diffusion length, and only ~10 times

larger than the coating thickness.
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In literature, most of the analytic calculations of thermal noises are based on the
TEMOO shape for the impinging beam. But in this experiment, the noise is sensed
by high order modes. In particular, the readout is the difference between the two
higher modes TEM02 and TEM20. Therefore, the heat flow between the two regions

impinged by the two modes can’t be neglected.

For these reasons, it is convenient to calculate the form factor ¢(7") and the heat
flow W using a Finite Element Method (FEM) software. A similar calculation is
reported in the first article that describes this experiment [47]. In that case, the FEM
analysis was a calculation of strain and stress in the coating, in order to calculate
the correction factor between the Brownian noise sensed by the TEMOO and the
one sensed by the TEM02/20. In the case of thermo-optic noise, the dissipation

mechanism is different, so the approach is different.

To calculate the form factor we have to take into account the thermal expansion
(thermo-elastic) and the refractive index change (thermo-refractive). In general, the
form factor ¢(7) evaluated at a certain position 7 is the effect of a small temperature
change of a small volume around 7 on the reflected beam phase. Let’s say that it
is the derivative:

0z
q(fo) = aT(7%) (6.13)
The temperature change AT'(zy) of a small volume at depth z; generates thermal
expansion in the whole volume, therefore a bump on the surface. It also generates
a refractive index change in the small volume according to the dn/dT. These two

effects are included in the phase shift A¢®(x,y) that the reflected beam experiences.

The form factor layer at depth z; is the convolution between the phase shift map

and the intensity of the beam:

q(z0, ,y) = //A¢Z0(u —x,v — Y)Lpa20(u, v)dudv (6.14)

where Ipg.90(2,y) is the shape of the beam at the surface. In the case of this experi-
ment the shape is the overlap of the TEMO02 and TEM20 modes with opposite sign

148



Chapter 6

because the readout is the difference of the two modes:

_ 92
2 z2 2 y2
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where Hj are the Hermite polynomials and w is the beam size at the mirror surface.

Using a FEM software, we will calculate the phase shift and the form factor for
a small volume at depth zp, and then repeat for all the depths to finally get the
whole form factor ¢(7).
Then, in another FEM simulation, we will solve the heat equation with the injected
power in Equation 6.8 for each frequency w, calculate the heat flow using Equation
6.10, and finally put it in Equation 6.11 to get the thermo-optic noise.

To control the correctness of the simulations, we will use a large TEM00 beam

shape and compare the results with the analytic formulas.

6.6 Conclusion

These results, in particular the measured absorption of the order of 1 ppm and the
measured large-area scattering losses below 10 ppm, are remarkable. The direct
measurements that we did at MIT confirm that these coatings have better thermal
noise than the amorphous coatings currently employed by LIGO and Virgo.We find
that substrate-transferred crystalline coatings are a promising alternative to ion-
beam sputtered amorphous coatings for applications in precision interferometry,
and in particular for KAGRA.

Future efforts will focus on continued improvements in the manufacturing process
for increasingly larger coating areas, with a major focus on reducing the density
of large defects at the bond interface. The absorption map done with the PCI
setup developed in this thesis and the defects counting show that the number of
defects is higher than the current mirrors employed in LIGO and Virgo. In order
to apply these coatings on gravitational wave detector test masses, the number of
defects needs to be decreased, and, even more importantly, the size of the optics

must be increased. The crystalline coating technology is admittedly new, but is
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maturing extremely rapidly, primarily driven by efforts relating to the development
of ultrastable cavities for metrology (optical atomic clocks and inertial navigation
being key drivers). For cm-scale coatings, the yield is now excellent [41]. Employing
high-quality epitaxial films together with super-polished substrates we can reach
manufacturing yields of nearly 100% for defect-free bonded coatings. As the coating
size increases, the process becomes challenging, but we are confident that similar
yields can be achieved with dedicated tooling. Interestingly, upon initial contact,
the coating is bonded by Van der Waals forces only and can be removed if the defect
density doesn’t meet the requirements. Only after a modest anneal (temperatures
on the order of 100 °C) will the bond be permanently fused. Thus, critical substrates
will not be destroyed by poor initial contact.These initial results on roughly 5-cm
diameter coatings motivate us to continue developing this novel low-noise coating

technology.
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KAGRA will be the first km-scale laser interferometer gravitational wave detector
to be operated at cryogenic temperature with the goal to reduce thermal noise. Two
effects limit the reduction of the thermal noise that KAGRA can achieve. On one
side the absorption of light in the sapphire composing the mirror substrate requires
the cryogenic system to remove of the order of 1 W of heat from the mirror. This
imposes to use thick fibers to suspend the mirrors thus limiting the reduction of
the pendulum thermal noise. On the other side, the reduction of the mirror thermal
noise is limited by the size of the beam in the interferometer, the latter being limited
by the size of the sapphire mirror. Moreover, the internal friction in the amorphous
coatings used for the mirror does not improve (according to some measurements it
degrades) thus limiting the reduction of the mirror thermal noise. For the reasons
described above it is essential to develop larger sapphire crystals with lower optical
absorption and to look for coatings with low optical absorption and lower inter-
nal mechanical losses at low temperatures. In this thesis, we developed and tested
an optical absorption measurement system based on the so-called Photo-thermal
Common-path Interferometer (PCI) technique. The setup initial configuration was
developed by the SPTS company. We did numerical simulations where we mod-
eled the readout of the experimental setup. The simulations output are in good
agreement with the experimental results. It helped us in deeply understanding the
details of the setup, optimizing the parameters, and get the best absorption signal.
We further improved the setup by designing, assembling and testing an upgraded
version of the system that is able to measure large KAGRA mirrors (22cm in di-
ameter and 15cm in thickness). We performed the alignment optimization, the
responsivity maximization, and the noise reduction. The sensitivity of our setup on
sapphire bulks is better than 2ppm/cm. We tested some sapphire substrates and
compared the results with the SPTS laboratory to confirm and validate the calibra-
tion. The results are compliant with SPTS within 20%. We made maps and studied

the absorption of several the sapphire substrates. In particular, we measured the
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3D absorption map inside a KAGRA substrate. We found very interesting absorp-
tion structures in the substrate. We could recognize the crystal growth axis and
direction. Since the absorption is mainly due to the crystal structure dislocations
and it’s strongly related to the growth method, sharing this results with the crystal
maker will contribute to further improvements in the fabrication process.

We characterized the optical performance of the first large-area (5 cm diameter)
crystalline coatings in collaboration with CMS and CNRS/LMA. The results of
this characterization were published in the paper "Optical performance of large-
area crystalline coatings” on Optics Express [2]. We measure the absorption at
CNRS/LMA and found a value below 1 ppm. To measure the absorption with our
PCI setup we assembled and tested an additional infrared probe, reaching a precision
better than 0.2 ppm. This sensitivity was enough to see a clear absorption signal
of 3 ppm in the crystalline coating. A discrepancy appears between our value and
the LMA one, but it is explained by SPTS that noticed an important contribution
from the coating, and a thermal resistance of the interface between the coating and
the substrate, that can give the observed factor of 3 in the calibration. We run
some simulations and confirmed that the different thermal properties between the
crystalline coatings and the calibration sample affect the result. To experimentally
confirm and solve the discrepancy, the plan is to calibrate the crystalline coating
independently using a pump that is completely absorbed in GaAs.

In collaboration with CNRS/LMA, we also measured transmission, defects num-
ber, scattering maps, roughness. The coatings show excellent optical performances.
We did a direct measurement of the crystalline coating thermal noise at MIT that
confirms that these coatings have better thermal noise than the amorphous coat-
ings currently employed by LIGO and Virgo. Further investigation is needed to
understand the contributions from thermo-elastic and thermo-refractive noise. Fu-
ture efforts will focus on continued improvements in the manufacturing process for
increasingly larger coating areas, with a major focus on reducing the density of large

defects at the bond interface.
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