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Abstract

Low-mass galaxies in the past Universe are “building blocks” of present-day galaxies in

terms of hierarchical structure formation. It means that they play a key role in galaxy

formation and evolution. One of the most representative high-z low-mass galaxies are Lyα

emitters (LAEs), which are characterized by strong Lyα emission. Thanks to remarkable

progress in observations and intensive studies, LAEs are found to have low stellar masses

(M⋆ ≲ 109 M⊙) and to reside in low-mass dark matter halos (Mh ∼ 1010–1012 M⊙).

They are also confirmed to have spatially extended diffuse Lyα emission, called Lyα halos

(LAHs), which are not negligible because they are as bright as the central Lyα emission.

However, since their Mh, SFR, M⋆, and LAH luminosities have not been estimated at

the same time with a high enough accuracy to place them in the framework of hierarchical

structure formation, we still have two basic unknowns: (1) the star forming activity of

LAEs: star formation mode, stellar to halo mass ratio (M⋆/Mh, SHMR), and baryon con-

version efficiency (SFR/baryon accretion rate, BCE) and (2) the origin of LAHs of LAEs,

whose candidates are the cold streams (gravitational cooling), satellite star formation, and

resonant scattering in the circum-galactic medium (CGM). The properties such as Mh,

SFR, M⋆, and LAH luminosities can be most reliably measured at z ∼ 2. This is because

this redshift is high enough to conduct a wide-field LAE survey with ground-based tele-

scopes, which is critical for measuring Mh and LAH properties from clustering analysis

and stacked NB images, respectively. Another reason is that deep mid-infrared (MIR)

and far-infrared (FIR) data are available to investigate the amount of dust attenuation

(A1600) and thus SFR as well as an appropriate dust attenuation curve. Deep rest-frame

near-infrared (NIR) photometry is also possible, which is essential to derive M⋆ from SED

fitting.

In this thesis, we use 1248 narrow-band-selected LAEs at z ∼ 2 from four deep survey

fields with a total area of ≃ 1 deg2. Among them, 213 LAEs with deep MIR/FIR data are

used to measure the dust emission of LAEs and to obtain an appropriate dust attenuation

curve. We perform SED fitting to stacked imaging data of LAEs to measure stellar

population parameters including SFR, A1600, and M⋆, while we derive Mh from clustering

analysis. We divide 891 LAEs in two fields with deep broadband data into subsamples to

discuss the origin of LAHs. We investigate star formation mode (or SFR–M⋆ relation),

SHMR, BCE, and the relation between LAH luminosity and mass to discuss the origin of

star forming activity and the origin of LAHs of LAEs.

We find that the stacked LAEs have the 3σ IR luminosity L3σ
TIR = 1.1 × 1010L⊙ and

A1600 = 0.9 mag, preferring an SMC-like attenuation curve. We perform SED fitting with
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an assumption of an SMC-like attenuation curve. The mean of each stellar parameter

over the four fields is: M⋆ = 10.2 ± 1.8 × 108 M⊙, A1600 = 0.6 ± 0.1 mag, Age=

3.8 ± 0.3 × 108 yr, and SFR= 3.4 ± 0.4 M⊙ yr−1 for LAEs with NB387 ≤ 25.5 mag.

They are found to be located near an extrapolation of the consensus relation of IRX–M⋆,

where IRX is an indicator of dustiness and is defined as the ratio of infrared luminosity

to ultraviolet (UV) luminosity. They are also found to be normal star forming galaxies

lying on the star formation main sequence (the average SFR–M⋆ relation of star forming

galaxies).

From clustering analysis, we find that the same LAE sample with NB387 ≤ 25.5

mag has an effective bias of 1.22+0.16
−0.18. We derive an average dark matter halo mass,

Mh ∼ 4.0+5.1
−2.9 × 1010 M⊙, from the effective bias. Combining the Mh, M⋆, and SFR,

our LAEs are suggested to lie above a simple lower-mass extrapolation of the average

M⋆–Mh and BCE–Mh relations with SHMR = 0.02+0.07
−0.01 and BCE = 1.6+6.0

−1.0. Thus,

our LAEs have been converting baryons into stars more efficiently than average galaxies

with similar Mh both in the past and at the observed epoch but with a moderate star

formation similar to average galaxies. Galaxies with weak SN feedback or small halos’

spin parameters possibly have such properties according to a semi-analytic model. The

obtained Mh also suggests that at z = 0 our LAEs are embedded in dark matter halos

with a median halo mass similar to the mass of the Large Magellanic Cloud (LMC) from

the extended Press-Schehter model. If their star-formation is largely suppressed after the

observed time until z = 0 similar to the star-formation history of the LMC, they would

have a similar SHMR to the present-day LMC.

With regard to LAHs, we find that ten LAE subsamples divided in accordance with

UV, Lyα, K-band properties have similar LAH luminosities, L(Lyα)H ∼ 2× 1042 erg s−1,

and total Lyα luminosities, L(Lyα)tot ∼ 2 × 1042–4 × 1042 erg s−1. Their L(Lyα)H and

L(Lyα)tot remain almost unchanged or even decrease when M⋆ increases by factor 2–5.

They are also nearly independent of SFR, E(B−V )⋆, and Mh, although the uncertainties

in Mh are large. We also find that Hα emitters in Matthee et al. (2016) also have non-

increasing L(Lyα)H and L(Lyα)tot. These results are inconsistent with the cold stream

scenario and the satellite star formation scenario both of which predict a nearly linear

scaling of L(Lyα)H with mass and a relatively low L(Lyα)H. The most likely is the res-

onant scattering scenario because it can naturally explain these results as well as a weak

positive correlation between M⋆ and L(Lyα)H/L(Lyα)tot, where L(Lyα)H/L(Lyα)tot in-

dicates the efficiency of resonant scattering in the CGM. We also discuss the origin of

bright observable Lyα emission of LAEs (i.e., high Lyα escape fraction) considering all

the results obtained in this work.
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Chapter 1

Introduction

1.1 The history of the Universe and galaxy evolution

1.1.1 The history of the Universe and galaxies

Figure 1.1 The history of the Universe and the evolution of galaxies.

The Universe has been expected to begin through phenomena of rapid expansion and

incredible heating known as “inflation” and “the Big Bang” about 14 billion years ago as

shown in figure 1.1. About 380 thousand years after the Big Bang, the temperature in

the Universe decreased below ∼ 3, 000K due to the expansion, and gas in the Universe

became completely neutral (called, “recombination”).

The Universe has expanded until the present day. Thanks to the expansion and the

constant speed of light, we can see objects in the past Universe directly using the relation
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between distance and time. The expansion of the Universe increases distances between

two objects fixed in space. It causes an observer to see more distant objects moving away

faster, with the wavelength of the arriving radiation being shifted to longer values. The

amount of the shift of the observed wavelength with respect to the rest-frame wavelength

is called “redshift” (z). Space itself expands, causing objects to become separated without

changing their positions in space.

Following a period of darkness of about a few hundred million years (the dark age), the

first objects formed and flooded the Universe with light. They ionized the neutral gas

in the intergalactic medium (IGM). This phenomenon is called “cosmic reionization”. A

plausible candidate for the main source of reionization is young galaxies, whose ionizing

radiation, called‘Lyman Continuum’(LyC, λ < 912Å), from massive stars is expected to

leak to the IGM (e.g., Robertson et al., 2015; Livermore et al., 2017). Other candidates,

quasi-stellar objects (QSOs) and active galactic nuclei (AGNs) (e.g., Giallongo et al.,

2015; Madau & Haardt, 2015), are recently indicated to contribute to less than ∼ 10% of

the ionizing photons to keep the IGM ionized (over a UV magnitude range of -18 to -30

mag; Matsuoka et al., 2018). Previous studies suggest that cosmic reionization has been

completed by z ∼ 6 from the Gunn-Peterson absorption trough in quasar spectra (e.g.,

Gunn & Peterson, 1965; Fan et al., 2006) and in gamma-ray burst spectra (e.g., Totani

et al., 2006; McGreer et al., 2015) as well as the evolution of the Lyα luminosity function

(e.g., Kashikawa et al., 2006; Hu et al., 2010; Konno et al., 2018; Itoh et al., 2018) and

the Lyα emitter fraction (e.g., Stark et al., 2011; Pentericci et al., 2011; Schenker et al.,

2014). After that, the IGM of the Universe was full of low density ionized hydrogen and

has been nearly transparent to photons until today.

Multi-wavelength observations have revealed the cosmic star formation history of galax-

ies as a function of redshift (e.g., Hopkins & Beacom, 2006, see also Madau & Dickinson

2014 and references therein) and the evolution of the number density of AGNs/QSOs (e.g.,

Hopkins et al., 2007; Niida et al., 2016), as well as the evolution of cosmic dust attenuation

(e.g., Burgarella et al., 2013). The cosmic star formation rate density (SFRD) has been

found to increase from high redshift (z ∼ 11; Oesch et al., 2015) to z ∼ 1.5–3 and then

to decrease to z ∼ 0. Interestingly, the cosmic dust attenuation also shows an inverted

V-shaped evolution, and the peak is found to be located at a similar z or to be delayed

from the peak of the cosmic SFRD (at z ∼ 1.2; Burgarella et al., 2013). It is also coeval

with the peak (plateau) of the number density of QSOs (e.g., Niida et al., 2016). The

peak (plateau) of the cosmic SFRD of galaxies is called “cosmic noon”, which is regarded

as one of the most active eras in the Universe.

In the local Universe, at z ∼ 0, although the activities of star forming galaxies and

AGNs/QSOs are modest compared with those at high redshift, we can observe various

astronomical objects with a wide dynamic range. Clusters of galaxies are the largest

self-gravitating structures in the Universe, whose virial masses reach more than 1014 M⊙

(e.g., Fornax and Coma clusters; Drinkwater et al., 2001; Kubo et al., 2007), while dwarf

galaxies are the smallest whose stellar masses are often as low as 106M⊙ (e.g., Dwarf

Galaxy Survey; Madden et al., 2013). Galaxies also show a variety in their appearance.
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Their morphologies are classified into Elliptical, S0 galaxies (“early type”), spiral and

irregular galaxies (“late type”) according to the Hubble sequence (Hubble, 1936). The

Milky Way galaxy is classified as a spiral galaxy, while the Large Magellanic Cloud (LMC)

and the Small Magellanic Cloud (SMC), both are satellites of the Milky Way galaxy,

are classified as irregular galaxies. Early-type galaxies tend to be bright and massive

with suppressed (or quenched) star formation and red colors, while late-type galaxies are

generally faint and less massive with star formation, rich gas content, and blue colors. It

is still unkown how galaxies evolved to have various properties observed in the present

Universe from the past Universe.

Through the long history of ∼ 14 billion years, galaxies are a basic component of the

Universe. The formation and evolution of galaxies is one of the fundamental topics in

astronomy and still raises essential questions to us.

1.1.2 Galaxy evolution

Figure 1.2 Illustration of a galaxy embedded in a dark matter halo and three key properties

of star formation activity: star formation mode, stellar to halo mass ratio, and baryon

conversion efficiency.
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Galaxies form and evolve over cosmic time. They are self-gravitating systems composed

of stars, gas, dust, and dark matter. Galaxies assemble their stellar mass through star

formation and galaxy merging under the gravitational influence of their host dark matter

halos, which also grow through mass accretion and merging (e.g., Somerville & Davé,

2015).

To understand the growth (i.e., star forming activity) of galaxies in the framework of

hierarchical structure formation, the star formation mode, the stellar to halo mass ratio,

and the baryon conversion efficiency are three key properties.

Star formation mode

The mode of star formation in star-forming galaxies can be divided into two cate-

gories: the normal star formation (or main-sequence, MS) mode and the starburst

mode. The MS mode where galaxies form stars at moderate rates makes a well-

defined sequence in the diagram of star formation rate (SFR) versus stellar mass

(M⋆) ( e.g., Noeske et al., 2007; Elbaz et al., 2007; Speagle et al., 2014). It is called

“star formation main sequence” (SFMS). The starburst mode where galaxies have

much higher specific star formation rates (= SFR/M⋆: sSFRs) than MS galaxies

with similar masses (e.g., Rodighiero et al., 2011). The star formation (SF) mode

also tells us the nature of star formation in terms of stellar mass growth. The

SFR–M⋆ relation is measured over a wide range of redshift, z ∼ 0 to ∼ 6, and

shows higher SFR at a fixed M⋆ at higher redshift (e.g., Santini et al., 2017).

Stellar to halo mas ratio

The stellar to halo mass ratio (= M⋆/Mh: SHMR) indicates the efficiency of

star formation in dark matter halos integrated over time from the onset of star

formation to the observed epoch, which we refer to as the integrated SF efficiency.

The SHMR as a function of halo mass is known to have a peak and the halo mass

at the peak (pivot mass) is ≃ 2− 3× 1012 M⊙ at z ∼ 2 (e.g., Behroozi et al., 2013;

Moster et al., 2013). The shape of the average relation shows almost no evolution

at z ∼ 0–5, although the behavior of the SHMR at low Mh is still uncertain.

Baryon conversion efficiency

The baryon conversion efficiency (BCE) is defined as BCE = Ṁ⋆/Ṁb, where Ṁb

is the baryon accretion rate (BAR). It measures the efficiency of star formation

in dark matter halos at the observed time with an assumption that most of the

accreting baryons are in a (cold) gas phase (i.e., the BAR is equal to the inflow

rate of cold gas). The average BAR at a fixed halo mass is proportional to the

halo mass accretion rate that is estimated as a function of redshift and halo mass

from cosmological simulations (Dekel et al., 2009a). Previous studies show a tight

relation between BCE and Mh over a wide range of redshift (at z ∼ 0–8; e.g.,

Behroozi et al., 2013; Moster et al., 2013; Rodŕıguez-Puebla et al., 2017).

These relations are usually given as the average relations in the literature thus presented

here as such. Figure 1.2 illustrates the three key properties of star forming activity.

In addition to these relations, star-forming galaxies have a positive correlation that more
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massive ones have higher IRX, which is an indicator of dustiness (e.g., Reddy et al., 2010;

Whitaker et al., 2014). IRX is defined as ≡ LIR/LUV, where LIR and LUV are infrared

(IR; 8–1000µm) and ultraviolet (UV; ∼ 1500Å) luminosities, respectively. The location

of a galaxy in a diagram of IRX versus M⋆ gives us information of dust enrichment (or

the evolution of dust contents) of the galaxy in terms of system size.

Dark matter halo mass is also useful to track the evolution of galaxies since the growth

of dark matter halos is statistically predicted by the extended Press-Schehter (EPS: Press

& Schechter, 1974; Bond et al., 1991; Bower, 1991) model. It allows us to connect galaxies

in a snapshot at a redshift to the present-day descendants.

Gas masses (Mg) in a galaxy and in the circum-galactic medium (CGM) are also im-

portant parameters as well as SFR, M⋆, and Mh. As is well known, a tight correlation

between SFR surface density and gas surface density (in a galaxy) has been established

(the Kennicutt-Schmidt law; e.g., Schmidt, 1959; Kennicutt & Evans, 2012, and refer-

ences therein). The CGM is also linked to galaxy formation and evolution since a sufficient

gas reservoir in the CGM can sustain star formation of the central galaxies (e.g., Lilly

et al., 2013). Gas inflows into (outflows from) a galaxy are expected to trigger starburst

(suppress star formation) (e.g., Dekel et al., 2009b; Muratov et al., 2015).

1.1.3 Low-mass “building blocks”

From the point of view of hierarchical structure formation, low-mass galaxies in the past

Universe are “building blocks” of present-day galaxies over a wide range of mass (Rauch

et al., 2008; Dressler et al., 2011). It means that they play a key role in galaxy formation

and evolution. Moreover, young low-mass galaxies at high redshift are important as

a plausible candidate for the main source of reionization as described in section 1.1.

However, it has been challenging to investigate the properties and evolution of high-z

low-mass galaxies because of their faint luminosities. Nebular emission lines are useful to

detect faint (or low-mass) galaxies at high redshift, among which the hydrogen Lyα line

has been used most commonly. Thus, Lyα emitters (LAEs) are one of the most popular

high-z low-mass galaxies.

1.2 Lyα emitters

1.2.1 Theoretical predictions and discoveries of Lyα emitters

A Lyα photon is emitted when an electron jumps from the state of the principle quantum

number of n = 2 and the azimuthal quantum number of l = 0 (i.e., 2p) to that of n = 1

and l = 0 (i.e., 1s) with an energy difference of 10.2 eV (λrest = 1215.67Å). It is produced

in HII regions by recombination radiation following hydrogen photoionization by young

massive stars (i.e., O- and B- type stars, Partridge & Peebles, 1967). Since about 68%

of hydrogen ionization yields a Lyα photon in case B recombination (e.g., Osterbrock &

Ferland, 2006), the Lyα emission line is intrinsically the brightest feature in the nebula

spectrum of star forming galaxies. However, Lyα photons can not escape from a galaxy
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with rich dust and neutral hydrogen gas (HI) contents due to resonant scattering by HI

gas, which causes an asymmetric Lyα line profile (e.g., Dijkstra, 2014).

In 1967, Partridge & Peebles (1967) have theoretically predicted that galaxies with

bright Lyα emission are candidates of very young galaxies at z ∼ 10–30. About 30

years later, several candidates of LAEs around an AGN at z = 4.6 have been detected

with the University of Hawaii 2.2-meter telescope, and two of them have been identified

spectroscopically with the Keck 10-m telescope (Hu & McMahon, 1996). In the same year,

five LAEs around a radio galaxy at z = 2.39 have been also identified spectroscopically

with the Multiple Mirror Telescope (Pascarelle et al., 1996). Blank field surveys of LAEs

have been conducted with narrow band (NB) images of ground-based telescopes such as the

Keck 10-m telescope, the Mayall 4-meter telescope, and the Subaru telescope at z = 3.6–

4.8 (e.g., Cowie & Hu, 1998; Rhoads et al., 2000; Ouchi et al., 2003). They have used the

Lyα technique to select LAEs with a color excess of a narrow band targeting redshifted

Lyα emission against far UV (FUV) continuum. Thanks to the remarkable progresses

of observations, tens of thousands of LAEs have been studied so far with narrowband

imaging (z ∼ 2–7: e.g., Malhotra & Rhoads, 2002; Taniguchi et al., 2005; Shimasaku

et al., 2006; Gronwall et al., 2007; Ota et al., 2008; Ouchi et al., 2008; Guaita et al., 2010;

Hayes et al., 2010; Hu et al., 2010; Ouchi et al., 2010; Ciardullo et al., 2012; Nakajima

et al., 2012; Yamada et al., 2012; Konno, 2014; Sandberg et al., 2015; Ota et al., 2017;

Shimakawa et al., 2017; Shibuya et al., 2018a; Itoh et al., 2018) and/or with spectroscopic

identification (z ∼ 0–7: e.g., Shapley et al., 2003; Kashikawa et al., 2006; Reddy et al.,

2008; Cowie et al., 2010; Blanc et al., 2011; Dressler et al., 2011; Kashikawa et al., 2011;

Curtis-Lake et al., 2012; Mallery et al., 2012; Nakajima et al., 2013; Erb et al., 2014; Hayes

et al., 2014; Hashimoto et al., 2013; Hathi et al., 2016; Karman et al., 2017; Shibuya et al.,

2018b). Consequently, they are one of the most representative populations of high-z star

forming galaxies because of scientific importance as well as historical reasons like the

attractive observational efficiency.

1.2.2 Typical properties of Lyα emitters

Typical LAEs at high redshifts have low stellar masses (M⋆ ≲ 109 M⊙: Ono et al., 2010a;

Guaita et al., 2011; Hagen et al., 2016; Shimakawa et al., 2017). They are also dust poor

(Lai et al., 2008; Blanc et al., 2011) and metal poor (Nakajima et al., 2012, 2013; Nakajima

& Ouchi, 2014; Kojima et al., 2017), and have young stellar populations (Pirzkal et al.,

2007; Gawiser et al., 2007; Hagen et al., 2014), although a small fraction of them are

attributed to dusty galaxies with high stellar masses (Nilsson & Møller, 2009; Ono et al.,

2010b; Pentericci et al., 2010; Oteo et al., 2012), which implies diversity of LAEs (see

also Shapley et al., 2001). They are found to reside in low-mass dark matter halos from

clustering analysis (Mh ∼ 1010–1012 M⊙ over z ∼ 2–7: e.g., Ouchi et al., 2005; Kovač

et al., 2007; Gawiser et al., 2007; Shioya et al., 2009; Guaita et al., 2010; Ouchi et al.,

2010; Bielby et al., 2016; Diener et al., 2017; Ouchi et al., 2018).

LAEs are found to have spatially extended Lyα emission, called, Lyα halos (LAHs; e.g.,

Hayashino et al., 2004; Momose et al., 2014; Wisotzki et al., 2016), which are suggested to
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have information of the CGM (e.g., Dijkstra & Kramer, 2012). LAHs are not negligible

because they are as bright as the central Lyα emission (Momose et al., 2014; Leclercq

et al., 2017).

So far, remarkable progresses in observations and intensive studies have enabled us to

extend our knowledge of LAEs and low-mass galaxies towards M⋆ ≲ 108– 109 M⊙. How-

ever, we still have two big unknows in the framework of hierarchical structure formation.

1.2.3 Two basic unknowns of Lyα emitters

We still have two basic issues:

(1) the star forming activity of LAEs: the star formation mode, the stellar to halo mass

ratio, and the baryon conversion efficiency, and

(2) the origin of the LAHs of LAEs.

For LAEs, Mh, SFR, and M⋆ are most reliably measured at z ∼ 2. This is because of

three reasons below. First, this redshift is high enough that the Lyα line is redshifted into

the optical regime where a wide-field ground-based Lyα survey is possible. It is critical

for measuring Mh from clustering analysis. A large sample constructed from wide-field

surveys is also essential to measure properties of LAHs with NB images. Second, deep

mid-infrared (MIR) and far-infrared (FIR) data are available to measure dust emission of

galaxies at z ∼ 2, which is essential for deriving the amount of dust attenuation (A1600)

and thus SFR. It enables us to derive total SFR from dust obscured SFR observed

in the FIR/MIR regime and dust unobscured SFR in the FUV regime. An appropriate

dust attenuation curve as well as A1600 is also key to derive stellar population parameters

such as SFR and M⋆ from spectral energy distribution (SED) fitting. Third, the redshift

is low enough that deep rest-frame near-infrared (NIR) photometry is still possible with

Spitzer/IRAC. It is critical for deriving M⋆ from SED fitting of faint galaxies like LAEs.

Moreover, this redshift is also scientifically interesting because star-formation of galaxies

in the Universe is at the global maximum as described in section 1.1.1.

However, even at z ∼ 2, their star forming activity (the issue (1)) has not been inter-

preted in the framework of structure formation, since Mh, SFR, and M⋆ of LAEs have

not been derived for the same sample with a high accuracy as described below (section

1.3). With regard to the issue (2) about LAH, a large number of previous studies on the

origin of LAHs have obtained neither conclusive, nor consistent results with each other

(see section 1.4 for more detail). It might be better to approach from a different angle to

the issue. Understanding the origin of LAHs enables us to estimate the escape fraction

of Lyα emission from central galaxies correctly. We will also describe the mechanisms of

Lyα escape in section 1.5.

1.3 Star forming activity of Lyα emitters

To understand the star forming activity of LAEs in the framework of hierarchical structure

formation, the star formation mode, the stellar to halo mass ratio, and the baryon con-
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version efficiency are three key properties (see section 1.1.2). Even at z ∼ 2, only Guaita

et al. (2010) and Guaita et al. (2011) succeeded in deriving SFR, M⋆, and Mh for the

same LAE sample. In the following sections, we first of all describe the dust attenuation

of LAEs, which is closely connected with the measurement of SFR, and then describe the

star formation mode, SHMR, and BCE of LAEs at z ∼ 2.

1.3.1 Dust attenuation and IRX at a fixed M⋆

At high redshift, because of the limited sensitivities of existing IR telescopes, IR luminosi-

ties have been measured only for relatively luminous galaxies (LTIR≳ 1011L⊙ at z ≳ 2,

see, e.g., Elbaz et al., 2011; Magnelli et al., 2013) except for a small number of less lumi-

nous, lensed galaxies (e.g., Sklias et al., 2014) and for stacked objects (e.g., Reddy et al.,

2012a).

Previous studies on LAEs have failed to individually detect dust emission except for

rare objects with (U)LIRG-like luminosities (Pentericci et al., 2010; Nilsson et al., 2011;

Oteo et al., 2012). Wardlow et al. (2014) have stacked Herschel/SPIRE 250–500µm and

LABOCA 870 µm images of typical LAEs at z ≳ 2.8 to obtain 3σ upper limits of LTIR∼ 2–

3 × 1011L⊙, but they have not discussed the amount of dust attenuation. Although,

usually, SED fitting has thus been used to derive A1600 for LAEs, A1600 values from

SED fitting are sensitively dependent on the dust attenuation curve assumed. All of the

previous studies of LAEs have assumed the Calzetti curve (Calzetti et al., 2000) and

obtained a relatively wide range of A1600≲ 3 magnitude (see Table 2 of Vargas et al.,

2014). Since M⋆ and E(B − V ) of LAEs in Guaita et al. (2011) are estimated to be

∼ 4 × 108 M⊙ and ∼ 0.22 (i.e., A1600∼ 2 mag), respectively, their LAEs are indicated

to have higher IRXs than expected from the average IRX–M⋆ relation. It implies that

LAEs are dust-enriched galaxies at a fixed M⋆, which is not matched with a general

intuition of their dust-poor contents.

Recent observations (e.g., Reddy et al., 2006; Nordon et al., 2013; Reddy et al., 2018)

have found that some high-redshift galaxies favor an SMC extinction curve (e.g., Gordon

et al., 2003) as the dust attenuation curve, which may question the use of the Calzetti

curve for LAEs. Therefore, we need to measure the dust emission or A1600 of LAEs with

deep MIR/FIR observations and then discuss an appropriate dust attenuation curve for

the LAEs using a relation between IRX and UV slope (β) (e.g., Meurer et al., 1999).

1.3.2 Star formation mode

Guaita et al. (2011) derive the M⋆ and SFR of LAEs from SED fitting. Their LAEs

have too large errors in M⋆ and SFR to distinguish the star formation mode although

they are consistent with the MS mode. In addition, their SED model does not include

nebulae emission and adopts the Calzetti curve. Nebular emission enhances luminosities

of galaxies especially at rest optical wavelengths. For these reasons, their M⋆ and SFR

are possibly overestimated, though the uncertainties caused by their methods are not

included in their error bars.
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Hagen et al. (2016) have found that spectroscopically-selected individual LAEs with a

bright Lyα luminosity (≳ 1× 1043 erg s−1, Hagen et al., 2014) and NB-selected individual

LAEs with a typical Lyα luminosity of ∼ 1× 1042 erg s−1 that have a counterpart in the

3D-HST catalog (Guaita et al., 2010; Vargas et al., 2014) lie along or above the SFMS,

though they also assume the Calzetti curve. Meanwhile, Shimakawa et al. (2017) have

found that fainter NB-selected individual LAEs with an NB luminosity brighter than

∼ 4 × 1041 erg s−1 lie on the SFMS assuming the Calzetti curve. Note that the stellar

masses are derived from SED fitting without IRAC photometry.

Because of this situation, the star formation mode of typical LAEs has not been dis-

cussed accurately yet. Recent observations have revealed that the stellar properties of

LAEs are similar to those of other emission line galaxies at z ∼ 2 (Hagen et al., 2016).

Shimakawa et al. (2017) have also found that LAEs at M⋆ ≲ 1010 M⊙ obey the same

M⋆-size relation as Hα emitters (HAEs) at z = 2.5. These results imply a possibility that

LAEs are normal star-forming galaxies in the low stellar mass regime at high redshift.

To discuss the star formation mode of LAEs, deep FIR/MIR observations as well as

deep IRAC photometry are required. It is also essential to include nebular emission

into the SED fitting model (e.g., Ono et al., 2010a) and to estimate an appropriate dust

attenuation curve for LAEs from the IRX–β relation.

1.3.3 Dark matter halo mass, SHMR, and BCE

To date, there is only one clustering study carried out at z ∼ 2 by Guaita et al. (2010) with

250 LAEs in a ∼ 0.3 deg2 field. They obtain a relatively high halo mass of log(Mh/M⊙) ∼
11.5+0.4

−0.5 compared with the other work for LAEs at z ∼ 3–7 (e.g., Gawiser et al., 2007;

Bielby et al., 2016; Diener et al., 2017; Ouchi et al., 2018). Their Mh implies an SHMR

comparable to or lower than the average relations by Behroozi et al. (2013) and Moster

et al. (2013) at the same dark matter halo mass. Their LAEs are estimated to have a

comparable BCE with the average relation by Behroozi et al. (2013) but its uncertainty

is as large as ∼ 1 dex. However, this halo mass estimate may suffer from statistical

uncertainties due to a small sample size (N ∼ 250) and systematic uncertainties from

cosmic variance due to a small survey area (∼ 0.3 deg2). Moreover, true uncertainties are

probably larger, since their M⋆ and SFR are possibly overestimated without including

systematic uncertainties into the error bars as described in 1.3.2.

Their result of Mh also suggests that their LAEs at z ∼ 2 could be progenitors of

present-day L⋆ galaxies like the Milky Way and that they could also be descendants of

z ∼ 3 LAEs (Guaita et al., 2010). Note that LAEs at z ∼ 3, which are progenitors

of present-day L⋆ galaxies, are suggested not to evolve into LAEs at z ∼ 2 from SED

fitting (Acquaviva et al., 2012). Measurements of Mh also provide us the duty cycle of

LAEs defined as the fraction of dark matter halos hosting an LAE. The LAEs in Guaita

et al. (2010) are suggested to have a high duty cycle, 43+113
−30 % compared with those of

previous studies at z ∼ 3, a few tenths to a few percent (e.g., Gawiser et al., 2007; Ouchi

et al., 2010). An accurate measurement of the duty cycle is useful to discuss the physical

mechanisms which determine the star forming activity and the Lyα escape fraction of
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LAEs.

To overcome the above problems due to the large uncertainty in theMh measurement,

a larger number of sources from a larger survey area with deep multi-wavelength data is

needed.

1.4 Lyα halos

1.4.1 The ubiquitous presence of Lyα halos

A Lyα halo (LAH) is a diffuse, spatially extended structure of Lyα emission seen around

star-forming galaxies. It is expected to trace neutral hydrogen gas in the CGM of galaxies,

which is closely linked to galaxy formation and evolution. Cosmological simulations have

predicted that Lyα halos are common in galaxies especially at high redshift (e.g., Zheng

et al., 2011; Rosdahl & Blaizot, 2012; Dijkstra & Kramer, 2012).

LAHs around local galaxies, as well as around AGNs and QSOs, can be detected in-

dividually because they are relatively bright (e.g., Keel et al., 1999; Kunth et al., 2003;

Hayes et al., 2005; Goto et al., 2009; Östlin et al., 2009; Hayes et al., 2013; Matsuda et al.,

2011, and references therein). LAHs around high-z galaxies are much fainter, but they

have been detected in stacked narrow-band images (tuned to redshifted Lyα emission) of

∼ 100 – 4000 star-forming galaxies at z ∼ 2–6 (e.g., Hayashino et al., 2004; Steidel et al.,

2011; Matsuda et al., 2012; Feldmeier et al., 2013; Momose et al., 2014, 2016; Xue et al.,

2017, see also a stacking study of spectra of ∼ 80 LAEs at z ∼ 2–4 by Guaita et al. 2017).

Very recently, LAHs around ∼ 170 star forming galaxies at z ∼ 3–6 have been detected

individually by deep integral field spectroscopy with VLT/MUSE (Wisotzki et al., 2016,

2018; Leclercq et al., 2017). Thanks to the intense observations of Lyα halos for more

than 20 years, the existence of LAHs has now been established. The next question is what

is their physical origin(s).

1.4.2 Theoretical candidates of the origin of Lyα halos

Theoretical studies have proposed several physical origins of LAHs: resonant scattering

in the CGM, cold streams (gravitational cooling radiation), star formation in satellite

galaxies (one-halo term), fluorescence (photo-ionization), shock heating by gas outflows,

and major mergers (e.g., Haiman et al., 2000; Taniguchi & Shioya, 2000; Cantalupo et al.,

2005; Mori & Umemura, 2006; Laursen & Sommer-Larsen, 2007; Zheng et al., 2011; Ros-

dahl & Blaizot, 2012; Yajima et al., 2013; Lake et al., 2015; Mas-Ribas & Dijkstra, 2016).

The former three are generally considered for high-z star-forming galaxies (e.g., Lake

et al., 2015), while the latter three are preferred for giant Lyα nebulae (Lyα blobs; LABs)

and/or bright QSOs (e.g., Kollmeier et al., 2010; Mori & Umemura, 2006; Yajima et al.,

2013).

In the cold stream scenario, the accreting relatively dense and cold (∼ 104 K) gas

releases the gravitational energy (called, cold streams; e.g., Fardal et al., 2001; Kereš

et al., 2005; Dekel & Birnboim, 2006) and emits Lyα photons (e.g., Haiman et al., 2000;
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Furlanetto et al., 2005; Dijkstra & Loeb, 2009). Cold streams are suggested to produce an

extended Lyα halo without (extended) UV continuum emission (Lake et al., 2015). The

Lyα luminosity due to cold streams is suggested to increase with the Mh of host galaxies

(Dijkstra & Loeb, 2009; Faucher-Giguère et al., 2010; Rosdahl & Blaizot, 2012).

Meanwhile, in the satellite star formation scenario, Lyα photons are produced through

star formation (recombination) in satellite galaxies. If it contributes to LAHs, they would

involve extended UV emission from the star formation (Shimizu et al., 2011; Zheng et al.,

2011; Lake et al., 2015; Mas-Ribas et al., 2017). According to the local observations, the

number of disk (i.e., star-forming) satellite galaxies correlates with the host dark matter

halo mass of the central galaxy (e.g., Trentham & Tully, 2009; Wang et al., 2014), and

such properties can be reproduced by theoretical models (e.g., Nickerson et al., 2013; Sales

et al., 2014). The Lyα luminosity from satellite star formation can be interpreted as a

function of the Mh and M⋆ of the central galaxy. Note that recent detailed models for

this scenario have been examined with a few galaxies not with a large sample from a

cosmological simulation (e.g., Mas-Ribas et al., 2017).

In the resonant scattering scenario, Lyα photons that have escaped from the main

body of the galaxy are scattered away by HI gas in the CGM (Laursen & Sommer-Larsen,

2007; Barnes & Haehnelt, 2010; Zheng et al., 2011; Dijkstra & Kramer, 2012; Verhamme

et al., 2012). It is suggested to produce an extended Lyα halo without (extended) UV

continuum emission (e.g., Mas-Ribas et al., 2017). The relation between Mh (or M⋆) of

the central galaxy and the Lyα luminosity is probably determined by the balance between

the efficiency of resonant scattering, and the amount of dust attenuation, if we assume

that intrinsic Lyα luminosity correlates with SFR and thus mass.

Understanding the origin of LAHs provides crucial information on the CGM, which

is closely linked to galaxy formation and evolution. A sufficient gas reservoir in the

CGM can sustain the star formation of the central galaxy (e.g., Lilly et al., 2013). Gas

inflows into and outflows from a galaxy are expected to trigger starburst and suppress star

formation, respectively (e.g., Dekel et al., 2009b; Muratov et al., 2015). It also enables us

to estimate the escape fraction of Lyα emission from central galaxies correctly. If resonant

scattering mainly drives LAHs, the Lyα luminosity of LAHs should be included in the

calculation of the Lyα escape fraction. LAHs are also important for studies of cosmic

reionization because their spatial extent can be used as a probe of the IGM ionization

fraction (Verhamme et al. in prep).

1.4.3 Previous observational work on the origin of LAHs

Lyman α emitters (LAEs) are suitable objects for studying the nature of LAHs because

a large sample of LAEs at a fixed redshift as needed for a stacking analysis can be con-

structed relatively easily from a narrow-band imaging survey (Matsuda et al., 2012; Feld-

meier et al., 2013; Momose et al., 2014, 2016; Xue et al., 2017). LAEs are typically

low-stellar-mass young galaxies with low metallicities and low-dust contents hosted in

low-mass dark matter halos (e.g., Pirzkal et al., 2007; Lai et al., 2008; Ono et al., 2010a;

Nakajima & Ouchi, 2014; Kojima et al., 2017; Ouchi et al., 2018, and reference therein).
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They are detected owing to efficient Lyα escapes, which are suggested to stem partly from

these physical properties such as low-dust attenuation (e.g., Finkelstein et al., 2009).

Matsuda et al. (2012) have found that LAEs in a large-scale overdense region at z = 3.1

have large (∼ 100–200 Å) EWs if LAH components are included. They suggest that

those LAHs may partly originate from shock heating due to gas outflows or cold streams,

although they have not ruled out other possibilities. On the other hand, Momose et al.

(2016) have stacked ∼ 3600 LAEs in field regions at z ∼ 2 to find that some subsamples

have relatively small Lyα EWs fully consistent with pop II star formation, suggesting

that the cold stream scenario is not preferred. Finding no correlation between the spatial

extent (the scale length, rs) and the surface number density for LAEs at z ∼ 3–4, Xue

et al. (2017) have suggested that star formation in satellite galaxies is not the dominant

contributor to LAHs (see however, Matsuda et al., 2012). They have also found that

the radial profile of LAHs is very close to that predicted by models of resonant scattering

in Dijkstra & Kramer (2012), leaving only little room for the contribution from satellites

galaxies and cold streams modeled by Lake et al. (2015). Note, however, that Lake et al.

(2015)’s model reproduces the radial profile of LAHs seen in LAEs at z ∼ 3 in Momose

et al. (2014). More recently, Leclercq et al. (2017) have measured LAH properties of ∼ 150

individual LAEs at z ∼ 3–6 using VLT/MUSE. They argue that a significant contribution

from star formation in satellite galaxies is somewhat unlikely since the UV component

of LAEs is compact and not spatially offset from the center of their LAHs, while having

not given a firm conclusion on other origins. To summarize, although there are a number

of observational studies on the origin of LAHs, their results are not very conclusive, nor

consistent with each other (Matsuda et al., 2012; Feldmeier et al., 2013; Momose et al.,

2016; Wisotzki et al., 2016; Xue et al., 2017; Leclercq et al., 2017, see also Steidel et al.

2011).

1.4.4 Open a new way for revealing the origin of LAHs

So far, correlations of LAH properties with properties of central galaxies have not been

fully studied. To obtain further information, it might be better to approach from a differ-

ent angle, which enables us to compare more directly with theoretical predictions. Espe-

cially important may be correlations with the dark matter halo mass and stellar mass of

central galaxies, because they can be directly compared with theoretical predictions (e.g.,

Rosdahl & Blaizot, 2012). Although Leclercq et al. (2017) have discussed a correlation

between the Lyα luminosity of LAHs and the UV luminosity of central galaxies, they have

not estimated those masses. SFRs and dust attenuation are also important quantities to

discuss the scattering origin of LAHs.

Another problem is that rs, the scale-length of LAHs that is often used to discuss the

origin of LAHs in previous studies, is not robust against measurement errors. Indeed, the

dependence of rs on Lyα luminosity found in individually detected MUSE LAEs is not

consistent with the average dependence obtained by Momose et al. (2016) from stacked

images. In contrast, as we will see later, relations between the Lyα luminosity of central

galaxies and that of LAHs found in Momose et al. (2016) is in good agreement with
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those seen in individual MUSE-LAEs in Leclercq et al. (2017). This suggests that Lyα

luminosity is more robust against systematic errors from stacking.

A large sample size of NB-selected LAEs enables us to investigate the dependence of

LAH luminosity on stellar properties and dark matter halo mass. This is one of the studies

that make the best use of Subaru/Hyper Suprime-Cam (HSC: Miyazaki et al., 2012) and

even Subaru/Suprime-Cam (SC: Miyazaki et al., 1998).

1.5 The origin of bright Lyα emission

The bright Lyα emission arises from high Lyα escape fractions. The mechanisms for high

Lyα escape fractions (fesc(Lyα)) are directly related to the origin of LAEs as a galaxy

population.

Previous studies have not taken account of LAHs when calculating the Lyα escape

fraction (e.g., Song et al., 2014; Hayes et al., 2011). However, if the dominant origin of

LAHs is scattering in the CGM, we can obtain more accurate values including LAHs. The

diagram of fesc(Lyα) versus E(B − V ) is useful, since additional mechanisms are needed

to make fesc(Lyα) higher or lower than that expected from E(B − V ).

The possible origins for a high fesc(Lyα) of LAEs are categorized to: (i) less efficient

resonant scattering in a uniform interstellar medium (ISM), (ii) less efficient resonant

scattering in a clumpy ISM, (iii) additional Lyα sources, and (iv) hard ionizing spectra.

In a uniform ISM where dust and gas are well mixed, Lyα photons have a higher chance

of dust absorption than continuum photons because of resonant scattering. To reduce the

efficiency of resonant scattering in a uniform ISM, one needs to reduce column density

of HI gas (NHI) or scattering cross section (σLyα) (e.g., Duval et al., 2014; Garel et al.,

2015). On the other hand, in the clumpy ISM, Lyα photons are not attenuated by dust

if dust is confined in HI clumps (Neufeld, 1991; Hansen & Peng Oh, 2006). Candidates

of additional Lyα sources are AGNs and cold streams in the central part of galaxies.

Hard ionizing spectra are suggested for high-z LAEs at z ∼ 2–7, and it means that the

production efficiency of ionizing photons compared to the UV luminosity is higher than

the fiducial value (e.g., Nakajima et al., 2016; Harikane et al., 2018).

1.6 Overview of this thesis

In this thesis, we will study galaxy evolution with a representative high-z low-mass galaxy,

LAEs, in the framework of structure formation. Especially we investigate the two basic

issues:

(1) star forming activity of LAEs: the star formation mode, the stellar to halo mass

ratio, and the baryon conversion efficiency, and

(2) the origin of LAHs of LAEs.

We use ∼ 1250 NB-selected LAEs from four deep survey fields with a total area of

≃ 1 deg2. Among them, 213 LAEs with deep MIR/FIR data are used to measure the dust
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emission of LAEs and to obtain an appropriate dust attenuation curve (Kusakabe et al.,

2015). We perform SED fitting to stacked imaging data to measure stellar population

parameters including SFR, A1600, and M⋆, while we derive Mh from clustering analysis

(Kusakabe et al., 2018b,a). We divide our LAEs into subsamples to discuss the origin of

LAHs (Kusakabe et al., 2018a). The layout of this thesis are below.

In chapter 2, we describe the sample selection of our LAEs in the four survey fields, the

fraction of interlopers in our sample, photometric data used in this thesis, and subsample

criteria. For the IR study, we only use LAEs in a field covered by one of the deepest public

MIR and FIR data, while we use LAEs in the whole fields to discuss their star forming

activity. We divide our LAEs with deep optical/NIR data into subsamples.

In chapters 3 and 4, we present the methods of SED fitting: stacking analysis, photom-

etry, and details of the SED fitting model, and the methods of clustering analysis: how

to measure angular correlation functions, biases, and dark matter halo masses. We also

describe how to estimate cosmic variance analytically. In chapter 5, we explain methods

to estimate Lyα luminosities of LAHs.

Chapter 6 is devoted to show results in this thesis: IR luminosity and dust attenua-

tion curve, results of SED fitting, results of clustering analysis, IRX-M⋆ relation, star

formation mode, SHMR and BCE, LAH luminosity, and Lyα escape fraction.

In chapter 7, we discuss the physical origin of star forming activity, the origin of dust

attenuation, and the present-day descendants of the LAEs. We also discuss the origin of

LAHs of the LAEs in chapter 8. Chapter 9 is devoted to discuss the mechanisms for high

Lyα escape fractions. Conclusions are given in chapter 10.

In Appendices A to C, we show auxiliaries for methods and results of SED fitting,

clustering analysis, and LAH luminosity estimation in chapters 4 to 6, respectively. We

also mention the details of estimation of cosmic variance in appendix C. The star formation

modes derived from different assumptions are shown in appendix D. In appendix E, we

show details of a study on the LAE fraction at z ∼ 3 to 6 with VLT/MUSE data, which

are used in the discussion of LAE fraction in chapter 9.

Throughout this thesis, we adopt a flat cosmological model with the matter density

Ωm = 0.3, the cosmological constant ΩΛ = 0.7, the baryon density Ωb = 0.045, the Hubble

constant H0 = 70 km s−1Mpc−1 (h100 = 0.7), the power-law index of the primordial

power spectrum ns = 1, and the linear amplitude of mass fluctuations σ8 = 0.8, which

are consistent with the latest Planck results (Planck Collaboration, 2016). We assume a

Salpeter initial mass function (IMF: Salpeter, 1955) with a mass range of 0.1–100 M⊙*1.

Magnitudes are given in the AB system (Oke & Gunn, 1983) and coordinates are given

in J2000. Distances are expressed in comoving units, while galaxy sizes are expressed in

the physical scale. We use “log” to denote a logarithm with a base 10 (log10).

*1 To rescale stellar masses in previous studies assuming a Chabrier or Kroupa IMF (Kroupa, 2001;

Chabrier & Chabrier, 2003), we divide them by a constant factor of 0.61 or 0.66, respectively.

Similarly, to convert SFRs in the literature with a Chabrier or Kroupa IMF, we divide them by a

constant factor of 0.63 or 0.67, respectively.



15

Chapter 2

Data and Sample Selection

Here we describe sample selection of our LAEs in four survey fields, the fraction of inter-

lopers in our sample, photometric data used in this thesis, and subsample criteria. For

IR study, we only use LAEs in a field covered by one of the deepest public MIR and FIR

data. While We use LAEs in the whole fields for discussion of their star forming activity,

we only use our LAEs in two fields covered by deep rest UV to NIR data to divide into

subsamples for discussion of the origin of LAHs.

2.1 Sample selection

Our LAE samples are constructed in four deep survey fields, the Subaru/XMM-Newton

Deep Survey (SXDS) field (Furusawa et al., 2008), the Cosmic Evolution Survey (COS-

MOS) field (Scoville et al., 2007), the Hubble Deep Field North (HDFN: Capak et al.,

2004), and the Chandra Deep Field South (CDFS: Giacconi et al., 2001, or The Great

Observatories Origins Deep Survey South (GOODS-S) in Dickinson et al. (2003) ). We

select LAEs at z = 2.14–2.22 using the narrow band NB387 (Nakajima et al., 2012) as

described in selection papers (Nakajima et al., 2012, 2013; Kusakabe et al., 2015; Konno

et al., 2016). The threshold of rest-frame equivalent width, EW0, of Lyα emission is

EW0(Lyα) ≥ 20–30Å (Konno et al., 2016). The threshold varies from 20 to 30 Å be-

cause the response curves of the selection bands U (or u∗) and B are slightly different

among the four fields. Two-color diagrams of B–NB387 versus U (or u⋆)–NB387 for

selection in each of the four fields are shown in figure 1 in Konno et al. (2016). We

overview the sample selection of our LAEs in the four fields below (see a flowchart of our

(sub)samples shown in figure 2.1).

2.1.1 SXDS field

SXDS field consists of five sub-fields: SXDS–Center (SXDS–C), SXDS–North (SXDS–N),

SXDS–South (SXDS–S), SXDS–West (SXDS–W), and SXDS–East (SXDS–E). We do

not use the NB387 image in SXDS–E sub-field due to the relatively larger PSF FWHM

(∼ 2′′.0) than those in the other sub-fields (∼ 0′′.7–1′′.2). The total (effective) area is

2003 arcmin2 and 934 LAEs are selected (Nakajima et al., 2012, see also Konno et al.
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2016). In this thesis, we do not use LAEs in SXDS-W because the NB387 image is ∼ 0.6

mag shallower than those in the other sub-fields. The 5σ depth in a 2′′ diameter aperture

is ≃ 25.7 mag in the three subregions (after corrected zero point offset described below).

These LAEs include those in low S/N regions of the NB387 images setting brighter

limiting magnitudes according to S/N ratios in order to maximize the sample size. The 5

σ limiting magnitudes of the low S/N regions are 25.2 – 25.3 mag. This low S/N regions

exists due to the limited number of dithering (i.e., short net exposure times) and bright

objects in NB387 images. Clustering analysis requires a sample with a uniform detection

rate over the entire area for accurate measurements, since the difference in the depth

in sub regions can enhance apparent clustering strength artificially. We also remove the

LAEs in regions with short net exposure times. In SXDS field (SXDS–C, N, and S), we

use the overlapping regions to examine if there exists an offset in the NB387 zero point

for the previous selection. A non-negligible offset of 0.06 mag is found in SXDS–N and

appropriately corrected. Note that such correction values change the Lyα luminosities

only slightly. We remove LAEs with counter parts in X-ray and radio catalogs (Ueda

et al., 2008; Simpson et al., 2006) and in UV images from the Multimission Archive at

STScI as interlopers (see also section 2.2 for more details on interlopers). Finally, we

obtain 601*2 star-forming LAEs with total NB387 magnitude (NB387tot, i.e., aperture-

corrected magnitude) brighter than 25.5 mag in ∼ 1240 arcmin2 region (Kusakabe et al.,

2018b,a). We use the SXDS sample to study the star forming activity and the origin of

LAH of LAEs (in chapters 3, 4, and 5).

2.1.2 COSMOS field

In Nakajima et al. (2013), 642 LAEs are selected in 846 arcmin2 (see also Konno et al.,

2016, for details). The 5σ depth in a 2′′ diameter aperture is ≃ 26.1 mag.

For accurate clustering analysis, we remove LAEs in regions with short net exposure

times. We examine the NB387 zero point for the previous selection using the colors of the

Galactic stars from Gunn & Stryker (1983) and do not find significant offsets. We remove

LAEs with counter parts in X-ray and radio catalogs (Elvis et al., 2009; Schinnerer et al.,

2007) and UV images from the Multimission Archive at STScI (see also Zamojski et al.,

2007) as interlopers (see also section 2.2 for more details on interlopers). Finally, we obtain

526 star-forming LAEs withNB387tot ≤ 25.8 mag in ∼ 740 arcmin2 area (Kusakabe et al.,

2018b,a). We use the COSMOS sample to study the star forming activity and the origin

of LAH of LAEs (in chapters 3, 4, and 5).

*2 The number of LAEs divided into subsamples is slightly different (600) since we use NB387 images

before PSF matching to other selection-band images for photometry (Kusakabe et al., 2018a).
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Figure 2.1 Flowchart of our (sub)samples. The number of LAEs in each (sub)sample is

also shown (see sections 2.1, 2.4, and 2.5 for more details).
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2.1.3 HDFN field

In Nakajima et al. (2013), 967 LAEs are selected in 913 arcmin2 (see also Konno et al.,

2016, for details). The 5σ depth in a 2′′ diameter aperture is ≃ 26.4 mag.

For accurate clustering analysis, we remove LAEs in regions with short net exposure

times. We do not find significant offset of NB387 zero point from the colors of the

Galactic stars from Gunn & Stryker (1983). We remove LAEs with counter parts in X-ray

catalog (Alexander et al., 2003) and UV images from the Multimission Archive at STScI

as interlopers (see also section 2.2 for more details on interlopers). Finally, we obtain 588

star-forming LAEs with NB387tot ≤ 25.8 mag in ∼ 780 arcmin2 area (Kusakabe et al.,

2018b). We use the HDFN sample to study the star forming activity of LAEs (in chapters

3 and 4).

2.1.4 CDFS field

LAEs in this field are once selected with wide but shallow U band image of MPG 2.2m

telescope/WFI (Gawiser et al., 2006; Cardamone et al., 2010) to construct a large sample

as described in Nakajima et al. (2013). However, IR study is sensitive to contaminants

due to poor resolution and sensitivity of FIR and MIR telescopes. In order to construct a

secure sample, we replace the U band data to VLT/VIMOS U -band (Nonino et al., 2009)

combining with MPG 2.2m telescope/WFI B-band data (Hildebrandt et al., 2006). We

construct an LAE sample with 423 sources in 577 arcmin2 area in Kusakabe et al. (2015),

whose details including selection criteria are described in Konno et al. (2016). The 5σ

depth in a 2′′ diameter aperture is ≃ 26.6 mag (after corrected zero point offset described

below).

In this field, one of the deepest publicly available deep Spitzer/MIPS 24 µm and Her-

schel/PACS images exist (Magnelli et al., 2011; Lutz et al., 2011; Elbaz et al., 2011;

Magnelli et al., 2013). Moreover, deep HST and IRAC data, from optical to mid infrared,

for SED fitting are also available in this field (Giavalisco et al., 2004; Damen et al., 2011;

Grogin et al., 2011; Koekemoer et al., 2011; Brammer et al., 2012; Skelton et al., 2014).

We use the LAE sample in this field for IR study in this thesis (Kusakabe et al., 2015).

We remove a small number of interlopers with a spectroscopic redshift outside of the

range probed by NB387 (z = 2.14− 2.22) (∼ 6%) and Galactic stars (∼ 0.4%) using the

GOODS-MUSIC (Santini et al., 2009), the MUSYC (Cardamone et al., 2010), GMASS

(Kurk et al., 2013), and X-ray (Chandra 4Ms; Xue et al., 2011) catalogs and AGNs (∼ 2%)

detected in X-ray or radio (VLA 1.4-GHz source catalog; Miller et al., 2013). The frac-

tion of interlopers is expected to be low (see section 2.2 for more details). We obtain a

large sample of 213 LAEs in the area covered by the MIR and FIR images (hereafter,

“IR-study sample”). Our LAEs are as faint as MUV = −18.7 mag in average with σ = 0.6

mag. Among them, ∼ 44 percent are within the coverage of deep HST images from the

GOODS and CANDELS surveys. We use 52 objects with uncontaminated IRAC images

for SED fitting with stacked SEDs and compare the results with those derived with IR
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data (Kusakabe et al., 2015).

On the other hand, we use the LAE sample in the whole field of ∼ 580 arcmin2 for

clustering analysis and SED fitting with ground-based telescopes to study the star forming

activity (in chapters 3 and 4). Following zeropoint check of NB387 in the other fields,

we find a 0.1 mag offset using the colors of the Galactic stars from Gunn & Stryker

(1983). We apply a 0.1 mag correction to LAEs used for clustering analysis and SED

fitting. Note that we do not apply it to LAEs used for the IR study in section 3.1 and

that such correction values change the Lyα luminosities only slightly. The whole ∼ 580

arcmin2 area do not include regions with short net exposure times, resulting from the

dither pattern. We remove interlopers as described above and obtain 222 star-forming

LAEs with NB387tot ≤ 26.3 mag in ∼ 580 arcmin2 area (Kusakabe et al., 2018b).

2.1.5 Summary of our sample

Our sample basically consists of 1937 LAEs with NB387tot ≤ 26.3 mag from ≃ 1 square

degrees in the four fields (see the flowchart of our (sub)samples shown in figure 2.1). Each

survey area size is shown in tables 2.1 to 2.4 in section 2.3. We use all of them for the

clustering analysis to examine the halo mass dependence on NB387tot (see figure 2.2 and

table 2.5 in section 2.4). However, since not all the fields reachNB387tot = 26.3 mag, 1248

LAEs with NB387tot ≤ 25.5 mag are used to calculate the four-field average effective bias

(see section 4.2) and hence to derive stellar parameters from SED fitting for discussion of

the star forming activity. With regard to subsample study for Lyα halo, we only use 897

LAEs with NB387tot ≤ 25.5 mag in ∼ 1980 square arcminutes in COSMOS and SXDS

fields, where deep optical to MIR data exist (see section 2.3.3 for more details). Among

them, 891 LAEs can be divided into subsamples in accordance with UV, Lyα, K-band

properties. We do not use the HDFN sample because the V -band and R-band images

in this filed are not deep enough to derive the UV slope for faint LAEs. We also do not

use the CDFS sample because I, z, and H data are too shallow to perform reliable SED

fitting. For the IR study of LAEs, we use 213 LAEs in CDFS covered by the MIR and

FIR images. Note that we only use isolated LAEs with uncontaminated IRAC images for

SED fitting, which is described in chapter 3.

2.2 Contamination fraction

Possible interlopers in our LAE samples are categorized into (i) spurious sources without

continuum, (ii) AGNs, (iii) low-z line emitters whose line emission (not Lyα) is strong

enough to meet our color selection, (iv) low-z line emitters with weaker emission lines

which happen to meet the color selection owing to photometric errors in the selection

bands, (v) low-EW (≲ 20−30 Å) LAEs at our target redshift selected owing to photometric

errors in the selection bands, and (vi) continuum sources at any redshifts selected as LAEs

owing to photometric errors in the selection bands. We describe each in further detail

here.
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(i) Spurious sources without continuum are possibly included in our LAE sample even

after visual inspection was performed as described in the original papers based

on selection. About ∼ 2% of all 1937 LAEs have neither U (or u∗) nor B band

detection at more than 2σ, and this fraction reduces to 0.2% for the 1248 objects

with NB387 ≤ 25.5.

(ii) All sources detected in either X-ray, UV, or radio are regarded as AGNs and have

been removed as described in section 2.1. Their fraction of the entire sample is

about 2%. Obscured faint AGNs at these wavelengths may contaminate our sample,

although heavily obscured AGNs are unlikely to have emission lines strong enough

to pass our color selection. Following (Guaita et al., 2010), we estimate the possible

fraction of obscured AGNs in our LAE sample to be ∼ 2%, i.e. similar to that of X-

ray, UV, or radio detected AGNs (i.e., Xue et al., 2010; Stern et al., 2012; Heckman

& Best, 2014; Aird et al., 2018; Ricci et al., 2017).

(iii) Candidate emitters are [O ii] λ 3727 emitters at z ≃ 0.04, Mg ii λ 2798 emitters at

z ≃ 0.4, and Civλ 1550 and Ciii] λ 1909 emitters at z ≃ 1.5. However, the survey

volume of [O ii] emitters at z ≃ 0.04 is three orders of magnitude smaller than that

of LAEs at z = 2.2. Moreover, the EW0([O ii]) of the vast majority of [O ii] emitters

is too small (∼ 8 Å) to meet our color selection of EW0([O ii]) ≥ 70 Å (see Konno

et al., 2016; Ciardullo et al., 2013). [O ii] emitters with such a large EW0([O ii])

should be AGNs. Mg ii, Civ and Ciii] emitters which satisfy our selection criteria

are also likely to be AGNs. X-ray, UV, or radio detected AGNs have been removed.

Therefore, the fraction of contaminants (iii) is expected to be negligibly small and

is included in the possible fraction of obscured AGNs as described in category (ii).

(iv), (v), (vi) We evaluate the contamination fraction contributed by (iv), (v) and (vi)

sources that do not satisfy the selection criteria if they have no photometric error

(hereafter, intrinsically unselected sources) using Monte Carlo simulations. We cre-

ate a mock catalog with intrinsic and observed (i.e., added photometric errors) val-

ues of NB387 magnitudes and two colors in the color-color selection diagram, U (or

u∗) –NB387 and B – NB387, down to the 5σ limiting magnitude of NB387 in each

of the four fields (as shown in figure 2.2). Hereafter, we assume that the distribution

of the two colors for NB387-detected objects is unchanged with NB387 magnitude

intrinsically. For each mock source in a given field, an intrinsic NB387 magnitude

is randomly selected from the NB387 distribution of the NB387-detected objects,

and its NB387 photometric error is assigned by random selection from the Gaus-

sian distribution of NB387 photometric errors in the given field. Meanwhile, a pair

of intrinsic two colors is randomly selected from those of bright NB387-detected

objects with NB387≤24.0 mag where photometric errors are negligible in the three

selection bands of U (or u∗), B, and NB387 in the four fields. Photometric errors

of the three selection bands are also added to the mock intrinsic colors.

We then apply the same selection as for the real catalog to obtain the number of

objects passing the selection. The contamination fraction is calculated by dividing

the number of intrinsically unselected sources passing the selection by the number
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of all sources passing the selection. The latter are a mixture of real LAEs with

EW0(Lyα) ≥ 20–30 Å and intrinsically unselected sources passing the selection

(i.e., (iv), (v) and (vi)). We find that the contamination fraction at NB387 ≤ 25.5

is 10–20% for all four fields. This contamination fraction is conservative in the

sense that (v) real LAEs with EW0(Lyα) ≤ 20–30 Å are categorized as intrinsically

unselected sources, whose fraction is expected to be significantly higher than that

of (iv).

To summarize, the fractions of possible interlopers (i), (ii), and (iii) are negligibly small

and those of (iv), (v), and (vi) are estimated to be 10–20% in total for all four fields.

Spectroscopic follow-up observations of Lyα emission of bright LAEs in our sample

(NB387≤24.5 mag) have also been carried out with Magellan/IMACS, MagE, and

Keck/LRIS by Nakajima et al. (2012), Hashimoto et al. (2013), Shibuya et al. (2014b),

Hashimoto et al. (2015), Hashimoto et al. (2017a), and M. Rauch et al. (2019, in

preparation). In total, more than 40 LAEs are spectroscopically confirmed and no

foreground interlopers such as [OII] emitters at z = 0.04 are found (Nakajima et al.,

2012). Although faint LAEs cannot be confirmed spectroscopically, the contamination

fraction is probably not high. Indeed, Konno et al. (2016) have not applied contamination

correction in deriving luminosity functions. On the basis of the results of the Monte

Carlo simulations and the spectroscopic follow-up observations, 0–20%, we conservatively

adopt 10 ± 10% for the contamination fraction. This value is similar to a previous

result for NB-selected LAEs at z ∼ 2, 7 ± 7%, which is a sum of (i), (ii), (iii) and

(vi) (Guaita et al., 2010). The effect of contamination sources is taken into account in

clustering analysis (in section 4.1). On the other hand, it is negligible in SED fitting for

median-stacked (sub)samples (in sections 3.1 and 3.2).

2.3 Imaging data and catalogs

We describe the data and catalogs used in the IR study and SED fitting below.

2.3.1 The data used in the IR study

We study on the infrared luminosity of LAEs with the LAE subsample in CDFS field in

section 6.1. We use the deep Spitzer/MIPS 24 µm data from the GOODS survey (Magnelli

et al., 2011) and Herschel/PACS/70 µm, 100 µm, and 160 µm data from the PEP (Lutz

et al., 2011) and GOODS-Herschel (Elbaz et al., 2011) surveys (Magnelli et al., 2013).

The FWHM of the PSF of the MIPS/24 µm band are 5′′.9, while those of PACS/70 µm,

100 µm, and 160 µ are 4′′.7, 6′′.7, and 11′′. The aperture radius and the aperture correction

factor for the MIPS/24 µm band are 3′′.0 and 2.87, respectively. The aperture radius of

PACS/70 µm, 100 µm, and 160 µ are 3′′.2, 4′′.5, and 7′′.4 with an aperture correction

factor of 2.45, 1.96, and 1.92, respectively. We also use catalogs of the MIPS*3 and the

*3 http://irsa.ipac.caltech.edu/cgi-bin/Gator/nph-scan?mission=irsa&submit=Select&projshort=SPITZER
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PACS (Magnelli et al., 2013) to find counterparts of the LAEs in section 6.1.1.

2.3.2 The data used in SED fitting for the IR-study sample

We perform SED fitting for our LAEs within the coverage of deep HST images from the

GOODS and CANDELS surveys (in CDFS field). The images used for stacking are: the

WFI B (Hildebrandt et al., 2006), the HST/ACS F606W, F775W, F850LP (Giavalisco

et al., 2004)*4, the HST/WFC3 F125W, F140W, F160W (Grogin et al., 2011; Koekemoer

et al., 2011; Brammer et al., 2012; Skelton et al., 2014), and the Spitzer/IRAC 3.6 µm,

4.5 µm, 5.8 µm, 8.0 µm (Damen et al., 2011). The aperture radius and the aperture

correction for the B band are 1′′.0 and 0.147 mag, respectively, following Ono et al.

(2010a). The aperture radius for IRAC bands are 1′′.5 with the aperture correction of 0.52,

0.55, 0.74, and 0.86 mag for ch1 to ch4, respectively, which are given by MUltiwavelength

Survey by Yale-Chile*5 (MUSYC: Taylor et al., 2009; Cardamone et al., 2010). The

aperture radius for the ACS/WFC images is set to 0′′.9 with an aperture correction of

0.029 mag (Skelton et al., 2014).

2.3.3 The data used in SED fitting for the sample with NB387tot≤ 25.5 mag

We use ten broadband images for SED fitting of our LAEs with NB387tot≤ 25.5 mag:

five optical bands – B, V,R (or r), i (or i′) and z (or z′); three NIR bands – J , H and

K (or Ks); and two mid-infrared (MIR) bands – IRAC ch1 and ch2. The PSFs of the

images are matched in each field (not in each sub-field). The aperture corrections for

converting 3′′ MIR aperture magnitudes to total magnitudes are taken from Ono et al.

(2010a, see tables 2.1–2.4). For each field, a K-band or NIR detected catalog is used

to obtain secure IRAC photometry in section 3.2.2. To derive the stellar parameters of

the LAE subsamples accurately for the study on the origin of LAH, we use the latest

released data of NIR imaging (Kusakabe et al., 2018a), while we use the other version of

NIR imaging data for the study on the star forming activity (Kusakabe et al., 2018b).

Here we summarize the data used in SED fitting and IRAC cleaning in the four fields.

The FWHM of the PSF, aperture diameters, and aperture corrections are summarized in

tables 2.1–2.4.

SXDS field

The images used for SED fitting are as follows: B, V , R, i′, and z′ images with

Subaru/Suprime-Cam from the Subaru/XMM-Newton Deep Survey project (Furu-

sawa et al., 2008, SXDS); J , H, and K images from the data release 8 or 11 of the

UKIRT/WFCAM UKIDSS/UDS project (Lawrence et al., 2007, Almaini et al. in prep.);

Spitzer/IRAC 3.6 µm (ch1) and 4.5 µm (ch2) images from the Spitzer Large Area Survey

with Hyper-Suprime-Cam (SPLASH) project (SPLASH: PI: P. Capak; Mehta et al.,

2018). We use the latest release data of J,H, and K images, the data release 11 for the

*4 The F450W image is not used because it is contaminated by Lyα emission at z ≃ 2.18.
*5 http://data.spitzer.caltech.edu/popular/simple/20070601 enhanced/doc/00README photometry
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Table 2.1 Details of the data in SXDS field.
SXDS (∼ 1240 arcmin2)

band PSF aperture aperture 5σ limit

(′′) diameter (′′) correction (mag) (mag)

(1) (2) (3) (4)

NB387 0.88 2.0 0.17 25.7

B 0.84 2.0 0.17 27.5–27.8

V 0.8 2.0 0.15 27.1–27.2

R 0.82 2.0 0.16 27.0–27.2

i′ 0.8 2.0 0.16 26.9–27.1

z′ 0.81 2.0 0.16 25.8 – 26.1

J (a) 0.85 2.0 0.15 24.9

H(a) 0.85 2.0 0.15 24.2

K(a) 0.85 2.0 0.16 24.6

J (b) 0.85 2.0 0.15 25.6

H(b) 0.85 2.0 0.15 25.1

K(b) 0.85 2.0 0.16 25.3

IRAC ch1 1.7 3.0 0.52 24.9(c)

IRAC ch2 1.7 3.0 0.55 24.9(c)

Note. — (1) The FWHM of the PSF, (2) aperture diameter in photometry, (3) aperture correction, and

(4) 5σ limiting magnitude with a 2′′ diameter aperture are shown for each band. Values in parentheses

show the area used in clustering analysis. (a) We use these data (release 8) for SED fitting of the whole

sample. (b) We use these data (release 11) for SED fitting of the subdivided sample. (c) The limiting

magnitude measured in areas with no sources (see Mehta et al., 2018).

LAE subsamples (Kusakabe et al., 2018a), while we use those of the the data release 8

for the whole sample (Kusakabe et al., 2018b). All images are publicly available except

the SPLASH data. The aperture corrections for optical and NIR images are given in

Nakajima et al. (2013). The catalog used to clean IRAC photometry (in section 3.2.2) is

constructed from the K-band image of the UKIDSS/UDS data release 11 (Almaini et al.

in prep.)

COSMOS field

We use the publicly available B, V , r′, i′, and z′ images with Subaru/Suprime-Cam by

the Cosmic Evolution Survey (COSMOS: Capak et al., 2007; Taniguchi et al., 2007) and

J , H, and Ks images with the VISTA/VIRCAM from the first or third data release

of the UltraVISTA survey (McCracken et al., 2012). We use the third data release of

J , H, and Ks images for the LAE subsamples (Kusakabe et al., 2018a), while we use

those of the the first release for the whole sample (Kusakabe et al., 2018b). We also use

Spitzer/IRAC ch1 and ch2 images from the SPLASH project. The aperture corrections

for the optical images are derived in Nakajima et al. (2013) and those for the NIR images
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Table 2.2 Details of the data in COSMOS field.
COSMOS (∼ 740 arcmin2)

band PSF aperture aperture 5σ limit

(′′) diameter (′′) correction (mag) (mag)

(1) (2) (3) (4)

NB387 0.95 2.0 0.25 26.1

B 0.95 2.0 0.12 27.5

V 1.32 2.0 0.33 26.8

r′ 1.04 2.0 0.19 26.8

i′ 0.95 2.0 0.12 26.3

z′ 1.14 2.0 0.25 25.4

J (a) 0.79 2.0 0.3 24.7

H(a) 0.76 2.0 0.2 23.9

Ks(a) 0.75 2.0 0.2 23.7

J (b) 0.79 2.0 0.3 24.6–24.8

H(b) 0.76 2.0 0.2 24.3–24.4

Ks(b) 0.75 2.0 0.2 23.9–24.6

IRAC ch1 1.7 3.0 0.52 25.4(c)

IRAC ch2 1.7 3.0 0.55 25.1(c)

Note. — (1) The FWHM of the PSF, (2) aperture diameter in photometry, (3) aperture correction, and

(4) 5σ limiting magnitude with a 2′′ diameter aperture are shown for each band. Values in parentheses

show the area used in clustering analysis. (a) We use these data (the first releas) for SED fitting of the

whole sample. (b) We use these data (the third release) for SED fitting of the subdivided sample. (c) The

limiting magnitude measured in areas with no sources (see Laigle et al., 2016).

follow McCracken et al. (2012). The catalog used to clean IRAC photometry (in section

3.2.2) is from Laigle et al. (2016), for which sources have been detected in the z′Y JHKs

images.

HDFN field

The images used for SED fitting are: B, V , R, I, and z′ images with Subaru/Suprime-

Cam from the Hubble Deep Field North Survey (HDFN: Capak et al., 2004); J (Lin et al.,

2012), H (Hsu et al., 2019), and Ks (Wang et al., 2010) images with CFHT/WIRCAm

(PI of the J & H imaging observations: L. Lin); Spitzer/IRAC ch1 and ch2 images from

the Spitzer Extended Deep Survey (SEDS: Ashby et al., 2013). We use reduced J-band

and Ks-band images given in Lin et al. (2012). All images are publicly available. The

aperture corrections for the optical images are given in Nakajima et al. (2013). Those of

the NIR images with a 2′′ radius aperture are evaluated using bright and isolated point

sources in each band. We measure fluxes for 20 bright point sources in a series of apertures

from 2′′ with an interval of 0′′.1 and find that the fluxes level off for > 7.′′8 apertures.

We measure the difference in magnitude between the 2′′ and 7′′.8 apertures of 100 bright
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Table 2.3 Details of the data in HDFN field.
HDFN (∼ 780 arcmin2)

band PSF aperture aperture 5σ limit

(′′) diameter (′′) correction (mag) (mag)

(1) (2) (3) (4)

NB387 0.89 2.0 0.14 26.5

B 0.77 2.0 0.15 26.3

V 1.24 2.0 0.20 25.7

R 1.18 2.0 0.22 26.0

I 0.80 2.0 0.13 25.2

z′ 0.81 2.0 0.15 24.9

J 0.84 2.0 0.17 24.7

H 0.84 2.0 0.17 24.2

Ks 0.84 2.0 0.18 24.4

IRAC ch1 1.7 3.0 0.52 ∼25

IRAC ch2 1.7 3.0 0.55 ∼25

Note. — (1) The FWHM of the PSF, (2) aperture diameter in photometry, (3) aperture correction, and

(4) 5σ limiting magnitude with a 2′′ diameter aperture are shown for each band. Values in parentheses

show the area used in clustering analysis.

and isolated sources and perform Gaussian fitting to the histogram of differences. We

adopt the best-fit mean as the aperture correction term. The catalog used to clean IRAC

photometry (in section 3.2.2) is constructed from the K-band image (Wang et al., 2010).

As we described in section 2.1.5, the V -band and R-band images are not deep enough to

derive the UV slope for faint LAEs individually to dived them into subsamples.

CDFS field

We use the publicly available B, V ,R, and I images with the MPG 2.2m telescope/WFI

by the Garching-Bonn Deep Survey (GaBoDS: Hildebrandt et al., 2006; Cardamone et al.,

2010), the z image with the CTIO 4m Blanco telescope/Mosaic-II camera from the

MUSYC survey (Taylor et al., 2009; Cardamone et al., 2010), the H image with the

ESO-NTT telescope/SofI camera by the MUSYC (Moy et al., 2003; Cardamone et al.,

2010), and the J and Ks images by the Taiwan ECDFS Near-Infrared Survey (TENIS:

Hsieh et al., 2012). We also use the Spitzer/IRAC ch1 and ch2 images from the Spitzer

IRAC/MUSYC Public Legacy Survey in the Extended CDF-South (SIMPLE: Damen

et al., 2011). The aperture corrections for optical and NIR photometry are derived in a

similar manner to those in HDFN. The catalog used to clean IRAC photometry (in section

3.2.2) is from Hsieh et al. (2012), for which sources have been detected in the J image.

As we described in section 2.1.5, the i, z, and H data are too shallow to perform reliable

SED fitting for subsamples.
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Table 2.4 Details of the data in CDFS field.
CDFS (∼ 580 arcmin2)

band PSF aperture aperture 5σ limit

(′′) diameter (′′) correction (mag) (mag)

(1) (2) (3) (4)

NB387 0.85 2.0 0.13 26.4

B 1.0 2.0 0.20 26.5

V 0.94 2.0 0.18 26.3

R 0.83 2.0 0.16 26.4

I 0.95 2.0 0.22 24.3

z 1.1 2.0 0.24 23.7

J 0.70 2.0 0.18 25.3

H 1.5 2.0 0.55 22.5

Ks 0.70 2.0 0.18 25.3

IRAC ch1 1.7 3.0 0.52 23.8

IRAC ch2 1.7 3.0 0.55 23.6

Note. — (1) The FWHM of the PSF, (2) aperture diameter in photometry, (3) aperture correction, and

(4) 5σ limiting magnitude with a 2′′ diameter aperture are shown for each band. Values in parentheses

show the area used in clustering analysis.

2.4 Subsamples divided by NB387 magnitude

The distribution of B − NB387 as a function of total NB387 magnitude, NB387tot,

is shown in figure 2.2. To examine the dependence of halo mass on the total NB387

magnitude, we divide our LAE sample of each field in up to five cumulative subsamples

with different limiting magnitudes, as shown in table 2.5 and figure 2.2. There are 1937

LAEs with NB387tot ≤ 26.3 mag used in the clustering analysis.

Table 2.5 Number of objects in each subsample.

NB387tot magnitude limit (mag)

Field 25.0 25.3 25.5 25.8 26.3

SXDS 161 368 601 (93) - -

COSMOS 119 205 297 (21) 526 -

HDFN 119 200 299 (56) 588 -

CDFS 27 41 51 (4) 92 222

Total 426 814 1248 (174) 1206

Note. — The value in parentheses shows the number of objects used for SED fitting.
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Figure 2.2 B−NB387 (NB387 excess) plotted against NB387 total magnitude. Orange,

green, magenta, and blue points show LAEs in SXDS, COSMOS, HDFN, and CDFS,

respectively. LAEs are divided into cumulative subsamples with different limiting mag-

nitudes shown by gray solid lines: NB387tot≤ 25.0 mag, 25.3 mag, 25.5 mag, 25.8 mag,

and 26.3 mag.

2.5 Subsamples divided by UV, Lyα and K–band properties

A vast majority of our LAEs are too faint to estimate stellar masses on individual basis. To

study how LAH luminosity depends on stellar and dark matter halo masses, we therefore

divide the entire sample into subsamples in accordance with the following five quantities

which are expected to correlate with stellar mass, and perform a stacking analysis on

each subsample. (i) K-band apparent magnitude, mK, known as a good tracer of stellar

mass (e.g., Daddi et al., 2004). (ii) Rest-frame UV absolute magnitude, MUV, which is

related to SFR and hence expected to trace stellar mass through the star formation main

sequence (e.g., Speagle et al., 2014). (iii) UV spectral slope β (fλ ∝ λβ), an indicator of

dust attenuation and may correlate with stellar mass (e.g., Reddy et al., 2010). (iv) Lyα

luminosity L(Lyα) and (v) rest-frame Lyα equivalent width EW0(Lyα), both of which

possibly anti-correlate with stellar mass according to Ando relation (Ando et al., 2006,

2007, see also Shimakawa et al. 2017).
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While only 30–40% of our LAEs are detected in the K band with mK ≲ 25.0 (see section

2.5.2), the other four quantities can be measured for almost all objects because they need

only optical imaging data, which are deep enough as shown in tables 2.1 and 2.2. We

divide the whole sample of each field into two subsamples in accordance with each of mK,

MUV, β, L(Lyα), and EW0(Lyα); further division makes stacked SEDs too noisy to do

reliable SED fitting. Among the five quantities, mK and MUV are expected to correlate

with M⋆ most tightly. The subsamples by β, L(Lyα), and EW0(Lyα) are useful to check

the results obtained for the mK and MUV subsamples, because these three quantities are

affected by the NB selection bias differently from mK and MUV as discussed in appendix

C.1 (see figure 2.3). As shown later, all five subsample pairs give similar results.

2.5.1 UV and Lyα properties

For each object, we measure MUV, β, L(Lyα), and EW0(Lyα) from NB387, B, V , and R

magnitudes in the following manner. First, we approximate the UV SED of the object by

a simple SED composed of a power-law continuum and a Lyα line centered at rest-frame

1216 Å:

fν(erg s
−1 cm−2 Hz−1) = A 10−0.4(mUV(1+z)+48.60)

(νλ=UV (1+z)

ν

)β+2

(2.1)

+ FLyα δ(ν − νλ=1216(1+z)),

where A, mUV(1+z), and FLyα are the IGM attenuation factor from Madau (1995), the

apparent UV magnitude (corresponding to MUV), and the Lyα flux (erg s−1 cm−2), re-

spectively. The apparent magnitude of the model SED in a given band i is calculated

from its transfer function Ti(λ) as below:

mi,model = −2.5 log10

(∫
fνc/λ

2Ti(λ)dλ∫
c/λ2Ti(λ)dλ

)
− 48.6, (2.2)

where c is the speed of light.

We fit this model SED to the apparent magnitudes of the object with MUV, β, and

FLyα as free parameters. We search for the best-fit parameter values that minimize

χ2 = Σi=NB,B,V,R

(
mi −mi,model

σmi

)2

, (2.3)

where mi and σmi are the i-th band apparent magnitude and its 1 σ error, respectively.

We calculate apparent magnitudes from 2′′ diameter aperture magnitudes assuming that

our LAEs are point sources in all four bands including NB387 which detects Lyα emission.

We also assume that their Lyα lines are located at the peak of the response function of

NB387 and do not correct for flux loss. The best-fit FLyα is obtained by solving ∂χ2

∂FLyα
= 0.

Hereafter, we refer to the L(Lyα) and EW0(Lyα) obtained with the assumption of point

sources as L(Lyα)ps and EW0,ps(Lyα). Since the best-fit EW0(Lyα) is derived from the

other three parameters, the degree of freedom is one.

Among the 897 LAEs, six sources are undetected in at least one of the three broad

bands. We do not use these objects in the following analyses because the four quantities

derived from the SED fitting are highly uncertain.
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2.5.2 Subsample construction

Since we divide LAEs into two subsamples in accordance with each of the five quantities,

we have a total of ten subsamples for each field. The boundaries of the subsamples are

defined from the distribution of the five quantities, which is shown in figure 2.3.

Our LAEs are widely distributed over the four UV and Lyα properties as shown in

panels (a) – (d) of this figure. The distribution of MUV, β, L(Lyα)ps, and EW0,ps(Lyα)

is different between the two fields. This is possibly because of systematic offsets of the

zero-point magnitudes (ZPs) of the optical images adopted in the original papers*6 as

discussed in Yagi et al. (2013) and Skelton et al. (2014). However, these two papers

often claim opposite error directions (see section 3.2.3 for more details). Another possible

reason for the different distribution is field-to-field variance from large scale structure

(cosmic variance). In this thesis, we use the original ZPs and include ZP uncertainties

in the flux-density errors in the calculations given in sections 2.5.1 and 3.2.3. Although

the causes of the different distributions and the correct ZPs remain to be unclear, a pair

of subsamples (with the same definition) from the two fields give consistent SED fitting

results and Lyα luminosities in most cases (see figure 6.7, figure 6.9, and table 6.6).

We define the boundary for the four UV and Lyα quantities so that the two subsamples

have roughly comparable sizes:

MUV = −19.2mag, (2.4)

β = −1.6, (2.5)

L(Lyα)ps = 1.2× 1042 erg s−1, (2.6)

and

EW0,ps(Lyα) = 34 Å (2.7)

as indicated by black lines in figures 2.3 (a) – (d). The numbers of the LAEs in the eight

subsamples are shown in table 2.6.

For each field, we also construct two subsamples divided by mK. The K-band catalog

mentioned in section 2.3.3 effectively include sources with mK ≲ 25 mag. Indeed, the 5σ

limiting magnitude of the SXDS K-band image is 25.3 mag and the detection image for

the COSMOS catalog, a combined z′Y JHKs image, reaches deeper than 25.3 mag (5σ).

As a result, about 30–40% of the LAEs in each field have a K-band counterpart with

mK < 25.0 as shown in panel (e). Therefore, we define the K-magnitude boundary as:

mK = 25.0mag. (2.8)

*6 ZP offsets of optical broad bands can shift the relation between MUV and β (figure 2.3 [f]). They

have a larger effect on smaller-EW0,ps(Lyα) objects in the EW0,ps(Lyα) vs. MUV plot (figure 2.3

[e]), since the contribution of the UV continuum flux in NB387 is larger for such objects. Because

of the NB-selection bias (see also appendix C.1), small-EW0,ps(Lyα) objects tend to have bright

MUV.
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Table 2.6 Subsample definition.

subsample criteria COSMOS SXDS total

bright UV (MuvB) MUV ≤ −19.2mag 123 (123, 9) 293 (257, 52) 416 (380, 61)

faint UV (MuvF) MUV > −19.2mag 173 (173, 13) 302 (257, 47) 475 (430, 60)

blue β (betaB) β ≤ −1.6 80 (80, 5) 389 (334, 74) 469 (414, 79)

red β (betaR) β > −1.6 216 (216, 17) 206 (180, 25) 422 (396, 42)

bright Lyα (lyaB) L(Lyα)ps ≥ 1.2× 1042 erg s−1 211 (211, 14) 236 (218, 41) 447 (429, 55)

faint Lyα (lyaF) L(Lyα)ps < 1.2× 1042 erg s−1 85 (85, 8) 359 (296, 58) 444 (381, 66)

large EW (ewL) EW0, ps(Lyα) ≥ 34 Å 222 (222, 16) 228 (205, 35) 450 (427, 51)

small EW (ewS) EW0, ps(Lyα) < 34 Å 74 (74, 6) 367 (309, 64) 441 (383, 70)

bright K (KB) mK ≤ 25mag 112 (112, 11) 178 (177, 35) 290 (144, 46)

faint K (KF) mK > 25mag 184 (184, 11) 417 (337, 64) 601 (236, 75)

Note. — The selection criterion and the numbers of objects for each subsample. The number outside

the bracket indicates the number of objects for clustering analysis, while the numbers in the bracket are

for SED fitting: the left one corresponds to objects with UV to NIR photometry and the right one to

those with clean ch1 and ch2 photometry.

Note that the COSMOS K image is composed of Deep and Ultradeep stripes. Since this

could add an artificial pattern in the sky distribution of K-divided subsamples, we do not

use the K-divided subsamples for clustering analysis.

We derive the four UV and Lyα quantities for each subsample from a median-stacked

SED (see section 3.2.3) in the same manner as in section 2.5.1. We then calculate average

values over the two field, e.g., the averageMUV of the two faint-MUV subsamples, as shown

by red symbols in panels (f) – (k). They are located in the middle of the distribution

of individual sources (orange and green points), implying that the average SEDs of the

subsamples represent well individual LAEs. We find that the subsamples with red β, faint

L(Lyα)ps, small EW0,ps(Lyα), and bright mK as well as bright MUV have bright MUV as

shown by red open symbols. Note that the lower left part in panels (g) and (h) and the

upper left part in panel (k) show a selection bias: LAEs with faint MUV can be detected

only if they have bright L(Lyα)ps.
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Figure 2.3 The distribution of the five quantities used to divide our LAEs into subsamples.

Panels (a) – (e) show histograms: (a) MUV, (b) β, (c) L(Lyα)ps, (d) EW0,ps(Lyα),

and (e) mK, with orange and green colors corresponding to SXDS and COSMOS fields,

respectively. Black lines indicate the boundaries of the two subsamples. Panels (f) – (k)

are scatter plots: (f) β vs. MUV, (g) L(Lyα)ps vs. MUV, (h) EW0,ps(Lyα) vs. MUV, (i)

L(Lyα)ps vs. β, (j) EW0,ps(Lyα) vs. β, and (k) EW0,ps(Lyα) vs. L(Lyα)ps, with the

same color coding as panels (a)–(d). Red symbols represent averages over the two fields,

where different symbols correspond to different classifications: open (filled) circles for

bright (faint) MUV, open (filled) triangles for red (blue) β, open (filled) inverted triangles

for faint (bright) L(Lyα)ps, open (filled) squares for large (small) EW, and open (filled)

pentagons for bright (faint) mK.
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Chapter 3

SED fitting

We derive parameters that characterize the stellar populations of our LAEs by fitting

SEDs based on stacked multi-band images. We only use some parts of the entire sample

that have data in ten or eleven broadband filters in rest-frame UV, optical, and NIR

and are not contaminated by other objects in the IRAC images to obtain secure IRAC

photometry. Recently, some prescriptions are adopted in previous studies (e.g., Guaita

et al., 2011; Vargas et al., 2014; Malkan et al., 2017). We also have been developing

methods that are suitable for our faint objects as described in sections 3.1.1 and 3.2.2.

The procedure for photometry of the IR-study sample in CDFS field, and the other

(sub)samples are described in sections 3.1 and 3.2, respectively. In section 3.3, SED

models and fitting methods are described. Below we adopt a dust attenuation curve

according to the results of IR study shown in chapter 6.1.

3.1 Photometry for the IR-study sample in CDFS field with HST

data

3.1.1 Stacking analysis

As we described in section 2.1.4, ∼ 44% of our LAEs are within the coverage of deep HST

images from the GOODS and CANDELS surveys. We only use 52 LAEs that are not

uncontaminated by other objects in the IRAC images since the IRAC images have much

worse spatial resolutions compared with the other band images *7.

Images of size 50′′ × 50′′ are cut out at the position of HST/ACS F606W coun-

terparts of the LAEs with IRAF/imcopy task in each of the Subaru/NB387, WFI/B,

HST/ACS F606W, F775W, F850LP, the HST/WFC3 F125W, F140W, F160W, and the

Spitzer/IRAC ch1, ch2, ch3, ch4 bands. We use the task IRAF/imcombine to create a

HST F606W-centered, median-stacked image (i.e., image-stacked) from optical to MIR

*7 We match our LAEs with objects in a source lists of IRAC images and perform a visual inspection.

We do not adopt a detailed method described in section 3.2.2. We discuss the IRX at a fixed M⋆

and star formation mode of our LAEs based on the results with the detailed methods and compare

it with the results with the simple IRAC-clean method here in chapter 6 .
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Table 3.1 Broadband photometry from optical to MIR for the stacked IR sample in CDFS

field.
B F606W F775W F850LP F125W F140W F160W [3.6] [4.5] [5.8] [8.0]

0.092 0.11 0.12 0.15 0.21 0.25 0.26 0.24 0.18 0.13 0.09

(0.007) (0.005) (0.008) (0.01) (0.01) (0.03) (0.02) (0.05) (0.05) (0.2) (0.1)

Note. — All flux densities are total flux densities in µJy with 1σ errors shown in parentheses. The

SED of the stacked IR sample is shown in figure 6.2.

wavelengths. While a stacked SED is not necessarily a good representation of individual

objects (Vargas et al., 2014), stacking is still useful for our faint objects to obtain an SED

covering rest-frame ∼ 1000–10000 Å. Note that NB387 flux is not included in our SED

fitting.

3.1.2 Photometry

An aperture flux is measured for each stacked image using the task PyRAF/phot. We

use an aperture radius of 1′′ for the NB387 and B, and 1′′.5 for IRAC ch1 to ch4, which

are determined following the procedure of Ono et al. (2010a). We set it to 0′′.9 for the

ACS/WFC images (Skelton et al., 2014). We use the original zero-point magnitudes

(ZP) from references given in Section 2.3.2. All aperture magnitudes are corrected for

Galactic extinction, E(B−V) of 0.008 (in CDFS field, Schlegel et al., 1998). The aperture

magnitudes are then converted into total magnitudes using the aperture correction values

summarized in section 2.3.2.

The errors are a quadratic sum of the photometric error and error in zero point. To

measure a photometric error in each stacked image, we randomly distribute 15,000 aper-

tures of a given size and use them to make a histogram of sky noise. We then fit the

negative part of the histogram with a Gaussian, whose standard deviation (σ) is used to

estimate the photometric errors. As the negative part is not easy to define, the fitting

range is set from 53.5% to 53.5%, 58.5%, 63.5%, 68.5%, 73.5%, 78.5%, 83.5%, and 88.5%

of the sky noise histograms from the small value side. For these eight ranges, the best fit

Gaussian σ is obtained analytically using the least-squares-fit with weights derived from

poisson errors for individual bins. Finally, we check the eight best fits and choose one

conservatively as its photometric error. We adopt 0.05 mag as the ZP error for NB387

and B (typical value for ground-based NB397, and optical bands; Nakajima et al., 2012)

as well as IRAC bands. It is notable that the dominant uncertainties in IRAC bands are

photometric errors. Table 3.1 shows the total flux densities of the stacked SED and its

1σ uncertainties.

s
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3.2 Photometry for the sample with NB387tot ≤ 25.5 mag with

ground-based telescope data

3.2.1 Samples

We derive parameters that characterize the stellar populations of LAEs in each of the

four fields and subdivided LAEs in SXDS and COSMOS field by fitting SEDs based

on stacked multiband ground-based images (see section 2.3). We adopt a threshold of

NB387tot ≤ 25.5 mag to LAEs in each of the four fields since it is the same as that

adopted in the clustering analysis to determine the average halo masses. We only use 170

objects (∼ 14% of the entire sample, 1248) that have data in ten broadband filters (B, V ,

R, i, z, J , H, K, ch1, and ch2) and are not contaminated by other objects in the IRAC

images (see table 2.5, Kusakabe et al., 2018b). Here we exclude LAEs that have either

one or more neighbors or a high sky background through a two-step cleaning process. to

obtain secure IRAC photometry.

With regard to subdivided LAEs (Kusakabe et al., 2018a), we use 810 LAEs (∼ 91% of

the entire sample, 891) that have data in all ten broadband filters (B, V , R, i, z, J , H, K,

ch1, and ch2). After adopting the two-step cleaning process for secure IRAC photometry,

we are thus left with 121 LAEs for stacking of ch1 and ch2 images. For stacking of optical

to NIR images, we also use objects with a close neighbor or at a high sky background in

the IRAC image to earn a high signal to noise ratio. The procedure to select ‘IRAC-clean’

objects, to stack the images, and to measure flux are described in the following sections.

3.2.2 Selection of IRAC-clean objects

The IRAC images have lower spatial resolution (i.e., larger FWHMs of the PSF) compared

with images in other bands. Moreover, they have large-scale residual backgrounds (con-

taminated sky regions) around bright objects and in crowded regions due to the extended

profile of the IRAC PSF. Contamination by nearby objects and large-scale sky residuals

can give significant systematic errors in the photometry of stacked images because our

LAEs are expected to have very low stellar masses, or very faint IRAC magnitudes. To

minimize such contamination, we select clean LAEs through a two-step process.

First, we exclude all LAEs which have one or more neighbors. Assuming that objects

bright in IRAC are similarly bright in the K band, we exclude all LAEs that have one

or more K-detected objects with a separation between 0′′.85 and 4′′.5; an object within

0′′.85 separation is considered to be the counterpart to the LAE conservatively (the typical

separation is ∼ 0′′.2; see section 2.3.3 for the K-detected catalogs)*8. 4′′.5 is 2.5 times

larger than the PSF size of IRAC ch1.

Second, we exclude all LAEs with a high sky background as determined in the following

*8 0′′.85 is the largest PSF FWHM among the K (or Ks) bands shown in tables 2.1 to 2.4.
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manner. For each field, we randomly select 5, 000 positions with no K-band objects

within 4′′.5 (i.e., passing the first step) and measure the sky background in an annular

region of 3′′.5 radius centered at these positions. We then make a histogram of the sky

background values, which is skewed toward higher values because of contamination by

bright or crowded objects outside of the 4′′.5 radius. We fit a Gaussian to the low-

flux side (including the peak) of the histogram and obtain its average, µrand, which we

consider to be the true sky background. If cutout images at all the random positions are

median-stacked, its annular-region sky background will be brighter than µrand. A similar

systematic sky-background difference will also be seen when all LAEs are stacked, possibly

introducing some systematic errors in photometry. The sky background of the median-

stacked random image becomes equal to µrand if positions whose sky background is higher

than a certain threshold, skythres, are removed, where skythres can be determined so that

the total number of the remaining positions (i.e., positions with faint sky background below

skythres) is twice as large as the number of positions below µrand. Thus, we conservatively

remove LAEs with a higher annular-region sky background than skythres, and are left with

93, 21, 56, and 4 IRAC-clean LAEs in SXDS, COSMOS, HSFN and CDFS, respectively.

The stacked flux densities of the IRAC-clean LAEs in the B to K bands are mostly

consistent with those of the all LAEs before cleaning.

3.2.3 Stacking analysis and photometry

We perform a stacking analysis for each subsample in almost the same manner as described

in section 3.1.1 and as in Nakajima et al. (2012). Images of size 50′′ × 50′′ are cut out

at the position of LAEs in the NB387 image with IRAF/imcopy task. For each of the

B to K bands of SXDS field, PSFs are matched to the largest among the SXDS-Center,

North, and South sub-fields using IRAF/gauss task (see table 2.1). We use the task

IRAF/imcombine to create the median stacked broadband images at the NB387 source

positions

An aperture flux is measured for each stacked image using the task PyRAF/phot.

Following Ono et al. (2010a), we use an aperture diameter of 2′′ for the NB387, optical,

and NIR band images and 3′′ for the MIR (IRAC) images. For the NB387- to K-band

images, the inner radius of the annulus to measure the sky flux is set to twice the FWHM

of the largest PSF among these images*9, and the area of the annulus is set to five times

larger than that of the aperture. For each of the ch1 and ch2 images, we obtain the net

3′′-aperture flux density of LAEs by subtracting the offset, between the annular-region

and the 3′′-aperture flux densities of the stacked image of IRAC-clean random positions

generated in the previous subsection, from the 3′′-aperture flux density of the LAE image

(output of the PyRAF/phot task)*10.

*9 The PSF size of the CDFS H-band image is exceptionally large, and we determine the radius of

the annulus for this image independently.
*10 The sky background value on a 3′′.5-radius annulus placed at the image center is consistent between

the stacked LAE images and the stacked images of IRAC-clean random positions. For stacked

images of random positions, annular-region sky flux densities are brighter than aperture-region sky
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We use the original zero-point (ZP) magnitudes from references given in section 2.3.3,

although some previous work argues that some ZPs need to be corrected (e.g., Yagi et al.,

2013; Skelton et al., 2014). The offset (correction) values given by Yagi et al. (2013) are

opposite to those by Skelton et al. (2014) in optical bands in SXDS field (Furusawa et al.,

2008). Moreover, the ZP corrections based on Yagi et al. (2013) make β redder, while

those based on Skelton et al. (2014) make β bluer. Yagi et al. (2013) obtained the offset

values using stars with SDSS photometry and this method seems to be reliable. On the

other hand, Skelton et al. (2014) obtained the offset values by requiring that observed

magnitudes of galaxies be consistent with magnitudes of their best-fit model SEDs. This

method is indirect compared with that of Yagi et al. (2013) and thus may be less reliable.

However, the values obtained by Skelton et al. (2014) are applied to all 3D-HST data

including those in the four fields. Skelton et al. (2014) also argue that the ZP magnitudes

of NIR and MIR images also need to be corrected. No work has checked the NIR and

MIR image using stellar magnitudes. In this controversial situation, we adopt the original

zero points for the optical images in this thesis. All aperture magnitudes are corrected

for Galactic extinction, E(B−V), of 0.020, 0.018, 0.012, and 0.008 for SXDS, COSMOS,

HDFN, and CDFS fields, respectively (Schlegel et al., 1998).

The aperture magnitudes are then converted into total magnitudes using the aperture

correction values summarized in tables 2.1 – 2.4 in section 2.3.3. The 1σ uncertainty in the

total magnitudes include photometric errors and errors in aperture correction and the ZP.

For the ch1 and ch2 data, errors in sky subtraction, ∼ 0.02–0.17 mag, are also included.

The photometric errors are determined by the same procedure described in section 3.1.2.

The aperture correction errors in the NB387, optical, and NIR bands are estimated to be

less than 0.03 mag, and those in the ch1 and ch2 bands are set to 0.05 mag. We adopt 0.1

mag as the ZP error for all bands, which is the typical value of the offsets of the images

used in this paper (e.g., Yagi et al., 2013; Skelton et al., 2014) and is twice as large as

those adopted in previous studies (e.g., Nakajima et al., 2012). The stacked SEDs thus

obtained for (sub)samples are shown in figures 6.2, 6.3, A.3 and A.4.

3.3 SED models

We perform SED fitting on the stacked SEDs to derive stellar population parameters in

a similar manner to Ono et al. (2010a). Nebular emission (lines and continuum) is added

to the stellar population synthesis model of GALAXEV (Bruzual & Charlot, 2003) with

constant star formation history (SFH) and 0.2Z⊙ stellar metallicity following previous

SED studies of LAEs (Ono et al., 2010a; Vargas et al., 2014). We do not consider different

kinds of SFH (like exponentially decreasing and rising SFH) and metallicity. The age of

galaxies (defined since the onset of star formation) highly depends on SFH (e.g., see

section 4.3 in de Barros et al., 2014), but it is not discussed as a key property of LAEs

in this thesis. Color excess (or attenuation) depends on SFH. A decreasing SFH with an

flux densities with differences corresponding to ∼ 7–28% of the aperture fluxes of median-stacked

LAEs.
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old age (longer than the variable time scale of SF) gives lower attenuation than that with

constant SFH, while a decreasing SFH with a younger age gives higher attenuation as well

as a rising SFH (de Barros et al., 2014). However, as we will show in sections 6.2.1 and

6.4, the average attenuation of our LAEs derived with the assumption of constant SFH

is consistent with that derived from IR and UV observations. Meanwhile, to first order,

the current SFR (with time scales of ∼ 100 Myr) and M⋆ are independent of SFH since

SFR and M⋆ are determined only from rest-frame UV and NIR luminosities, respectively

(e.g., see section 3.6.1 (figure 5) in Reddy et al., 2015). With regard to metallicity, it

is found that our LAEs have 12 + logO/H ≃ 8.2 ± 0.1 (gas metallicity) in average from

stacking analysis of spectroscopic data (Nakajima et al., 2012) and that our bright LAEs

have 12 + logO/H ≃ 8.0 − 8.8 from individual spectroscopic measurements (Nakajima

& Ouchi, 2014). Since metallicity is not easily constrained by SED fitting of broadband

photometry (e.g., de Barros et al., 2014), we adopt 0.2Z⊙ stellar metallicity that is roughly

consistent with their gas metallicity. We assume an SMC-like dust extinction model for

the attenuation curve (hereafter an SMC-like attenuation curve; Gordon et al., 2003),

which is suggested to be more appropriate for LAEs at z ∼ 2 than the Calzetti curve

(Calzetti et al., 2000) in section 6.1.6 (Kusakabe et al., 2015). It is also suggested for low-

mass star forming galaxies at z ≥ 2 in Reddy et al. (2018)*11. We also examine the case

of the Calzetti attenuation curve for comparison (see section 6.2 and appendices A.1 and

A.2). We also assume E(B−V)gas = E(B−V)⋆ (Erb et al., 2006), where E(B−V)gas
and E(B−V)⋆ are the color excess for the nebular gas component and the color excess for

the stellar component, respectively. The Lyman continuum escape fraction, f ion
esc , is fixed

to 0.2 for sample with NB387tot ≤ 25.5 mag and subsamples (in section 3.2) considering

recent observations of f ion
esc ∼ 0.1–0.3 for z ∼ 3 LAEs by Nestor et al. (2013). This means

that 80% of ionizing photons produced are converted into nebular emission (see Ono et al.,

2010a). We also perform SED fitting with models without nebular emission, f ion
esc = 1, to

examine to what extent SFRs and M⋆ change in appendix A.1. For the IR-study sample

with HST data in CDFS (in section 3.1), we include f ion
esc in free parameters to validate

the effect of dust attenuation curves on f ion
esc .

For each field’s stacked SED, we search for the best-fitting model SED that minimizes

χ2 and derive the following stellar parameters: M⋆, E(B−V)⋆ (or UV attenuation of

A1600), age, (f
ion
esc ), and SFR. Stellar masses are calculated by solving ∂χ2

∂M⋆
= 0 since it is

the amplitude of the model SED. SFR is not a free parameter in the fit but determined

from M⋆ and age. The degree of freedom is 7 for each of the (sub)sample. The 1σ

confidence interval in each stellar population parameter is obtained from the range of the

values giving χ2 ≤ χ2
min + 1, where χ2

min is the minimum χ2 value.

In section 6.2.1, we show the results of SED fitting to the IR-study sample in CDFS field

*11 While Hagen et al. (2017) have found that the SMC indeed has a flatter extinction curve in average

than the classical (Pei, 1992; Gordon et al., 2003) curve, we adopt the classical curve which is

consistent with recent observations of high-z galaxies including LAEs. Reddy et al. (2018) find that

galaxies at z = 1.5–2.5 prefer an SMC-like attenuation curve combined with sub-solar metallicity

stellar population models.
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in table 6.1 and figure 6.2 and compare the results with an SMC-like attenuation curve

and the Calzetti curve. The results of SED fitting to stacked LAEs with NB387tot ≤ 25.5

mag in the four fields are shown in table 6.2 in section 6.2.2 (table A.1 in appendix

A.1) and figure 6.3 (figure A.1 in appendix A.1) with the assumption of an SMC-like

attenuation curve (the Calzetti curve). We also discuss the result with models without

nebular emission, f ion
esc = 1, in appendix A.1.2. With regard to subsamples in accordance

with UV, Lyα, and K-band properties, the results of SED fitting in SXDS and COSMOS

fields are shown in appendix A.2.
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Chapter 4

Clustering analysis

We derive the angular two-point correlation functions (ACFs) of our (sub)samples from

clustering analysis and convert the correlation lengths into the bias factors and then into

the dark matter halo masses. The sky distributions of the LAEs in the four fields are

shown in figure 4.1*12. We describe our methods below.

4.1 Angular correlation function

We measure the angular two-point correlation function (ACF), ωobs(θ), for a given (sub)

sample using the calculator given in Landy & Szalay (1993):

ωobs(θ) =
DD(θ)− 2DR(θ) +RR(θ)

RR(θ)
, (4.1)

where DD(θ), RR(θ), and DR(θ) are the normalized numbers of galaxy-galaxy, galaxy-

random, and random-random pairs, respectively:

DD(θ) =
2DD0(θ)

ND(ND − 1)
, (4.2)

RR(θ) =
2RR0(θ)

NR(NR − 1)
, (4.3)

DR(θ) =
DR0(θ)

ND NR
, (4.4)

Here, N is the total number of pairs with subscripts “D” and “R” indicating galaxies and

random points, respectively, and subscript “0” indicates the raw number of pairs. We

use a random sample composed of 100, 000 sources with the same geometrical constraints

*12 In COSMOS field, Matthee et al. (2016, hereafter M16) find an overdense region in their HAE

sample at z = 2.231 ± 0.016 (see their figure 2) and a part of their survey region overlaps with

that of our LAEs at z = 2.14–2.22. In their overdense region, two X-ray sources at z = 2.219 and

z = 2.232 have bright Lyα emission. The first one is roughly at the center of the overdense region

but just outside of our NB387 image coverage (ID:1139: see figure 2 and table 2 in M16). The

second one is included in our coverage but not selected by our color-color criteria probably because

its redshift is too large (ID:1037). Indeed, we do not find, by eye inspection, any overdense region

in figure 4.1(d) as significant as the one discovered by M16.
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as the data sample (see figure 4.1). The 1σ uncertainties in ACF measurements are

estimated as:

∆ωobs(θ) =
1 + ω(θ)√
DD0(θ)

(4.5)

following Guaita et al. (2010). While Norberg et al. (2009) find that Poisson errors

underestimate the 1σ uncertainties in ACF measurements and that bootstrapping errors

overestimate them 40% using a large number of sources (∼ 105–106), Khostovan et al.

(2018) show that Poisson errors and bootstrapping errors are comparable in the case of a

small sample size using ∼ 200 Hβ + [O iii] emitters at z ∼ 3.2 (see also our footnote *14

and figure 6.6(b)).

We approximate the spatial correlation function of LAEs by a power law:

ξ(r) =

(
r

r0

)−γ

, (4.6)

where r, r0, and γ are the spatial separation between two objects in comoving scale, the

correlation length, and the slope of the power law, respectively (Totsuji & Kihara, 1969;

Zehavi et al., 2004). We then convert ξ(r) into the ACF, ωmodel(θ), following Simon

(2007), and describe it as:

ωmodel(θ) = C ωmodel, 0(θ), (4.7)

where ωmodel, 0(θ) is the ACF in the case of r0 = 1 h−1
100Mpc and C is a normalization

constant:

C =

(
r0 h−1

100Mpc

1 h−1
100Mpc

)γ

. (4.8)

The correlation amplitude of the ACF at θ = 1′′, Aω, is

Aω = C ωmodel, 0(θ = 1′′) (4.9)

An observationally obtained ACF, ωobs(θ), includes an offset due to the fact that the

measurements are made over a limited area. This offset is given by the integral constraint

(IC),

ω(θ) = ωobs(θ) + IC, (4.10)

IC =
ΣθRR(θ)C ωmodel, 0(θ)

ΣθRR(θ)
, (4.11)

where ω(θ) is the true ACF. We fit the ωmodel(θ) to this ω(θ) over ∼ 40′′ −1000′′ by

minimizing χ2:

χ2 = Σθ

(
ωobs(θ) + IC − ωmodel(θ)

∆ωobs(θ)

)2

(4.12)

= Σθ

(
ωobs(θ) + C (IC0 − ωmodel,0(θ))

∆ωobs(θ)

)2

, (4.13)
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Figure 4.1 Sky distribution of LAEs in SXDS (panel [a]), COSMOS ([b]), HDFN ([c]),

and CDFS ([d]). Filled and open black circles represent objects with NBtot ≤ 25.5 mag

and NBtot > 25.5 mag, respectively. Gray points indicate 100, 000 random sources used

in the clustering analysis. Masked regions are shown in white.
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where IC0 = IC/C. This θ range is determined conservatively avoiding the one-halo term

at small scales and large sampling noise at large scales. We fix γ to the fiducial value 1.8

following previous clustering analyses (e.g., Ouchi et al., 2003). The analytic solution of

the best-fit correlation amplitude is

Aω =
Σθ

(
ωobs(θ)(ωmodel,0(θ)−IC0)

∆ωobs(θ)2

)
Σθ

(
IC0−ωmodel,0(θ)

∆ωobs(θ)

)2 ωmodel, 0(θ = 1′′). (4.14)

The 1σ fitting error in Aω, ∆Aω, is estimated from χ2
min + 1, where χ2

min is the mini-

mum χ2 value. We also derive, for each limiting magnitude, the field-average correlation

amplitude over the four survey fields by minimizing the summation of χ2 over the four

fields:

Aω,ave =
Σθ,i=field

(
ωobs,i(θ)(ωmodel,0(θ)−IC0,i)

∆ωobs,i(θ)2

)
Σθ,i=field

(
IC0,i−ωmodel,0(θ)

∆ωobs,i(θ)

)2 ωmodel, 0(θ = 1′′). (4.15)

The field-average correlation amplitude for subsamples of UV, Lyα, andK-band properties

over SXDS and COSMOS fields are also calculated similarly for each UV, Lyα, and K-

band subsamples. The best-fit ACFs are shown in figure 6.4 in section 6.3.1 and figure

6.4 in appendix B.1 for the NB387 limiting magnitude samples and the subsamples,

respectively.

Contaminations by randomly-distributed foreground and background interlopers dilute

the apparent clustering amplitude. The correlation amplitude corrected for randomly

distributed interlopers, Aω, corr, is given by

Aω, corr =
Aω

(1− fc)2
, (4.16)

where fc is the contamination fraction. The contamination fraction of our LAEs is es-

timated to be 10 ± 10% (0–20%) conservatively from the Monte Carlo simulations and

the spectroscopic follow-up observations (see section 2.2). This Aω, corr is the maximum

permitted value because interlopers themselves are also clustered in reality. Indeed, some

previous clustering studies (e.g., Khostovan et al., 2018) have not applied any contamina-

tion correction. In this study, we apply this equation assuming fc = 10 ± 10% so that the

error range in Aω, corr include both the no correction case and the maximum correction

case. The 1σ error in the contamination-corrected correlation amplitude, ∆Aω, corr, is

derived by summing the 1σ error in the ACF fitting, ∆Aω, and the uncertainty in the

contamination estimate, ∆fc = 0.1, in quadrature (error propagation):

∆Aω, corr

Aω, corr
≃

√(
∆Aω

Aω

)2

+

(
2∆fc
fc

)2

. (4.17)

The value of the contamination-corrected correlation length, r0, corr and its 1σ error are

calculated from Aω, corr and ∆Aω, corr. Table 6.4 in section 6.3.1 and table 6.5 in section

6.3.5 summarize the results of the clustering analysis for the NB387 limiting magnitude

samples and the subsamples, respectively.
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4.2 Bias factor

The galaxy-matter bias, bg, is defined as

bg(r) =

√
ξ(r)

ξDM(r, z)
, (4.18)

where ξDM(r, z) is the spatial correlation function of underlying dark matter,

ξDM(r, z) =

∫
k2dk

2π2

sin(kr)

kr
Pm(k, z), (4.19)

where Pm(k, z) is the linear dark matter power spectrum as a function of wave number, k,

at redshift z (Eisenstein & Hu, 1999) with the Eisenstein & Hu (1998) transfer function.

We estimate the effective galaxy-matter bias, bg, eff , at r = 8h−1
100Mpc following previous

clustering analyses (e.g., Ouchi et al., 2003) using a suite of cosmological codes called

Colossus (Diemer & Kravtsov, 2015). The obtained effective bias for the NB387 limiting

magnitude samples is shown in figure 6.5 and table 6.3.1. That for each UV, Lyα, and K

mag subsample is listed in table 6.5 in section 6.3.5.

4.3 Dark matter halo mass

We estimate the effective dark matter halo masses from bg, eff directly assuming that

each halo hosts only one galaxy and that our sample has a narrow range of dark matter

halo mass. We use the formula of bias and peak height in the linear density field, ν,

given in Tinker et al. (2010), which is based on a large set of collisionless cosmological

simulations in flat ΛCDM cosmology. The obtained ν is converted to the effective dark

matter halo mass with the top-hat window function and the linear dark matter power

spectrum (Eisenstein & Hu, 1998, 1999) using a cosmological package for Python called

CosmoloPy*13. The effective halo mass (Mh) of each (sub)sample is listed in tables 6.4

and 6.5.

4.4 Cosmic variance on bias factor

Biases and thus dark matter halo masses derived from limited survey areas possibly suffer

from cosmic variance due to spatial variations in the ACF of dark matter. We analytically

estimate cosmic variance in the bias value of high-redshift galaxies derived from clustering

analysis for the first time. With the ACF the galaxy-matter bias can be expressed as

b(θ) =
√
ωgal(θ)/ωDM(θ). Assuming that the cosmic variance in b originates solely from

the spatial variation of the dark matter ACF, we can express the b of a given galaxy

*13 http://roban.github.com/CosmoloPy/
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sample in a given survey field as:

b(field) =

√
ωDM(field)

⟨ωDM⟩
ωgal(field)

ωDM(field)
=

√
ωDM(field)

⟨ωDM⟩
bint, (4.20)

where ⟨ωDM⟩ is the cosmic average of the dark matter ACF, ωDM(field) is the dark matter

ACF in the field, ωgal(field) is the observed galaxy ACF in the field, and

bint ≡

√
ωgal(field)

ωDM(field)
(4.21)

is the intrinsic bias of this galaxy population which we assume to be unchanged from

field to field (parameter θ is omitted for clarity). This assumption is the same as the

one assumed to predict cosmic variance in number density (e.g., Moster et al., 2011), as

explained below. Field to field fluctuations of number density, σND, g′ , are assumed to

come from field to field fluctuations of dark matter distribution (i.e., cosmic variance in

the density of dark matter), σND,DM, as

σND, g′ = bg′ σND,DM, (4.22)

where the intrinsic galaxy bias, bg′ , is uniform and independent of fields by definition. We

also assume that ω2
gal(field) is proportional to ω2

DM(field) by a factor of bint.

The covariance in ωDM between two angular separations for area Ωs is given by the first

term of equation 19 of Cohn (2006)*14:

Cov(ωDM(θ), ωDM(θ′)) =
1

πΩs

∫
K dKJ0(Kθ) 0(Kθ′) P2

2(K), (4.23)

where K, P2(K) and J0(Kθ) are the Fourier transform of θ, the projected power spectrum

calculated using the redshift distribution defined by the filter, and the zeroth-order Bessel

function of the first kind, respectively. With this equation we calculate ωDM and its

standard deviation, σDM, for the three angular bins used to determine the Aω of our

LAEs. We then fit a power-law correlation function to those values in the same manner

as for observed data but also considering the intrinsic covariance given in equation (4.23),

and obtain the relative uncertainty in Aω due to the variation in ωDM, ∆ωDM

ωDM
. According

to equation 4.23, the relative uncertainty in Aω depends on Ωs as:

∆ωDM

ωDM
∝ Ω−0.5

s , (4.24)

as shown by a light gray solid line in figure 6.6 (a) in section 6.3.3. We compare the

analytic solution of ∆ωDM

ωDM
with ∆ωDM

ωDM
estimated empirically in Sobral et al. (2010) in

section 6.3.3. We also derive ∆ωDM

ωDM
for our sample in each field and total field as well as

for LAEs in Guaita et al. (2010) and then discuss bias values.

*14 Cohn (2006)’s equation (19) corresponds to the full covariance including those due to a discrete

sampling with a finite number of objects; the second term is proportional to P2(K)/NΩS, where N

is the number density of objects, and the subsequent terms correspond to the uncertainty shown in

our equation 4.5. Inclusion of the second term in our equation 4.23 increases ∆ωDM by ∼ 30% for

our LAE survey, although in this study we neglect this term and only consider cosmic variance not

dependent on N . See appendix B.2 for more details.
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Lyα halo luminosity

To discuss the origin of Lyα halos (LAHs) of LAEs, we derive the Lyα luminosities for

subsamples in accordance with UV, Lyα, andK–band properties as we described in section

1.4.4. The Lyα luminosities of LAHs are estimated from a stacked observational relation

obtained in Momose et al. (2016). We do not perform a stacking analysis of LAHs on our

own subsamples since their sample sizes, which are one ninth to one half of the subsample

sizes (∼ 700 each) in Momose et al. (2016), are not large enough to obtain reliable results.

Note that parameters that characterize stellar populations and the mass of dark matter

halos are derived from SED fitting and clustering analysis as we mention in chapters 3

and 4, respectively.

5.1 Definitions of Lyα luminosities

The LAHs of LAEs have been studied either by a stacking analysis of large samples or

using individually detected objects. Momose et al. (2016) have used stacked images of

∼ 700 LAEs in each subsample (in total ∼ 3600) at z ∼ 2 to compare Lyα luminosities

within r = 40 kpc (∼ 5′′) to those within r = 1′′ (∼ 8 kpc). Their ∼ 3000 LAEs are the

parent sample of our ∼ 900 LAEs, and they have estimated an empirical relation between

the two Lyα luminosities. On the other hand, Leclercq et al. (2017) have measured Lyα

luminosities for 3 ≤ z ≤ 6 LAEs with an individually detected LAH by fitting a two

component model consisting of halo and continuum-like components. We define three

kinds of Lyα luminosities as below.

L(Lyα)C Lyα luminosity at the central part, i.e., the main body of the object where

stars are being formed. In Leclercq et al. (2017), it corresponds to the continuum-

like component of Lyα luminosities. We assume that the Lyα luminosities within

r = 1′′ in 2D images in Momose et al. (2016) are approximately equal to L(Lyα)C.

The aperture size r = 1′′ (∼ 8 kpc) is often used in photometry with ground-based

telescopes for point sources, since it is comparable to their typical PSF size and

hence r = 1′′ fluxes are nearly equal to total fluxes. Leclercq et al. (2017) show

that the scale length of the continuum-like component of LAEs is typically smaller

than 1 kpc, ensuring our assumption that LAEs are point sources.

L(Lyα)H Lyα luminosity of the LAH. In Leclercq et al. (2017), it approximately corre-
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sponds to the halo component of Lyα luminosity. We assume that the Lyα luminosi-

ties falling in the annulus of 8 ≤ r ≤ 40 kpc in Momose et al. (2016) approximately

equal to L(Lyα)H. In Momose et al. (2016), the typical rs of the stacked Lyα emis-

sion including the LAH component is ∼ 10 kpc, and LAHs are found to extend up

to r ∼ 40 kpc.

L(Lyα)tot Total Lyα luminosity. In Leclercq et al. (2017), it corresponds to a sum of

L(Lyα)C and L(Lyα)H. we assume that the Lyα luminosities within 40 kpc in

Momose et al. (2016) approximately equal to L(Lyα)tot.

Momose et al. (2016) have found that LAEs with fainter L(Lyα)C have a higher

L(Lyα)tot to L(Lyα)C ratio, X(LLyα)tot/C, as shown in their figure 14. This means that

the relative contribution of the halo component to the total Lyα luminosity increases with

decreasing L(Lyα)C. The best-fitting linear function between X(LLyα)tot/C and L(Lyα)C,

shown as their equation 2 is:

X(LLyα)tot/C = 103.6− 2.4 log10[L(Lyα)C (erg/s)]. (5.1)

This equation is valid over 41.5 < log10(L(Lyα)C) < 42.7*15 and is shown in figure 5.1(b).

5.2 Previous studies on Lyα halo luminosity

Leclercq et al. (2017) have used the MUSE Hubble Ultra Deep Field survey data to detect

LAHs for 145 star forming galaxies (essentially all are LAEs) at 3 ≤ z ≤ 6 individually.

They have measured the size and L(Lyα)H of Lyα halos as well as L(Lyα)C. They do not

find a significant evolution of the LAH size with redshift. This result is consistent with

that obtained by Momose et al. (2014) with stacked LAEs at z ≃ 2.2–6.6, implying that

the difference in redshift can be ignored in a comparison of the two studies. Indeed, there

is no clear redshift evolution in the relations of MUSE LAEs shown by gray filled circles

(z <= 4.5) and gray open circles (z > 4.5) in figure 5.1 described below.

In figure 5.1, we compare the stacked observational relation of LAEs at z = 2.2 in

Momose et al. (2016) (black lines and red stars) with the individual results by Leclercq

et al. (2017) (gray and black circles), where X(Lyα)x/y indicates the Lyα luminosity ratio

of the component x to the component y. Figure 5.1(a) is originally discussed in Leclercq

et al. (2017), while figure 5.1(b) is used to determine the best-fit linear relation (equation

5.1) in Momose et al. (2016). Black lines in figures 5.1 (a), (c), and (d) are converted from

one in figure 5.1(b). It is notable that the y-axis depends on the x-axis by construction*16

in figures 5.1 (a), (b) and (d). We find that all five stacked data points (red stars) lie

*15 They use images with the PSF matched to 1′′.32 in FWHM. Here we have corrected a typo in their

equation 2 and revised the range of log10[L(Lyα)C]. We conclude that this equation is valid over

41.7 < log10(L(Lyα)C) < 42.3 from discussions below.
*16 We regard L(Lyα)C and L(Lyα)H as two independent parameters in the measurements in Leclercq

et al. (2017) and Momose et al. (2016). Even if objects are randomly distributed in the L(Lyα)C

and L(Lyα)H plane (panel [c]), we will see a ’correlation’ in the other three panels because the y

axis of these panels is a combination of L(Lyα)C and L(Lyα)H.
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in the middle of the distribution of individual MUSE-LAEs (grey circles) over a range of

log10[L(Lyα)C(erg/s)] ≃ 41.7–42.6 or log10[L(Lyα)tot(erg/s)] ≃ 42.3–42.8. It is also found

that the median values of individual MUSE-LAEs (black filled circles in figures 5.1 [a] and

[c]) are located near the stacked values. This means that the stacked results represent

the average halo luminosities of LAEs despite the fact that there is a great variation in

halo luminosity among objects. The best-fit relation shown by a black line traces well the

stacked points except for the brightest one. This is because the brightest point already

deviates from the best-fit linear relation determined in figure 5.1(b) while the other four

are on the relation. Based on figure 5.1(a), Leclercq et al. (2017) have concluded that

there is no significant correlation between L(Lyα)tot and X(Lyα)H/tot on the basis of a

Spearman rank correlation coefficient of −0.05 (see their figure 7 and their section 5.3.1).

Although the existence of a correlation is not clear, and a further test is needed, figures

5.1 (a) and (c) indicate that the stacked results (red stars) also trace the median trend of

individual MUSE LAEs (black filled circles).

5.3 Estimation of L(Lyα)H from the empirical relation

In this thesis, we estimate average L(Lyα)H and L(Lyα)tot for each subsample from

the stacked relation (equation 5.1) as well as average L(Lyα)C by multiplying average

L(Lyα)ps (in section 2.5.1) by 0.77 as an inverse aperture correction of 1′′.32 PSF (see

table 6.6 in section 6.7.1). The L(Lyα)C values of our subsamples are found to be within

the range shown by skyblue inverted triangles in figures 5.1 (c) and (d) where the stacked

relation traces well the stacked points. The typical 1σ uncertainties in the individual data

points in Momose et al. (2016) are propagated to uncertainties in L(Lyα)H and L(Lyα)tot

of ∼ 22% and ∼ 16%, respectively. Momose et al. (2016) also present a stacked relation

(anti-correlation) between X(LLyα)tot/C and EW0,ps(LLyα). Using this relation instead

of equation 5.1 gives nearly the same L(Lyα)H and L(Lyα)tot values (see section 6.7.1).
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Figure 5.1 Relation between L(Lyα)H and L(Lyα)C in four different presentations. (a)

L(Lyα)H/L(Lyα)tot vs. L(Lyα)tot; (b) L(Lyα)tot/L(Lyα)C vs. L(Lyα)C; (c) L(Lyα)H vs.

L(Lyα)C; and (d) L(Lyα)tot vs L(Lyα)C. Red stars and black lines indicate, respectively,

the stacked results and their best-fit relation given by Momose et al. (2016). The best-fit

linear relation is determined in panel (b) and is shown in equation 5.1. The grey filled and

open circles represent MUSE–LAEs at z ∼ 3−4.5 and z ∼ 4.5−6 in Leclercq et al. (2017),

where errors are only shown in panels (c) and (d). The black filled circles in panels (a) and

(c) show the median of the MUSE–LAEs over a range of log10[L(Lyα)tot(erg/s)] ≃ 42.0–

43.0 and log10[L(Lyα)C(erg/s)] ≃ 41.5–43.0, respectively. Skyblue inverted triangles in

panels (c) and (d) show the L(Lyα)H and L(Lyα)tot of our subsamples calculated from

L(Lyα)C using the stacked observational relation in Momose et al. (2016). Note that the

y-axis depends on the x-axis by construction (see *16 for more details) in panels (a), (b)

and (d), while panels (a) and (c) have independent axis.
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Chapter 6

Results

In this chapter, we show our results of IR Luminosity and dust attenuation curve (in

section 6.1), results of SED fitting (in section 6.2), results of clustering analysis (in section

6.3), IRX–M⋆ relation (in section 6.4), star formation mode (in section 6.5), SHMR and

BCE (in section 6.6), Lyα halo luminosity (in section 6.7), and Lyα escape fraction (in

section 6.8).

6.1 IR Luminosity and dust attenuation curve

6.1.1 Individual detection

We match the 213 LAEs against the the MIPS*6 and the PACS catalogs (Magnelli et al.,

2013) within 1′′ radius. None of the LAEs has a counterpart in either the MIPS and the

PACS catalogs.

6.1.2 Stacking analysis

We derive IR luminosity through stack analysis of the MIPS/24µm, PACS/70 µm, 100 µm,

and 160 µm band images at the position of the LAEs. Before stacking the MIPS/24µm

images, we remove sources listed in the MIPS catalog with a similar method to Reddy

et al. (2012a) and subtract a large-scale residual background following the procedure given

in Wuyts et al. (2008). For each band, 50′′ × 50′′ cut-out images are median stacked. We

then perform aperture photometry at the center of each stacked image on a radius of 3′′.0,

3′′.2, 4′′.5, and 7′′.4 for MIPS/24 µm, PACS/70 µm, 100 µm, and 160 µm, respectively.

No significant signal is detected in any of the four stacked images, where the sky noise

for each band is estimated from 1000 realizations generated by bootstrap resampling of

the 213 objects as done by Wardlow et al. (2014). Thus, we derive the 3σ upper limit

of the total flux density for each band by multiplying the 3σ sky noise by an aperture

correction factor of 2.87, 2.45, 1.96, and 1.92 for MIPS/24 µm, PACS/70 µm, 100 µm, and

160 µm, respectively. The resulting 3σ total flux densities are 1.4, 56, 81, and 234 µJy,

respectively.

*6 http://irsa.ipac.caltech.edu/cgi-bin/Gator/nph-scan?mission=irsa&submit=Select&projshort=SPITZER
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6.1.3 Scaling dust SED templates

We calculate two upper limits of the LTIR, one from the MIPS/24um 3sigma flux den-

sity and the other from the PACS (three bands) 3sigma flux densities, by scaling dust

templates.

We calculate two upper limits of the infrared (3–1000µm) luminosity, LTIR, one from the

MIPS/24µm 3σ flux density and the other from the PACS (three bands) 3σ flux densities,

by scaling dust templates (Ciesla et al., 2014). While the PACS bands measure dust

continuum emission for galaxies at z ≃ 2.18, the MIPS/24µm band measures ≃ 8µm PAH

emission (L8≡ ν8µmLν, 8µm). Although the MIPS/24µm band can reach fainter LTIR than

the PACS bands at z ∼ 1–3 in general (see figure 4 in Elbaz et al., 2011), a MIPS-based

LTIR has an uncertainty because of a diverse relation between L8 and LTIR. We discuss

the reliability of the upper limit of the MIPS-based LTIR for our LAEs using that of the

PACS-based LTIR in section 6.1.4.

In Ciesla et al. (2014), the dust SED templates of local galaxies binned over various

properties are provided using 8 µm to 500 µm from Spitzer, WISE, IRAS and Herschel

data, which are based on Draine & Li (2007) model. For the MIPS data, we scale the

lowest-metallicity template to the 24µm limit to obtain L3σ
TIR= 1.1 × 1010L⊙. We adopt

this template because it gives the highest (i.e., most conservative) L3σ
TIR among all. For

the PACS data, we scale each template to each of the three data points to obtain each

band’s 3σ LTIR upper limit for that template. We then statistically combine these three

upper limits to derive a final 3σ upper limit which is lower than the individual bands*17.

Among the final 3σ limits derived from all the templates, LTIR= 1.4 × 1011L⊙ is the

highest one. We adopt the MIPS-based L3σ
TIR as the upper limit of our LAEs and use it

in the following section. Below we discuss the possibility that this MIPS-based L3σ
TIR may

be optimistic.

6.1.4 Certainty of L3σ
TIR

A careful analysis and discussion on the IR luminosity is essential. There is a well-known

trend that the relative contribution of PAH emission to LTIR decreases with decreasing

metallicity (Galliano, 2011). Hence, PAH-based LTIRis in general less reliable than that

from longer wavelengths and MIPS-based L3σ
TIR may be optimistic. However, the template

we use to derive LTIR is the lowest-metallicity one constructed from galaxies with 12 +

logO/H ≃ 8.2–8.4. This metallicity range is roughly consistent with those of LAEs:

12 + logO/H ≃ 8.0 − 8.8 for bright LAEs with individual measurements (Nakajima &

Ouchi, 2014) and 12+ logO/H ≃ 8.2± 0.1 for faint LAEs from stacking (Nakajima et al.,

2012). Indeed, this template has a relatively high IR8 (=L8−1000µm/L8 of 6.7, being close

*17 We calculate the PACS-based final 3σ upper limit as 1√
1/σ2

70+1/σ2
100+1/σ2

160

, where σ70, σ100, and

σ160 are the 3σ LTIR upper limit derived from the 3σ total flux limit of PACS/70 µm, 100 µm, and

160 µm band, respectively.
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to those of z ∼ 2 UV-selected galaxies, ≃ 8–9 (Reddy et al., 2012a), and significantly

higher than the typical value of z < 2.5 star-forming galaxies (IR8 = 4; Elbaz et al.,

2011), and of Chary & Elbaz (2001) templates at the L8 of our sample (IR8 ∼ 4). It

is also known that PAH emission is suppressed in starburst galaxies. Elbaz et al. (2011)

shows that starburst galaxies, characterized by high projected IR densities, have high IR8.

However, even when the PACS-based LTIR is used, the IR surface density of our LAEs

is lower than the threshold for the starburst regime, ≃ 3× 1010 L⊙ kpc−2, at which IR8

takes ∼ 8. Here we assume our LAEs typically have a 1 kpc half-light radius following

Malhotra et al. (2012) and Hagen et al. (2014).

In addition, Reddy et al. (2006) demonstrate from X-ray stacking analysis of

MIPS/24um-undetected UV-selected galaxies at z∼2 that they are individually unde-

tected in MIPS primarily because they have lower SFRs and not because they have

deficient PAH emission (although we note that their objects are not as faint as ours,

being detected in a stacked MIPS image).

Thus, it appears to be unlikely that the MIPS-based L3σ
TIR is significantly underesti-

mating the true value. Note that the PACS-based L3σ
TIR divided by the L8 of the lowest-

metallicity template scaled to the MIPS photometry, gives IR8 ∼ 90. However, we should

keep in mind that the derivation of the MIPS-based L3σ
TIR is based on two important

assumptions. First, we are assuming that our LAEs have indeed low metallicities as sug-

gested by previous studies. Second, the local calibration between the 8 µm emission and

the dust SED shape and metallicity are assumed and applies at high redshifts.

In the next section, we compere the L3σ
TIR(= 1.4× 1011L⊙) with that of previous work

and derive the SFR of our LAEs. We then estimate a suitable dust attenuation curve for

our LAEs from IRX–β relation.

6.1.5 IR luminosity and star formation rate

We obtain a robust upper limit of IR luminosity for our LAEs at z ∼ 2, L3σ
TIR = 1.1 ×

1010L⊙, which is ∼ 1dex lower than those in previous work for bright LAEs at z > 2,

L3σ
TIR = 2–3 × 1011L⊙, in Wardlow et al. (2014). Our L3σ

TIRis 200 times lower than the

‘knee’ luminosity of the IR luminosity function at z ∼ 2 (Magnelli et al., 2013), implying

that the majority of z ∼ 2 LAEs have very faint dust emission.

The 3σ upper limit of the dust obscured star formation rate (SFR) is calcu-

lated to be SFRIR≤1.8 M⊙yr
−1 using the formula devised by Kennicutt (1998) *18.

The unobscured SFR derived from the ultraviolet luminosity of the stacked SED,

LUV = 5.3+0.2
−0.2 × 109 L⊙ (= LUV,typical), using the formula devised by Kennicutt

(1998), is SFRUV= 1.5+0.07
−0.07 M⊙yr

−1. Thus, the ratio of obscured to unobscured SFRs is

SFRIR / SFRUV ≤1.2. This constraint is comparable or stronger than those for z > 2

LAEs obtained by Wardlow et al. (2014), SFRIR / SFRUV≤2–14. The total SFR is

*18 This formula assumes solar metallicity. It is notable that the conversion factor to SFR from UV

luminosities does not depend on metallicity within the range of ∼ 0.1Z⊙ to 1Z⊙ as shown in figure

10 in Leitherer & Heckman (1995)
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Figure 6.1 The LTIR/LUV ratio, IRX, plotted against the UV slope, β. The red filled

and open circles indicate our stacked LAE from the MIPS and PACS data, respectively.

The black squares are for the stacking results for UV-selected galaxies binned according

to various properties obtained by Reddy et al. (2012a) (largest symbol corresponding to

the entire sample) and the black triangle for the stacking result for young galaxies (Reddy

et al., 2012a). Three attenuation curves are overplotted: the local starburst relation (thin

solid line; Meurer et al., 1999, M99); an updated M99 (dashed line; Takeuchi et al., 2012);

an SMC-like attenuation curve (thick solid line; Pettini et al., 1998).

6.1.6 IRX-β relation and attenuation curve

The relation between the IR to UV luminosity ratio, IRX ≡ LTIR / LUV, and the slope

of the UV continuum, β, is useful for constraining the attenuation curve of galaxies.

Our stacked LAE has β = −1.4+0.2
−0.2 and IRX≤2.2 using the MIPS/24 µm–based L3σ

TIR.

This IRX corresponds to A1600 ≤0.9 magnitude with the conversion formula by Overzier

et al. (2011). This low IRX is in accord with the tendency seen in brighter UV-selected

galaxies that IRX decreases with decreasing bolometric luminosity (e.g., Reddy et al.,
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2012a). As found in Figure 6.1, these IRX and β are inconsistent with the relation for

local starburst galaxies (Meurer et al., 1999) (M99, almost the same as the Calzetti curve)

while consistent with an updated M99 given in Takeuchi et al. (2012) and an SMC-like

attenuation curve (Pettini et al., 1998)*19. The original M99 gives a 3.8 times higher IRX

at the observed β.

All three attenuation curves assume an intrinsic slope βint ≳ −2.2, while our best-

fit SED model spectrum (shown in section 6.2.1) has βint = −2.6 and −2.4 with the

Calzetti attenuation curve (M99 curve) and an SMC-like attenuation curves, respectively.

Adopting these bluer βint instead of ≳ −2.2 increases the inconsistency of the M99 in

the IRX–β plot while an SMC-like attenuation curve is still consistent. The z ∼ 2 UV

selected galaxies of Reddy et al. (2012a) are distributed around the M99 except for those

with very young ages. Recently, Reddy et al. (2018) find that galaxies at z = 1.5–2.5 prefer

an SMC-like attenuation curve rather than the Calzetti curve with sub-solar metallicity

stellar population models. Moreover, young/ low-M⋆ galaxies among their sample implies

a attenuation curve even steeper than an SMC-like curve. Therefore, LAEs and young UV

selected galaxies may have similar attenuation curves, which is steeper than the Calzetti

curve. The PACS-based L3σ
TIR gives a high IRX = 28 falling well above the M99. Indeed,

the M99 is allowed in the case of IRX ≥ 8.4. This happens if the MIPS-based L3σ
TIR is a

factor of ≥ 3.8 underestimate, i.e. the true IR8 is higher than 26. However, as discussed

in section 6.1.4, such a high IR8 appears to be unlikely in our LAEs.

In chapter 3 and following chapters, we use an SMC-like curve as a fiducial attenuation

curve, while we also examine the case with the M99 curve (i.e., the Calzetti attenuation

curve). We discuss the IRX–M⋆ relation of our LAEs in section 6.4 and the origin of the

dust attenuation of LAEs in section 7.2.

6.2 Results of SED fitting

The results of SED fitting to IR sample in CDFS field are shown in section 6.2.1. We

compare the results with an SMC-like attenuation curve and those with the Calzetti curve.

The results to the LAEs with NB387tot ≤ 25.5 mag in the four fields are shown in section

6.2.2. In section 6.2.3, we show the results to subdivided LAEs in accordance with UV,

Lyα and K band properties.

6.2.1 The IR-study sample in CDFS field

Table 6.1 summarizes the best-fit parameters and figure 6.2 compares the best-fit SEDs

with the observed one. The two attenuation curves fit the data well. As expected from

the results on the IRX–β plot, the fit using the Calzetti curve gives a 2 magnitude higher

A1600 and a 10 times higher SFR than those calculated from the MIPS-based L3σ
TIR, while

the results with an SMC-like curve are roughly consistent. The SFR from the SED fit with

*19 We shift the original relation of Meurer et al. (1999) defined by LFIR(40-120µm) to 0.28 dex. See

also footnote *11 for more details on an SMC-like attenuation curve.
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the Calzetti curve is significantly larger than even the maximum SFRtot,IR+UV= 24 M⊙

yr−1 from the PACS-based L3σ
TIR. Both curves give nearly the same stellar mass, because

it is determined essentially from longer wavelengths (≳1 µm). The Calzetti curve gives

an age less than 10 Myr, which is much shorter than dynamical times of LAEs, ∼ 60–

260 Myr (Rhoads et al., 2014). We also note that the Calzetti curve gives too high an

escape fraction of ionizing photons f ion
esc compared with observed values for LAEs, 10–30%

(Nestor et al., 2013). These results suggest that an SMC-like curve is more appropriate

than Calzetti for the majority of LAEs at z ∼ 2. With an SMC curve, our stacked LAE

has an relatively old age of 200 Myr.

Nakajima et al. (2012) have provided a stacked SED of z ≃ 2.18 LAEs in the

Subaru/XMM-Newton Deep Field for which a less dust-sensitive SFR estimate from

narrow-band Hα imaging is available. SED fitting to this stacked data finds that the

E(B − V ) derived assuming the Calzetti curve gives an SFRUV,corr (≃ 32 M⊙yr
−1)

which is two times higher than the Hα-based one (SFRHα,corr≃ 14 M⊙yr
−1),

while adopting an SMC curve gives a consistent result (SFRUV,corr≃ 5.7 M⊙yr
−1,

SFRHα,corr≃ 6.9 M⊙yr
−1). Notice that E(B−V)gas = E(B−V)⋆ is assumed for modest

dust-correction of the Hα luminosity. Thus we find here that an SMC-like curve is

preferred. We discuss the IRX and the star formation mode in the sections 6.4 to 6.5

using the results with an SMC-like curve and the MIPS-based L3σ
TIR.

Table 6.1 Results of SED fitting for IR sample in CDFS field.

attenuation curve M⋆ E(B − V )⋆[A1600] Age SFR f ion
esc χ2

r SFRUV,corr

[108M⊙] [mag] [Myr] [M⊙yr
−1] [M⊙yr

−1]

(1) (2) (3) (4) (5 ) (6) (7)

Calzetti 3.7+0.1
−0.1 0.3+0.00

−0.00[3.0
+0.0
−0.0] 8.7+0.8

−1.1 43+4
−2 0.9+0.0

−0.0 1.02 25+1
−1

SMC 6.3+0.8
−2.0 0.10+0.02

−0.01[1.2
+0.2
−0.1] 200+50

−100 3.7+1.2
−0.4 0.4+0.3

−0.3 1.22 4.9+1.7
−0.3

Note. — (1) The best fit stellar mass; (2) the best-fit color excess [UV attenuation]; (3) the best fit

age; (4) the best fit SFR; (5) the best fit escape fraction of ionizing photons; (6) reduced chi-squared

value; (7) the SFR derived from the dust-corrected UV luminosity using the best-fit A1600. Metallicity

and redshift are fixed to 0.2Z⊙ and 2.18, respectively. The degree of freedom is 7. SFR is not a free

parameter in the fit but calculated from M⋆ and age.
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Figure 6.2 Results of SED fitting for the stacked IR sample in CDFS field (shown in Table

3.1) with the Calzetti curve (upper) and an SMC-like curve (lower). For each panel,

the red filled circles show the observed flux densities, the gray lines the best-fit model

spectrum, and the black filled triangles the flux densities calculated from the best-fit

spectrum. The two attenuation curves fit the data well.
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6.2.2 The sample with NB387tot ≤ 25.5 in SXDS, COSMOS, HDFN, and

CDFS fields

Table 6.2 summarizes the best-fit parameters and figure 6.3 compares the best-fit SEDs

with the observed SEDs *20 with the assumption of an SMC-like attenuation curve. The

model fit the data well for each sample. The mean value for each parameter over the four

fields is: M⋆ = 10.2 ± 1.8× 108 M⊙, A1600 = 0.6± 0.1 mag, age= 3.8 ± 0.3 × 108 yr,

and SFR = 3.4± 0.4 M⊙ yr−1. We discuss the IRX and the star formation mode in the

sections 6.4 to 6.5 using the results with an SMC-like curve. The results with assumption

of the Calzetti curve and those in the case without nebular emission, f ion
esc = 1 are shown

in appendix A.1 .

6.2.3 The subsample with UV, Lyα, K-band properties in SXDS and COSMOS

fields

Figures A.3 and A.4 in appendix A.2 shows the best-fit SEDs and tables A.3 and A.4

in appendix A.2 summarize the results of the best-fit parameters in the two fields. The

field-average values are shown in table 6.3 for the cases with assumption of an SMC-like

attenuation curve and the Calzetti attenuation curve. The two attenuation curves fit the

data equally well for each subsample. However, the best fit parameters are very different

in most cases. These parameter dependencies are consistent with those in section 6.2.1.

We use the results with an SMC-like curve as our fiducial results to discuss the origin

Table 6.2 Results of SED fitting to stacked LAEs with NB387tot ≤ 25.5 mag in SXDS,

COSMOS, HDFN, and CDFS fields.

field M⋆ E(B − V )⋆ [A1600] Age SFR χ2
r

(108M⊙) (mag) (108 yr) (M⊙yr
−1)

(1) (2) (3) (4) (5)

SXDS 9.7+3.6
−1.7 0.05+0.01

−0.02 [0.6+0.1
−0.2] 3.6+2.8

−1.1 3.3+0.5
−0.7 0.604

COSMOS 14.0+3.4
−3.6 0.07+0.02

−0.02 [0.8+0.2
−0.2] 4.1+2.4

−1.8 4.2+1.2
−0.8 0.473

HDFN 7.6+4.0
−1.9 0.06+0.02

−0.03 [0.7+0.2
−0.4] 3.2+4.0

−1.4 2.9+0.8
−0.8 1.298

CDFS 10.3+11.1
−9.7 0.02+0.07

−0.01 [0.2+0.8
−0.1] 5.7+8.6

−5.7 2.2+534
−0.4 0.120

Average 10.2± 1.8 0.06± 0.01 [0.6± 0.1] 3.8± 0.3 3.4± 0.4

Note. — (1) The best fit stellar mass; (2) the best-fit color excess [UV attenuation]; (3) the best fit

age; (4) the best fit SFR; (5) reduced chi-squared value. The UV attenuation is derived from an SMC-like

attenuation curve. Metallicity, redshift, and f ion
esc are fixed to 0.2Z⊙, 2.18, and 0.2, respectively.

*20 The uncertainties in the best fit parameters in the CDFS are large since the number of LAEs used

in stacking analysis is smaller than those in the other fields as shown in table 2.5. Moreover, the i,

z and H band images in this field are ∼ 0.5–2 mag shallower than those in the other fields.
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Figure 6.3 Results of SED fitting to stacked LAEs with NB387tot ≤ 25.5 mag in SXDS,

COSMOS, HDFN, and CDFS fields from panels (a) to (d). For each panel, a gray solid

line and a light gray dotted line show the best-fit model spectrum and its stellar contin-

uum component, respectively. The difference of these two lines shows a contribution of

its nebular continuum component. Red filled circles and black filled triangles represent

the observed flux densities and the flux densities calculated from the best-fit spectrum,

respectively.

of Lyα halo in chapter 8, while we use those with the Calzetti curve to compare them

with previous results assuming the Calzetti curve as well as to discuss Lyα escape fraction

conservatively in chapter 9. In sections 6.4.2 and 6.5.2, we compare the IRX and star

formation mode of our subsamples with the average relations of star forming galaxies and

examine whether they are normal galaxies in terms of these two properties, which will be

employed in the discussion of the origin of LAHs in chapter 8.
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Table 6.3 The field-average values of parameters obtained by SED fitting, fesc(Lyα)tot,

and the q-parameter for subsamples.

subsample M⋆ E(B − V )⋆ Age SFR fesc(Lyα)tot q-parameter

(108M⊙) (mag) (Myr) (M⊙yr
−1)

(1) (2) (3) (4) (5) (6)

SMC-like attenuation curve

bright UV 14.1± 2.1 0.08± 0.01 240± 14 6.8± 1.3 0.37± 0.00 0.80+0.11
−0.09

faint UV 4.1± 0.1 0.03± 0.01 280± 46 1.7± 0.3 1.43± 0.17 −0.69+0.30
−0.62

blue β 4.8± 2.4 0.02± 0.00 246± 145 2.1± 0.0 1.21± 0.10 −0.52+0.25
−0.27

red β 14.0± 0.9 0.10± 0.01 286± 0 5.8± 0.4 0.43± 0.08 0.57+0.14
−0.11

bright Lyα 7.4± 0.8 0.04± 0.02 346± 80 2.2± 0.7 1.20± 0.35 −0.28+0.57
−0.57

faint Lyα 12.3± 1.0 0.07± 0.01 360± 0 4.2± 0.3 0.49± 0.00 0.64+0.10
−0.08

large EW 5.4± 1.6 0.04± 0.02 338± 19 1.8± 0.6 1.34± 0.42 −0.46+0.60
−0.71

small EW 13.7± 3.4 0.07± 0.01 353± 40 5.0± 0.7 0.42± 0.02 0.79+0.14
−0.11

bright K 18.3± 2.2 0.09± 0.01 265± 84 6.5± 1.2 0.36± 0.01 0.72+0.09
−0.08

faint K 3.6± 0.4 0.04± 0.01 160± 44 2.3± 0.2 1.03± 0.04 −0.04+0.06
−0.07

the Calzetti attenuation curve

bright UV 12.9± 1.6 0.15± 0.02 118± 21 11.7± 3.4 0.20± 0.02 0.96+0.16
−0.12

faint UV 2.9± 0.3 0.10± 0.03 73± 37 3.3± 1.3 0.74± 0.25 0.27+0.46
−0.26

blue β 3.4± 2.4 0.06± 0.02 106± 112 2.9± 0.6 0.87± 0.08 0.21+0.21
−0.14

red β 13.7± 2.6 0.18± 0.00 133± 30 11.8± 0.3 0.21± 0.02 0.78+0.05
−0.05

bright Lyα 4.2± 0.6 0.14± 0.05 39± 24 6.1± 4.2 0.43± 0.29 0.55+1.06
−0.34

faint Lyα 12.0± 1.2 0.14± 0.02 189± 11 7.1± 1.1 0.27± 0.02 0.84+0.15
−0.11

large EW 3.7± 0.8 0.14± 0.03 60± 11 4.9± 2.6 0.50± 0.24 0.46+0.51
−0.26

small EW 13.2± 3.6 0.14± 0.02 191± 11 8.8± 1.9 0.24± 0.03 0.92+0.18
−0.13

bright K 11.2± 2.7 0.20± 0.02 46± 24 17.9± 6.4 0.13± 0.02 0.93+0.14
−0.11

faint K 2.3± 0.9 0.11± 0.03 32± 25 4.1± 1.8 0.56± 0.18 0.49+0.46
−0.25

Note. — (1) Stellar mass, (2) color excess, (3) age, (4) SFR, (5) fesc(Lyα)tot calculated from SFR

and L(Lyα)tot, and (6) q calculated from fesc(Lyα)tot and E(B − V )⋆.
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6.3 Results of clustering analysis

The results of clustering analysis for the NB387 limiting magnitude samples in the four

fields are described in sections 6.3.1 to 6.3.4. We compare our results with those in

previous studies on LAEs and HAEs. We also evaluate an effect of cosmic variance on

the results for our LAEs and previous results for LAEs. We also show the results for the

subdivided LAEs in accordance with UV, LYα, and K-band properties in section 6.3.5.

6.3.1 The angular correlation function of the NB387 limiting samples

The best-fit ACFs are shown in figure 6.4. The data points for each subsamples are fitted

well. The averages of the best-fit ACFs for the subsamples with NB387tot≤25.0 mag,

NB387tot≤25.3 mag, and NB387tot≤25.5 mag are derived over the four fields, while that

with NB387tot≤25.8 mag are derived over the two fields, CDFS and HDFN fields. For

NB387tot≤26.3 mag, we regard the result of the CDFS (shown in 6.4[d]) as the best-fit

average since the other three fields have no data. The Aω with NB387tot≤26.3 mag is

larger than the field-average Aω with the other limiting magnitudes. It is possibly caused

by cosmic variance due to the small survey area (see section 6.3.3 for more details). We

do not include the NB387tot≤26.3 subsample in the discussion in section 6.3.2. The value

of the contamination-corrected correlation length, r0, corr and its 1σ error are calculated

from Aω, corr and ∆Aω, corr. Table 6.4 summarizes the results of the clustering analysis.

6.3.2 The bias factor for the NB387 limiting samples

Figure 6.5(a) shows bg, eff for the cumulative subsamples in the four fields, where

Lyα luminosity limits are calculated from the limiting NB387 magnitudes of the

subsamples. We find that the average bias value of our LAEs (represented by black stars

in panel (a) and also by red stars in panel (b)) does not significantly change with the

Lyα luminosity limit. A possible change in bg, eff over LLyα ≃ 4–10 × 1041 erg s−1 is less

than 20% since the uncertainties in the average biases are ∼ 10–20%.

This weak dependence may be partly due to radiative transfer effects on Lyα photons.

Star forming galaxies in more massive (i.e., larger bias) halos are thought to have higher

SFRs and thus brighter nebular emission lines. Indeed, Cochrane et al. (2017) have found

a significant positive correlation between Hα luminosity and bias for bright z = 2.23

HAEs, indicating a similarly strong correlation between intrinsic Lyα luminosity and bias

for bright galaxies. However, such a strong correlation, if any, weakens when observed

Lyα luminosity is used in place, because brighter (i.e., more massive) galaxies have lower

Lyα escape fractions, fLyα
esc (e.g., Vanzella et al., 2009; Matthee et al., 2016). Indeed,

our cumulative subsamples do not show a significant correlation between the observed

Lyα luminosity and the total SFR (derived from SED fitting in the same manner as

described in section 3.3) but rather show a positive correlation between the observed

Lyα luminosity and the Lyα escape fraction, where the intrinsic Lyα luminosity is calcu-
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Table 6.4 Clustering measurements of our LAE sample with NB387 limiting magnitudes.

Field Aω Aω, corr r0, corr bg, eff Mh reduced χ2
ν IC

NB387tot (mag) (h−1
100Mpc) (×1010 M⊙)

(1) (2) (3) (4) (5) (6) (7)

SXDS

≤25.0 4.70 ± 2.86 5.80 ± 3.75 2.78+0.89
−1.22 1.40+0.40

−0.57 10.1+28.8
−10.1 1.74 0.0137

≤25.3 2.07 ± 1.27 2.56 ± 1.67 1.77+0.57
−0.78 0.93+0.27

−0.38 0.4+3.2
−0.4 5.40 0.0060

≤25.5 3.35 ± 0.78 4.14 ± 1.33 2.31+0.39
−0.45 1.18+0.18

−0.21 3.3+5.2
−2.7 3.02 0.0097

COSMOS

≤25.0 3.88 ± 3.03 4.79 ± 3.88 2.50+0.98
−1.51 1.27+0.44

−0.72 5.5+25.3
−5.5 0.89 0.0176

≤25.3 4.44 ± 1.81 5.48 ± 2.54 2.70+0.64
−0.79 1.36+0.29

−0.36 8.5+16.6
−7.7 1.11 0.0201

≤25.5 3.32 ± 1.25 4.10 ± 1.79 2.29+0.51
−0.63 1.18+0.23

−0.29 3.1+7.5
−2.9 0.62 0.0150

≤25.8 3.70 ± 0.70 4.57 ± 1.33 2.44+0.37
−0.42 1.24+0.17

−0.20 4.7+6.0
−3.5 0.95 0.0168

HDFN

≤25.0 6.89 ± 3.77 8.51 ± 5.03 3.44+1.01
−1.35 1.70+0.44

−0.61 29.3+55.5
−27.6 0.81 0.0319

≤25.3 9.55 ± 2.28 11.79 ± 3.84 4.13+0.70
−0.81 2.00+0.30

−0.36 62.9+52.0
−38.3 1.33 0.0441

≤25.5 5.18 ± 1.51 6.40 ± 2.34 2.94+0.56
−0.66 1.47+0.25

−0.30 13.6+17.7
−10.5 0.95 0.0240

≤25.8 2.52 ± 0.75 3.11 ± 1.15 1.97+0.38
−0.45 1.03+0.18

−0.21 1.0+2.6
−0.9 1.12 0.0116

CDFS

≤25.0 3.78 ± 11.89 4.67 ± 14.72 2.47+2.97
−2.47 1.26+1.30

−1.26 5.0+170.0
−5.0 0.71 0.0215

≤25.3 5.43 ± 8.12 6.70 ± 10.14 3.02+2.02
−3.02 1.51+0.88

−1.51 15.5+117.8
−15.5 0.61 0.0309

≤25.5 5.47 ± 6.34 6.75 ± 7.97 3.03+1.64
−3.03 1.51+0.72

−1.51 15.8+85.5
−15.8 1.07 0.0311

≤25.8 2.61 ± 3.43 3.22 ± 4.29 2.01+1.21
−2.01 1.04+0.55

−1.04 1.2+20.0
−1.2 0.94 0.0148

≤26.3 8.62 ± 1.49 10.64 ± 2.99 3.90+0.58
−0.65 1.90+0.25

−0.29 50.2+35.9
−28.0 1.66 0.0490

field average (#)

≤25.0 (4) 4.69 ± 1.70 5.80 ± 2.46 2.78+0.60
−0.74 1.40+0.27

−0.34 10.1+17.0
−8.8 0.75

≤25.3 (4) 4.04 ± 0.90 4.99 ± 1.57 2.56+0.42
−0.48 1.30+0.19

−0.22 6.3+8.3
−4.8 2.04

≤25.5 (4) 3.55 ± 0.58 4.39 ± 1.21 2.38+0.34
−0.39 1.22+0.16

−0.18 4.0+5.1
−2.9 1.01

≤25.8 (3) 2.75 ± 0.45 3.40 ± 0.94 2.07+0.30
−0.34 1.07+0.14

−0.16 1.5+2.4
−1.2 1.08

≤26.3 (1) 8.62 ± 1.49 10.64 ± 2.99 3.90+0.58
−0.65 1.90+0.25

−0.29 50.2+35.9
−28.0 1.66

Note. — Note. (1) The best fit correlation amplitude without fc correction; (2) the best fit correlation

amplitude with fc correction used to derive (3)–(5); (3) the best fit (contamination-corrected) correlation

length; (4) the best fit effective bias factor (contamination-corrected); (5) the best fit effective dark matter

halo mass (contamination-corrected); (6) reduced chi-squared value; (7) the best fit integral constant;

The value in parentheses (#) shows the number of fields used to calculate the field-average correlation

amplitude using equation 4.15.
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lated from the total SFR (Brocklehurst, 1971; Kennicutt, 1998).

Moreover, some previous studies have found that high-redshift UV-selected galaxies with

comparably faint UV luminosities (LUV) to our LAEs (the average absolute magnitude of

our LAEs is MUV ∼ −19 mag) have weak dependence of bg on UV luminosity (z ∼ 3–4

Lyman break galaxies (LBGs): Ouchi et al., 2004, 2005; Harikane et al., 2016; Bielby et al.,

2016, see however, Lee et al. (2006) who find significant dependence for z ∼ 4–5 LBGs),

suggesting that the correlation between intrinsic Lyα luminosity and bias is not so strong

for typical LAEs with modest Lyα luminosities.

The faintest limiting Lyα luminosity at which bg, eff measurements are available for all

four fields is LLyα = 6.2×1041 erg s−1 (corresponding to 25.5 mag in NB387). In order to

reduce the uncertainty due to cosmic variance as much as possible, we adopt the average

bg, eff at this limiting luminosity, baveg, eff = 1.22+0.16
−0.18, as the average bg, eff of our entire

sample.

This average bias is lower than that of the previous work on narrow-band-selected

LAEs at z ∼ 2.1, bg, eff = 1.8 ± 0.3 (Guaita et al., 2010, see the blue point in panel (b)

of figure 6.5), with a probability of 96%. The median Lyα luminosity of their sample

is LLyα = 1.3 × 1042 erg s−1 and their 5σ detection limit in Lyα luminosity is LLyα =

6.3× 1041 erg s−1, which is similar to the luminosity limit of our NB387 ≤ 25.5 samples.

Our clustering method is essentially the same as of Guaita et al. (2010) and in both

studies the bias value is calculated at r = 8h−1
100Mpc. Although we use a slightly different

cosmological parameter set, (Ωm, ΩΛ, h, σ8)=(0.3, 0.7, 0.7, 0.8), from theirs, (Ωm, ΩΛ, h,

σ8)=(0.26, 0.74, 0.7, 0.8), using Guaita et al. (2010)’s set changes bg, eff only negligibly.

Our contamination fraction, fc = 10 ± 10%, is comparable to or slightly conservative

than theirs, fc = 7 ± 7%. The error in Guaita et al. (2010)’s bg, eff is a quadrature sum of

the uncertainty in fc and the fitting error (statistical error), with the latter dominating

because of the small sample size (250 objects). As discussed in section 4.4, their high

bg,eff value is attributable to cosmic variance since their survey area is approximately one

third of ours (see figure 6.6(b)). Indeed, the sky distribution of their LAEs has a large

scale excess at the north-west part and the ACF measurements seem to deviate to higher

values from the best-fit power law at large scales because of it*21.

*21 We do not include the result of Guaita et al. (2010) when calculating the average bias.
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Figure 6.4 ACF measurements for LAEs with NB387tot≤25.0 mag (panel [a]),

NB387tot≤25.3 mag ([b]), NB387tot≤25.5 mag ([c]), NB387tot≤25.8 mag ([d]), and

NB387tot≤26.3 mag ([e]). For each panel, colored symbols (orange squares, green cir-

cles, magenta inverted triangles, and blue triangles) represent measurements in SXDS,

COSMOS, HDFN, and CDFS, respectively. Colored lines, as labeled in the lower right

panel, indicate the best-fit ACFs with fixed β = 0.8 in SXDS, COSMOS, HDFN, and

CDFS, respectively. A dotted black line shows the average of the best-fit ACFs over the

four fields. In panels (a)-(d), we slightly shift all data points along the abscissa by a value

depending on the field for presentation purposes.
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6.3.3 The cosmic variance on bias factor for the NB387 limiting samples

Our average effective bias value and that of Guaita et al. (2010) are not consistent within

the 1σ uncertainties in spite of similar limiting Lyα luminosities. Biases derived from

limited survey areas possibly suffer from cosmic variance due to spatial variations in the

ACF of dark matter. In section 4.4, we analytically estimate cosmic variance in the bias

value. We show the uncertainties in the amplitude of the dark matter ACF, ∆ωDM

ωDM
, as a

function of survey area by a light gray solid line in figure 6.6 (a). We find ∆ωDM

ωDM
≃ 53% for

Ωs = 0.25 deg2, a typical area of the four survey fields, and ≃ 26% for the entire survey

area (≃ 1 deg2).

Sobral et al. (2010) have empirically estimated relative uncertainties in ACF measure-

ments for NB-selected z = 0.85 HAEs as a function of area by dividing their survey regions,

≃ 1.3 deg2 in total, into sub regions with different sizes (green squares in figure 6.6(a)).

This empirical relation has been used to estimate cosmic variance in ACF measurements

in a ≃ 2 deg2 survey area of emission line galaxies at z ∼ 0.8–4.7 in Khostovan et al.

(2018). Our analytic method applied to the Sobral et al. (2010) survey with their own NB

filter (over the same fitting range of θ as that for our LAEs for simplicity), however, gives

larger uncertainties as shown by a green solid line in figure 6.6(a). This may be partly

because the area of Sobral et al. (2010)’s survey is not large enough to catch the total

variance. Our analytic estimation seems to be more conservative than theirs.
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Figure 6.5 Bias value plotted against Lyα limiting luminosity for the NB387 limiting

magnitude sample in the four fields. Panel (a). Orange squares, green circles, magenta

inverted triangles, and blue triangles represent SXDS, COSMOS, HDFN, and CDFS fields,

respectively. Black stars indicate the average (weighted mean) over available fields at each

limiting luminosity (also shown by red stars in panel (b)). For presentation purposes, we

slightly shift all of the points except for the black stars along the abscissa. Panel (b).

The measurements shown by the small black stars in panel (a) are plotted by the small

red stars except for the value at Lyα limit ≃ 6 × 1041 erg s−1 (or NB387tot ≤ 25.5 mag)

shown by a large red star. Guaita et al. (2010)’s measurement is also plotted by a blue

circle.



64 Chapter 6 Results

We expect that Guaita et al. (2010)’s bg, eff obtained from ∼ 0.28 deg2 area has also

a ≃ 51% uncertainty using their NB3727 filter (solid blue line in figure 6.6(a)). The 1σ

uncertainty in an observed bias including cosmic variance, ∆bg, eff,CV, is given by:

∆bg, eff,CV

bg, eff
≃ 1

2

√(
∆Aω

Aω

)2

+

(
2∆fc
fc

)2

+

(
∆ωDM

ωDM

)2

(6.1)

≃ 1

2

√(
2∆bg, eff
bg, eff

)2

+

(
∆ωDM

ωDM

)2

, (6.2)

where ∆bg, eff is the 1σ error in bg, eff .

By updating the errors using this equation (where for our bg, eff the plus and minus

errors are treated separately), our average effective bias and that of Guaita et al. (2010)

are written as baveg, eff,CV = 1.22+0.23
−0.26 and bg, eff,CV = 1.8± 0.55, respectively, thus becoming

consistent with each other within the errors (see figure 6.6(b)). We also note that the

relatively large scatter of bg, eff among the four fields at each limiting Lyα luminosity seen
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Figure 6.6 Effect of cosmic variance on clustering analysis. Panel (a). Uncertainties in

the amplitude of the dark matter ACF as a function of survey area. Green squares and

a light green dashed line denote the empirical measurements at z ∼ 0.8 and the best-fit

power law to them, respectively, by Sobral et al. (2010, : ∆ωgal/ωgal). Other lines show

our analytic calculations for four NB surveys: green solid line for Sobral et al. (2010),

lightgray thick solid line for this study (Suprime-Cam/NB387), blue solid line for Guaita

et al. (2010), and black dashed line for an on-going Hyper Suprime-Cam/NB387 survey.

Panel (b). Effective bias factor as a function of survey area. The cosmic variance on baveg, eff ,

which is indicated by a light gray thick solid line in panel (a), is shown by a light gray filled

region around baveg, eff (fixed) shown by a dim gray dashed line. A red star and a blue circle

indicate the baveCV
g, eff in this work and the bg, eff CV in Guaita et al. (2010), respectively,

where colored error bars include the uncertainty due to cosmic variance while black bars

next to them do not. A black circle corresponds to the expected HSC/NB387 survey

area when completed. A small orange square, green circle, magenta inverted triangle, and

blue triangle represent bg, eff with NB387 ≤ 25.5 mag from SXDS, COMOS, HDFN, and

CDFS, respectively.
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in figure 6.5(a) may be partly due to cosmic variance although the observational errors

are too large to confirm it (see figure 6.6(b)). All the best-fit bg, eff values for the four

fields fall within the 1σ uncertainty range from cosmic variance shown by a shaded light

gray region in figure 6.6(b).

6.3.4 The field-average dark matter halo mass for the sample with NB387tot ≤
25.5 mag

The effective halo mass of each sub-sample is listed in table 6.4. The field average of

effective halo masses corresponding to the field average of effective biases of our LAEs

with NB387tot ≤ 25.5 mag, baveg, eff = 1.22+0.16
−0.18, is 4.0

+5.1
−2.9×1010 M⊙. This value is roughly

comparable to previous measurements for z ∼ 3–7 LAEs with similar Lyα luminosities,

Mh ≃ 1010–1012 M⊙ (e.g., Ouchi et al., 2005, 2010; Kovač et al., 2007; Gawiser et al., 2007;

Shioya et al., 2009; Bielby et al., 2016; Diener et al., 2017; Ouchi et al., 2018), suggesting

that the mass of dark haloes which can host typical LAEs is roughly unchanged with time.

The average Mh of our LAEs is smaller than those of HAEs at z ∼ 1.6 (Kashino

et al., 2017), Mh ∼ 7 × 1012 M⊙, and at z ∼ 2.2, a few times 1012 M⊙ (Cochrane et al.,

2017). The typical dust-corrected Hα luminosity, LHα, corr, of our LAEs is estimated

to be 4.3 ± 0.9 × 1041 erg s−1 from the SFR obtained by SED fitting in section 6.2.2

using the conversion formula given in Kennicutt (1998) on the assumption of case B

recombination. This Hα luminosity corresponds to an effective halo mass of Mh,eff =

5.2+4.8
−2.7 × 1010 M⊙ according to the redshift independent relation between the normalized

luminosity LHα, corr/L
⋆
Hα(z) and Mh,eff found by Cochrane et al. (2017). The estimated

halo mass of our LAEs, Mh = 4.0+5.1
−2.9 × 1010 M⊙, is thus consistent with this relation.

This result supports the result by Shimakawa et al. (2017) and Hagen et al. (2016) that

the stellar properties of LAEs at z ∼ 2− 3 do not significantly differ from those of other

emission galaxies such as HAEs and [O iii] emitters. However, Cochrane et al. (2017)

assume a constant dust attenuation against Hα luminosity, AHα = 1.0 mag, for all HAEs,

which is larger than that of our LAEs, AHα ∼ 0.13± 0.04 mag, derived from the average

E(B − V ) in table 6.2. If the (extrapolated) relation overestimates LHα, corr at low halo

masses owing to overestimation of AHα, then the true log-log slope of LHα, corr as a function

of Mh would be steeper, implying that our LAEs would lie above the relation (see also

section 6.6.2 and figure 6.12).

6.3.5 The field-average dark matter halo masses for the subdivided samples

Table 6.5 summarizes the results of the clustering analysis for the subdivided LAEs in

accordance with UV, Lyα, and K-band properties. The value of the contamination-

corrected correlation length, r0, corr and its 1σ error are calculated from Aω, corr and

∆Aω, corr. The effective bias and the effective halo mass of each subsample are calculated

in the same manner as for the NB387 limiting magnitude samples (as described in sections

4.2 and 4.3).
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We do not perform clustering analysis for the K-divided subsamples as described in

section 2.5.2. The best-fit ACFs for the two fields and their field-average values are

shown in figure B.1 in appendix B.1. We do not plot the Mh of the UV bright and

blue β subsamples (figures 6.13 and 8.1), since they are not constrained well. This is

partly because at small r0 values like those of these two subsamples, Mh depends very

sensitively on r0 according to the bias model (see appendix B in Khostovan et al., 2018).

The differences in the ACF measurement (i.e., bias) between the two fields is described

in section 6.3.2.

We use Mh to discuss the origin of Lyα halo in chapter 8. Here we do not include the

effect of cosmic variance in the 1σ uncertainties of Mh, because poisson errors are due to

the poor sample sizes.

6.4 IRX–M⋆ relation

Star-forming galaxies have a positive correlation that more massive ones have higher

IRXs. The IRX ≡ LIR/LUV is an indicator of dustiness, where LIR and LUV are IR (8–

1000µm) and UV (1530Å) luminosities, respectively (e.g., Reddy et al., 2010; Whitaker

et al., 2014; Álvarez-Márquez et al., 2016; Fudamoto et al., 2017; McLure et al., 2018;

Koprowski et al., 2018). The IRX can be calculated from the UV attenuation A1530 (e.g.,

Meurer et al., 1999). Buat et al. (2012) have found that high-z galaxies (z ≃ 0.95− 2.2)

follow the relation for local galaxies given in Overzier et al. (2011):

log10 IRX = log10(10
0.4A1530 − 1) − log10(0.595), (6.3)

Table 6.5 Clustering measurements for the eight subsamples.

subsamples Aω Aω, corr r0, corr bg, eff Mh reduced χ2

(h−1
100Mpc) (×1010 M⊙)

(1) (2) (3) (4) (5) (6)

bright UV 1.03 ± 0.82 1.28 ± 1.05 1.20+0.48
−0.74 0.66+0.23

−0.38 < 0.2(7) 1.46

faint UV 3.65 ± 1.25 4.51 ± 1.84 2.42+0.51
−0.61 1.23+0.23

−0.29 4.4+8.8
−4.0 1.34

blue β 1.12 ± 0.74 1.38 ± 0.97 1.25+0.43
−0.61 0.68+0.21

−0.31 < 0.2(7) 0.91

red β 4.29 ± 1.37 5.29 ± 2.06 2.65+0.53
−0.63 1.34+0.24

−0.29 7.6+12.4
−6.5 0.52

bright Lyα 3.96 ± 1.29 4.89 ± 1.93 2.53+0.51
−0.62 1.29+0.23

−0.29 5.9+10.4
−5.1 0.85

faint Lyα 5.39 ± 1.27 6.65 ± 2.16 3.00+0.51
−0.59 1.50+0.23

−0.27 15.2+16.8
−10.8 1.81

large EW 3.27 ± 1.27 4.04 ± 1.81 2.28+0.52
−0.64 1.17+0.24

−0.30 3.0+7.4
−2.8 0.64

small EW 4.90 ± 1.26 6.05 ± 2.05 2.85+0.50
−0.59 1.43+0.23

−0.27 11.5+14.3
−8.7 1.75

Note. — (1) Correlation amplitude without contamination correction; (2) contamination-corrected

correlation amplitude used to derive (3)–(5); (3) correlation length; (4) effective bias factor, (5) dark

matter halo mass; (6) reduced χ2 value; and (7) 1σ upper limit of Mh (see appendix B.1). The field-

average best fit values are calculated from equation 4.15.
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as shown in their figure 14 *22.

Average M⋆-IRX relations have been obtained by several studies at z ∼ 2 (Heinis

et al., 2014; Bouwens et al., 2016) as shown in figure 6.7. Bouwens et al. (2016) have

obtained a ‘consensus relation’ from previous analyses for galaxies at z ∼ 2–3 (Reddy

et al., 2010; Whitaker et al., 2014; Álvarez-Márquez et al., 2016), which is consistent with

their result using ALMA data. On the other hand, Heinis et al. (2014) derives a relation

for UV-selected galaxies at z ∼ 1.5 giving higher IRXs than the ‘consensus relation’

at low-stellar masses regime, however it is consistent wit a new result of star forming

galaxies at 2 < z < 3 with ALMA data (McLure et al., 2018). At low-stellar masses with

M⋆ ≲ 3–5 × 109 M⊙, the average relation has not been defined well but it is probably

located between the two.

The dust emission of typical LAEs with M⋆ ∼ 109 M⊙ is too faint to be detected,

although a few LAEs at z ∼ 2–3 are detected by Herschel/PACS and Spitzer/MIPS (e.g.,

Pentericci et al., 2010; Oteo et al., 2012). In this thesis, we convert the E(B−V )⋆ derived

from SED fitting of our LAEs into IRX and compare them with two average relations at

z ∼ 2 (Heinis et al., 2014; Bouwens et al., 2016). The IRXs with the TIR luminosity (3–

1000µm) in the equation 6.3 are converted to those with IR luminosity (8–1000µm)*23 for

comparison of the average IRX for the LAEs in the four field in section 6.4.1 (Kusakabe

et al., 2018b). Meanwhile, in section 6.4.2, we do not correct the IRXs in the equation

6.3 for the subdivided LAEs (Kusakabe et al., 2018a) according to the result in Buat

et al. (2012). Note that the correction factor of ∼ 10% does not change the results for

our LAEs. We also clarify the IRXs of our LAEs using the result with IR observations

in CDFS field (Kusakabe et al., 2015).

6.4.1 The IRX at a fixed M⋆ of the LAEs with NB387tot ≤ 25.5 mag at

z ∼ 2

Figure 6.7 shows the average IRX–M⋆ relation and those for our LAEs. We find that our

LAEs are located near an extrapolation of the consensus relation (see filled color symbols).

Their IRX values are also consistent with that (≲ 2.0 (3σ)) of the average LAEs in CDFS

field who constrain the upper limit of the IR luminosity from stacked Spitzer/MIPS 24 µm

images*24 (Kusakabe et al., 2015). While unlikely, for our LAEs to require the Calzetti

attenuation curve, they would be dusty galaxies whose values of IRX are more than 10

times higher than expected from the extrapolated consensus relation (see open colored

*22 The equation 6.3 is originally derived with the total IR luminosity (3–1000µm, TIR) for local

galaxies in Overzier et al. (2011), while Buat et al. (2012) adopt the IRXs with LIR ≡ L8−1000µm

instead of LTIR ≡ L3−1000µm for high-z galaxies.
*23 We shift the derived IRXs downward by 10%. This conversion factor is calculated from the IR SED

templates for low metal galaxies in Ciesla et al. (2014) adopted in sections 6.1.3 and 6.1.4. Although

the PAH emission contribution to the total IR luminosity may vary over ∼ 1–30% (Shivaei et al.,

2017; Dale et al., 2009, see also Galliano 2011), the variation does not change the results in this

thesis.
*24 This IRX has also been 10% corrected from the original value (see our footnote *23).
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symbols) and comparable to those of 10 times more massive average galaxies.
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Figure 6.7 IRX plotted against M⋆ of the LAEs with NB387tot ≤ 25.5 mag. Dim gray

squares, dim gray circles, a black square, and a light gray solid band represent, respectively,

3D-HST galaxies at z ∼ 2 in Whitaker et al. (2014), UV selected galaxies at z ∼ 2 in Reddy

et al. (2010), LBGs at z ∼ 2 − 3 in Bouwens et al. (2016), and the consensus relation of

them determined by Bouwens et al. (2016), with its extrapolation indicated by a lightt gray

striped band (see also footnote *1). A light gray solid band represents the best-fit relation

of UV-selected galaxies at z ∼ 1.5 in Heinis et al. (2014) with its extrapolation indicated

by a dark gray striped band. A filled (open) orange square, green circle, magenta

inverted triangle, and blue triangle indicate SXDS, COSMOS, HDFN, and CDFS fields,

respectively, on the assumption of an SMC-like attenuation curve (the Calzetti curve). An

open blue square represents the 3σ upper limit of the average (stacked) LAEs in CDFS

field (at z ∼ 2) with IR observations (Kusakabe et al., 2015, hereafter HK15). All data

are rescaled to a Salpeter IMF according to footnote *1.
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Figure 6.8 IRX plotted against M⋆ of the subdivided LAEs. (a) Field average values of

our ten subsamples with an assumption of an SMC-like attenuation curve (red symbols),

(b) results before averaging (green and orange symbols), and (c) field average values with

an assumption of a Calzetti curve (pink symbols), plotted with some literature results.

In panels (a) and (c), different subsamples are shown by different symbols: open (filled)

circles for bright (faint) MUV, open (filled) triangles for red (blue) β, open (filled) inverted

triangles for faint (bright) L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα),

and open (filled) pentagons for bright (faint) mK. Dark gray squares, dark gray circles,

a black square, a dark gray solid line and a light gray solid line represent, respectively,

3D-HST galaxies at z ∼ 2 in Whitaker et al. (2014), UV selected galaxies at z ∼ 2 in

Reddy et al. (2010), LBGs at z ∼ 2− 3 in Bouwens et al. (2016), UV-selected galaxies at

z ∼ 1.5 in Heinis et al. (2014) and the consensus relation of them determined by Bouwens

et al. (2016). Dark and light gray dashed lines indicate extrapolations of gray solid lines.

In panel (b), orange and green symbols indicate, respectively, the SXDS and COSMOS

subsamples with an SMC-like attenuation curve (with SMC AC). All data are rescaled to

a Salpeter IMF according to footnote *1.
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6.4.2 The IRX at a fixed M⋆ of the subdivided LAEs at z ∼ 2

Figure 6.8 (a) shows the field-average values of our subsamples with the assumption of an

SMC-like attenuation curve (red symbols), which are calculated from the results for the

two fields shown in panel (b) (orange and green symbols). The field-average results lie on

an extrapolation of the relation for UV-selected galaxies at z ∼ 1.5 in Heinis et al. (2014).

Considering the relatively large uncertainties remaining in the two average relations, we

conclude that our subdivided LAEs are not outliers but have normal dustinesses. This

result is consistent with those obtained for the average (stacked) LAEs using Spitzer/MIPS

24µm data (in CDFS field Kusakabe et al., 2015) and from SED fitting (in the four field

Kusakabe et al., 2018b). Note, however, that if we assume the Calzetti-like attenuation

curve instead, our LAEs are expected to be dustier galaxies than ordinary galaxies at the

same stellar masses as shown by pink symbols in panel (c).

6.4.3 Summary of the IRX of LAEs at z ∼ 2

We find that the average LAEs in each of the four fields as well as the subdivided LAEs

lie on the average IRX–M⋆ relation (Heinis et al., 2014; Bouwens et al., 2016) from SED

fitting with an assumption of an SMC-like attenuation curve. This is consistent with the

results with IR observations in CDFS field. It suggests that LAEs at z ∼ 2 are normal

galaxies at low-M⋆ regime in terms of dustiness. In chapter 8, we employ the result in the

discussion of the origin of LAHs.

6.5 Star formation mode

The mode of star formation in star-forming galaxies can be divided into two categories:

the main-sequence (MS) mode where galaxies form stars at moderate rates, making a well-

defined sequence in the SFR-M⋆ plane (SFMS; e.g., Noeske et al., 2007; Elbaz et al.,

2007; Speagle et al., 2014), and the burst mode where galaxies have much higher specific

star formation rates, sSFRs(= SFR/M⋆), than MS galaxies with similar masses (e.g.,

Rodighiero et al., 2011).

The SFMS itself at z ∼ 2 has been determined well at M⋆ ≳ 1010 M⊙ either from rest

UV to FIR (MIR) data (e.g., Whitaker et al., 2014; Tomczak et al., 2016) or Hα and Hβ

emission-line fluxes (balmer decrement; Shivaei et al., 2017). Below this stellar mass, the

SFMS is suggested to continue at least down to M⋆ ∼ 108–109 M⊙ keeping its power-

law slope unchanged (e.g., by Santini et al., 2017, using gravitationally-lensed galaxies

in the HST Frontier Fields), although SFRs have large uncertainties since without FIR

data (or balmer decrement). Although these results are not consistent with each other at

M⋆ ≲ 1010 M⊙ as shown in figure 6.9, the true SFMS probably lies somewhere between

the Tomczak et al. (2016) and Shivaei et al. (2017)’s results.
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Figure 6.9 SFR plotted against M⋆ of the LAEs with NB387tot ≤ 25.5 mag. Panel (a).

An orange square, green circle, magenta inverted triangle, and blue triangle represent

stacked LAEs with NB387tot ≤ 25.5 mag in SXDS, COSMOS, HDFN, and CDFS fields,

respectively, and a red star shows the average over the four fields. The orange square and

the red star over lap with each other. A blue open rectangle denotes the permitted range

for stacked LAEs from LUV and LIR in Kusakabe et al. (2015). Light gray dots, dim gray

squares, and dim gray circles indicate BzKs from Rodighiero et al. (2011), BzKs from Lin

et al. (2012), and 3D-HST galaxies from Whitaker et al. (2014), respectively. Black thin

middle-width, and thick solid lines represent the star formation main sequence at z ∼ 2

in Tomczak et al. (2016, hererafter T16), Shivaei et al. (2017, hereafter S17), and Daddi

et al. (2007), respectively (determined well using LUV and LIR), with extrapolated parts

shown by dashed lines. (b) Same as panel (a) but LAEs taken from the literature are also

plotted. Cyan squares and light green pentagons show individual LAEs at z ∼ 2 in Hagen

et al. (2016) and Shimakawa et al. (2017), respectively. A blue circle indicates stacked

LAEs at z ∼ 2 in Guaita et al. (2011). SFRs in Hagen et al. (2016) and Shimakawa et al.

(2017) are derived from the IRX−β relation with the Calzetti curve (Meurer et al., 1999)

and SFRs in Guaita et al. (2011) are derived from SED fitting with the Calzetti curve,

while SFRs in this work are derived from SED fitting with an SMC-like curve. We also

show our results with the IRX −β and SED fitting with the Calzetti curve in figures D.1

and D.2. All data are rescaled to a Salpeter IMF according to footnote *1.
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In this thesis, we simply extrapolate the SFMS, given in the literatures (Daddi et al.,

2007; Tomczak et al., 2016; Shivaei et al., 2017) towards lower masses without changing the

power-law slope. We compare our results for the average LAEs in the four field (Kusakabe

et al., 2018b) and the subdivided LAEs (Kusakabe et al., 2018a) with the SFMS. When

we derive SFR and M⋆, nebular emission is included in SED fitting unlike previous work

for subdivided LAEs at z ∼ 2 (Guaita et al., 2011). We also confirm our results using the

result for the LAEs in CDFS field with IR observations (Kusakabe et al., 2015).

6.5.1 The star formation mode of the LAEs with NB387tot ≤ 25.5 mag at

z ∼ 2

Figure 6.9(b) shows previous results for LAEs at z ∼ 2−2.5. Hagen et al. (2016) have found

that bright individually detected LAEs lie along or above the SFMS, while Shimakawa

et al. (2017) have found that fainter, individually detected LAEs lie on the SFMS. Guaita

et al. (2010)’s estimates based on stacking analysis have too large errors to distinguish

the star formation mode although they are consistent with the MS mode.

The M⋆ and SFR of our LAEs averaged over the four fields (derived from SED fitting)

are M⋆ = 10.2 ± 1.8 × 108 M⊙ and SFR= 3.4 ± 0.4 M⊙ yr−1, respectively (Kusakabe

et al., 2018b). Thus, our LAEs are on average placed near a lower-mass extrapolation of

the SFMS as shown by a red star in figure 6.9(b). We also find in figure 6.9(a) that the

LAEs in individual fields also lie on the extrapolated SFMS, although that in the CDFS

has large uncertainties (blue triangle in figure 6.9(a)). This result is unchanged even when

we stack all objects including those with NB387tot ≥ 25.5 mag. We also derive the SFR

from stacked IR and UV images for the LAEs in CDFS field (Kusakabe et al., 2015). The

SF mode derived from IR and UV data is consistent with the field-average SFR derived

from SED fitting with the assumption of an SMC-like attenuation curve for our LAEs at

z ∼ 2.

Hagen et al. (2016)’s sample is a mixture of two samples: bright spectroscopically-

selected LAEs at z = 1.90−2.35 from the HETDEX survey (LLyα > 1043 erg s−1: Hagen

et al., 2014) and bright NB-selected LAEs at z ≃ 2.1 from Guaita et al. (2010) and

Vargas et al. (2014) with a counterpart in the 3D-HST catalog. They derive SFRs from

the IRX-β relation with the Calzetti curve. Note that we also find our LAEs to have

higher sSFRs similar to theirs if we use the Calzetti curve as shown in figures D.1 (a) –

(c) and D.2 in appendix D. They also expect that their objects would move downward

toward the SFMS in the M⋆–SFR plane if they adopt an SMC-like curve*25. Shimakawa

et al. (2017) select LAEs using a narrow-band (NB ≤ 26.55 mag (5σ)) and only include

those with a counterpart in the 3D-HST catalogue (Skelton et al., 2014). They also derive

SFRs from the IRX − β with the Calzetti curve, while stellar masses are derived from

SED fitting without IRAC photometry. Since their LAEs have blue β (∼ −1.9 in average),

*25 Hagen et al. (2016) suggest either that their LAEs are undergoing starbursts, that the SFMS

becomes shallower at low stellar masses and their LAEs are distributed around it, or that their

LAEs are biased towards high Lyα luminosities, not representing typical LAEs.
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Figure 6.10 SFR plotted against M⋆ of the subdivided LAEs. (a) Field average values of

our ten subsamples with an SMC-like attenuation curve (red symbols), (b) results before

averaging (green and orange symbols), and (c)-(e) field average values with a Calzetti curve

(pink symbols), plotted with some literature results. In panels (a) and (c)–(e), different

subsamples are shown by different symbols: open (filled) circles for bright (faint) MUV,

open (filled) triangles for red (blue) β, open (filled) inverted triangles for faint (bright)

L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα), and open (filled) pentagons

for bright (faint) mK. In panel (b), orange and green symbols indicate, respectively, the

SXDS and COSMOS subsamples with an SMC-like attenuation curve (with SMC AC). In

panels (c)–(e), pink symbols show the average values of the subsamples over the two fields

with a Calzetti attenuation curve (with Cal. AC). Dark gray squares, light gray dots,

thick black solid lines, and thin black solid lines represent, respectively, 3D-HST galaxies

at z ∼ 2 in Whitaker et al. (2014), BzK galaxies at z ∼ 2 in Rodighiero et al. (2011), the

SFMS at z ∼ 2 in Tomczak et al. (2016), and the SFMS at z ∼ 2 in Shivaei et al. (2017).

Thick and thin black dashed lines indicate extrapolations of the black solid lines. In panel

(d), filled blue diamonds, open blue diamonds, filled cyan thin diamonds, and open cyan

thin diamonds indicate LAEs at z ∼ 2–3 in Hagen et al. (2016); Shimakawa et al. (2017);

Hashimoto et al. (2017a) and Taniguchi et al. (2015), respectively. In panel (e), filled blue

hexagons and open cyan hexagons show HAEs at z ∼ 2–3 in Matthee et al. (2016) and

Tadaki et al. (2013). All data are rescaled to a Salpeter IMF according to footnote *1.
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their SFRs and stellar masses do not change so much if an SMC-like curve is used instead.

Hashimoto et al. (2017a) have also examined six LAEs with EW0(Lyα) ≃ 200–400Å

selected from the same sample as ours and found that they are starburst galaxies with

M⋆ ∼ 107–108 M⊙. However, as suggested in Hashimoto et al. (2017a), their high sSFRs

are probably a consequence of high EW0(Lyα)s (because younger galaxies have a larger

EW0(Lyα)) and the stellar population properties of these six LAEs do not represent those

of our LAE sample.

We infer that our sample better represents the majority of z ∼ 2 LAEs because of a

wide luminosity coverage (∼ 0.1–2×L⋆
Lyα: see Konno et al., 2016) and a simple selection

based only on EW0(Lyα) ≥ 20–30Å, being less biased toward/against other quantities

such as UV luminosity. The majority of z ∼ 2 LAEs are probably normal star-forming

galaxies with low stellar masses in terms of star formation mode.

6.5.2 The star formation mode of the subdivided LAEs at z ∼ 2

Figure 6.10 (a) shows the field-average values for the ten subsamples with an SMC-like

attenuation curve (red symbols) while figure 6.10 (b) the separate results for the two fields

(orange and green symbols). All the field-average data points lie on the extrapolation of

the SFMS in Tomczak et al. (2016), being only slightly above the Shivaei et al. relation.

This result is also consistent with those obtained for the LAEs in CDFS field (Kusakabe

et al., 2015) and the field-average LAEs (Kusakabe et al., 2018b) in section 6.5. We

conclude that the majority of our subdivided LAEs are in a moderate star formation

mode even after divided into two subsamples by various properties. In chapter 8, we use

the relation in Shivaei et al. (2017) for the discussion of the origin of LAHs.

We also compare our results to previous studies on individual LAEs and Hα emitters

(HAEs) at similar redshifts. For this comparison, we use the results based on a Calzetti

attenuation curve (figure 6.10 [c]) following these previous studies. We find in figure 6.10

(d) that our ten subsamples (pink symbols) are distributed in the middle of individual

LAEs with M⋆ and SFR measurements (Hagen et al., 2016; Shimakawa et al., 2017;

Hashimoto et al., 2017a; Taniguchi et al., 2015, z ∼ 2–3)*26. In figure 6.10 (e), our LAEs

are found to be located at the lower-mass regime of NB-detected HAEs (Tadaki et al.,

2013; Matthee et al., 2016). While the HAEs in Tadaki et al. (2013) (open cyan hexagons)
*27 lie on the SFMS, those in Matthee et al. (2016) (filled blue hexagons)*28 are widely

*26 In Hagen et al. (2016) and Shimakawa et al. (2017), M⋆ are derived from SED fitting with the

Calzetti curve and SFR from the IRX–β relation in Meurer et al. (1999). On the other hand,

Taniguchi et al. (2015) and Hashimoto et al. (2017a) derive both quantities from SED fitting with

the Calzetti curve.
*27 They derive M⋆ from SED fitting with the Calzetti curve (see Tadaki et al., 2017, for more details),

while deriving SFRs from Hα luminosities except for MIPS 24µm detected objects whose SFRs

are estimated from UV and MIPS photometry (see also Tadaki et al., 2015). Note that SFRs

calculated from PACS data are not plotted here.
*28 When analyzing individual galaxies, they assume the Calzetti curve to derive M⋆ and assume

E(B−V )⋆ = E(B−V )g to correct Hα luminosities (and hence SFRs) for dust extinction(see SED

fitting paper of HiZELS for more details, Sobral et al., 2014). However, when stacking, they use
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scattered along the horizontal direction around the SFMS because they are essentially Hα

luminosity selected. Some HAEs in Matthee et al. (2016) have similarly low stellar masses

to our LAEs but with higher SFRs due to this selection bias.

6.5.3 Summary of the star formation mode of LAEs at z ∼ 2

We find that the average LAEs in each of the four fields as well as the subdivided LAEs

lie on the SFMS at z ∼ 2 (Tomczak et al., 2016; Shivaei et al., 2017) from SED fitting

with an assumption of an SMC-like attenuation curve. This is consistent with the results

with IR observations in CDFS field. It suggests that LAEs at z ∼ 2 are normal star

forming galaxies at low-M⋆ regime in terms of star formation mode. In chapters 8 and 7,

we employe the results in the discussion of the origin of LAHs and star forming activity

of LAEs, respectively.

6.6 SHMR and BCE

6.6.1 The stellar to halo mass ratio of LAEs at z ∼ 2

The stellar to halo mass ratio (= M⋆/Mh: SHMR) indicates the efficiency of star for-

mation in dark matter halos integrated over time from the onset of star formation to

the observed epoch, which we refer to as the integrated SF efficiency. The SHMR as a

function of halo mass is known to have a peak and the halo mass at the peak (pivot mass)

is ≃ 2− 3× 1012 M⊙ at z ∼ 2 (e.g., Behroozi et al., 2013; Moster et al., 2013). The shape

of the average relation show almost no evolution at z ∼ 0–5, although the behavior of the

z ∼ 2 SHMR below Mh ∼ 1011 M⊙ has not been constrained well. We plot the SHMRs

of LAEs at z ∼ 2 comparing them with the average relations for the first time and discuss

the typical SHMR of our LAEs with largest survey area so far.

Figure 6.11(a) shows M⋆ and Mh of our LAEs in each of the four fields (pink symbols)

and those values averaged over the four fields: M⋆ = 10.2 ± 1.8 × 108 M⊙ and Mh =

4.0+5.1
−2.9 × 1010 M⊙ (a red star). Those of LAEs at z ∼ 2.1 (Guaita et al., 2010)*29,

star forming galaxies based on clustering analysis (Lin et al., 2012; Ishikawa et al., 2016;

Ishikawa, 2017)*30, and the average relation based on abundance matching (Behroozi

et al., 2013; Moster et al., 2013)*31 at z ∼ 2 are shown in figure 6.11 (a) and (b) for

comparison. In contrast to Guaita et al.’s result (a blue circle), our LAEs averaged over

A(Hα) = 1 mag to correct Hα luminosities for all subsamples.
*29 The SFR and stellar mass in Guaita et al. (2010, 2011) are derived from SED fitting to a median-

stacked SED and their halo mass is a median halo mass. We plot them without any correction (see

also section 6.3.2 ).
*30 We recalculate halo masses in Lin et al. (2012) from the effective biases given in their table using

the same method as ours.
*31 The values of cosmological parameters adopted in Behroozi et al. (2013) and Moster et al. (2013)

are slightly different from ours, but we have not corrected for those differences in this study. The

Mh value in Behroozi et al. (2013) becomes ∼ 0.15 dex higher at Mh ≤ 1012 M⊙ when our values

are used (P. Behroozi 2017, private communication).
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the four fields (a red star) lie above a simple lower-mass extrapolation (without changing

the slope in the log-log space) of the M⋆-Mh relation of star forming galaxies and the

average relation. Due to the high stellar mass and low halo mass, our LAEs have a

SHMR of 0.02+0.07
−0.01 as high as galaxies at the pivot mass, Mh ≃ 2− 3× 1012 M⊙. Here,

the errors in this SHMR value indicate the ±1σ (68%) range. To examine a probability

that our LAEs have a consistent SHMR with that of the average relation, we calculate

the two-dimensional probability distribution of our four-field average Mh and SHMR

from a Monte Carlo simulation with 500, 000 trials. In each trial, we randomly select Mh

and M⋆ from Gaussian profiles and calculate a SHMR assuming that the probability

distribution functions of our four-field average Mh and M⋆ are (asymmetric) Gaussian

with (asymmetric) errors. We derive the 68% confidence interval from the 500, 000 pair

of Mh and SHMR. In the inset of figure 6.11(b), a magenta contour presents the 68%

confidence interval, while brown dots indicate randomly selected 150, 000 trials. Although

the contour touches the +1σ limit of the average relation, only ∼ 2.5% of the entire trials

reach the +1σ limit (an orange dashed line).

We discuss whether there are any systematic differences in M⋆ and/or Mh between

our LAEs and the average relation, which result in the departure of our results from the

relations. The average relation by Moster et al. (2013) expresses the mean stellar mass of

the central galaxy as a function of halo mass and has a double power-law form, while that

by Behroozi et al. (2013) uses the median stellar mass and has five fitting parameters,

whose functional form at low halo masses is approximated by a power law*32. Although

the definitions of stellar masses of the two relations are different, the relations are similar

to one another. Our average stellar mass is a field-average median stellar mass since stellar

masses are derived from SED fitting for median-stacked SEDs, which are commonly used

to prevent contamination (see section 3.2.3). The field-average mean stellar mass of our

sample is possibly higher than the field-average median. In fact, the mean value of K-

band flux densities, which is an approximation of stellar mass, is approximately twice

as high as the median one in SXDS field, the field with the deepest K data. We derive

effective halo masses of our LAEs from effective biases directly (see section 4.3) assuming

a one-to-one correspondence between galaxies and dark matter halos with a narrow range

of halo mass. Our field-average effective halo mass probably corresponds to the true

mean and/or median within the large uncertainty whose 1σ permitted range is ∼ 1 dex.

Even though the uncertainty by cosmic variance discussed in section 6.3.3 is added to

the total uncertainty in the field-average halo mass, by which the halo mass and SHMR

are written as Mh, cv = 4.0+8.4
−3.5 × 1010 M⊙ and SHMR = 0.02+0.18

−0.01, respectively, our

result is not consistent with the extrapolated average relations within 1σ. Therefore, the

departure of our field-average LAEs (a red star) from the average relation are not caused

by neither a systematic difference of the definition of M⋆ nor 1σ cosmic variance on Mh.

*32 The Behroozi et al. (2013) relations including extrapolated parts in figures 6.11–7.1 are taken from

the website of P. Behroozi: http://www.peterbehroozi.com/data.html (see also footnote *31).
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Figure 6.11 (a) M⋆ plotted against Mh and (b) SHMR plotted against Mh. For

each panel, a filled pink square, circle, inverted triangle, and triangle represent aver-

age (stacked) LAEs with NB387tot ≤ 25.5 mag in SXDS, COSMOS, HDFN, and CDFS

fields, respectively, and a large red star shows the average over the four fields. A blue circle

indicates median (stacked) LAEs at z ∼ 2 in Guaita et al. (2011). Black thick and thin

solid lines represent the average relation of galaxies at z ∼ 2 in Behroozi et al. (2013) and

Moster et al. (2013), respectively; their extrapolations are shown by dotted black lines. A

gray shaded region indicates the 1σ uncertainty in M⋆ in the relation in Behroozi et al.

(2013). Gray circles and gray triangles denote BzK galaxies in Lin et al. (2012) and gzK

galaxies in Ishikawa et al. (2016) and Ishikawa (2017), respectively. For each data point,

the horizontal error bars indicate the ±1σ (68%) range of the Mh measurement, and the

vertical error bars the ±1σ (68%) range of the M⋆ (panel [a]) and SHMR ([b]) measure-

ment. The inset of the panel (b) shows the two-dimensional probability distribution of

our four-field average Mh and SHMR values calculated from a Monte Carlo simulation

with 500, 000 trials. A magenta contour presents the 68% confidence interval while brown

dots indicate randomly selected 150, 000 trials for the presentation purpose. An orange

dashed line indicates the +1σ limit of the average relation. All data are rescaled to a

Salpeter IMF according to footnote *1. See also footnotes *29–*32.
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On the other hand, if LAEs represent average galaxies, the average Mh–SHMR relation

must have an upturn at Mh ≲ 1011 M⊙. This, however, appears to be unphysical because

no such upturn is seen at z ∼ 0, the only epoch at which the average relation below

Mh ∼ 1011 M⊙ has been constrained well (Behroozi et al., 2013), unless the low-mass

slope of the average relation evolves drastically from z ∼ 2 to ∼ 0. Another possibility is

that the scatter of the average relation become significantly larger at lower halo masses

and the SHMR of our LAEs is within the scatter.

Note that the SHMRs in the HDFN and CDFS are consistent with the average relations

although with large uncertainties. We obtain consistent stellar masses between the four

fields and it is just the halo masses that are different. The difference in Mh, and hence

in bg,eff , among the four fields seen in figure 6.5 (see also sections 6.3.2 to 6.3.4) is not

due to a difference in the limiting magnitude because all four fields have the same limit,

NB387tot = 25.5. As shown in figure 6.11, fitting errors and contamination fraction errors

possibly drive the offsets of Mh in the two fields to the average values. The difference

is also explained by cosmic variance as shown in figure6.6(b) (see also section 6.3.3) and

averaging over the four fields reduces the effect of cosmic variance.

6.6.2 The baryon conversion efficiency of LAEs at z ∼ 2

The baryon conversion efficiency (BCE), defined as:

BCE =
Ṁ⋆

Ṁb

, (6.4)

measures the efficiency of star formation in dark matter halos at the observed time, where

Ṁb is the baryon accretion rate (BAR). Here we assume that most of the accreting

baryons are in a (cold) gas phase (i.e., the BAR is equal to the inflow rate of cold gas).

The average BAR at a fixed halo mass is proportional to the halo mass accretion rate,

Ṁh(z,Mh), which is estimated as a function of redshift and halo mass from cosmological

simulations (Dekel et al., 2009a):

BAR = fb × Ṁh(z, Mh) (6.5)

∼ 6×
(

Mh

1012M⊙

)1.15

× (1 + z)2.25 M⊙ yr−1, (6.6)

where fb ≡ Ωb/Ωm = 0.15.

Figure 6.12 shows the BCE against halo mass. our LAEs have BCE = 1.6+6.0
−1.0 and,

as shown by a red star, lie above an extrapolation (keeping the slope unchanged) of the

average relation by Behroozi et al. (2013) and most of the BzK galaxies in Lin et al. (2012).

Here, the errors in our BCE value indicate the ±1σ (68%) range. The inset of figure 6.12

shows the two-dimensional probability distribution of our four-field average Mh and BCE

values calculated from a Monte Carlo simulation with 500, 000 trials in the same manner

as in section 6.6.1. A magenta contour presents the 68% confidence interval, while brown

dots indicate the 500, 000 trials. Only ∼ 0.3% of the entire trials reach the +1σ limit

of the average relation (an orange dashed line). On the other hand, Guaita et al. (2010,
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2011)’s LAEs at z ∼ 2 have a moderate BCE, although with large uncertainties, which is

consistent with the average relation as shown by a blue circle. The average SFRs of both

samples are nearly equivalent and it is the clustering measurements that differ and drive

our BCE up. So the difference in the clustering affects the discrepancy in both axes in

figure 6.12 making the offset worse.

Figure 6.12 Baryon conversion efficiency (BCE) plotted against Mh. A filled pink square,

circle, inverted triangle, and triangle represent average (stacked) LAEs with NB387tot ≤
25.5 mag in SXDS, COSMOS, HDFN, and CDFS fields, respectively, and a red star shows

the average over the four fields. A blue circle indicates median (stacked) LAEs at z ∼ 2

in Guaita et al. (2011). A black thick solid and gray circles show the average relation of

galaxies at z ∼ 2 in Behroozi et al. (2013) and measurements for BzK galaxies in Lin et al.

(2012), respectively. For each data point, the horizontal (vertical) error bars indicate the

±1σ (68%) range of the Mh (BCE) measurement. Extrapolations and 1σ scatter of BCE

at fixed Mh are shown by a dotted black line and vertical gray bands, respectively. The

scatter of BCE is estimated from the scatter of SFRs at Mh = 1 × 1011, 1 × 1012, and

1 × 1013. The inset shows the two-dimensional probability distribution of our four-field

average Mh and BCE values calculated from a Monte Carlo simulation with 500,000 trials.

A magenta contour presents the 68% confidence interval while brown dots indicate the

entire trials. An orange dashed line indicates the +1σ limit of the average relation. All

data are rescaled to a Salpeter IMF according to footnote *1. See also footnotes *29–*32.
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We discuss whether there are any systematic differences in SFR and/or Mh between

our LAEs and the average relation, which result in the departure of our results from the

relations. The average relation by Behroozi et al. (2013) expresses the mean SFR as a

function of halo mass. Our field-average SFR is derived from SED fitting for median-

stacked SEDs and probably does not overestimate the true average SFR, since the median

of B-band flux densities, which trace rest-frame UV, is similar to the average B-band flux

density. Even when we neglect dust attenuation at UV, A1600 = 0.6± 0.1 mag, the field-

average SFR (= 3.4± 0.4 M⊙ yr−1) decreases only a factor of ∼ 2. Moreover, even when

the uncertainty by cosmic variance discussed in section 6.3.3 is added to the measured

value, BCE = 1.6+6.0
−1.0, the 1σ lower limit of the field-average BCE is still larger than

0.4. Thus, it seems difficult for our LAEs to fall on the average relation shown in figure

6.12.

As described in section 6.6.1, logically we cannot rule out the possibilities that our

LAEs lie indeed on or near the average relation which changes the slope and/or scatter

below Mh ∼ 1× 1011 M⊙ for some reason.

6.7 Lyα halo luminosity

6.7.1 The halo and total Lyα luminosities for the subdivided LAEs at z ∼ 2

The estimated L(Lyα)H and L(Lyα)tot from the empirical relation for individual subsam-

ple in the two fields are listed in table 6.6. To test the robustness of L(Lyα)H values derived

from equation 5.1, we calculate L(Lyα)H from EW0,ps(LLyα) using another stacked re-

lation presented in Momose et al. (2016), an anti-correlation between X(LLyα)tot/C and

EW0,ps(LLyα). We find that using this relation gives nearly the same L(Lyα)H values as

those derived from equation 5.1, with differences being at most 0.09 dex. The typical 1σ

uncertainties in the individual data points in Momose et al. (2016)’s L(Lyα)C - L(Lyα)H

relation are propagated to uncertainties in L(Lyα)H and L(Lyα)tot of ∼ 22% and ∼ 16%,

respectively.

Figure 6.13 plots the field-average L(Lyα)H and L(Lyα)tot against SFR, E(B − V )⋆,

M⋆, and Mh. The ten subsamples have similar L(Lyα)H of ∼ 2×1042 erg s−1, and similar

L(Lyα)tot of ∼ 2× 1042–4× 1042 erg s−1 within a factor of 1.5. This is expected from the

small difference in L(Lyα)ps between the subsamples as described in the next paragraph.

What we newly find is that L(Lyα)H and L(Lyα)tot remain almost unchanged when M⋆

increases by factor 2–5. This has not been confirmed with SED fitting (including nebular

emission in models).

The nearly constant (or even slightly decreasing) L(Lyα)H against M⋆ is a result of two

competing trends. One is that L(Lyα)C is constant or decreases with M⋆ as expected

from the L(Lyα)ps vs. MUV plot (figure 2.3 [g]), and the other is that L(Lyα)H/L(Lyα)C

decreases with L(Lyα)C as found from equation (5.1). Let us take the L(Lyα)–divided and

K–divided subsamples as two examples. For the former subsamples, the L(Lyα)C of the

massive subsample is factor 2.5 lower than that of the less massive one, but the difference
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is reduced to factor 1.5 in L(Lyα)H because objects with lower L(Lyα)C have higher

L(Lyα)H/L(Lyα)C. For the latter, the two subsamples have almost the same L(Lyα)C

and hence almost the same L(Lyα)H. The slightly decreasing trend of L(Lyα)tot with

mass is due to the fact that L(Lyα)tot/L(Lyα)C decreases with L(Lyα)C more mildly

than L(Lyα)H/L(Lyα)C does.

Figure 6.13 shows that L(Lyα)H and L(Lyα)tot are also nearly independent of SFR,

E(B − V )⋆, and Mh, although the uncertainties in Mh are relatively large. The fact

that differently defined subsamples follow a common trend in each panel indicates that

the nearly constant L(Lyα)H and L(Lyα)tot against M⋆ and the other three parameters

are real; it is unlikely that grouping the LAEs into two by the five quantities has erased

strong mass dependence which otherwise would be visible. It is also unlikely that the

NB-selection bias of our LAE sample causes the flat trend as described in appendices C.1

and C.2. We discuss the physical origins of diffuse Lyα halos from these results in chapter

8.

6.8 Lyα escape fraction

Following previous studies, we define the escape fraction of Lyα photons, fesc(Lyα), as

the ratio of observed Lyα luminosity, L(Lyα)obs, to intrinsic Lyα luminosity, L(Lyα)int,

produced in the galaxy due to star formation (e.g., Atek et al., 2008; Kornei et al., 2010):

fesc(Lyα) =
L(Lyα)obs
L(Lyα)int

=
SFRLyα

SFRtot
, (6.7)

where SFRtot is the total (i.e., dust-corrected) star formation rate and SFRLyα is the

star formation rate converted from L(Lyα)obs as below:

SFRLyα (M⊙ yr−1) = 9.1× 10−43 L(Lyα)obs (erg s
−1) (6.8)

(Brocklehurst, 1971; Kennicutt, 1998).

In this thesis, we constrain fesc(Lyα) from L3σ
TIRof our LAEs in CDFS field (Kusakabe

et al., 2015), which only take into account the observed Lyα photons from the main body

of galaxies following previous studies (e.g., Blanc et al., 2011; Oteo et al., 2015) in section

6.8.1. We also derive fesc(Lyα) from L(Lyα)tot (total Lyα escape fraction, fesc(Lyα)tot;

see table 6.3) in section 6.8.2 unlike previous studies which have ignored the contribution

from the LAH (e.g., Blanc et al., 2011; Oteo et al., 2015). For SFRtot we use the one

obtained from the SED fitting. This definition of fesc(Lyα)tot thus assumes that all Lyα

photons including those of the LAH are produced from star formation in the central galaxy.

We discuss the possibility of the existence of additional Lyα sources later (in section 9.2).

6.8.1 Lyα escape fraction for the main body of LAEs constrained with IR ob-

servations at z ∼ 2

The escape fraction of Lyα photons is robustly constrained from L3σ
TIR. By stacking the 52

LAEs in the NB387 band, we obtain L(Lyα) = 5.9+0.6
−0.6× 1041 erg s−1, which is converted
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Table 6.6 Lyα luminosities for the subsamples.

subsamples L(Lyα)C L(Lyα)H L(Lyα)tot

1041 L⊙ 1041 L⊙ 1041 L⊙

(1) (2) (3)

SXDS

bright UV 7.7+2.3
−1.5 15.9+2.0

−1.7 23.6+4.3
−3.2

faint UV 9.4+1.8
−0.8 17.5+1.4

−0.7 26.9+3.2
−1.5

blue β 9.1+2.1
−1.2 17.3+1.6

−1.1 26.4+3.7
−2.4

red β 8.5+1.8
−0.9 16.8+1.5

−0.9 25.3+3.4
−1.8

bright Lyα 13.8+2.4
−1.1 20.2+0.8

−0.5 34.0+3.3
−1.5

faint Lyα 6.2+1.9
−1.0 14.3+2.1

−1.4 20.5+4.1
−2.4

large EW 12.5+2.1
−0.8 19.6+0.9

−0.4 32.1+3.1
−1.2

small EW 6.6+2.1
−1.3 14.7+2.2

−1.7 21.3+4.2
−3.0

bright K 7.9+2.3
−1.2 16.1+2.0

−1.3 24.0+4.4
−2.5

faint K 9.1+1.9
−0.9 17.3+1.5

−0.8 26.3+3.4
−1.7

COSMOS

bright UV 14.7+3.0
−1.4 20.6+0.8

−0.6 35.3+3.8
−2.0

faint UV 11.9+2.0
−0.6 19.2+1.0

−0.4 31.1+2.9
−1.0

blue β 13.5+2.4
−1.0 20.1+0.9

−0.5 33.5+3.2
−1.5

red β 12.4+2.3
−0.9 19.5+1.0

−0.5 31.9+3.3
−1.5

bright Lyα 15.7+2.5
−0.9 20.9+0.5

−0.3 36.6+3.1
−1.2

faint Lyα 8.1+1.8
−0.8 16.4+1.6

−0.8 24.5+3.4
−1.7

large EW 14.3+2.4
−0.7 20.4+0.7

−0.3 34.7+3.1
−0.9

small EW 8.9+2.2
−1.2 17.1+1.7

−1.1 26.0+3.9
−2.3

bright K 13.4+2.7
−1.1 20.0+1.0

−0.6 33.4+3.6
−1.7

faint K 12.6+2.1
−0.8 19.6+0.9

−0.4 32.2+3.0
−1.2

Note. — (1) Lyα luminosity at the central part derived by multiplying L(Lyα)ps by 0.77; (2) Lyα

luminosity of the LAH derived from equation 5.1; (3) total Lyα luminosity derived from equation 5.1.

into SFRLyα = 0.54+0.6
−0.6 M⊙yr

−1. Here we have assumed that the NB387 photometry

recovers the total Lyα luminosity. The escape fraction of Lyα is constrained as:

16% =
SFRLyα

SFRUV + SFR3σ
IR

≤fLyα
esc ≤ SFRLyα

SFRUV
= 37%. (6.9)

This constraint on fLyα
esc is roughly consistent with those based on the Hα luminosity

(Nakajima et al., 2012) and UV continuum (Blanc et al., 2011) as well as the lower limits

obtained by Wardlow et al. (2014) from FIR stacking and by Zheng et al. (2012) from

X-ray stacking. The fLyα
esc value is significantly higher than the cosmic averages at z ∼ 2,

fLyα
esc ≃ 2.8+2.6

−0.4% (Hayes et al., 2011) but comparable to those at z ≳ 4. In the next section,

we include observed Lyα photons from LAHs to the calculation of the fLyα
esc and obtain

higher higher fLyα
esc as fesc(Lyα)tot.
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6.8.2 Lyα escape fraction including LAH of LAEs at z ∼ 2

Figure 6.14 shows fesc(Lyα)tot as a functions of M⋆, SFR, and E(B − V ) for the ten

subsamples. All values are field-average values. For a thorough discussion, results with

the Calzetti curve are also shown (figures 6.14 [b], [d], and [f]) as well as those with an

SMC-like curve (the other panels). Two interesting features are seen in these figures.

First, fesc(Lyα)tot anti-correlates with M⋆, SFR, and E(B − V ) regardless of the as-

sumed curve. Similar anti-correlations have been found for HAEs by Matthee et al. (2016)

who have measured total Lyα luminosities on a 6′′ diameter aperture, corresponding to

24 kpc in radius (blue crosses in the Calzetti-curve panels; see also footnote *28). Any

galaxy population may have such anti-correlations. Indeed, an anti-correlation between

fesc(Lyα) and E(B − V ) is found for star forming galaxies at z ∼ 0–3 (e.g., Hayes et al.,

2011; Blanc et al., 2011; Atek et al., 2014; Hayes et al., 2014). Although Lyα halos are not

included in their calculations, these results imply an anti-correlation between fesc(Lyα)tot

and E(B − V ) since L(Lyα)tot increases with L(Lyα)C as seen in figure 5.1(d).

Second, our LAEs have very high fesc(Lyα)tot values. For an SMC-like curve, they are

higher than ∼ 30%, with some exceeding 100%. Using a Calzetti curve makes fesc(Lyα)tot

lower but still in a range of ∼ 10–100%. The typical fesc(Lyα)tot of the LAE sample is

∼ 1 dex higher than that of the HAE sample, which is similar to the result obtained in

Sobral et al. (2017). More importantly, a large fesc(Lyα)tot difference is found even in

comparison at a fixed M⋆, SFR, and E(B−V )⋆. We discuss mechanisms by which LAEs

can achieve such high escape fractions in section 9.2.
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Figure 6.13 L(Lyα)H and L(Lyα)tot as a functions of stellar parameters and dark matter

halo mass for an SMC curve: (a) L(Lyα)H vs. SFR, (b) L(Lyα)H vs. E(B − V )⋆, (c)

L(Lyα)tot vs. SFR, (d) L(Lyα)tot vs. E(B − V )⋆, (e) L(Lyα)H vs. M⋆, (f) L(Lyα)H

vs. Mh, (g) L(Lyα)tot vs. M⋆, and (h) L(Lyα)tot vs. Mh. All values are field average

values. Different symbols indicate different subsamples: open (filled) circles for bright

(faint) MUV, open (filled) triangles for red (blue) β, open (filled) inverted triangles for

faint (bright) L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα), and open

(filled) pentagons for bright (faint) mK. The typical 1σ uncertainties in the individual

data in Momose et al. (2016) are propagated to uncertainties in L(Lyα)H and L(Lyα)tot of

∼ 22% and ∼ 16%, respectively. Gray error bars of black dots in panels (a)–(d) and (e)–(f)

show those uncertainties at L(Lyα)H = 2× 1042 erg s−1 and L(Lyα)tot = 3× 1042 erg s−1,

respectively. The vertical error bars of the red symbols are derived from the fitting errors

in L(Lyα)ps. Mh are not calculated for the mK-divided subsamples. The Mh values for

the bright MUV and blue β subsamples are not shown because they are not constrained

well owing to too weak clustering signals.
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Figure 6.14 fesc(Lyα)tot as a functions of M⋆ (panels [a] and [b]), SFR ([c] and [d]),

and E(B − V ) ([e] and [f]) for the two attenuation curves. All values are field average

values. Different symbols indicate different subsamples: open (filled) circles for bright

(faint) MUV, open (filled) triangles for red (blue) β, open (filled) inverted triangles for

faint (bright) L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα), and open

(filled) pentagons for bright (faint) mK. Blue crosses indicate HAEs in Matthee et al.

(2016), whose Lyα luminosities are derived from 6′′ aperture photometry. Dark gray

solid lines show models for four different q values, q = 0.0, 0.5, 1.0, and 2.0 with increasing

thickness. Stellar parameters are derived with the assumption of E(B−V )⋆ = E(B−V )g.
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Chapter 7

Discussion I. the origin of the

properties of LAEs and the

present-day descendants of

LAEs

In this chapter, we interpret our results on LAEs in terms of the general evolution of

galaxies. We discuss the physical origin of their high SHMR and BCE as well as normal

star formation mode (in section 7.1.1), the origin of the appropriate dust attenuation curve

(in section 7.2), and the evolutionary path of our LAEs (in section 7.3). We compare our

results with theoretical models.

We assume that the four average relations shown in figures 6.7, 6.9, 6.11, and 6.12 do

not change either the slope (in log-log plane) or the scatter at low masses. We also assume

that our LAEs are central galaxies. If they are satellite galaxies, their dark matter halo

(sub halo) masses will be overestimated and their true SHMR and BCE would be higher

than reported in this thesis.

7.1 The physical origin of the star formation mode, SHMR,

and BCE of LAEs at z ∼ 2

Galaxies assemble their stellar mass through star formation and galaxy merging under

the gravitational influence of their host dark matter halos, which also grow through mass

accretion and merging (e.g., Somerville & Davé, 2015). The average baryon accretion rate

(BAR, Ṁb) at a fixed halo mass is proportional to the halo mass accretion rate, which

is estimated as a function of redshift and halo mass from cosmological simulation (Dekel

et al., 2009a). The BCE (= Ṁ⋆/Ṁb) means the efficiency of star formation in dark matter

halos at the observed time with an assumption that most of the accreting baryons are in a

(cold) gas phase (i.e., the BAR is equal to the inflow rate of cold gas). On the other hand,
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the efficiency of star formation in dark matter halos integrated over time is indicated by

SHMR (= M⋆/Mh). They are suggested to depend on efficiency of star formation feed

back including those due to AGNs and supernovae (SNe), which control the amount of

cold gas, and (local) star formation efficiency. It is well known that SFR surface density

correlates (cold) gas surface density (the Kennicutt-Schmidt law; e.g., Schmidt, 1959;

Kennicutt & Evans, 2012, and references therein). It suggests that disk size of galaxy (or

spin parameter of dark matter halo, Mo et al., 1998), is also an important parameter.

7.1.1 The possible origins of moderate star formation mode, high SHMR, and

high BCE of LAEs at z ∼ 2

Our LAEs have a higher SHMR and a higher BCE than average galaxies but have a

moderate SFR, being located on the (extrapolated) SFMS defined by average galaxies.

Indeed, it is not trivial for galaxy formation models to reproduce these three properties

simultaneously.

Dutton et al. (2010) have used a semi-analytic model to study the evolution of the SFMS

and its dependence on several key parameters in the model. As shown in their figure 12
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Figure 7.1 Changes in the position of model galaxies in the M⋆-SFR plane (panel (a)),

Mh-M⋆ plane ([b]), and Mh-BCE plane ([c]) due to variations in the halo spin parameter,

λ, and the feedback efficiency, ϵFB, calculated by Dutton et al. (2010, hereafter D10).

Pentagons show D10’s model galaxies with a fixed halo mass (Mh, z=0 = 4 × 1011M⊙,

corresponding to ∼ 2 × 1011M⊙ at z = 2 according to figures 7 and 8 in Behroozi et al.

(2013)), where black, cyan, and magenta colors denote, respectively, positions with median

halo parameters, those with ±2σ variation in λ, and those with ±2σ variation in ϵFB. All

model data of M⋆ and SFR are taken from figure 12 in D10 (In D10 four data points are

shown as ±2σ variation in ϵFB). The BARs of model galaxies are calculated from equation

6.6. Cyan and magenta arrows indicate the direction in which galaxies move when λ and

ϵFB increase. In all panels, red stars represent the average LAEs with NB387tot ≤ 25.5

mag. In panel (a), several SFMS measurements in previous studies are shown by black

lines in the same manner as figure 6.9. The average relations in Behroozi et al. (2013)

and Moster et al. (2013) are plotted by black lines in panels (b) and (c), similar to figures

6.11 and 6.12. All data are rescaled to a Salpeter IMF according to footnote *1. See also

footnotes *29–*32.
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and our figure 7.1, model galaxies (at z ∼ 2) at a fixed halo mass move along the SFMS

upward when the supernova (SN) feedback is weakened or the halos’ spin parameter is

reduced, thus having a higher SHMR and a higher BCE on the SFMS. With a lower

feedback efficiency, a larger amount of cold gas can be stored, thus resulting in a higher

SFR and a higher stellar mass. A lower spin causes the gas density to be higher, thereby

the SFR per unit gas mass is elevated. Although these results may not necessarily be

applicable to our LAEs whose halo mass is ten times lower, it is interesting to note that

there is a relatively simple way to explain MS galaxies with an elevated SHMR and BCE.

It is beyond our scope to identify the mechanism(s) by which our LAEs acquire a high

SHMR and a high BCE. If, however, the high SHMR and BCE of our LAEs are due

to some systematic differences in one or more parameters controlling the star formation

and/or internal structure of halos similar to Dutton et al. (2010)’s study, then it implies

that not all but only a certain fraction of (low-mass) halos at z ∼ 2 experience the LAE

phase. This is consistent with a low duty cycle of LAEs and a low LAE fraction shown

in section 9.1.

7.2 The origin of the dust attenuation of LAEs at z ∼ 2

We find that our LAEs at z ∼ 2 have a moderate IRX at a fixed M⋆, lying on the average

(or ‘consensus relation’) of IRX–M⋆ as described in section 6.4. Our LAEs are also found

to favor a steep attenuation curve like an SMC-like extinction curve as well as young/low-

M⋆ galaxies at z ∼ 2 as mentioned in section 6.1.6. These results implies a possibility

that the physical origins of the amount of dust attenuation and wavelength dependence of

dust attenuation of the LAEs are similar/common with those for young/low-M⋆ galaxies

at the same redshift. This idea is not inconsistent with a higher Lyα escape fraction of

our LAEs at a fixed E(B−V ) and M⋆ than those of the HAEs (see section 6.8.2). Below,

we discuss the origin of the dust attenuation of the LAEs based on the theoretical model

of dust evolution and galaxy evolution (e.g., Asano et al., 2013b, 2014).

7.2.1 Connection between attenuation curves and galaxy evolution

Attenuation curves of galaxies are thought to evolve with time because dust in galaxies

changes its properties with galaxy evolution. We discuss aspects of attenuation curves

reflecting galaxy evolution.

Physical properties of dust grains and relative spatial distributions of dust and stars

(i.e., geometry) determine the dust attenuation of galaxies. The former corresponds to

the abundance and size distribution of dust grains and is well modeled (e.g., Draine

& Lee, 1984). Dust is usually assumed to be composed of a mixture of graphites and

silicates. In a simple case that only dust “extinction” (not “attenuation”) is taken into

account, the dust extinction efficiency per unit mass, κ, depends on wavelength, λ, and

the radius of dust grains, rd. For λ ≲ 2πrd, κ is nearly independent of λ and inversely

proportional to rd, while for λ ≳ 2πrd, κ decreases with increasing λ as λ−1 (see also

figure 1(a) in Yajima & Nagamine, 2014). Consequently, if galaxies have dust of small
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grains, κ at shorter wavelengths have larger values, making the extinction curve steeper.

With regard to the latter, dust geometry, as summarized in table 1 of Calzetti (2001, and

references therein), previous studies assume various geometries, e.g., a homogenous slab,

a homogeneous sphere, and a clumpy distribution. It is suggested that nebular emission

(from HII regions) is attenuated higher than continuum for some of galaxies (e.g., Calzetti,

1997; Kashino et al., 2013; Koyama et al., 2018). Koyama et al. (2018) suggest that more

low-M⋆ galaxies (or hose with high SFRs) tend to have more uniformly distributed HII

regions, while more massive galaxies tend to have more patchy distribution of dust. The

properties of dust geometry and its evolution of high-z low-M⋆ galaxies are still open

questions.

Recently, dust SED models have been proposed based on Draine & Li (2007) considering

dust properties and geometry and they can reproduce multi-wavelength observations well.

Theoretical models of dust evolution have been rapidly improving especially for physical

properties of dust grains (Asano et al., 2013b, 2014). In the Asano model, dust is produced

from type II supernovae (SNe II) and asymptotic giant branch (AGB) stars (e.g., Valiante

et al., 2009; Hirashita & Kobayashi, 2013) and grows from metal accretion and grain-

grain collisions (shattering and coagulation; e.g., Hirashita & Yan, 2009; Rémy-Ruyer

et al., 2014), while being destroyed by SN shocks (e.g., Nozawa et al., 2007). Dust growth

is expected to be a dominant process if metallicity becomes larger than a critical value

(Asano et al., 2013a) and grain-grain collision becomes efficient if metallicity reaches a

sub-solar value. Asano et al. (2014) introduce a simple evolutionary scenario of dust

extinction curve as below.

(i) Early phase: formation of dust in SNe II and AGB stars

Large grains (> 0.1µm) are dominant and the extinction curve is flat.

(ii) Middle phase: shattering and grain growth due to gas accretion

Small grains (< 0.03µm) are produced and the extinction curve becomes steeper.

(iii) Late phase: coagulation of small grains

The peak of size distribution shifts and the extinction curve becomes flatter.

For instance, the Milky Way is chemically enriched (∼ solar metallicity) and has a rel-

atively flat extinction curve, being consistent with phase (iii). On the other hand, the

SMC is a low-metal galaxy (∼ a fifth of solar metallicity to sub-solar metallicities) and

has a steep extinction curve. The SMC is probably expected to be just in phase (ii).

7.2.2 Possible origins of the steep attenuation curve of our LAEs

As mentioned in section 6.1.6, our LAEs favor an SMC-like extinction curve as the atten-

uation curve. With an assumption that the evolution of “attenuation” curve has the same

tendency as of “extinction” curve, there is a possibility that our LAEs have just produced

small grain dust with κ steeply increasing with wavelength (UV) and their dust has just

started to grow with sub-solar metallicities (Nakajima et al., 2012; Nakajima & Ouchi,

2014) as in phase (ii). This is consistent with the young age of our LAEs, ∼ 100 Myr,

and is also consistent with young UV-selected galaxies, which favor an SMC-like curve



90 Chapter 7 The origin of the properties and the present-day descendants of LAEs

according to Reddy et al. (2012a,b, their age derived with an SMC-like curve is ∼ 100

Myr). Recently, Reddy et al. (2018) find that galaxies at z = 1.5–2.5 prefer an SMC-like

attenuation curve rather than the Calzetti curve with sub-solar metallicity stellar popula-

tion models. Moreover, young/ low-M⋆ galaxies among their sample implies a attenuation

curve even steeper than an SMC-like curve.

Consequently, our result for LAEs at z ∼ 2 implies that the evolution of dust grains of

LAEs probably causes the evolution of their attenuation curve as is the case for normal

star-forming galaxies. It supports theoretical models of dust evolution, which suggests

that dust attenuation curve reflects the degree of chemical evolution (i.e., metallicity) and

the stellar assembly history such as age and the time scale of star formation (Asano et al.,

2013b, 2014). Their normal IRXs at a fixed M⋆ as well as their high Lyα escape fractions

at a fixed E(B−V ) and M⋆ implying that LAEs do not require an unique lower E(B−V )

and poor dust contents among low-M⋆ (faint) galaxies to have bright Lyα emission. These

results of IRX and fesc(Lyα)tot are not inconsistent with the implication for the origin

of their steep attenuation curve.

7.3 The present-day descendants of LAEs at z ∼ 2

LAEs are found to reside in low-mass halos with Mh ∼ 1010–1012 M⊙ over the wide

redshift range z ∼ 2–7 (e.g., Ouchi et al., 2005, 2010; Kovač et al., 2007; Gawiser et al.,

2007; Shioya et al., 2009; Guaita et al., 2010; Bielby et al., 2016; Diener et al., 2017; Ouchi

et al., 2017). In other words, the bias value of LAEs tends to decrease with decreasing

redshift more rapidly than that of dark matter halos (see figure 7 in Ouchi et al., 2017).

Although this trend may be biased because faint LAEs in lower-mass halos are missed at

high redshifts, it implies that at lower redshifts, only galaxies with relatively lower masses

in the halo mass function can be LAEs, which is analogous to and/or maybe related to

downsizing (Cowie et al., 1996).

A roughly constant halo mass with redshift also implies that local descendants of LAEs

vary depending on their redshift. The growth of dark matter halos is statistically predicted

by the extended Press-Schehter (EPS: Press & Schechter, 1974; Bond et al., 1991; Bower,

1991) model. An application of the EPS model to distant galaxies can be found in, e.g.,

Hamana et al. (2006). Previous studies suggest that LAEs at z ∼ 4–7 evolve into massive

elliptical galaxies at z = 0 (Ouchi et al., 2005; Kovač et al., 2007; Ouchi et al., 2010),

while LAEs at z ∼ 3 are expected to be progenitors of present-day L⋆ galaxies (Gawiser

et al., 2007; Ouchi et al., 2010). Guaita et al. (2010) show that LAEs at z ∼ 2 could be

progenitors of present-day L⋆ galaxies like the Milky Way (MW) and that they could also

be descendants of z ∼ 3 LAEs, depending on star formation and dust formation histories

(see also Acquaviva et al., 2012).

With the EPS model*33, we find that at z = 0 our LAEs are embedded in dark matter

halos with a median mass similar to the mass of the Large Magellanic Cloud (LMC:

Mh ∼ 0.2–3× 1011 M⊙; van der Marel & Kallivayalil, 2014; Peñarrubia et al., 2016, and

*33 We use a publicly released code by T. Hamana: http://th.nao.ac.jp/MEMBER/hamanatk/OPENPRO/index.html.
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Figure 7.2 Dark matter halo mass evolution as a function of redshift predicted by the EPS

formalism. A red (blue) curve indicates the evolution of the mode of the Mh distribution

starting from the mass of our z = 2.2 LAEs shown by a red star (Guaita et al., 2010, ’s

z = 2.1 LAEs shown by a blue circle), with a shaded region indicating the 68% confidence

interval of the distribution. Black and gray rectangles represent the measured halo mass

ranges of the MW and the LMC, respectively (e.g., Wilkinson & Evans, 1999; Kafle et al.,

2014; van der Marel & Kallivayalil, 2014; Eadie et al., 2015; Peñarrubia et al., 2016, see

also Wang et al. 2015).

references therein), not in MW-like halos (Mh ∼ 8 × 1011–2 × 1012 M⊙; e.g., Wilkinson

& Evans, 1999; Kafle et al., 2014; Eadie et al., 2015, summarized in figure 1 in Wang

et al. 2015), as shown in figure 7.2. This is consistent with the prediction by Acquaviva

et al. (2012) from SED fitting that LAEs at z ∼ 3, which are progenitors of present-day

L⋆ galaxies, do not evolve into LAEs at z ∼ 2. Combined with the previous studies, our

result implies that the mass of present-day descendants of halos hosting LAEs depends on

the redshift at which they are observed, with higher-z LAEs evolving into more massive

halos.

Since the stellar mass of our LAEs, 10.2 ± 1.8 × 108 M⊙, is comparable to that of the

LMC within only a factor of ∼ 3 (M⋆ ∼ 2.9× 109 M⊙: van der Marel et al., 2002), their

star-formation has to be largely suppressed over most of the cosmic time until z = 0, or

even be quenched, if they really become LMC-like galaxies. The star formation history
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of the LMC has been inferred to have multiple components, i.e., an initial burst and

subsequent periods with moderate or quiescent star formation (e.g., Harris & Zaritsky,

2009). For example, Rezaei Kh. et al. (2014) argue that it consists of two components:

an initial burst of ∼ 10 Gyr ago, or at z ∼ 2, with a SFR ∼ 2.4 M⊙ yr−1 assembling

∼90% of the total mass, and a much milder star formation with SFR ∼ 0.3 M⊙ yr−1

after that as shown in their figure 4 (see however Weisz et al. (2013), who obtained a

much lower SFR). Interestingly, the estimated SFR for the LMC at z ∼ 2 is similar to

the SFR of our LAEs at z ∼ 2, 3.4± 0.4 M⊙ yr−1. The high BCE (= 1.6+6.0
−1.0) estimated

for our LAEs also implies un-sustainable star formation after z ∼ 2. If our LAEs follow

such a history with suppressed star formation over ∼ 5− 10× 109 Gyr, they will grow to

be LMC-like galaxies at z = 0. In this case, even if at z ∼ 2 they lie above the average

Mh–SHMR relation, they will evolve into galaxies with an SHMR consistent with the

average relation at z ∼ 0 (Behroozi et al., 2013; Moster et al., 2013).
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Chapter 8

Discussion II. the origin of

LAHs of LAEs

As described in section 1.4.2, theoretical studies have suggested three physical origins

of LAHs around high–z star-forming galaxies: (a) cold streams (gravitational cooling),

(b) star formation in satellite galaxies, and (c) resonant scattering of Lyα photons in

the CGM which have escaped from the central galaxy. In origins (a) and (b), the Lyα

photons of LAHs are produced in situ, while in origin (c) they come from central galaxies.

The difference between (a) and (b) is how to produce Lyα photons. A flow chart and an

illustration of these origins are shown in figure 6 in Mas-Ribas et al. (2017) and figure

15 in Momose et al. (2016), respectively. So far, observations have not yet identified the

dominant origin(s) as explained below.

There are two observational studies on the origin of LAHs around star-forming galaxies.

Leclercq et al. (2017) use 166 LAEs at z ∼ 3–5 detected with the MUSE, while Momose

et al. (2016) are based on a stacking analysis of ∼ 3600 z ≃ 2.2 LAEs from a narrow-

band survey, the same parent sample as we use in this study. Leclercq et al. (2017)

have argued that a significant contribution from (b) star formation in satellite galaxies is

somewhat unlikely since the UV component of MUSE-LAEs is compact and not spatially

offset from the center of their LAH. However, they have not given a firm conclusion on

the contributions from the remaining two origins. This is because while they have found

a scaling relation of L(Lyα)H ∝ L0.45
UV which is not dissimilar to the scaling predicted

from hydrodynamical simulations of cold streams by Rosdahl & Blaizot (2012), resonant

scattering also prefers such a positive scaling relation if fesc(Lyα)tot is constant. Moreover,

they have also found that ∼ 80% of their sample have a not-so-large total EW of Lyα

emission, EW0,tot(Lyα) ≲ 200Å, not exceeding the maximum dust-free EW0(Lyα) of

population II star formation, ∼ 50–240Å, with a solar metallicity and a Salpeter IMF

(e.g., Charlot & Fall, 1993; Malhotra & Rhoads, 2002). If EW0(Lyα) is larger than

∼ 200Å, Lyα radiation from cold streams would be responsible for LAHs.
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Figure 8.1 Test of the three LAH scenarios against the observed L(Lyα)H and its mass

dependence: (a) and (b) – cooling flow; (c) and (d) – satellite star formation; (e) and (h)

– resonant scattering. Thick and thin solid black lines in panels (a) and (b) show the Lyα

luminosity of cooling flows by theoretical models with a power law of α = 1.25 (Rosdahl

& Blaizot, 2012) and α = 0.8 (Goerdt et al., 2010), respectively. Gray shaded regions

above the solid black lines roughly indicate the distribution of Rosdahl & Blaizot (2012)’s

simulated galaxies above the solid line, whose L(Lyα)H reaches at most ∼ 2.5 times higher

than the line. A thin dashed black line indicates the mean Lyα luminosity from the star

formation in satellite galaxies of ν2GC (Makiya et al., 2016; Shirakata et al., 2018, Ogura

et al. in prep.). A thick dashed black line indicates the mean of galaxies with the top 10%

and 2% L(Lyα)H at similar M⋆ and Mh in panels (c) and (d), respectively. Light gray,

dark gray, and black dotted lines in (e) represent the Lyα luminosity escaping from the

main body out to the CGM, with an absorption efficiency relative to UV continuum of

q = 0.0, 1.0 and 1.3. We assume that all Lyalpha photons originate from star formation.

Blue crosses indicate HAEs in Matthee et al. (2016), whose Lyα luminosities are derived

from 3′′ and 6′′-diameter aperture photometry (see footnotes *28 and *34). Field average

values of our ten subsamples are shown by symbols below: open (filled) circles for bright

(faint) MUV, open (filled) triangles for red (blue) β, open (filled) inverted triangles for

faint (bright) L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα), and open

(filled) pentagons for bright (faint) mK. Stellar parameters of our subsamples are derived

with the assumption of a SMC-like attenuation curve. Mh are not calculated for the

K-divided subsamples, and are not plotted for the bright MUV and blue β subsamples

because of extremely large uncertainties. All data are rescaled to a Salpeter IMF according

to footnote *1.
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Momose et al. (2016) have also found relatively low EW0,tot(Lyα) and marginally ruled

out the cold stream origin based on a similar discussion to Leclercq et al. (2017)’s. In these

two observational studies, EW0,tot(Lyα) are calculated by dividing the total Lyα luminos-

ity by the UV luminosity of the central part. Therefore, the relatively low EW0,tot(Lyα)

values do not necessarily mean that the net EW0 of LAHs are also low; they would even

be extremely high if LAHs do not have UV emission. Thus, the cold stream scenario

cannot be ruled out from the low EW0,tot(Lyα) values alone. The discussion using the

L(Lyα)H–LUV relation assumes LUV ∝ M0.5
h because the simulations have calculated

L(Lyα)H against Mh. Since LUV may not be a perfect tracer of Mh, it is more desirable

to use directly the L(Lyα)H-Mh relation, or the L(Lyα)H–M⋆ relation as a better sub-

stitute. In addition, comparing the normalization of the relation as well as its power-law

slope can better constrain this scenario. With regard to (b) satellite star formation, inde-

pendent observations are desirable to strengthen the conclusion by Leclercq et al. (2017)

since Momose et al. (2016) have not been able to rule out this origin. Finally, if resonant

scattering is the dominant origin, LAH luminosities have to be explained by the properties

of the main body of galaxies such as SFR and E(B − V ).

In section 6.7.1, we find that the L(Lyα)H and L(Lyα)tot of our LAEs remain unchanged

with increasing stellar mass. We also obtain a constant or increasing X(Lyα)H/tot with

M⋆ (see figure 8.1[g]). In the following subsections, we use these relations to discuss the

three origins with figure 8.1. We also use the results on HAEs obtained by Matthee et al.

(2016)*34 to strengthen the discussion. We also briefly examine the fluorescence scenario

in appendix C.3, following the very recent study on fluorescence emission for star-forming

LAEs by Gallego et al. (2018).

8.1 (a) Cold streams

Theoretical studies and simulations suggest that high-z (z ≳ 2) galaxies obtain baryons

through the accretion of relatively dense and cold (∼ 104 K) gas known as cold streams

(e.g., Fardal et al., 2001; Kereš et al., 2005; Dekel & Birnboim, 2006). The accreting gas

releases the gravitational energy and emits Lyα photons, thus producing an extended Lyα

halo without (extended) UV continuum emission (e.g., Haiman et al., 2000; Furlanetto

et al., 2005; Dijkstra & Loeb, 2009; Lake et al., 2015).

The Lyα luminosity due to cold streams is suggested to increase with the Mh of host

galaxies. A scaling of L(Lyα)H ∝ Mh
1.1-Mh

1.25 at M = 1010–1013 M⊙ has been predicted

by (zoom-in) cosmological hydrodynamical simulations in Faucher-Giguère et al. (2010)

and Rosdahl & Blaizot (2012). Dijkstra & Loeb (2009) have obtained a similar correlation

to Faucher-Giguère et al. (2010)’s from an analytic model which reproduces the Lyα

luminosities, Lyα line widths, and number densities of observed LABs at Mh ≳ 1011M⊙.

On the other hand, Goerdt et al. (2010) have derived a shallower power law slope ∼ 0.8

*34 They discuss the escape fraction using L(Lyα) on r = 12 kpc (3′′ diameter) and 24 kpc (6′′)

apertures. Although the average profile of their LAHs extends to r = 40 kpc, we refer to 6′′ aperture

luminosity as L(Lyα)tot and to the difference in 3′′ and 6′′ aperture luminosities as L(Lyα)H.
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for LAB-hosting massive (Mh ∼ 1012–1013M⊙) halos from high-resolution cosmological

hydrodynamical adaptive mesh refinement simulations.

We examine if our subsamples are consistent with these theoretical predictions by com-

paring the power-law slope and amplitude of the L(Lyα)H-Mh relation. For a conservative

discussion, we use Rosdahl & Blaizot (2012)’s relation which gives the steepest slope and

Goerdt et al. (2010)’s relation giving the shallowest slope as shown in figure 8.1(b) *35:

L(Lyα)H ∼ 8× 1042
(

Mh

1012M⊙

)1.25 (
1 + z

1 + 3

)1.3

, (8.1)

L(Lyα)H = 9.72× 1042
(

Mh

1012M⊙

)0.8

(1 + z)1.3. (8.2)

In figure 8.1(a), we convert Mh to M⋆ using the average relation between M⋆ and Mh at

z ∼ 2 in Moster et al. (2013)*36. The constant L(Lyα)H withM⋆ andMh seen in the LAEs

is inconsistent with the increasing L(Lyα)H predicted by the theoretical models, although

the uncertainties in our Mh estimates are large. The HAEs have also non-increasing

L(Lyα)H over two orders of magnitude in M⋆, highlighting the inconsistency found for

the LAEs. As for amplitude, the LAEs shown by red filled (open) symbols have ∼ 2–4

(∼ 1–2) times higher L(Lyα)H than the two model predictions at the same M⋆ (figure

8.1[a]), and at least ∼ 1–10 (∼ 1–10) times higher at the same Mh (figure 8.1[b]). Even

when the individual distribution of Rosdahl & Blaizot (2012)’s galaxies is considered, low-

M⋆ LAEs (red filled symbols) have more than 10σ brighter L(Lyα)H than the simulated

galaxies with similar M⋆ (a gray shaded region). In other words, cold streams cannot

produce as many Lyα photons in the CGM as observed.

Note that as mentioned in appendices C.1 and C.2, the L(Lyα)H values of the faint mK

and MUV subsamples are possibly overestimated since they miss small EW (Lyα) (faint

L(Lyα)C) sources due to the NB-selection bias. If we derive L(Lyα)H conservatively

from the MUV –L(Lyα)H relation for individual MUSE-LAEs without such a selection

bias in Leclercq et al. (2017), we obtain ∼ 1.5 times smaller L(Lyα)H, which results in a

slightly positive correlation between M⋆ and L(Lyα)H. However, the power law index and

the amplitude of the M⋆–L(Lyα)H correlation of the mK subsamples is still shallower and

higher than theoretical results at more than the 2σ and 10σ confidence levels, respectively

(see more details in appendix C.2). Consequently, our study suggests that (a) cold streams

are not the dominant origin of LAHs.

*35 We shift the relation shown in figure 8 in Rosdahl & Blaizot (2012) at z = 3 to z = 2 by multiplying

redshift-evolution term, (1 + z)1.3, given in figure 12 and equation 21 in Goerdt et al. (2010). We

also note that the relation at z ∼ 3 predicted in Faucher-Giguère et al. (2010) has a lower amplitude

than that in Rosdahl & Blaizot (2012) typically about a factor of two (see appendix E in Rosdahl

& Blaizot, 2012, for more details).
*36 We have found that our LAEs are on average slightly offset from the average relation to lower Mh

values in section 6.6.1 (Kusakabe et al., 2018b) . Our discussion is unchanged if we instead use Mh

reduced by this offset.
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8.2 (b) Satellite star formation

Satellite galaxies emit Lyα photons through star formation. If satellite star formation

significantly contributes to LAHs, they will involve an extended UV emission from the

star formation (e.g., Shimizu et al., 2011; Zheng et al., 2011; Lake et al., 2015; Mas-Ribas

et al., 2017). Unfortunately, this emission is expected to be too diffuse to detect even by

stacking of some 103 objects as mentioned in Momose et al. (2016).

The Lyα luminosity from satellite star formation can be interpreted as a function of

the Mh and M⋆ of the central galaxy. In the local universe, the number of disk (i.e., star-

forming) satellite galaxies is found to be described by a power law of the host halo mass

of the central galaxy with a slope of 0.91±0.11 for galaxies with Mh ∼ 1012–1014 M⊙ (see

figure 14 and equation 6 in Trentham & Tully, 2009, see also figure 2 in Wang et al. 2014).

At high redshifts, at least for massive central galaxies (M⋆ ∼ 1011 M⊙ at z ∼ 1.4), the

radial number density profile of satellite galaxies is not significantly different from that

at z ∼ 0 (Tal et al., 2013). These local properties are reproduced by theoretical models

(e.g., Nickerson et al., 2013; Sales et al., 2014; Okamoto et al., 2010). With an assumption

that the total Lyα luminosity from satellite galaxies is proportional to the sum of their

SFRs of satellite galaxies, L(Lyα)H can be calculated from cosmological galaxy formation

models.

The “New Numerical Galaxy Catalogue” (ν2GC) is a cosmological galaxy formation

model with semi-analytic approach. It can reproduce not only the present-day luminosity

functions (LF) and HI mass function but also the evolution of the LFs and the cosmic star

formation history (Makiya et al., 2016; Shirakata et al., 2018, Ogura et al. in prep.). We

use model galaxies at z ∼ 2.2 in the ν2GC-S with a box size of 280h−1cMpc (LAE NB

selection is not applied). The number of central galaxies is ∼ 6 × 106. For each central

galaxy, we calculate L(Lyα)H by summing the SFRs of the satellites with an assumption

of case B recombination. We find that the average L(Lyα)H can be approximated as

L(Lyα)H ∼ 8.3× 1042
(

Mh

1012M⊙

)2.58

(8.3)

at Mh ∼ 1010–1012 M⊙ and

L(Lyα)H ∼ 1.9× 1042
(

M⋆

1010M⊙

)1.36

(8.4)

at M⋆ ∼ 108–1010 M⊙ as shown with a thin black dashed line in figures 8.1 (c) and (d).

The power law of Mh for L(Lyα)H is steeper than that for the observed number of disk

satellite galaxies.

We focus on the amplitude and slope of the L(Lyα)H – mass relations. The LAEs

shown by red symbols have more than ∼ 1 dex higher L(Lyα)H than the mean of the

model galaxies at the same M⋆ and Mh. However, observations show that LAEs occupy

only ∼ 10% (∼ 2%) of all galaxies with the same M⋆ (Mh) in section 9.1.(Kusakabe

et al., 2018b). For a conservative comparison, we limit the model galaxies to those with
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the top 10% (2%) L(Lyα)H at a fixed M⋆ (Mh). We find that the mean L(Lyα)H of

these L(Lyα)H-bright model galaxies (thick dashed lines in figures 8.1 [c] and [d]) is still

about three times lower than the observed values. Moreover, the positive correlations of

L(Lyα)H with M⋆ and Mh seen for the model galaxies are incompatible with the constant

L(Lyα)H of our LAEs and with the decreasing L(Lyα)H of the HAEs in Matthee et al.

(2016). These LAEs and HAEs span two orders of magnitude in M⋆. A non-increasing

L(Lyα)H over this wide mass range may be achieved if the Lyα photons from satellites of

massive galaxies are heavily absorbed in the CGM, but the offset of L(Lyα)H from our

LAEs becomes larger. Such a heavy dust pollution in the CGM is probably unlikely.

As described in the previous subsection, using Leclercq et al. (2017)’s MUV–L(Lyα)H

relation results in a slightly positive correlation. However, the power law index determined

by the mK subsamples is still shallower than that of the model (see appendix C.2 for

detalis). In addition, it remains difficult for the model to explain the results of LAEs and

HAEs in a unfied manner. From these results, we conclude that satellite star formation

is unlikely to be the dominant origin.

8.3 (c) Resonant scattering of Lyα photons in the CGM which

are produced in central galaxies

HI gas in the CGM can resonantly scatter Lyα photons which have escaped from the

main body of the galaxy (e.g., Laursen & Sommer-Larsen, 2007; Barnes & Haehnelt, 2010;

Zheng et al., 2011; Dijkstra & Kramer, 2012; Verhamme et al., 2012). However, there is

no theoretical study that predicts L(Lyα)H and its dependence on galaxy properties by

solving the radiative transfer of Lyα photons in the CGM. In this subsection, we first

describe the LAH luminosity of a galaxy assuming that all Lyα photons come from the

main body. To do so, we introduce two parameters: the escape fraction out to the CGM

and the scattering efficiency in the CGM. Then, we examine if resonant scattering can

explain reasonably well the behavior of LAEs and HAEs shown in the previous section.

Let L(Lyα)int be the total luminosity of Lyα photons produced in the main body. Some

fraction of L(Lyα)int is absorbed by dust in the interstellar medium (ISM) and the rest

escapes out into the CGM. With an assumption that dust absorption in the CGM is

negligibly small, the escaping luminosity is equal to L(Lyα)tot (= L(Lyα)C + L(Lyα)H),

and the escape fraction into the CGM is calculated as fesc(Lyα)tot = L(Lyα)tot/L(Lyα)int.

Then, a fraction, X(Lyα)H/tot, of the escaping photons are scattered in the CGM, being

extended as a LAH with L(Lyα)H. Thus, L(Lyα)H can be written as:

L(Lyα)H = L(Lyα)int fesc(Lyα)tot X(Lyα)H/tot (8.5)

= L(Lyα)tot X(Lyα)H/tot. (8.6)

In the following modeling, we assume that L(Lyα)int originates only from star formation,

and express it as a function of M⋆ using the SFMS:

L(Lyα)int (erg s
−1) = SFRMS (M⊙ yr−1)/9.1× 10−43. (8.7)
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We then describe fesc(Lyα)tot as a function of M⋆ using the M⋆–IRX relation discussed

in section 6.4.2. The dust attenuation for 1216 Å continuum, A1216con, at a fixed M⋆ is

calculated from IRX(M⋆):

A1216con(M⋆) = 2.5 log10(0.595IRX(M⋆) + 1.0)

(
κ1216

κ1500

)
, (8.8)

where κ1216 and κ1500 are the coefficients of the attenuation curve at λ = 1216 Å and 1500

Å, respectively. Introducing the relative efficiency of the attenuation of Lyα emission to

the continuum at the same wavelength, q = ALyα/A1216con (e.g., Finkelstein et al., 2008),

we can write fesc(Lyα)tot as:

fesc(Lyα)tot = 10−0.4 q A1216con(M⋆), (8.9)

where q = 0 and q = 1 correspond to the case without attenuation of Lyα emission and

with the same attenuation as that of continuum. We thus obtain:

L(Lyα)tot(M⋆) =

(
SFRMS(M⋆)

9.1× 10−43

)
10−0.4 q A1216(M⋆). (8.10)

We use Shivaei et al. (2017)’s SFMS and Heinis et al. (2014)’s IRX-M⋆ relation because

our LAEs are on these relations (see sections 6.4.2 and 6.5.2). We also assume a SMC-like

attenuation curve.

Shown in figure 8.1(e) are three calculations with q = 0.0, 1.0, and 1.3 (gray (thick),

dark gray, and black (thin) dotted lines, respectively). The constant L(Lyα)tot with

increasing M⋆ seen in the LAEs is achieved if q increases with M⋆. We note that all LAEs

require q < 1, with the less massive subsamples suggesting q = 0, meaning that Lyα

photons escape much more efficiently than UV photons. We do not compare the HAEs

with these models since they do not follow well the SFMS and the IRX-M⋆ relation (see

section 6.5.3). As we show later, the HAEs can be explained by large q values. Further

discussion of fesc(Lyα)tot and q for our LAEs and the HAEs is given in section 6.8.2. We

also find that this result is unchanged even if we instead use a Calzetti attenuation curve,

Tomczak et al. (2016)’s SFMS, and/or Bouwens et al. (2016)’s IRX-M⋆ relation.

The term X(Lyα)H/tot can be interpreted as the efficiency of resonant scattering in the

CGM. More massive galaxies may have a larger amount of HI gas in the halo and thus

have a higher X(Lyα)H/tot value. Figure 8.1(g) shows that this picture is consistent with

our LAEs and Matthee et al. (2016)’s HAEs, because these two populations appear to

follow a common, positive (although very shallow) correlation between X(Lyα)H/tot and

M⋆. This picture is also consistent with the X(Lyα)H/tot – Mh plot for our LAEs (figure

8.1[h]) within the large uncertainties in Mh. In this case, the LAHs of our LAEs (≲ 40 kpc

in radius) are caused by HI gas roughly within the virial radius of hosting dark matter

halos, ∼ 20–50 kpc, whose mass is estimated to be in the range Mh ∼ 1010–1011 M⊙.

This relative extent of LAHs is close to those inferred for the LAHs of MUSE-LAEs by

Leclercq et al. (2017), typically 60–90% of the virial radius, where they predict Mh from

observed UV luminosities using the semi-analytic model of Garel et al. (2015).
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Thus, in the resonant scattering scenario, the constant L(Lyα)H observed is achieved by

a combination of increasing L(Lyα)int, decreasing fesc(Lyα)tot, and (slightly) increasing

X(Lyα)H/tot with mass, and all three trends are explained reasonably well. Our study

suggests that (c) resonant scattering is the dominant origin of the LAHs.

8.4 Summary of the three comparisons

It is found that resonant scattering most naturally explains the L(Lyα)H and its depen-

dence on galaxy properties seen in our LAEs and Matthee et al. (2016)’s HAEs. We,

however, note that hydrodynamic cosmological simulations in Lake et al. (2015) show

that scattered Lyα in the CGM can reach only out to ∼ 15 kpc, suggesting that cold

streams or satellite star formation are also needed, although they slightly overestimate

the observed radial Lyα profile at 15 kpc (by a factor of 2). On the other hand, Xue

et al. (2017) have found for LAEs at z ∼ 4 that the radial profile of LAHs is very close

to a predicted profile by Dijkstra & Kramer (2012) who have only considered resonant

scattering. Theoretical models discussing the contribution of scattering to fesc(Lyα)tot

and X(Lyα)H/tot as a function of M⋆ and Mh are needed for a more detailed comparison.

Mas-Ribas et al. (2017) show that different origins give different spatial profiles of Lyα,

UV, and Hα emission. According to the best-effort observations of Lyα and Hα emission

of LAEs in Sobral et al. (2017), Lyα photons of LAEs at z ∼ 2 are found to escape over

two times larger radii than Hα photons, which implies (a) cold stream scenario or (c)

resonant scattering scenario, although their results are based on images with the PSF as

large as ∼ 2 arcsecond (FWHM). Deep, spatially resolved observations of Hα emission

with James Webb Space Telescope (JWST) would provide us with important clues to the

origin of LAHs.
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Chapter 9

Discussion III. the origins of

the high Lyα escape fraction of

LAEs at z ∼ 2

In this chapter, we discuss the origin of the high Lyα escape fraction of LAEs, which

causes the bright Lyα emission of LAEs. As we described in section 6.8.2, we find that

our LAEs have a higher fesc(Lyα) than HAEs, implying that not all of the galaxies with

low M⋆ and/or low E(B − V ) can be observed as LAEs. In the next section, we derive

dusty cycle and LAE fraction at a fixed Mh or M⋆ and confirm the implication. Then we

discuss the origins of the high Lyα escape fraction of LAEs at z ∼ 2.

9.1 Duty cycle and LAE fraction

The duty cycle of LAEs, fLAEs
duty , is defined as the fraction of dark mater halos hosting

LAEs (Nagamine et al., 2010). Previous studies find that fLAEs
duty at z ∼ 3 is ∼ 1–10%

(Gawiser et al., 2007; Ouchi et al., 2010), which is similar to those at higher redshift (e.g.,

Ouchi et al., 2010, 2018), while fLAEs
duty is estimated to be relatively high, 43+113

30 % at z ∼ 2

(Guaita et al., 2010). We estimate the duty cycle of our LAEs to be:

fLAEs
duty =

NDLAE

NDDMH
∼ 2%, (9.1)

where NDLAE and NDDMH are the number density of LAEs with NBtot≤25.5 mag and

that of dark matter halos estimated from the halo mass function at z ∼ 2 using the calcu-

lator provided by Murray et al. (2013), respectively. For this calculation, we assume that

dark matter halos hosting our LAEs have a one dex range of mass, 1010–1011 M⊙, since

the K-band magnitudes, an approximation of stellar mass, of our LAEs are distributed

with FWHM of ∼ 3.2 mag, or ∼ 1.3 dex. Our result is relatively lower than that in

Guaita et al. (2010) as expected from the difference in bg, eff . However, it is comparable

with those of previous studies at z ∼ 3 and higher z.

We also estimate the fraction of galaxies in a given stellar mass (or luminosity) range
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classified as LAEs (LAE fraction), fLAEs
gals . Assuming that our LAEs have a one dex range

of stellar mass, 108.5–109.5 M⊙, we obtain:

fLAEs
gals =

NDLAE

NDgal
∼ 10%, (9.2)

where NDgal is the number density of galaxies estimated by extrapolating Tomczak et al.

(2014)’s stellar mass function at z ∼ 2–2.5 below 109 M⊙. This result is comparable with

those of previous spectroscopic observations of star forming galaxies at z ∼ 2–2.5 (∼ 10%,

Hathi et al., 2016) and BX galaxies at z ∼ 1.9–2.7 (∼ 12% with EWLyα ≧ 20 Å; Reddy

et al., 2008).

The low LAE fraction at z ∼ 2.2 is in agreement with the general trend of LAE fraction

found to increase from z = 3 to 6, and to decrease at z > 6, though uncertainties in the

measurement of fLAEs
gals are still matters of debate (e.g., Stark et al., 2011; Tilvi et al., 2014;

De Barros et al., 2017; Arrabal Haro et al., 2018). Recently, VLT/MUSE observations

enable us to reveal the evolution of fLAEs
gals at z ∼ 3 to 6 with homogeneous and complete

samples (see appendix E for more details; Kusakabe et al. in prep., see also Caruana

et al., 2018). Using MUSE and HST data, we derive fLAEs
gals with EW0,ps(Lyα) ≳ 25 Å

and MUV = −21.75–−17.75 mag, which are similar to those of our LAE sample and have

never been reached by previous work, among a photo-z sample in Hubble Ultra Deep

Field (HUDF, Rafelski et al., 2015). We find that our fLAEs
gals at z ∼ 2 locates near the

extrapolation of the evolution of our fLAEs
gals , 0.11z − 0.15, at z ∼ 3–6 fitted with a linear

relation in appendix E.3.2 (see figure E.5).

Consequently, the low fractions obtained above for z ∼ 2 imply that only a few fraction

of galaxies within these mass ranges studied here can evolve into LAEs and/or that galaxies

within these mass ranges can experience the LAE phase only for a very short time. It is

notable that typical galaxies embedded in dark matter halos with Mh = 1010–1011 M⊙

have lower stellar masses than M⋆ = 108.5–109.5 M⊙ because of the high SHMR of our

LAEs. In the next section, we discuss the origin of the high fesc(Lyα)tot of LAEs at z ∼ 2,

which results in such low fLAEs
duty and fLAEs

gals . Although the origins of the continuous trend

of fLAEs
gals against z (z < 6) are still an open question, the discussion below might give us

some informations.

9.2 The origin of high Lyα escape fractions

By including L(Lyα)H in the total Lyα luminosity, we obtain very high fesc(Lyα)tot values

for our LAEs as shown in section 6.14. These values are systematically higher than those

obtained for LAEs in previous studies which have not considered L(Lyα)H (e.g., Song

et al., 2014; Hayes et al., 2011). They are also about one order of magnitude higher than

those of HAEs with the same M⋆ and E(B − V ) (figure 6.14), suggesting a large scatter

in fesc(Lyα)tot among galaxies.

It is helpful to discuss fesc(Lyα) using E(B−V ), since additional mechanisms are needed

to make fesc(Lyα) higher or lower than that expected from E(B−V ). The attenuation of
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Lyα emission relative to that of continuum emission is evaluated by the q-parameter *37

(e.g., Finkelstein et al., 2008, 2009), as discussed in section 8.3. Figure 9.1 shows q as a

function of E(B − V ) for our LAEs and Matthee et al. (2016)’s HAEs, which are divided

into subsamples in accordance with E(B − V ). Regardless of the attenuation curve, the

LAEs have small q less than unity, which increases with E(B − V ). Remarkably, about a

half of the subsamples, shown by red filled symbols, have q < 0, meaning that the observed

Lyα luminosity exceeds the one calculated from the SFR. On the other hand, the HAEs

have larger q (> 1) decreasing with E(B − V ). The difference in q between these two

galaxy populations becomes larger at smaller E(B − V ). Note that if we calculate q of

our LAEs from L(Lyα)ps instead of including L(Lyα)H, we obtain higher values, q ∼ 1,

being closer to the values found in previous studies (e.g., Hayes et al., 2010; Nakajima

et al., 2012).

Below, we discuss how LAEs can have low q and hence high fesc(Lyα)tot than HAEs

with the same E(B − V ), by grouping possible origins into three categories: (i) less

efficient resonant scattering in a uniform ISM, (ii) less efficient resonant scattering in a

clumpy ISM, (iii) additional Lyα sources, and (iv) hard ionizing spectra. We then discuss

the difference in q and fesc(Lyα)tot between the LAEs and HAEs. In this discussion,

we assume that the contribution from cold streams and satellite galaxies to L(Lyα)H is

negligible.

9.2.1 (i) Less efficient resonant scattering in a uniform ISM

In a uniform ISM where dust and gas are well mixed, Lyα photons have a higher chance

of dust absorption than continuum photons because of resonant scattering. To reduce the

efficiency of resonant scattering in a uniform ISM, one needs to reduce the column density

of HI gas (NHI) or the scattering cross section (σLyα) (e.g., Duval et al., 2014; Garel et al.,

2015).

First, it appears that LAEs indeed have lower NHI than average galaxies with the same

M⋆ (and hence the same (E(B−V ) since average galaxies are expected to follow a common

IRX-M⋆ relation). This is because our result suggests that LAEs at z ∼ 2 have lower Mh

than expected from the average M⋆-Mh relation (in section 6.6.1, Kusakabe et al., 2018b).

At a fixed M⋆, a lower Mh means a lower gas mass (Mgas), since the Mgas of a galaxy

is written as Mgas ≃ fbMh − M⋆. It is reasonable to expect that galaxies with a lower

gas mass have a lower NHI. The NHI of LAEs is further reduced if they have a high

*37 The q-parameter can be rewritten as: q =
− log(fesc(Lyα))
0.4E(B−V )κ1216

= κ
kκ1216

− logC
0.4E(B−V )κ1216

, where κ

and C are two parameters of a commonly used fitting formula of fesc(Lyα) = C10−0.4E(B−V )κ

(e.g., Hayes et al., 2011). The two parameters are difficult to interpret physically, especially for a

case with C < 1. Hayes et al. (2011) and Atek et al. (2014) do not include L(Lyα)H to calculate

the fesc(Lyα) and obtain C = 0.445 with κ = 13.6 and C = 0.22 with κ = 6.67, respectively.

Although Matthee et al. (2016) include L(Lyα)H to calculate fesc(Lyα)tot, their C is less than 1

(C = 0.08+0.02
−0.01 with κ = 7.64+1.38

−1.36), which is slightly larger than the value derived without L(Lyα)H

( C = 0.03+0.01
−0.01 with κ = 10.71+0.89

−1.01). Note that Atek et al. (2014) uses Balmer decrements to

estimate E(B − V )gas, while other studies use SED fitting.
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ionizing parameter as suggested by e.g., Nakajima & Ouchi (2014), Song et al. (2014),

and Nakajima et al. (2018a) or have a relatively face-on inclination (e.g., Verhamme et al.,

2012; Yajima et al., 2012; Behrens & Braun, 2014; Shibuya et al., 2014a; Kobayashi et al.,

2016; Paulino-Afonso et al., 2018).

The idea that LAEs have lower NHI than average galaxies appears to be consistent

with results based on observed Lyα profiles that LAEs have lower NHI than LBGs (e.g.,

Hashimoto et al., 2015; Verhamme et al., 2006). This idea is also consistent with an anti-

correlation between MHI and fesc(Lyα) found for local galaxies, although their fesc(Lyα)

values at a fixed E(B − V ) are lower than those of our LAEs (Lyα Reference Sample

Hayes et al., 2013; Östlin et al., 2014).

The probability of the resonant scattering of Lyα photons is also reduced if the ISM

is outflowing, because the gas sees redshifted Lyα photons (e.g., Kunth et al., 1998; Ver-

hamme et al., 2006). This mechanism should work in LAEs because most LAEs have

outflows (e.g., Hashimoto et al., 2013; Shibuya et al., 2014b; Hashimoto et al., 2015;

Guaita et al., 2017). Outflowing gas is also needed to reproduce observed Lyα profiles

characterized by a relatively broad, asymmetric shape with a redshifted peak. Note, how-

ever, that it is not clear whether LAEs have higher outflow velocities than average galaxies

with the same M⋆ and E(B − V ).

To summarize, low HI column densities combined with some other mechanisms such as

outflows appear to contribute to the high fesc(Lyα)tot seen in LAEs. However, none of

these mechanisms can reduce q below unity as long as a uniform ISM is assumed.

9.2.2 (ii) Less efficient resonant scattering in a clumpy ISM

Lyα photons are not attenuated by dust if dust is confined in HI clumps (the clumpy

ISMs; Neufeld, 1991; Hansen & Peng Oh, 2006) because Lyα photons are scattered on

the surface of clumps before being absorbed by dust. Scarlata et al. (2009) find that the

clumpy dust screen (ISMs) can reproduce observed line ratios of Lyα to Hα (or fesc(Lyα)),

and Hα to Hβ (orE(B − V )) of local LAEs (see also Bridge et al., 2017). It is, however,

not clear what causes such a clumpy ISM geometry especially for LAEs. Indeed, Laursen

et al. (2013) argue that any real ISM is unlikely to give q < 1. Duval et al. (2014) also

find that the clumpy ISM model (Neufeld, 1991) can achieve q < 1 only under unrealistic

conditions: a large covering factor of clumps with high E(B − V ), a low HI content in

interclump regions, and a uniform, constant, and slow outflow.

Consequently, the clumpy ISM scenario is unlikely for our LAEs, though we can not

exclude the possibility completely.

9.2.3 (iii) Additional Lyα sources

If galaxies have other Lyα-photon sources in the main body besides star formation, the

number of produced Lyα photons is larger than expected from the SFR, resulting in un-

derestimation of q and overestimation of fesc(Lyα)tot. We discuss two candidate sources:

AGNs, and cold streams in the central part of galaxies.
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First, the contribution of AGNs should be modest. This is because we have removed all

objects detected in either X-ray, UV, or radio regarding them as AGNs, and because the

fraction of obscured AGNs (AGNs without detection in either X-ray, UV, or radio) in the

remaining sample is estimated to be only 2% (see section 2.2, Kusakabe et al., 2018b).

Second, Lake et al. (2015) have found from hydrodynamical simulations of galaxies with

Mh = 1011.5 M⊙ at z ∼ 3 that the Lyα luminosity from cold streams in the central part

of galaxies amounts to as high as ∼ 45% of that from star formation. This result may

apply to our LAEs to some degree.

To summarize, cold streams in the central part of galaxies possibly achieve very low q

values (≲ 0) seen in about half of our LAEs (red filled objects), while only ∼ 2 % AGNs

among LAE sample used to stack are unlikely to cause such very low q values.

9.2.4 (iv) Hard ionizing spectra

If our LAEs have a hard ionizing spectrum (in other words, the production efficiency of

ionizing photons compared to the UV luminosity, ξion, is large) as suggested in previous

studies on higher-z LAEs (at z ∼ 3–7: e.g., Nakajima et al., 2016; Harikane et al., 2018;

Nakajima et al., 2018b) and brighter LAEs at z ∼ 2.2 (Sobral & Matthee, 2018), the

intrinsic number of ionizing photons is larger than that assumed in equation 6.8. A hard

ionizing spectrum arises from a young age, a low metallicity, a stellar population with

a contribution of massive binary systems, an increasing star formation history, and/or a

top-heavy IMF. If our LAEs have ∼ 0.2 dex harder ξion than the assumed fiducial value

(log10(ξion/Hz erg−1) ∼ 25.11), they have fesc(Lyα)tot lower than unity even in the case

of the SMC-like curve. A much harder ξion by ∼ 0.4–1 dex would even help to explain

the difference in fesc(Lyα)tot between LAEs and HAEs seen in figure 6.14 (right) in the

case of the Calzetti curve.

To infer ξion for our sample, we adopt an empirical relation presented by Sobral &

Matthee (2018) in their figure 2*38. This relation implies a higher fesc(Lyα) and a

harder ξion for LAEs with a larger EW0,ps(Lyα). Using this relation, we indeed obtain a

harder ξion of log10(ξion/Hz erg
−1) ∼ 25.3 for our large-EW LAE subsample whose typical

EW0,ps(Lyα) is ∼ 70Å. This value is also comparable to those found for z ∼ 3 LAEs in

Nakajima et al. (2018b). In this case, their total Lyα escape fraction, fesc(Lyα)tot, would

become smaller than unity (∼ 0.6–0.8) based on equation 5.1, suggesting that an addi-

tional Lyα source is not necessarily needed. However, the same relation gives a modest ξion

of log10(ξion/Hz erg
−1) ∼ 25.1 for the small-EW LAE subsample (EW0,ps(Lyα) ∼ 25Å ),

resulting in fesc(Lyα)tot ∼ 0.1–0.3 which remains significantly higher than those of HAEs

with the same M⋆/SFR/E(B − V ).

These calculations imply that it remains uncertain whether or not LAEs, especially

those with a small EW0(Lyα), typically have a hard ionizing spectrum. They also imply

that another mechanism is possibly needed (in addition to hard ionizing spectra) to fully

*38 Their fesc(Lyα) is derived from Hα luminosity with dust attenuation correction, 0.9 mag (see also

Sobral et al., 2017), and Lyα flux measured as a point source with a 3′′-diameter aperture.
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explain the large fesc(Lyα)tot including the systematic difference from HAEs.

9.2.5 Summary of the mechanisms affecting the q-parameter

The origin of very high fesc(Lyα)tot and very low q found for LAEs is a long-standing

problem. Song et al. (2014) have also found several bright LAEs with q < 0 as shown in

their figure 14. This study makes this problem more serious by including L(Lyα)H in the

calculation of these parameters. Remarkably, all of our subsamples have q < 1 and a half

of them reach q < 0. Similaly, Song et al. (2014)’s q would decrease more if they include

L(Lyα)H in the calculation of fesc(Lyα)tot.

Low NHI and small σLyα should help to increase fesc(Lyα)tot and reduce q to some

degree. However, additional mechanisms are needed to reduce q less than unity, as high-

lighted by the very low q values, with some being negative, found for our LAE subsamples.

Cold streams in the main body of LAEs and hard ionizing spectra are candidate mecha-

nisms while a clumpy ISM and AGNs may be unlikely. The q value of galaxies is probably

determined by the balance between the efficiency of resonant scattering and additional

Lyα-photon sources. Spectroscopic observations of LAEs’ Hα luminosities would provide

more accurate measurements of fesc(Lyα)tot (q-parameters). They will also enable us to

evaluate the spectral hardness from the UV to Hα luminosity ratio and to constrain the

contribution of cold streams from the Lyα to Hα luminosity ratio.

Our LAEs have much lower q values than the HAEs in the lowest-E(B−V ) bin, which

indicates that not all galaxies with small E(B − V ) (or equivalently, small M⋆) can be

LAEs. A possible reason for this large difference is that our LAEs have lower Mh and

hence lower MHI. Matthee et al. (2016)’s HAEs in the lowest-M⋆ bin (M⋆ ∼ 3 × 109–

8× 109 M⊙) used for clustering analysis by Cochrane et al. (2018) reside in massive dark

matter halos of Mh ∼ 7+9
−4 × 1012 M⊙ (Cochrane et al., 2018), which is one dex larger

than the average Mh of our LAEs *39. It would imply that the lowest-E(B−V ) HAEs in

Matthee et al. (2016) have higher Mh than our LAEs, since the lowest-E(B − V ) HAEs

should largely overlap with the lowest-M⋆ HAEs. Furthermore, a large fraction of low-

M⋆ (M⋆ ≲ 109 M⋆) HAEs are expected to be starburst galaxies as shown in figure 6.10,

implying a large amount of gas (including HI) to fuel the starburst. However, the higher

Mh also imply that they have brighter L(Lyα) from cold streams (in the main body).

If the higher MHI can reduce the L(Lyα) produced from both star formation and cold

streams sufficiently, the higher q values of the HAEs can be reproduced.

*39 We calculate this Mh value from the correlation length given in Cochrane et al. (2018) in the

same manner as for our LAEs. Their r0 and Mh are higher than those averaged over all the LAEs

(r0 = 2.30+0.36
−0.41 h

−1 Mpc, i.e., 3.2+4.7
−2.5 × 1010 M⊙), although their median M⋆ (∼ 6 × 109 M⊙) is

slightly higher than our average value (∼ 1× 109 M⊙).
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Figure 9.1 The q parameter vs. E(B − V ). The LAH is included in calculation of q in

panel (a), while not included in panel (b). Blue crosses and a solid skyblue line show

the values of E(B − V )-subdivided HAEs in Matthee et al. (2016) and the best fit two-

parameter model to them as described in footnote *37 (see also footnotes *28 and *34);

12 kpc and 24 kpc apertures are used in panels (a) and (b), respectively. A light green

dashed line and a dark green dotted line represent the best fit relation for LAEs, HAES,

and UV-selected galaxies at z ∼ 2–3 in Hayes et al. (2011) and local LAEs in Atek et al.

(2014), respectively. Field average values of our ten subsamples with an assumption of

an SMC-like attenuation curve are shown by red symbols below: open (filled) circles for

bright (faint) MUV, open (filled) triangles for red (blue) β, open (filled) inverted triangles

for faint (bright) L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα), and open

(filled) pentagons for bright (faint) mK. Shown by pink symbols are the results with the

Calzetti curve. E(B − V )⋆ = E(B − V )g is assumed to derive E(B − V ). All data are

rescaled to a Salpeter IMF according to footnote *1.
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Chapter 10

Conclusion

In this thesis, we have used 1249 narrow-band-selected LAEs from four deep survey fields

with a total area of ≃ 1 deg2. Among them, 213 LAEs with deep MIR/FIR data have been

used to measure the dust emission of LAEs and to obtain an appropriate dust attenuation

curve (Kusakabe et al., 2015). We have performed SED fitting to stacked imaging data

of LAEs to measure stellar population parameters such as SFR, A1600, and M⋆, while

we derive Mh from clustering analysis. We have investigated star formation mode (or

SFR–M⋆ relation), SHMR, BCE to discuss the star forming activity and the origin of

LAHs of LAEs (Kusakabe et al., 2018b).

To discuss the origin of LAHs, we have studied the dependence of LAH luminosity

on stellar properties and dark matter halo mass using 891 LAEs with deep optical/NIR

data (Kusakabe et al., 2018a). We have divided our LAEs into subsamples in accordance

with five physical quantities (mK, MUV, β, L(Lyα) and EW0(Lyα)), some of which are

expected to correlate with M⋆ and Mh, and have estimated for each subsample the LAH

luminosity from Momose et al. (2016)’s stacked observational relation. We have used the

obtained dependence of LAH luminosity to test three candidate origins: cold streams,

satellite star formation, and resonant scattering. We have also derived total Lyα escape

fractions and q values by including the halo component, and discussed how LAEs can

have high escape fractions.

The followings are the main results of this thesis.

i. The stacked LAE has the 3σ IR luminosity L3σ
TIR = 1.1×1010L⊙. This, combined with

LUV = 5.3+0.2
−0.2× 109L⊙, gives IRX ≤ 2.2, or A1600 = 0.9 mag, indicating remarkably

low dust attenuation. An SMC-like attenuation curve is consistent with the stacked

LAE in the IRX–β plane, while the Calzetti attenuation curve, which is assumed

in most previous studies of LAEs, predicts a 3.8 times higher IRX at the observed

β = −1.4+0.2
−0.2. The PACS-based L3σ

TIR allowing the Meurer’s relation has also been

discussed and it has been concluded that such a high value is unlikely. SED fitting

using the Calzetti law also results in 10× overestimation of the true SFR derived from

the LTIR and LUV.

ii. The mean of each stellar parameter over the four fields is: M⋆ = 10.2 ± 1.8×108 M⊙,

A1600 = 0.6 ± 0.1 mag, Age= 3.8 ± 0.3 × 108 yr, and SFR= 3.4 ± 0.4 M⊙ yr−1 for

LAEs with NB387≤25.5, which are derived from SED fitting with an assumption of
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an SMC-like attenuation curve.

iii. The bias parameter of NB387≤25.5 objects averaged over the four fields is baveg, eff =

1.22+0.16
−0.18, which is lower than that in Guaita et al. (2010) from 0.3 deg2 with a prob-

ability of 96%. We estimate an external error from cosmic variance which inversely

scales with the square root of the survey area. The high bias value obtained by Guaita

et al. (2010) becomes consistent with our value if the uncertainties from cosmic vari-

ance, ± 26% and± 51% for this work and Guaita et al. (2010), are considered. We have

also found that bg, eff does not significantly change with limiting NB387 magnitude,

or limiting Lyα luminosity, which may be partly due to two trends canceling out with

each other: galaxies in more massive halos have brighter intrinsic Lyα luminosities

but lower Lyα escape fractions.

iv. The halo mass corresponding to the above baveg, eff value is 4.0+5.1
−2.9×1010 M⊙. This value

is roughly comparable to previous measurements for z ∼ 3 – 7 LAEs with similar Lyα

luminosities, Mh ∼ 1010–1012 M⊙ (e.g., Ouchi et al., 2010), suggesting that the mass

of dark halos which can host typical LAEs is roughly unchanged with time.

v. Our LAEs are thus located near an extrapolation of the consensus relation of IRX

against stellar mass (e.g., Heinis et al., 2014; Bouwens et al., 2016) with an assumption

of an SMC-like attenuation curve. We have also found that our LAEs are on average

placed near a lower-mass extrapolation of the SFMS (e.g., Tomczak et al., 2016;

Shivaei et al., 2017), consistent with the results obtained from IR and UV observations.

This suggests that the majority of LAEs are moderately forming stars in contrast to

brighter LAEs which have been reported to fall above the SFMS.

vi. With SHMR = 0.02+0.07
−0.01, our LAEs lie above a simple lower-mass extrapolation of

the average M⋆-Mh relation. The higher SHMR than average galaxies with the same

M⋆ may make it easy for Lyα photons to escape since they are expected to have lower

gas masses (baryon masses) and thus lower HI column densities. Our LAEs also have

a high BCE = 1.6+6.0
−1.0, lying above the average BCE-Mh relation. Thus, our LAEs

have been converting baryons into stars more efficiently than average galaxies with

similar Mh both in the past and at the observed epoch but with a moderate SF similar

to average galaxies. Galaxies with weak SN feedback or small halos’ spin parameters

possibly have such properties according to the semi-analytic model by Dutton et al.

(2010).

vii. We have calculated the dark matter halo mass evolution of our LAEs with the EPS

model, to find that at z = 0 our LAEs are embedded in dark matter halos with a

median halo mass similar to the mass of the Large Magellanic Cloud (LMC). If their

star-formation is largely suppressed after the observed time until z = 0 similar to

the star-formation history of the LMC, they would have a similar SHMR to the

present-day LMC.

viii. The duty cycle of LAEs (fraction of Mh ∼ 3 × 1010 M⊙ halos hosting LAEs) is

estimated to be ∼ 2%, and the LAE fraction (fraction of M⋆ ∼ 1× 109 M⊙ galaxies

classified as LAEs) is found to be ∼ 10%. These low fractions imply either that only a

small fraction of all galaxies can evolve into LAEs and/or that even low-mass galaxies
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can emit Lyα only for a very short time.

ix. We compare Momose et al. (2016)’s observational L(Lyα)C–L(Lyα)H relation ob-

tained from stacking analysis of essentially the same sample as ours, with the dis-

tribution of individual LAEs by VLT/MUSE in Leclercq et al. (2017). We find that

their observational relation agrees well with the average trend of individual LAEs,

ensuring the use of the relation for our analysis.

x. The ten subdivided LAE samples are found to have similar L(Lyα)H ∼ 2×1042 erg s−1

and L(Lyα)tot ∼ 2 × 1042–4 × 1042 erg s−1. Their L(Lyα)H and L(Lyα)tot remain

almost unchanged or even decrease when M⋆ increases by factor 2–5. They are also

nearly independent of SFR, E(B − V )⋆, and Mh, although the uncertainties in Mh

are large. The HAEs in Matthee et al. (2016) also have non-increasing L(Lyα)H

and L(Lyα)tot. These results are inconsistent with the cold stream scenario and

the satellite star formation scenario both of which predict a nearly linear scaling of

L(Lyα)H with mass. Specifically, the power law slope of the M⋆–L(Lyα)H relation

for the K-divided subsamples, the most stellar-mass sensitive subsamples, is shallower

than predictions with more than the 2σ confidence level. The former scenario also

fails to reproduce the bright L(Lyα)H of low-mass subsamples at, e.g., a more than

the 10σ level for the faint mK subsample. The most likely is the resonant scattering

scenario because it can naturally explain these results.

xi. The stacked LAEs are found to have fLyα
esc = 16−37% without including LAHs from IR

and UV observations. These values are significantly higher than the cosmic averages

at z ∼ 2 but comparable to those at z ≳ 4. When we include LAHs, the fesc(Lyα)tot

of all ten subsamples is higher than ∼ 30%, with some exceeding 100%, with very low

q values of −1 ≲ q ≲ 1. Using the Calzetti curve instead of an SMC-like curve makes

fesc(Lyα)tot lower but still in a range of 10–100% with q ∼ 0–1. The fesc(Lyα)tot of

the LAEs anti-correlates with M⋆, SFR, and E(B − V ) regardless of the assumed

attenuation curve. Their fesc(Lyα)tot and q are higher and lower, respectively, than

those of HAEs with similar M⋆ and E(B − V ). The very low q values of the LAEs

suggest the existence of an additional Lyα source in the main body; Lyα emission

from cold streams and hard ionizing spectra are possible candidates. The difference

in q between the LAEs and HAEs is possibly caused by a different balance between

resonant scattering and additional Lyα-photon source(s).
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Appendix A

SED fitting

A.1 The sample with NB387tot ≤ 25.5 in the four fields

We show the results of SED fitting for the stacked LAEs with NB387tot ≤ 25.5 in the

four fields with the Calzetti curve and without nebular emission below.

A.1.1 The Calzetti Curve

We also examine the cases of the Calzetti curve for comparison. The best-fit parameters

with an SMC-like curve and the Calzetti curve are listed in table A.1. Figure A.1 shows

the best-fit SEDs with the observed ones in the case with the Calzetti curve as well as

figure 6.3 for an SMC-like curve. We compare the best-fit parameters in section 6.2.2.

A.1.2 Without nebular emission

It is well known that considering nebular emission generally leads to a lower stellar mass

(e.g., de Barros et al., 2014). To obtain upper limits of stellar mass and determine the

star formation mode of our LAEs, we also examine the case without nebular emission,

f ion
esc = 1. The best-fit parameters with an SMC-like curve and the Calzetti curve are

listed in table A.2. Figure A.2 shows the best-fit SEDs with the observed ones in the case

with an SMC-like curve and the Calzetti curve.

When we assume an SMC-like curve, the average stellar mass and SFR without nebular

emission, M⋆ = 11.2 ± 1.2× 108 M⊙ and SFR = 3.2 ± 0.6 M⊙ yr−1, are consistent with

those with nebular emission, M⋆ = 10.2 ± 1.8× 108 M⊙ and SFR = 3.4 ± 0.4 M⊙ yr−1.

This means that the average stellar mass and star formation mode of our LAEs are

insensitive to f ion
esc when an SMC-like curve is used. On the other hand, if we assume the

Calzetti curve, the average SFR without nebular emission, SFR = 51.8 ± 4.5 M⊙ yr−1,

is about four times higher than that with nebular emission, SFR = 12.7 ± 1.0 M⊙ yr−1.

Their average stellar mass without nebular emission, M⋆ = 4.7 ± 0.7× 108 M⊙ is slightly

higher than that with nebular emission, M⋆ = 3.4 ± 0.8× 108 M⊙. With this high SFR,

our LAEs lie above the SFMS at z ∼ 2. However, this case seems unrealistic because our

LAEs have Lyα emission, one of nebular emission lines. Indeed, the reduced χ square

values in the case without nebular emission are larger than those with nebular emission in
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all the fields except SXDS. In addition, results with f ion
esc = 1 give a high UV attenuation

of A1600 = 2.9 ± 0.2 mag and hence a high IRX (= 22+5
−4), which is significantly higher

than predicted by the consensus relation (see figure 6.4.1).

10-1

100

fo
b
s

ν
(µ

J
y
)

best fit spectrum (stellar) best fit flux densities observed flux densities

(a) SXDS
(CAL, fesc=0.2)

(b) COSMOS
(CAL, fesc=0.2)

103 104

λrest(
◦
A)

10-1

100

fo
b
s

ν
(µ

J
y
)

(c) HDFN
(CAL, fesc=0.2)

103 104

λrest(
◦
A)

(d) CDFS
(CAL, fesc=0.2)

Figure A.1 Same as figure 6.3 but with the Calzetti curve. Panels (a) to (d) show results

for SXDS, COSMOS, HDFN, and CDFS, respectively.
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Table A.1 Results of SED fitting with an SMC-like curve and the Calzetti curve (f ion
esc =

0.2).

attenuation M⋆ E(B − V )⋆ [A1600] Age SFR χ2
r

curve (108M⊙) (mag) (108 yr) (M⊙yr
−1)

(1) (2) (3) (4) (5)

SXDS

SMC 9.7+3.6
−1.7 0.05+0.01

−0.02 [0.6+0.1
−0.2] 3.6+2.8

−1.1 3.3+0.5
−0.7 0.604

Calzetti 7.8+3.4
−1.9 0.11+0.02

−0.05 [1.1+0.2
−0.5] 1.6+2.4

−0.7 5.7+1.7
−2.3 0.665

COSMOS

SMC 14.0+3.4
−3.6 0.07+0.02

−0.02 [0.8+0.2
−0.2] 4.1+2.4

−1.8 4.2+1.2
−0.8 0.473

Calzetti 7.9+5.1
−2.5 0.18+0.03

−0.05 [1.8+0.3
−0.5] 0.7+1.6

−0.4 12.3+6.4
−5.5 0.648

HDFN

SMC 7.6+4.0
−1.9 0.06+0.02

−0.03 [0.7+0.2
−0.4] 3.2+4.0

−1.4 2.9+0.8
−0.8 1.298

Calzetti 3.2+0.6
−0.8 0.20+0.02

−0.03 [2.0+0.2
−0.3] 0.3+0.2

−0.1 13.3+5.1
−3.9 0.866

CDFS

SMC 10.3+11.1
−9.7 0.02+0.07

−0.01 [0.2+0.8
−0.1] 5.7+8.6

−5.7 2.2+534
−0.4 0.120

Calzetti 3.1+17.5
−2.4 0.14+0.05

−0.13 [1.4+0.5
−1.3] 0.4+14.0

−0.3 9.0+23.4
−7.1 0.101

Average

SMC 10.2± 1.8 0.06± 0.01 [0.6± 0.1] 3.8± 0.3 3.4± 0.4

Calzetti 3.4± 0.4 0.19± 0.01 [1.9± 0.1] 0.3± 0.04 12.7± 0.6

Note. — (1) The best fit stellar mass; (2) the best-fit color excess [UV attenuation]; (3) the best

fit age; (4) the best fit SFR; (5) reduced chi-squared value. The UV attenuation is derived from the

attenuation curve listed in the first column. Metallicity, redshift, and f ion
esc are fixed to 0.2Z⊙, 2.18, and

0.2, respectively.
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Figure A.2 Same as figure 6.3 but without nebular emission, f ion
esc = 1. Panels (a) to (d)

show results with an SMC-like curve for SXDS, COSMOS, HDFN, and CDFS, respectively.

Panels (e) to (h) show results with the Calzetti curve for SXDS, COSMOS, HDFN, and

CDFS, respectively.
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Table A.2 Results of SED fitting without nebular emission, f ion
esc = 1.

attenuation M⋆ E(B − V )⋆ [A1600] Age SFR χ2
r

curve (108M⊙) (mag) (108 yr) (M⊙yr
−1)

(1) (2) (3) (4) (5)

SXDS

SMC 11.4+2.7
−1.3 0.06+0.02

−0.02 [0.7+0.2
−0.2] 3.6+2.1

−1.1 3.9+0.9
−0.8 0.350

Calzetti 5.1+7.1
−0.4 0.27+0.02

−0.16 [2.7+0.2
−1.6] 0.1+2.4

−0.0 45.3+12.0
−40.0 0.586

COSMOS

SMC 14.6+5.2
−2.7 0.08+0.02

−0.02 [1.0+0.2
−0.2] 3.6+2.8

−1.3 4.9+1.3
−1.1 0.611

Calzetti 6.6+1.5
−0.7 0.29+0.01

−0.04 [2.9+0.1
−0.4] 0.1+0.2

−0.0 56.2+12.8
−26.4 0.821

HDFN

SMC 9.8+2.4
−2.5 0.05+0.03

−0.02 [0.6+0.4
−0.2] 4.5+2.7

−2.0 2.7+1.0
−0.5 1.865

Calzetti 4.4+0.0
−0.8 0.30+0.00

−0.04 [3.0+0.0
−0.4] 0.09+0.03

−0.01 51.8+5.9
−18.9 1.653

CDFS

SMC 13.1+10.9
−8.9 0.02+0.06

−0.01 [0.2+0.7
−0.1] 7.1+8.9

−6.2 2.3+3.0
−0.3 0.148

Calzetti 12.1+12.7
−10.0 0.05+0.25

−0.04 [0.5+2.5
−0.4] 5.1+11.9

−5.1 2.9+135.8
−1.0 0.157

Average

SMC 11.2± 1.2 0.06± 0.01 [0.6± 0.1] 4.1± 0.5 3.2± 0.6

Calzetti 4.7± 0.4 0.29± 0.02 [2.9± 0.2] 0.09± 0.01 51.8± 4.5

Note. — (1) The best fit stellar mass; (2) the best-fit color excess [UV attenuation]; (3) the best fit age;

(4) the best fit SFR; (5) reduced chi-squared value. The UV attenuation is derived from the attenuation

curve listed in the first column. Metallicity, redshift, and f ion
esc are fixed to 0.2Z⊙, 2.18, and 1, respectively.
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A.2 The subsample in accordance with UV, Lyα and K-band

properties in SXDS and COSMOS fields

Figures A.3 and A.4 show the best-fit SEDs and tables A.3 and A.4 summarize the results

of the best-fit parameters in SXDS field and COSMOS field, respectively. The field-average

values are shown in table 6.3 in section 6.2.3.

Table A.3 Best-fit parameters of SED fitting in SXDS field.

subsample M⋆ E(B − V )⋆ Age SFR χ2
r

(108M⊙) (mag) (Myr) (M⊙yr
−1)

(1) (2) (3) (4) (5)

SXDS field/ SMC-like attenuation curve

bright UV 12.5+4.5
−2.1 0.07+0.01

−0.02 255+198
−74 5.9+0.9

−1.3 0.538

faint UV 4.1+1.4
−1.5 0.02+0.02

−0.01 321+188
−178 1.5+0.5

−0.2 0.139

blue β 7.1+2.4
−1.8 0.02+0.01

−0.01 404+236
−149 2.1+0.4

−0.3 0.588

red β 14.9+3.2
−3.8 0.10+0.02

−0.01 286+118
−125 6.2+1.8

−0.8 2.282

bright Lyα 6.9+1.6
−2.3 0.02+0.02

−0.01 453+187
−226 1.9+0.5

−0.2 0.289

faint Lyα 11.5+4.3
−2.0 0.06+0.01

−0.02 360+280
−105 3.9+0.6

−0.8 1.461

large EW 4.5+1.6
−1.5 0.02+0.02

−0.01 360+211
−180 1.5+0.5

−0.2 0.255

small EW 11.7+4.3
−2.0 0.06+0.01

−0.02 321+250
−94 4.4+0.7

−0.9 0.775

bright K 21.5+5.5
−5.3 0.08+0.01

−0.02 453+265
−167 5.8+1.0

−1.1 0.680

faint K 3.8+1.3
−1.4 0.03+0.02

−0.02 203+158
−112 2.2+0.8

−0.5 0.692

SXDS field/ the Calzetti attenuation curve

bright UV 12.0+3.0
−3.8 0.13+0.03

−0.03 143+112
−79 9.7+4.5

−2.7 0.902

faint UV 3.1+2.3
−1.8 0.06+0.05

−0.05 161+348
−128 2.3+2.3

−1.0 0.114

blue β 6.7+2.7
−2.4 0.04+0.05

−0.03 321+320
−207 2.5+1.8

−0.7 0.581

red β 16.0+3.7
−4.0 0.18+0.02

−0.02 161+94
−70 11.6+3.5

−2.4 2.978

bright Lyα 5.2+3.3
−3.3 0.07+0.06

−0.06 203+438
−174 3.0+4.0

−1.4 0.268

faint Lyα 10.9+3.2
−2.7 0.12+0.02

−0.04 203+202
−89 6.4+1.9

−2.1 1.550

large EW 2.8+3.3
−1.9 0.09+0.04

−0.08 102+469
−85 3.1+2.8

−1.8 0.212

small EW 11.1+2.9
−2.9 0.12+0.03

−0.03 181+141
−90 7.2+3.0

−2.0 1.016

bright K 16.1+5.8
−4.2 0.17+0.03

−0.04 143+143
−72 13.0+5.5

−4.4 1.012

faint K 3.6+1.3
−1.5 0.06+0.03

−0.03 143+143
−91 2.9+1.5

−0.8 0.673

Note. — (1) Stellar mass; (2) color excess; (3) age; (4) SFR; and (5) reduced χ2 value. Metallicity is

fixed to 0.2Z⊙, redshift to 2.18, and f ion
esc to 0.2.
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Table A.4 Best-fit parameters of SED fitting in COSMOS field.

subsample M⋆ E(B − V )⋆ Age SFR χ2
r

(108M⊙) (mag) (Myr) (M⊙yr
−1)

(1) (2) (3) (4) (5)

COSMOS field/ SMC-like attenuation curve

bright UV 16.8+5.9
−2.9 0.09+0.01

−0.02 227+177
−66 8.8+1.3

−1.9 0.377

faint UV 4.2+2.7
−1.8 0.05+0.02

−0.02 227+282
−137 2.2+0.9

−0.5 0.244

blue β 2.3+2.5
−1.8 0.03+0.02

−0.02 114+246
−105 2.3+2.7

−0.7 0.458

red β 13.1+4.8
−2.3 0.09+0.01

−0.02 286+223
−84 5.5+0.8

−1.2 0.560

bright Lyα 8.5+2.8
−2.7 0.06+0.02

−0.01 286+167
−143 3.6+1.1

−0.5 0.257

faint Lyα 13.5+4.6
−3.3 0.08+0.01

−0.01 360+211
−133 4.6+0.8

−0.6 2.238

large EW 8.1+2.8
−2.6 0.06+0.02

−0.01 321+188
−160 3.1+1.0

−0.4 0.311

small EW 19.5+7.3
−3.5 0.08+0.01

−0.02 404+315
−118 5.9+0.8

−1.2 3.052

bright K 16.7+3.5
−4.2 0.10+0.02

−0.01 227+94
−99 8.7+2.5

−1.1 0.208

faint K 2.9+2.2
−2.4 0.06+0.02

−0.02 114+172
−107 3.0+4.2

−0.8 0.278

COSMOS field/ the Calzetti attenuation curve

bright UV 15.5+5.5
−5.6 0.17+0.02

−0.03 102+101
−57 17.4+6.7

−5.1 1.185

faint UV 2.6+2.5
−1.1 0.13+0.02

−0.05 57+170
−32 5.1+2.1

−2.4 0.213

blue β 1.7+2.6
−1.0 0.08+0.02

−0.06 47+239
−35 3.9+1.9

−2.1 0.413

red β 10.9+5.1
−3.4 0.18+0.02

−0.03 102+126
−52 12.2+4.2

−3.8 1.305

bright Lyα 3.8+3.0
−1.0 0.17+0.01

−0.04 35+79
−12 11.8+2.4

−5.0 0.377

faint Lyα 13.4+3.5
−3.5 0.16+0.03

−0.03 181+141
−90 8.7+3.7

−2.4 2.609

large EW 4.4+3.4
−1.4 0.16+0.02

−0.04 57+123
−28 8.6+3.1

−3.5 0.368

small EW 19.3+5.1
−4.8 0.16+0.02

−0.03 203+158
−89 11.2+3.3

−3.0 3.267

bright K 9.7+4.2
−1.4 0.21+0.02

−0.02 40+41
−11 26.3+6.0

−7.0 1.057

faint K 1.7+1.2
−0.7 0.13+0.02

−0.01 26+38
−14 6.7+1.9

−1.7 0.279

Note. — (1) Stellar mass; (2) color excess; (3) age; (4) SFR; and (5) reduced χ2 value. Metallicity is

fixed to 0.2Z⊙, redshift to 2.18, and f ion
esc to 0.2.
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Figure A.3 Best-fit SEDs for the ten subsamples in SXDS field. Panels (a)–(j) show results

with an assumption of an SMC-like attenuation curve: (a) bright UV, (b) faint UV, (c)

blue β, (d) red β, (e) bright Lyα, (f) faint Lyα, (g) large EW0(Lyα), (h) small EW0(Lyα),

(i) bright K, and (j) faint K, while panels (k)–(t) show those with an assumption of

Calzetti curve. For each panel, a gray solid line, a light gray solid line and a light gray

dotted line show the best-fit model spectrum, its nebular continuum component and its

stellar continuum component, respectively. Red filled circles and black filled triangles

represent the observed flux densities and the flux densities calculated from the best-fit

spectrum, respectively.
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Figure A.4 Best-fit SEDs for the ten subsamples in COSMOS field. Panels (a)–(j) show

results with an assumption of an SMC-like attenuation curve: (a) bright UV, (b) faint

UV, (c) blue β, (d) red β, (e) bright Lyα, (f) faint Lyα, (g) large EW0(Lyα), (h) small

EW0(Lyα), (i) bright K, and (j) faint K, while panels (k)–(t) show those with an assump-

tion of Calzetti curve. For each panel, a gray solid line, light gray solid line and a light

gray dotted line show the best-fit model spectrum, its nebular continuum component and

its stellar continuum component, respectively. Red filled circles and black filled triangles

represent the observed flux densities and the flux densities calculated from the best-fit

spectrum, respectively.
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Appendix B

Clustering analysis

B.1 The best fit ACFs for the subdivided LAEs

We show the best-fit ACFs for the subdivided LAEs in accordance with UV, Lyα, and

K-band properties in the two fields and their field-average values in figure B.1. We do not

perform clustering analysis for the K-divided subsamples as described in section 2.5.2.

The differences in the ACF measurement (i.e., bias) between the two fields is described

in section 6.3.2.

B.2 Cosmic variance

Biases and dark matter halo masses derived from limited survey areas suffer from cosmic

variance due to spatial variations in the ACF of dark matter. One of the commonly used

techniques to estimate the uncertainties due to cosmic variance is “Jackknife method”,

which divides a survey field into sub-fields and calculates the ACF without including one

of the sub-fields, repeating the procedure as the same times as the number of sub-fields

(e.g., Quenouille, 1956; Tukey, 1958; Shao, 1986). Other general technique is “Bootstrap

method”, which is similar to Jackknife method but calculates the ACF from randomly

selected (overlapping) sub-fields (e.g., Efron, 1979). Norberg et al. (2009) suggest that

Bootstrap method overestimates the variance of spacial correlation function by 40% on

all scales, while Jackknife method reproduces the correct variance on large scales but

significantly overestimates on smaller scales, if a survey area is large enough. However,

it is also well known that it can not include cosmic variance beyond observed area (e.g.,

Norberg et al., 2009).

According to Cohn (2006), cosmic variance in ACF arises from fluctuations of dark

matter distribution and the number of limited sample size (shot noise), and it can be

analytically calculated from cosmological structure formation model. The idea is similar

to the one used to predict cosmic variance in number density (e.g., Moster et al., 2011).

This formalism in Cohn (2006) has been used to estimate uncertainties, for instance,

in angular power spectrum of Sunyaev-Zel’dovich selected galaxy clusters (e.g., Cohn

& Kadota, 2005) and in baryon acoustic oscillations correlation function in the matter

power spectrum and correlation function (e.g., Taruya et al., 2009). In this section, we
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Figure B.1 ACF measurements for the eight subsamples: (a) bright UV, (b) faint UV,

(c) blue β, (d) red β, (e) bright Lyα, (f) faint Lyα, (g) large EW0(Lyα), and (h) small

EW0(Lyα). For each panel, orange filled squares and green filled circles represent mea-

surements in SXDS and COSMOS fields. A black solid line and light gray dotted line

indicate the field-average best-fit ACFs with fixed β = 0.8, whose fitting range is 40–

1000′′. we slightly shift all data points along the abscissa by a value depending on the

field for presentation purpose.

analytically estimate cosmic variance in bias value and thus dark matter halo mass for

the first time for high-z clustering analysis (at z ≳ 2). We describe relative uncertainty of

ACF as a function of z, survey area, bias, and number density of sample in section B.2.1,

convert it to relative uncertainty of bias parameter in section B.2.2.
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B.2.1 Covariance and relative uncertainty of ACF

Covariance on angular correlation function, ω(θ), between θ = θ1( ̸= 0) and θ = θ2(̸= 0)

is given in Cohn (2006):

cov(ω(θ1), ω(θ2)) =
1

Ωsrπ

∫
KdK J0(Kθ1) J0(Kθ2)P2(K)2 +

2

ΩsrπNsr

∫
KdK J0(Kθ1) J0(Kθ2)P2(K)

+
(1 + ω(θ1))2

0.5N2
sr(1 + ω(θ1))ΩsrdΩsr

δθ1, θ2, (B.1)

whereK, P2(K), J0(Kθ), Ωsr, andNsr are the Fourier transform of θ, power spectrum (i.e.,

the Fourier transform of ω(θ)), the zeroth-order Bessel function of the first kind, survey

area in steradians, and surface number density of galaxies per steradians, respectively.

We introduce F and G to normalize the equation B.1 at z ∼ 2–6*40:

F (z, Ω0 = 1deg2, ∆z0 = 0.5, b0 = 1)θ1, θ2

=
1

Ω0π

∫
KdK J0(Kθ1) J0(Kθ2)P2(K)2z,∆z0, b0 Xunit, (B.2)

and

G(z, Ω0 = 1deg2, ∆z0 = 0.5, N0∆z0 = 5000, b0 = 1)θ1, θ2

=
2

Ω0πN0∆z0

∫
KdK J0(Kθ1) J0(Kθ2)P2(K)z,∆z0, b0 , (B.3)

where P2(K)z,∆z0, b is Fourier transform of ω(θ) as a function of z with ∆z0 = 0.5 and

b0 = 1. N0 and Xunit are number density of galaxies per 1 deg2 per z and conversion

factor from deg2 to sr, respectively. We introduce PE, which is interpreted as a poisson

error:

PE =
(1 + ω(θ1))2

0.5N2∆z2(1 + ω(θ1))ΩdΩ
δθ1, θ2, (B.4)

where N , ∆z and Ω are number density of galaxies per deg2 per z, width of redshift, and

survey area with deg2, respectively. The equation B.1 is converted to be

cov(ω(θ1), ω(θ2))(z, Ω, ∆z, b, N) ≃ Ω0

Ω

(
∆z0
∆z

)2 (
b

b0

)4

F (z, Ω0, ∆z0, b0)θ1, θ2

+
Ω0 N0

ΩN

(
∆z0
∆z

)2 (
b

b0

)2

G(z, Ω0, ∆z0, b0, N)θ1, θ2 + PE. (B.5)

Hearafter, we define the first and the second terms in equation B.5 as cosmic variance,

covω,CV(θ1, θ2, z, Ω, ∆z, b, N). F is a term with square of power spectrum, meaning

fluctuation of dark matter distribution, whileG is a term with power spectrum and number

density, implying the coupling of dark matter fluctuation to limited sample size.

*40 Redshift dependences of P2(K) and J0(Kθ) are small at z ∼ 2–6, at which clustering analysis of

high-z galaxies is usually applied.
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At z ∼ 2–6, ω(θ) can be approximated as ∆z0 b2

∆z b20
ωb0,∆z0(θ) (see footnote *40). Therefore,

relative uncertainties (1σ) of ω(θ) caused by cosmic variance at z ∼ 2–6 is√
covω,CV(θ1, θ2, z, Ω, ∆z, b, N)√

ω(θ1)ω(θ2)

=

(
Ω0

Ω

)0.5
∆z0 b

2

∆z b20
√
ω(θ1)ω(θ2)

(
F (z, Ω0, ∆z0, b0)θ1, θ2 +

N0 b
2
0

Nb2
G(z, Ω0, ∆z0, b0, N0)θ1, θ2

)0.5

≃ 1√
ωb0,∆z0(θ1)ωb0,∆z0(θ2)

(
Ω0

Ω

)0.5 (
F (z, Ω0, ∆z0, b0)θ1, θ2 +

N0 b
2
0

Nb2
G(z, Ω0, ∆z0, b0, N0)θ1, θ2

)0.5

=

(
Ω0

Ω

)0.5 (
F (z, Ω0, ∆z0, b0)θ1, θ2
ωb0,∆z0(θ1)ωb0,∆z0(θ2)

+
N0 b

2
0

Nb2
G(z, Ω0, ∆z0, b0, N0)θ1, θ2
ωb0,∆z0(θ1)ωb0,∆z0(θ2)

)0.5

=

(
Ω0

Ω

)0.5 (
f(z, Ω0)θ1, θ2 +

N0 b
2
0

Nb2
g(z, Ω0, b0, N0)θ1, θ2

)0.5

, (B.6)

where we define constant parameters, f and g, as

f(z, Ω0)θ1, θ2 =
F (z, Ω0, ∆z0, b0)θ1, θ2
ωb0,∆z0(θ1)ωb0,∆z0(θ2)

(B.7)

and

g(z, Ω0, b0, N0)θ1, θ2 =
G(z, Ω0, ∆z0, b0, N0)θ1, θ2
ωb0,∆z0(θ1)ωb0,∆z0(θ2)

, (B.8)

respectively. A relative uncertainty of ω(θ) caused by cosmic variance can be written as

a function of Ω, N , and b. It is found to be proportional to square of the survey area (Ω)

and to be independent of width of redshift (at z ∼ 2–6, see footnote *40). It is almost

independent of redshift.

B.2.2 Relative uncertainties of bias parameter

A relative uncertainty of beff due to cosmic variance can be written as:

∆beff
beff

= 0.5
∆Aω

Aω
∝ Ω−0.5 (B.9)

As seen in equations B.6 and B.9, ∆beff
beff

is found to be proportional to Ω−0.5. It is

independent of width of redshift (at z ∼ 2–6) and is almost independent of redshift.

In section 4.4, we only include the first term in equation B.6 when we calculate cosmic

variance in effective bias since the contribution of the second term is small as described

in footnote *14.
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Appendix C

Lyα Halo Luminosity

C.1 NB selection bias

In this Appendix, we first describe the NB-selection bias of our LAE sample, and then

discuss the effect of this bias on the obtained M⋆ (Mh) –L(Lyα)H relations. As shown

in figures 2.3 (g) and (h), our sample misses UV-faint LAEs (MUV ≳ −19 mag) with

faint L(Lyα)ps and small EW0, ps(Lyα). This selection bias has the following effects on

subsample properties.

MUV and mK subsamples The UV-faint (MUV > −19.2 mag) subsample is biased to-

ward brighter L(Lyα)ps and larger EW0, ps(Lyα). The K-faint subsample (mK >

25.0 mag) is probably biased similarly. Although the L(Lyα)H of these subsamples

is probably overestimated, we find in appendix C.2 that it does not change our re-

sults. This selection bias probably does not change M⋆ values since mK and MUV

are a good tracer of M⋆. The bright mK and MUV subsamples are almost free from

this bias.

β subsamples Galaxies with fainter UV luminosities generally have smaller β (e.g., Alavi

et al., 2014). Although our β subsamples are probably biased to some degree, it

is difficult to evaluate the effects on M⋆ and L(Lyα)H estimates quantitatively.

However, the effects should be smaller than those on the UV and K subsamples,

since the MUV –β correlation has a large scatter (see figure 2.3 [f]).

L(Lyα)ps and EW0,ps(Lyα) subsamples The faint L(Lyα) and small EW (Lyα) subsam-

ples are biased toward bright UV magnitudes. Although their L(Lyα)H values are

probably not affected by the selection bias, their M⋆ values are expected to be over-

estimated to some degree. The bright L(Lyα) and large EW (Lyα) subsamples are

not biased. If theM⋆ of the faint L(Lyα) and small EW (Lyα) subsamples decreases,

the power-law slope of the M⋆–L(Lyα)H relation becomes shallower, enlarging the

descrepancy from the models of cold streams and satellite star formation.

In the next appendix, we use the MUSE sample to evaluate the robustness of L(Lyα)H

estimates for our faint mK and MUV subsamples. The MUSE sample is complementary

to our sample, because it is essentially UV-limited but contains much fewer objects than

ours.



C.2 Robustness of the relations of L(Lyα)H 125

C.2 Robustness of the relations of L(Lyα)H
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Figure C.1 L(Lyα)H as a function of MUV. Grey points represent MUSE-LAEs at

z ∼ 3 − 6 and a black solid line the best fit of a linear function to them (Leclercq

et al., 2017). The field average values of our ten subsamples using the stacked relation

(equation 5.1) are shown by red symbols below: open (filled) circles for bright (faint)

MUV, open (filled) triangles for red (blue) β, open (filled) inverted triangles for faint

(bright) L(Lyα)ps, open (filled) squares for small (large) EW0,ps(Lyα), and open (filled)

pentagons for bright (faint) mK. Results using Leclercq et al. (2017)’s relation for two

subsamples are shown by filled magenta symbols: a circle for the faint MUV subsample

and a pentagon for the faint mK subsample.
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Figure C.2 L(Lyα)H vs. M⋆: (a) the fiducial results and (b) NB-selection bias corrected

results using theMUV –L(Lyα)H relation in Leclercq et al. (2017). The field average values

of ourMUV andmK subsamples using the stacked relation (equation 5.1) are shown by red

symbols below: open (filled) circles for bright (faint) MUV, and open (filled) pentagons for

bright (faint) mK. Results using Leclercq et al. (2017)’s relation for two subsamples are

shown by filled magenta symbols: a circle for the faint MUV subsample and a pentagon for

the faint mK subsample. Thick and thin solid black lines show the Lyα luminosities from

cooling flows by theoretical models in Rosdahl & Blaizot (2012) and Goerdt et al. (2010),

respectively, which are converted from original M⋆–L(Lyα)H relations using the M⋆–Mh

relation in Moster et al. (2013). Gray shaded regions above the solid black lines roughly

indicate the distribution of Rosdahl & Blaizot (2012)’s simulated galaxies above the solid

line, whose L(Lyα)H reaches at most ∼ 2.5 times higher than the line. A black dashed

line shows the Lyα luminosities from satellite star formation calculated by a theoretical

model (ν2GC Makiya et al., 2016; Shirakata et al., 2018, Ogura et al. in prep.). A dotted

red line in panel (b) shows the slope determined by the mK subsamples.



C.3 The fluorescence scenario 127

We evaluate the effects of the NB-selection bias on the mK and MUV subsamples. We

re-estimate L(Lyα)H with a complementary result of the MUSE-LAEs in Leclercq et al.

(2017) which is essentially free from this kind of bias: the relation between MUV and

L(Lyα)H . They have found L(Lyα)H anti-correlates with LUV (see their figure 16). As

shown in figure C.1, our high-M⋆ LAEs (red filled objects), which are not affected by the

NB-bias, are consistent with the best-fit relation of MUSE-LAEs (black solid line), while

the faint mK and MUV subsamples are found to lie alightly above the relation. As a

result, the power-law slopes of the mK and MUV subsamples become positive as shown

in figure C.2. However, they are still shallow. For example, the mK-divided subsamples

give a power-law index of 0.26± 0.05, which is more than 2σ shallower than those of the

cold stream models in Goerdt et al. (2010) and Rosdahl & Blaizot (2012), ∼ 0.38 and

∼ 0.75, respectively. This slope is also more than 20σ shallower than that of the satellite

star formation model, ∼ 1.36. Moreover, the L(Lyα)H values of the faint mK and MUV

subsamples also remain higher than predicted from the cold stream models at a > 10σ

level. We conclude that the conclusions obtained in section 6 are robust.

C.3 The fluorescence scenario

Some of the ionizing photons produced in central galaxies are converted to fluorescence

Lyα emission due to recombination of neutral hydrogen gas in the CGM.We do not include

the fluorescence scenario in the discussion of LAHs (chapter 8), since this scenario has

been favored for QSOs’ LAHs (e.g., Hennawi & Prochaska, 2013; Cantalupo et al., 2014).

Recently, however, the fluorescence emission of star forming LAEs has been discussed

with MUSE data (Gallego et al., 2018; Leclercq et al., 2017). In this appendix, we briefly

examine this scenario on the basis of the minimum amount of ionizing photons, N(ion)

(photon s−1), and hense ξion, required to maintain the LAH of LAEs with fluorescence

while reproducing the nebular emission of the main bodies.

Our LAEs in a sub region in the SXDS field have been observed with a narrow band

targeting Hα emission (Nakajima et al., 2012). The stacked Hα luminosity as a point

source is L(Hα)ps,tot ∼ 8.4×1041 L⊙ with dust attenuation correction (E(B−V ) ∼ 0.1 in

appendix D.2, Kusakabe et al., 2015). The number of ionizing photons that are produced

by star formation and then converted to nebular emission in the LAEs is N(ion)Hα,corr =

L(Hα)ps,tot/1.36× 10−12 ∼ 6.1× 1053 photon s−1 following Kennicutt (1998).

The LAH luminosity is calculated as L(Lyα)H ∼ 2.0 × 1042 L⊙ from the stacked

L(Lyα)ps ∼ 1.8× 1042 L⊙. It is converted to the number of Lyα photons, N(Lyα)LAH =

L(Lyα)H/hνLyα ∼ 1.3×1053 photon s−1 with the Planck constant (h) and the frequency of

Lyα (νLyα). The fraction of recombinations which results in Lyα photons in the optically

thick case (case B) is ηthick = 0.66, which is larger than the fraction for the optically thin

limit, ηthin = 0.42 (e.g., Osterbrock & Ferland, 2006; Hennawi & Prochaska, 2013). The

minimum number of ionizing photons that escape from the ISM to the CGM required to

maintain the observed LAHs is N(ion)LAH = N(Lyα)LAH/ηthick ∼ 1.8× 1053 photon s−1.

It is notable that the LAH luminosity (surface brightness, more accurately) is independent
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of the luminosity of ionizing radiation in the highly-ionized, optical thin regime (Hennawi

& Prochaska, 2013) which requires larger number of N(ion)LAH than that in optically

thick case at a fixed hydrogen gas distribution. Ionizing radiation is attenuated by dust

in the ISM before escaping out to the CGM. The dust-attenuation corrected N(ion)LAH,

N(ion)LAH,corr, is estimated roughly to be 1.1× 1054 photon s−1 with an underestimated

correction with κ ∼ 20 from the SMC-like attenuation curve at ∼ 1000Å (> 912 Å). This

part gives the largest uncertainty in the whole calculation.

The minimum value of the intrinsic N(ion) produced in the galaxy is N(ion)Hα,corr +

N(ion)LAH,corr ∼ 1.8 × 1054 photon s−1. Here, we do not consider ionizing photons

escaping out to the IGM, although LAEs (at z ∼ 3) are found to have high escape

fractions of ∼ 10–30% (e.g., Nestor et al., 2013; Fletcher et al., 2018).

Our LAEs are estimated to have the total SFR = 5.7M⊙yr
−1 on average from SED

fitting in appendix D.2 (Kusakabe et al., 2015) and to have EW0,ps(Lyα) ∼ 60Å (Naka-

jima et al., 2012). With the fiducial ξion value of ∼ 1.3× 1025 Hz erg−1 (Kennicutt, 1998;

Sobral & Matthee, 2018), this SFR is converted into N(ion) ∼ 5.3 × 1053 photon s−1,

which is three times lower than the minimum required value obtained above. In order for

N(ion) to reach ∼ 1.8 × 1054 photon s−1, ξion must be as high as ∼ 4 × 1025 Hz erg−1.

The minimum value of the required ξion is higher than the estimated ξion (∼ 2× 1025 Hz

erg−1 ) for the large-EW LAEs (EW0,ps(Lyα) ∼ 70Å ) from Sobral & Matthee (2018)’s

relation (see section 9.2.4). Note that the required ξion is consistent with a high ξion

estimated for LAEs at z ∼ 3 in Nakajima et al. (2018a). We can also estimate the

minimum value of the escape fraction of ionizing photons from the ISM as ∼ 10% from

N(ion)LAH/(N(ion)LAH,corr+N(ion)Hα,corr). This is larger than 2% for LAEs at z ∼ 3.5

in Gallego et al. (2018).

The fluorescence scenario requires a high ξion and a high escape fraction of ionizing

photons for the LAEs in subregion of SXDS field with Hα observation even without

including ionizing photons escaping out to the IGM. However, we can not exclude the

fluorescence scenario completely because of the lack of direct observations of ξion and a

high escape fraction of ionizing photons. Further observational and theoretical studies are

required to examine the fluorescence scenario for star forming galaxies.
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Appendix D

SF mode

D.1 SFMS based on the IRX-β relation with the Calzetti curve

In the discussion of the star formation mode of LAEs at z ∼ 2 in section 6.3, we derive the

average SFR of our LAEs using SED fitting with an SMC-like curve, while Hagen et al.

(2016) and Shimakawa et al. (2017) derive SFRs using the IRX − β relation with the

Calzetti curve. For a fair comparison, figure D.1(c) shows our results with the IRX − β

relation with the Calzetti curve (Meurer et al., 1999). We find our LAEs to have higher

sSFRs similar to LAEs in Hagen et al. (2016). Note that the selections of these three

samples are different as described in section 6.3. We also compare our results with those

by the three different methods discussed in appendix A.1 in figures D.1(a) and (b).

D.2 SFMS based on SED fitting with the Calzetti curve

We also compare results of star formation mode using LAE sample with NB observations

of Hα emission in Nakajima et al. (2012). We correct dust attenuation of SFR derived from

Hα emission using the A1600 obtained by the SED fitting with an SMC-like curve and the

Calzetti curve, respectively. The obtained dust-attenuation corrected SFRs (SFRHα,corr)

for an SMC-like curve and the Calzetti curve are shown in figure D.2. We confirm that

the star formation mode of the LAEs is misunderstood as star burst with the Calzetti

curve even we use Hα emission, which is a more robust estimator of SFR than UV. This

procedure supports our results of their star formation mode.
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Figure D.1 SFR plotted againstM⋆. Panels (a) and (b) compare different SFR calculation

methods for our LAEs; in panel (a) SFRs calculated from SED fitting with two different

attenuation curves are compared; in panel (b) SFRs from SED fitting are compared with

those from the IRX − β relation, where the Calzetti curve is used in both calculations.

Panel (c) uses the IRX − β relation with the Calzetti curve and compares our LAEs

with Hagen et al. (2016)’s and Shimakawa et al. (2017)’s. In panel (a), orange squares,

green circles, magenta inverted triangles, and blue triangles represent stacked LAEs with

NB387tot ≤ 25.5 mag in SXDS, COSMOS, HDFN, and CDFS fields, respectively; filled

and open symbols are for an SMC-like curve and the Calzetti curve, respectively. In

panel (b), encircled symbols indicate that SFRs are derived from the IRX − β relation

with the Calzetti curve (Meurer et al., 1999). In panel (c), cyan squares and light green

pentagons show individual LAEs at z ∼ 2 in Hagen et al. (2016) and Shimakawa et al.

(2017), respectively; in both studies, SFRs are derived from the IRX − β relation with

the Calzetti curve (Meurer et al., 1999). Our results based on the IRX − β relation

with the Calzetti curve are also plotted (encircled symbols). In all panels, several SFMS

measurements in previous studies are shown by black lines in the same manner as figure

6.9. All data are rescaled to a Salpeter IMF according to footnote *1.
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Figure D.2 SFRtot plotted against M⋆. The red rectangular region represents our stacked

LAE with M⋆ = 6.3+0.8
−2.0 M⊙ from an SMC-like curve and SFRtot,IR+UV= 1.5–3.3 M⊙

yr−1, while the magenta filled circle corresponds to the result from the SED fitting with

the Calzetti curve (SFR =SFRUV,corr). The red and magenta triangles represent LAE

from Nakajima et al. (2012), calculated from SFRHα,corr using the A1600 obtained by the

SED fitting with an SMC-like curve and the Calzetti curve, respectively. The black line

shows the star formation main sequence at z = 2 (Daddi et al., 2007) and the gray dots

represent BzK galaxies (Rodighiero et al., 2011). The blue and cyan dots are for LAEs

given in Hagen et al. (2014) and Vargas et al. (2014), respectively; for both samples the

Calzetti curve has been used to derive A1600.
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Appendix E

The evolution of LAE fraction

The redshift evolution of LAE fraction among galaxies, X(LAE), has been used to probe

the evolution of the HI gas fraction of the IGM at the end of reionization. X(LAE) has

been found to increase from z = 3 to 6, and to decrease at z > 6 (e.g., Stark et al.,

2010, 2011; Pentericci et al., 2011; Tilvi et al., 2014; Schenker et al., 2014; Arrabal Haro

et al., 2018). However, uncertainties in the measurement and interpretation of X(LAE)

are still matters of debate (e.g., Stark et al., 2011; Garel et al., 2015; Caruana et al., 2018;

De Barros et al., 2017, see also Jung et al. 2018). In this appendix, we show X(LAE)

using optical IFU spectroscopic data of VLT/MUSE in the HUDF survey (Bacon et al.,

2017). The broad wavelength coverage and the wide FoV IFU of MUSE as well as the

unprecedented depth of MUSE-HUDF data allow us to obtain the most homogeneous and

complete sample of LAEs at z = 2.9–6.6 compared with any other earlier studies (∼ 700

LAEs, Inami et al., 2017), which reaches as faint as UV magnitude, M1500, of −17.75

mag. We construct a UV-selected galaxy sample from a HST catalog (Rafelski et al.,

2015), and evaluate the redshift evolution of X(LAE) as a function of M1500. In section

9.1, we compare the LAE fraction at z ∼ 2 derived from our NB-selected LAEs with those

at z ∼ 3–6 derived from MUSE-selected LAEs.

E.1 Data and sample construction

We use a continuum-selected catalog in Rafelski et al. (2015) for constructing parent

sample with photometric redshift, zp, from 2.91 to 6.12.

We show the distribution of zp and M1500 of our sample in figure E.1. Their UV

magnitude is derived from two or three HST bands in Rafelski et al. (2015). We fit a

power law spectrum with UV continuum slope β and flux density at λ = 1500Å, fν,λ=1500,

fν = fν,λ=1500

(
λ

1500

)β+2

, (E.1)

where fν is flux density and then convert fν to M1500 (mag) as follows:

M1500 = −2.5 log (fν,λ=1500)− 48.6− 5 log (dL/10pc) + 2.5 log (1 + zp), (E.2)

where dL and zp are luminosity distance and photometric redshift, respectively. We chose

passbands following in Hashimoto et al. (2017b) so that Lyα emission and IGM absorption
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Figure E.1 M1500 of our sample and the limiting magnitude of M1500 as a function of zp.

Grey circles indicate the sample at zp = 2.91–6.12 in Rafelski et al. (2015). A black solid

line, red dashed line, and magenta thick dashed line represent M1500 limit cut, M1500

range for investigating the evolution of X(LAE), M1500 range for comparing our X(LAE)

with those in previous studies, corresponding to “faint sample” in Stark et al. (2011).

are not included in the photometry: HST/F775W, F850LP, and F105W are used for

objects at 2.91 ≤ z ≤ 4.44; F105W, F125W, and F140W are used for objects at 4.44 <

z ≤ 5.58; F125W, F140W, and F160W are used for objects at 5.58 < z ≤ 6.12.

We adopt M1500 limit cut to our HST sample so that objects are detected at least two

HST bands among the rest-frame UV HST bands with S/N > 2. The sample is divided

into subsample in accordance with M1500 and z with criteria shown in table E.1. We de-

rive the number of galaxies N1500(zp, M1500) based on photometric redshift. Each derived

subsample is contaminated by sources whose photometric redshifts are misunderstood to

be in a given range of z and does not include sources in the redshift range that have wrong

photometric redshifts. We include such uncertainties of N1500(zp, M1500) into uncertain-

ties of X(Lyα) later. In figure E.2, we show the histogram of UV magnitude distribution,

and find that our sample is more complete compared with that of previous work in Stark

et al. (2011) and roughly comparable with that estimated from UV luminosity functions

(Bouwens et al., 2015).

We detect Lyα emission line from 1D spectra, which are convolved with HST segmenta-

tion map and MUSE PSF following Inami et al. (2017) using a software, updated version

of MARZ (Hinton et al., 2016). We cut out a small datacube for each object from a pre-

liminary version of MUSE datacube DR2 instead of public released DR1, and then create

a 1D spectrum as an input file. It is notable that we do not include Lyα halo in this

procedure because of the HST segmentation map. Then we use automatic spectral fitting

of MARZ with LAE templates (optical SED templates with Lyα emission) as a detector.

It gives us redshift, MARZ’s quality flag (QOP) and type of objects (TYPE). We only

include objects with QOP more than 1 (i.e., more than 95% confidence) and TYPE of
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Table E.1 Subsample criteria.

z range mean z M1500 range sample size

2.91 < z ≤ 3.68 3.30 −21.75 < M1500 ≤ −17.75 247

3.68 < z ≤ 4.44 4.06 −21.75 < M1500 ≤ −17.75 131

4.44 < z ≤ 5.01 4.73 −21.75 < M1500 ≤ −17.75 105

5.01 < z ≤ 5.58 5.30 −21.75 < M1500 ≤ −17.75 53

5.58 < z ≤ 6.12 5.85 −21.75 < M1500 ≤ −17.75 37

2.91 < z ≤ 4.44 3.30 −20.25 < M1500 ≤ −18.75 143

4.44 < z ≤ 5.58 5.01 −20.25 < M1500 ≤ −18.75 58

5.58 < z ≤ 6.12 5.85 −20.25 < M1500 ≤ −18.75 13

Note. — Subsample criteria of redshift and M1500 for parent sample. The mean redshift and sample

size are also shown.
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Figure E.2 Histograms of M1500 for our subsamples at z ∼ 3.7 (2.91–4.44), 5.0 (4.44–

5.58), and 5.9 (5.58–6.12). Thick black and cyan solid lines represent the number of our

parent UV sample and our LAEs with EW(Lyα)> 25 Å respectively. Thin gray solid

and magenta dotted lines show the number of the sample in Stark et al. (2011) and the

number of the sample expected from UV luminosity function in Bouwens et al. (2015) for

our UV parent sample.
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6 (LAEs) as LAE candidates. We than remove contaminants using visual inspection of

spectrum, UV color (dropout), photometric redshift, and images to construct LAE sample

among photo-z parent sample. We then measure Lyα flux of each LAE using PLATEFIT

(multiple Gaussian fitting code) in Inami et al. (2017). Rest-frame EW of Lyα emission

is derived from Lyα flux and M1500.

E.2 Calculation of X(LAE)

Lyα emitter fraction is defined as:

X(LAE) =
N corr

LAE(zs = z, M1500, EW )

N1500(zp = z, M1500)
, (E.3)

where N1500(zp = z, M1500) and N corr
LAE(zs = z, M1500, EW ) are the number of galaxies

with a given range of M1500 and z, and the number of LAEs among them with a given

range of EW, respectively. To derive X(LAE) accurately, we correct completeness of

spectroscopic observation of Lyα emission as described below.

We add fake Lyα emission to 1D spectrum which does not have clear spectroscopic

features in the procedure above and extract the fake emission using MARZ in the same

manner as that for true sources. We generate 40 fake Lyα profile per each wavelength

pixel with three parameters, flux of Lyα emission, total FWHM, and FWHM ratio of red

wing to blue wing of spectra. The later two are drawn randomly from measured profiles

of Lyα emission in Bacon et al. (2015) and Hashimoto et al. (2017b). Completeness in

each of the two fields (udf-10 and the other part of mosaic) for a given Lyα flux (f) and

redshift, Cz(f), is calculated as:

Cz(f) =
Ndet, fake Lyα, f, zs=z

Nfake Lyα, f, zs=z
, (E.4)

where Ndet, fake Lyα, f, zs=z and Nfake Lyα, f, zs=z are the number of detected fake Lyα emis-

sion and the number of fake Lyα emission, respectively. We fit an S/N normalized Cz(f)

with an error function (e.g., Rykoff et al., 2015) and compute the redshift-bin-averaged

completeness, Cbf,av
z (S/N). We convert Cbf,av

z (S/N) to completeness as a function of flux

Cbf,av
z (f) for each flux. We correct the number of LAEs using Cbf,av

z (f).

The uncertainties of X(LAE) arise from three component: uncertainty due to con-

taminants and missed objects in N1500(zp = z, M1500), the Poisson error for N1500(zp =

z, M1500), uncertainty due to completeness correction of N corr
LAE(zs = z, M1500, EW ), and

the Poisson error of N corr
LAE(zs = z, M1500, EW ). We estimate the relative uncertainty of

X(LAE) from error propagation.

The fraction of objects whose zp is different from the true redshift more than 15 %

is estimated to be ∼ 10% in Brinchmann et al. (2017). We assume that both of the

ratio of contaminants and missed objects among the UV sample is 10% and the relative

uncertainty of the two error is
√
2× 0.12. The Poisson error of N1500(zp = z, M1500) and

N corr
LAE(zs = z, M1500, EW ) are basically derived from the square root of the number of

objects. In the case of the number of objects is less than 10, we use the values in columns
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Figure E.3 X(LAE) vs. z with bright M1500 (= −20.25– −18.75 mag) and EW > 25Å

compared with previous results. Our X(LAE) is indicated by a magenta star, while those

in Pentericci et al. (2011), Stark et al. (2011), Schenker et al. (2014), Tilvi et al. (2014),

De Barros et al. (2017), and Arrabal Haro et al. (2018) are shown by a gray triangle (left),

square, diamond, triangle (right), circle, and cross.

in tables 1 and 2 in Gehrels (1986) for the upper and lower limits of the Poisson errors,

respectively. The uncertainties of the completeness estimation is ∼ 20% in average. The

relative uncertainties of X(LAE), ∆X(LAE)
X(LAE) , is given by the square root of the summed

square of the four relative uncertainties.

E.3 Result

E.3.1 Comparison with previous studies

We compare our X(LAE) for M1500 = −20.25–−18.75 mag at z = 2.9–6.1 with those in

previous studies (corresponding to the faint sample in Stark et al. (2011) in figure E.3).

We confirm the low values from Arrabal Haro et al. (2018) at z ∼ 4–5 as well as from De

Barros et al. (2017) at z ∼ 6, though the error bars of our sample at z ∼ 6 is large. Our

X(LAE) is lower than those in Stark et al. (2011) at z ∼ 4 and ∼ 5. It is also found that

the slope of X(LAE) is positive to redshift, which is consistent with that in Stark et al.

(2011) and Arrabal Haro et al. (2018), not with a plateau slope in Caruana et al. (2018).

The difference in X(LAE) between ours and previous studies possibly arise from (1) dif-

ferent distribution of UV magnitude, (2) different selection bias, and (3) different method
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Figure E.4 X(LAE) vs. M1500. Our X(LAE) with EW > 25Å at z ∼ 2.9–3.7 and

z ∼ 3.7–4.4 are indicated by red stars and magenta stars, respectively. The X(LAE) with

EW > 50Å at z ∼ 3.75 in Stark et al. (2011) is shown by gray squares.

(including slit loss, aperture correction, and completeness correction). It is generally ex-

pected that X(LAE) is higher for UV faint galaxies than that for UV bright galaxies (e.g.,

Stark et al., 2010). As shown in figure E.4, our X(LAE) for EW > 25Å is still lower or

similar to those for EW > 50Å even at the same UV magnitude. We can exclude the

scenario (1) different distribution of UV magnitude. As shown in figure E.2, our photo-z

parent sample is suggested to be more complete than that in Stark et al. (2011). The

selection bias of Lyman break galaxies is discussed in previous studies (e.g., Inami et al.,

2017; De Barros et al., 2017). Existence of strong Lyα emission in a UV spectrum can

avoid to be selected by dropout method, when Lyα emission is within a redder band. On

the other hand, strong Lyα emission can causes Lyman break less significant, when it is

within a bluer band. In addition, the IGM transmission also affect on dropout method

(Brinchmann et al., 2017; Inami et al., 2017). Their effect is unclear, and we can not

exclude the scenario (2) selection bias. With regard to (3), Lyα emission of our sample

is measured by IFU (without including Lyα halo) and less affected by uncertainties due

to slit loss, slit-loss correction, and aperture correction. Completeness correction for our

sample is expected to be measured more accurately, since our photo-z sample is less af-

fected by the selection bias of dropout method as described above. Consequently, the

cause of the difference in X(LAE) is suggested to be (2) different selection bias, and (3)

different method. Thanks to the MUSE observations and the HST photo-z sample, our

X(LAE) is probably derived from the most homogeneous and complete sample.
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Figure E.5 X(LAE) vs. z with M1500 = −21.75– −17.75 mag. The X(LAE) derived

from MUSE data at z ∼ 3–6 and that derived from NB387-selected LAEs at z ∼ 2 are

indicated by magenta stars and a red star, respectively. The best fit relation of X(LAE)

is shown by a black dashed line: X(LAE) = 0.11z− 0.15 (at z ∼ 3–6).

E.3.2 The evolution of X(LAE)

We derive the redshift evolution of X(LAE) with EW > 25Å from M1500 = −21.75 mag

to a faint UV magnitude, −17.75 mag, which is similar to our LAE sample and has never

been reached by previous work. We find a gentle rise ofX(LAE) from z ∼ 3 to 6 as

well as those with M1500 = −20.25– −18.75 mag as shown in figure E.5. The X(LAE)

for M1500 = −21.75– −17.75 mag can be fitted well by a linear relation: X(LAE) =

0.11z − 0.15 at z ∼ 3–6. We also find that our X(LAE) at z ∼ 2 derived from NB387

follows the evolution of X(LAE) (as described in section 9.1). The result suggests that

only ∼ 10 % of galaxies within these luminosity (mass) ranges can evolve into LAEs

and/or that galaxies within these luminosity (or mass) ranges can experience the LAE

phase only for a very short time at z ∼ 2. The origins of well-known increasing trend

of X(LAE) against z (z < 6) is still an open question. Accurate measurements of SFR,

M⋆, Mh, IRX, ξ and Lyα halo of LAEs at a wide range of redshift would give us deeper

insights into their origin and their evolution.
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Norberg, P., Baugh, C. M., Gaztañaga, E., & Croton, D. J. 2009, Monthly Notices of the

Royal Astronomical Society, 396, 19

Nordon, R., Lutz, D., Saintonge, a., et al. 2013, The Astrophysical Journal, 762, 125

Nozawa, T., Kozasa, T., Habe, A., et al. 2007, ApJ, 666, 955

Oesch, P. A., Bouwens, R. J., Illingworth, G. D., et al. 2015, Astrophysical Journal, 808,

104

Okamoto, T., Frenk, C. S., Jenkins, A., & Theuns, T. 2010, Monthly Notices of the Royal

Astronomical Society, 406, 208

Oke, J. B., & Gunn, J. E. 1983, The Astrophysical Journal, 266, 713

Ono, Y., Shimasaku, K., Dunlop, J., et al. 2010a, The Astrophysical Journal, 724, 1524

Ono, Y., Ouchi, M., Shimasaku, K., et al. 2010b, Monthly Notices of the Royal Astro-

nomical Society, 402, 1580

Osterbrock, D. E., & Ferland, G. J. 2006, Astrophysics of gaseous nebulae and active

galactic nuclei
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