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Abstract 

 

Transcription is a fundamental process in cellular organisms which transmits genetic 

information from the genome to actual cellular functions. Recent advancement in sequencing 

technology enabled researchers to investigate whole genome-wide level transcripts by RNA-seq 

and microarray hybridization techniques. These techniques provide us rich information about 

the global landscape of transcription architecture. However, interpretation of the result to 

understand what contributes to the regulation of transcript is limited. One of the issues is that 

although RNA-seq technology provides information about transcript abundance, it cannot 

explain a causative relationship why the expression increased or decreased.  

Comparison of results under biologically different condition using a perturbation system is one 

of the strategies to solve this problem. However, conventional perturbation techniques lack 

either stimulation of the biological system with precise timings or specificity to a target 

molecule of interest. Here, I utilized optical perturbation system to overcome these issues and 

aimed to demonstrate optical perturbation system can be utilized to clarify the causative 

relationships for transcriptional regulation.  

  In Chapter 2, as to show the concept of adopting optical perturbation system to understand 

transcriptional regulation which temporal aspect is important for the system, I targeted 

physiological timing system, the circadian clock. Using UV irradiation as an optical 

perturbation system, I analyzed causative relationships on circadian time-dependent regulation 

of a clock gene, Per2. In this study, I used reporter assay to precisely quantify transcript 

abundance in real-time. By the combination of optical perturbation and temporal transcript 

profiling by the reporter assay, circadian time-dependent transcriptional regulation on Per2 was 

identified.  

  In Chapter 3, the global assessment of molecules by the omics analysis was used to identify 

the causative relationships of the transcriptional regulation. Insulin, a hormone that regulates 

glucose metabolism in the cell is one of the examples of a signaling pathway regulating 

complex signaling output. Akt is a kinase that is reported to play a central role in the insulin 

signaling. To dissect the role of Akt in the insulin signaling pathway, I employed optical 

perturbation system using the optogenetic tool, which enables Akt specific activation upon light 

illumination. To fully characterize the action of Akt, I compared the effect of Akt specific 

activation and insulin stimulation. By integrating multi omics information from metabolome to 

transcriptome, the molecular mechanism of the Akt-dependent signaling was identified. 

  In this dissertation, I will describe that optical perturbation system can be used to identify the 

transcriptional regulation mechanism by demonstrating these two studies.  
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Chapter 1 

 

General Introduction 
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1-1. Transcriptional regulation in cellular systems 

 

 

Genetic information that each cell poses is expressed as a cellular function by transcription of the 

genome to RNA.1,2 Regulation of gene expression is tightly determined in cell type-specific and/or 

environmental context manner, making transcription as an important feature in the understanding 

of determination of a cell state.3 Recent studies show the diverse mechanism of controlling the 

abundance of transcripts, including activation of transcription factors to enhance gene expression, 

miRNA or RNA binding protein-induced regulation of transcripts lifetime.4–6 Because these 

mechanisms often function in a cooperative manner, identification of causative relationships 

toward regulation of transcription is difficult (Figure 1-1).7,8  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Since transcripts account for regulation of translated protein abundance, and single transcript 

can be used as a template for translation for multiple times, transcriptional regulation is especially 

influential to a cellular system with a long-time scale (i.e. hours, days). Examples include cellular 

differentiation, a phenomenon that transforms cellular character during development. For instance, 

in cellular reprogramming to induced pluripotent stem cell (iPS cell), four transcription factors 

are introduced to cells to induce the phenomenon.9 Also, cellular differentiation is associated with 

induced expression of specific transcription factors; muscle differentiation for MyoD,10 adipocyte 

differentiation for Peroxisome proliferator-activated receptor gamma (PPARγ) and CCAAT-

enhancer-binding protein alpha (C/EBPα).11 Additionally, a timing system of living organisms, 

Figure 1-1. Transcriptional regulation in mammalian cell.  
Transcriptional regulation is controlled with multiple modes. The abundance of the 
transcript is determined by transcription from the genome and degradation of the 
transcript. Transcription factors enhance transcription to increase transcript abundance. 
RNA binding proteins and miRNA binds to a transcript and modulates its lifetime. 
Combination of these regulation modes occurs for each transcript. 
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the circadian clock is regulated by transcription of clock genes, which is tightly regulated by 

transcription and post-transcriptional regulation mechanisms.12 Thus, transcriptional is closely 

associated with the fundamental process of cellular organisms, and its regulation is tightly 

regulated for the specific biological phenomenon. 

In order to understand causative relationships of transcript regulation, both a quantification 

method of the transcript and an experimental framework for identification of the causative 

regulation are necessary.  

 

1-2. Conventional methods to analyze the quantity of a transcript  

 

Because of the fundamental importance of transcriptional regulation to cellular systems, 

biological techniques to analyze the quantity of transcripts in a cell are intensively developed. 

These methods are classified into two, the one which focuses on the specific transcript and the 

other which globally analyze transcripts in an unbiased manner (Figure 1-2). The targeted 

approach has the advantage of high sensitivity to the target, making it an ideal tool to analyze the 

abundance if the target is selected. The unbiased approach has the advantage of objectiveness, 

which has the potential to detect conventionally unknown targets. However, unbiased approach 

is weak in sensitivity. Because these methods are complementary to each other, a combination of 

these two approaches is able to cover the weakness of each approach.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Figure 1-2. Two approaches for the analysis of transcriptional regulation. 
Cells comprise numerous number and types of transcripts. The targeted approach 
focuses on the specific transcript and extracts information about the target transcript. The 
unbiased approach aims to measure all transcripts that exist in the sample.  
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The targeted method includes both biochemical and genetic techniques. Most commonly used 

biochemical methods are northern blotting13 and quantitative polymerase chain reaction (qPCR). 

More recently, digital PCR method is developed for precise quantification of the transcript based 

on separation of PCR reaction mixture by microfluidics to accurately measure the result of PCR 

reaction.14 Basic strategy that biochemical methods have in common is the use of complementary 

DNA (cDNA) for the detection of the target transcript. Northern blot hybridizes detectable cDNA 

to reverse transcribed RNA after electrophoresis separation for the detection. Quantitative PCR 

and digital PCR methods amplify target transcript by PCR reaction using complementary 

sequence against the target gene.15 Because these methods use cDNA that has high selectivity to 

the target transcript, highly selective detection of the transcript is accomplished. In addition, 

owing to the amplification character of the PCR protocol, a highly sensitive detection is achieved 

for methods with the PCR process.   

A representative genetic method is reporter assay (Figure 1-3A). A reporter assay is one of the 

powerful techniques to enable an optical visualization of gene expression or a protein 

localization.16 In reporter gene assay, promoter of the gene of interest is fused to a gene of the 

optically visible probe (i.e. a bioluminescent protein, a fluorescent protein). By doing so, optically 

visible probes are expressed as in the same manner as transcriptional regulation of a gene of 

interest. Because probe’s signal can be optically detected, regulation on a gene of interest can be 

visualized by the signal from the probe. Among reporter genes, bioluminescence emitting enzyme, 

a luciferase, is especially a powerful tool in observation of gene expression by its character of 

emitting luminescence without an external light source (Figure 1-3B).17 The absence of an 

external light source for the observation enables detection of gene expression without perturbation 

of the cellular system during the assay. Furthermore, because it only requires a photon detector 

for the detection of the bioluminescent signal, a bioluminescence assay could be operated in a 

high throughput manner. Up to date, several types of luciferase is used in a reporter assay, 

including luciferase from firefly (Photinus pyralis),18 railroad worm (Phrixothrix hirtus), sea 

pansy (Renilla reniformis)19 and deep-sea shrimp (Oplophorus gracilirostris).20 A beetle 

luciferase, firefly luciferase, and railroad worm luciferase emits green to red color in the spectrum 

and uses the same type of substrate, D-luciferin. On the other hand, marine luciferase, Renilla 

luciferase, and deep-sea shrimp luciferase emits bioluminescence at the blue-green color on the 

spectrum and uses derivatives of coelenterazine as a substrate. Although luciferases from a marine 

organism have a tendency to emit brighter luminescence than the beetle luciferases, they lack the 

ability for long-term observation due to the rapid decay of the signal caused by instability of its 

substrate. Because observation of transcript expression profile requires temporally stable 

expression, characteristics of beetle luciferases that utilize more stable D-luciferin as a substrate 

is most suited for analysis of transcription architecture.  
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In contrast to targeted methods, unbiased methods enable a global analysis of gene expression, 

leading to quantification of the expression of the gene of interest.21 The unbiased method includes 

microarray hybridization and RNA sequencing (RNA-seq). In microarray analysis, an array of 

synthetic DNA in microwell plate allows detection of a set of the transcript at once.22 In a 

microarray experiment, fluorescently labeled sample DNA which is reverse transcribed from 

transcripts are hybridized to the fixed cDNA probes in a well plate format. By measuring the 

fluorescent intensity in each well, amount of transcript that exists in the sample can be quantified 

(Figure 1-4). Although microarray experiment provides the global expression profile of the 

transcript, coverage of transcript is limited to the selection of a cDNA probe set. This can be both 

pros and cons since the limitation of fixed cDNA probe sets enables highly sensitive detection of 

a probe set of interest (i.e. kinases only). However, if one wishes to perform genome-wide 

unbiased expression profiling, many cDNA probe sets are to be used, which makes the 

experimental design complex.  

  

Figure 1-3. Reporter gene assay by bioluminescent protein, luciferase.  
(A) Schematics of the reporter gene assay. When reporter gene is fused to a regulatory 
sequence or promoter of a gene of interest, the reporter gene is expressed in the same 
manner as transcriptional regulation on that sequence. (B) Enzymatic reaction of a 
luciferase. Luciferase catalyzes a reaction that converts luciferin to oxy-luciferin. During 
the process, light is generated. By detecting this signal, the amount of luciferase can be 
quantified.  
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More recently, the RNA-seq method that quantifies transcripts at a whole genome-wide level 

has drawn much attention owing to unbiased and rich information about transcripts it provides 

(Figure 1-5).23 In contrast to microarrays, RNA-seq literally reads sequences of transcripts from 

the sample. Because of this character, RNA-seq has the potential to detect isoform specificity, 

splicing junctions and also an ability to identify novel transcripts.24,25 Because RNA-seq analysis 

maps read sequences to the genomic sequence, transcripts with longer length has a tendency to 

get the large number for the quantity. In order to normalize transcript abundance according to the 

transcript length, a value such as fragments per kilobase million (FPKM) is used. FPKM value 

corresponds to the number of reading sequence mapped to the transcript, normalized to the 

transcript length by a kilobase, and further normalized to a fraction in million reads for further 

comparison between data. Although several normalization protocols exist, abundance detected by 

RNA-seq is comparable between analyzed transcripts. Thus, RNA-seq has the potential for 

relative quantification of all transcripts exists in the sample. For the sensitivity of the method, the 

number of sequencing reads determine the detection limit of low abundant transcripts. 

Accordingly, setting the optimal RNA-seq protocol is a key issue in the coverage of the transcript 

to be analyzed.   

Figure 1-4. Schematics of microarray hybridization.  
cDNA probe sets are arrayed to a welled-plate. Transcripts contained in the sample are 
reverse transcribed and labeled with fluorescent dye. Labeled samples are applied to 
each well, and if the sample contains transcripts with a complementary sequence to the 
fixed DNA probe, then hybridization occurs. By measuring the intensity of the labeled 
fluorescent dye of a sample, the amount of transcript can be estimated.  
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1-3. Conventional perturbation methods for transcriptional regulation 

analysis 

 

Above mentioned methods allow researchers to analyze transcripts quantity in a cellular system 

either globally or locally. However, a discovery of cellular transcriptional regulation requires 

identification of its causative relationships. In order to reveal the causative regulation of a 

transcript, estimation of molecules that are responsible for the regulation is necessary. For this 

aim, a change in transcript abundance after perturbation of the biological system provides the key 

for identifying the essential component of the regulatory machinery. Because transcriptional 

regulation is associated with the transcription and a transcript lifetime, analysis of transcript 

abundance, in turn, provides an insight into the regulation mode. For instance, if the transcript 

abundance increased, transcriptional activation or a prolonged lifetime of the transcript is inferred. 

By linking the biological event that the perturbation induces with the inferred transcriptional 

regulation modes, molecules that are responsible for the regulation can be estimated. Thus, 

selection of the perturbation system is important for revealing the transcriptional regulation.  

Conventionally, genetic or chemical perturbation are widely used. Genetic perturbation, for 

instance, nucleotide variants in the genomic DNA, perturbs cellular system persistently. The 

advantage of the genetic perturbation is that the cause of transcriptional regulation difference can 

easily be associated with the genetic variant. However, analysis by genetic perturbation has the 

Figure 1-5. Schematics of RNA-seq experiment.  
RNA extracted from the sample are reverse transcribed to cDNA. Massively parallel 
sequencing of transcribed cDNA (million to billion) are performed. Read sequences are 
aligned to the genomic sequence originated from the sample. By quantifying the number 
of mapped sequences on the transcript, an abundance of the transcript is analyzed.  
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following disadvantages. One is that it is difficult to introduce a genetic variant to the cellular 

genome. Typically, introducing a genetic variant takes about a month, and during the process, 

cellular adaptation might occur to compensate the perturbation. The other disadvantage is that a 

genetic perturbation is typically a binary perturbation, that is whether the system is perturbed or 

not, which will hamper analysis of intermediate events. In contrast, chemical perturbation systems 

apply activator or a repressor of a signaling molecule to investigate the role of the target molecule. 

Because chemicals can be delivered in a high temporal resolution manner, undesired signaling 

adaptation can be avoided. Also, since chemicals can be administrated in a dose-dependent 

manner, the detailed perturbation can be achieved. However, target molecule limitation exists for 

a chemical perturbation, because activators or inhibitors for not all the molecules are developed. 

Also, specificity of the chemical for the target molecule is another concern when using chemical 

perturbation. As an example, the phosphoinositide 3-kinase (PI3K) inhibitor wortmannin also 

blocks mammalian target of rapamycin (mTOR) and other kinases as well, since catalytic domains 

of these proteins are similar. Thus, perturbation system that can precisely activate or inhibit the 

target molecule in both high temporal and dose-dependent manner is required for the 

transcriptional regulation research.  

Recently, light-dependent actuators from optogenetic technique were developed as a 

perturbation system of the cellular signaling pathway. An advantage of optical perturbation 

system lies in its precise tuning of perturbation stimulation in both space and time with dose 

dependency. Additionally, when an optogenetic probe is used, an optical perturbation system also 

allows selective activation of the target molecule. These characters of optical perturbation system 

provide an additional option for the selection of the perturbation system for investigating the 

causative relationships of transcriptional regulation.  

 

1-4. Comparison of the time resolution of perturbation methods 

 

For the analysis of transcriptional regulation, time-resolution of the perturbation is especially 

important, because transcriptional regulation upon stimulation is usually a transient phenomenon. For 

instance, the transcriptional regulation is associated with cellular adaptation, a system to adjust cellular 

environment to the perturbed state. Thus, in this section, I will compare the time resolution of each 

perturbation system. Especially, the on-time and the off-time time resolution of the perturbation system 

is considered, because the on-time and the off-time time resolution differs greatly among systems.  

The time resolution of the perturbation system differs by the type of stimulation (Table 1-1). For 

example, because genetic perturbation like gene knock-out or gene knock-in methods modifies 

genome for the perturbation, on time of the perturbation depends on the time when cells after genetic 

modifications were established. However, the off time is practically infinite since genomic 
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modifications are persistent for the cell. RNA interference and overexpression of the target gene are 

methods that transiently decrease or increase transcripts abundance without modification of the 

genome.26,27 The on-time and the off-time time resolution for these methods depends on the 

transduction of the probe nucleotides to the cell. Expression of the probe takes hours to days, 

depending on the cellular condition. Thus, although genetic perturbation methods have high specificity 

for the target, the time resolution for the genetic perturbation methods is low.  

For chemical stimulation, the action of chemicals is fast, enabling rapid perturbation of the system. 

On the other hand, the off time of the stimulation cannot be controlled, since administrated chemicals 

cannot be removed unless the chemicals are washed out. Recently, microfluidics techniques that enable 

flow type stimulation were developed which enables temporal control of administration pattern of the 

perturbation.28 Methods that combine microfluidics have high time resolution for both the on time and 

the off time of the stimulation. However, at present, microfluidics device is difficult to be integrated 

for the detection systems, limiting its applications for the analysis of the cellular phenomenon. Taken 

together, chemicals have a high temporal resolution for the on time of the perturbation, but it requires 

additional devices for shortening the off-time time resolution.  

Light stimulation has a great advantage over these techniques for the off-time time resolution of the 

perturbation. Because in optical perturbation systems, the on time and the off time of the perturbation 

corresponds to the time illuminated, no other process is necessary to terminate the perturbation. Owing 

to high temporal resolution for the switching of the perturbation, temporally precise stimulation is 

enabled by the optical perturbation system. However, conventional light stimulation such as UV 

irradiation or -ray irradiation has low specificity for perturbing the target molecule. To overcome this 

issue, optogenetic techniques that allow target-specific control by light illumination are developed.29,30 

Optogenetics utilize fusion protein of photoreceptors and target proteins or domains. Optogenetics has 

high temporal control owing to the property of light for the activation of the system and an ability to 

activate a specific target. These advantages make optogenetic techniques an ideal tool for analyzing 

the effect of the target molecule with perturbation at a desired timing.   

Another type of perturbation is achieved by using either a chemogenetics tools31,32 or a 

thermogenetics tools.33,34 Similar to optogenetics tool, these “-genetics” tools utilize chemical- or heat- 

sensing protein or domains to control the function of specific molecules by administration of a 

chemical or applying heat. Since chemogenetics utilize a chemical for the perturbation, chemogenetics 

still has a disadvantage in the off-time time resolution for the stimulation. Recently developed 

thermogenetics tool utilize an infrared laser for the heating predefined region of interest for the 

perturbation. Because thermogenetics also use light for the stimulation, thermogenetics also has an 

advantage of optical perturbation in principle.33 However, because the off time of the perturbation 

depends on the cooling time of the heated system, the off-time time resolution of the thermogenetics 

is considered to be low comparing to optical perturbation systems. Although improvements of these 
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techniques may overcome these limitations, currently, optical perturbation system including 

optogenetics an optimal tool for perturbing the biological system with a high temporal resolution. 

 

 

Table 1-1. Comparison of perturbation methods 

 

*1: Turned OFF when the expression of a perturbation probe is lost (h - day). 

*2: Could be turned OFF if administrated chemicals were washed out. 

*3: OFF time depends on the cooling time of the perturbed system. 

*4: Spatial resolution depends on the wavelength and equipment for the exposure.  

*5: Specificity depends on the type of chemical. 

 

1-5. Purpose of the present dissertation 

 

In this thesis, I aimed to prove the concept of combining the optical perturbation system and 

analysis of transcripts abundance for revealing the causative relationships in biological events. 

Analysis of cellular transcriptional regulation includes at least two steps. The first step is the 

identification of candidate signaling molecules that are responsible for the regulation mechanism. 

The second step is the verification and characterization of the identified mechanism to examine 

whether the identified molecule is truly responsible for the regulation. In this thesis, I designed 

an experimental framework that utilizes optical perturbation system for identification of the 

causative regulation of the transcript involved in the biological events. Among advantages of 

optical perturbation system, I focused on high temporal resolution of the optical stimulation 

delivery and selective activation of the target molecule. For the quantification of transcript 

abundance, I utilized both targeted analysis and unbiased global transcriptome analysis. Because 

the targeted approach is suited for precise analysis of transcript abundance, a combination of a 

targeted approach and temporally precise perturbation was applied for the research described in 

Chapter 2. Additionally, a combination of an unbiased approach and selective activation by 

Type of perturbation 
Time resolution  

(ON) 

Time resolution  

(OFF)  

Spatial 

resolution 
Specificity 

Genetic Knock-out, Knock-in - - - Target specific 

  RNAi, Over expression h-day -*1 - Target specific 

Chemical Activators, inhibitors ms – min -*2 - Relatively high *5 

  Combined with microfluidics ms – min sec - min - Relatively high *5 

  Chemogenetics ms – min -*2 - Target specific 

Light UV, gamma-ray ms – min sec - min m- *4 Low 

  Optogenetics ms – min sec - min m Target specific 

Heat Thermogenetics sec – min min - h*3 m  Target specific 
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optical perturbation is described in Chapter 3. 

In Chapter 2, I selected circadian clock synchronization as a target of the analysis. It is known 

that the circadian system comprises a transcription-translation feedback loop to maintain its daily 

oscillation.35 In this case, the target biological system (the circadian clock) and its component 

(clock genes) are already identified. Thus, I utilized a targeted approach, a bioluminescent reporter 

assay, to reveal the molecular mechanism involved in the synchronization of the circadian clock. 

One of the remaining mysteries in circadian clock synchronization is a circadian time-dependent 

process involved in the synchronization. Analysis of the molecular mechanism of the circadian 

time-dependency was conventionally conducted with chemical stimulation using cultured cells 

because synchronization of the clock rhythms can easily be controlled. Accordingly, I analyzed 

circadian gene expression in cultured cells using a reporter of the clock gene promoter. Time-

resolution for the analysis of time-dependency is limited by activity duration of synchronizing 

stimulation in the cell, and also by the off-time time resolution of the perturbation. To improve 

the off-time time resolution of the perturbation, I utilized optical perturbation system using ultra-

violet (UV) irradiation. By measuring the transcriptional regulation of the clock gene upon UV 

irradiation, time-dependent property of the clock system would be identified.  

In addition, a system to monitor the activity of the candidate modulator is necessary for 

deciphering the molecular mechanism of time-dependent regulation on the clock genes. In this 

chapter, I focused on transcription factors which are known to be activated by the UV stimulation. 

Hence, I generated reporter assay system for real-time monitoring of the activity of transcription 

factors activated by UV irradiation. By integrating the optical perturbation system by UV 

irradiation and analytical system by reporter gene assays, time-specific stimulation and real-time 

monitoring of the effect of perturbation would be achieved. This integrated system leads to time-

dependent activity monitoring of the factors influencing the circadian clock synchronization. 

Comparison of time-dependent transcriptional regulation of clock gene and the activity of the 

transcription factors would pave the way for clarification of the molecular mechanism of circadian 

time-dependent processes. 

In Chapter 3, I selected the insulin signaling pathway as a target of the analysis. It is known 

that insulin triggers multiple cellular signaling pathways including metabolism and transcriptional 

regulation upon secretion. In the insulin signaling pathway, a kinase Akt plays a crucial role in 

transmitting signaling information from the insulin.36 However, because insulin triggers pathways 

other than Akt, the extent which Akt is sufficient to regulate the insulin signaling pathway is 

currently unknown. Optical stimulation using optogenetic Akt actuator, photoactivatable Akt (PA-

Akt) system allows specific Akt activation upon light irradiation.37 Perturbation with the PA-Akt 

system specifically activates Akt responsible signaling pathway. By globally quantifying 

transcripts by RNA-seq upon Akt selective activation, transcripts that are specifically regulated 
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by Akt is identified. Moreover, by integrating information from other types of molecular species 

(i.e. metabolites, proteins), a network of Akt dependent signaling pathway can be extracted. From 

this network, candidates of Akt regulated causative relationships would be identified. Thus, a 

combination of the molecule specific optical perturbation system (the PA-Akt system) and the 

global assessment of signaling molecules would enable the discovery of an unidentified regulation 

mechanism that Akt selectively activates. 

Taken together, I aimed to demonstrate that optical perturbation system can serve as a platform 

for the transcriptional regulation analysis by performing these studies for both identifications of 

the candidate molecule and verification of the estimated regulation mechanism. 
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Chapter 2 

 

Transcriptional characteristics in circadian clock synchronization by 

ultraviolet irradiation 
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2-1. Introduction 

 

 

2-1-1. The circadian clock system 

 

The circadian clock is a cell-autonomous timing system with the oscillation of 24 hours period 

that regulates cellular global gene expression of living organisms.1 One of the characters of the 

circadian clock is that every single cell has an ability to synchronize its circadian phase in 

response to external factors including stress inducing stimulations, thereby exhibiting cellular 

homeostasis for cellular adaptation to the surrounding environment.2,3 A dysfunction of 

circadian clock leads to an arrhythmic behavior and sleeping disorders thus it is essential for 

appropriate homeostasis of a living system. According to early works on the circadian clock, the 

circadian clock is defined as an autonomous system with the following three fundamental 

properties.  

1) Oscillation of rhythm is approximately 24 h period. 

2) A period of oscillation is temperature compensated. 

3) A phase of oscillation is capable to be entrained by external stimulation. 

Among these features, entrainment (synchronization of the phase and the period of the circadian 

clock to those of external oscillation) has attracted attention because synchronization of 

circadian clock maintains appropriate daily time-keeping function. It is estimated that a property 

of circadian clock to synchronize an internal rhythm to that of environment was achieved at the 

early stage of evolution of life.4 In fact, circadian clock is widely preserved in variety of species 

including prokaryote; cyanobacteria (Synechococcus elongatus),5,6 and eukaryotes; red bread 

mold (Neurospora crassa),7 insects (Drosophila melanogaster),8 and vertebrates (Mus musculus, 

Homo sapience).9,10 Thus, synchronization to external cycle is essential for living organisms.11 

In a mammalian circadian system, almost every cell in the organism has its own circadian 

clock, although a hierarchical organization of the synchronization exists.12,13 A master clock 

exists in the suprachiasmatic nucleus (SCN), which is located at above the optical chiasm in the 

hypothalamus, regulates circadian clock in peripheral tissues and cells (named peripheral 

clocks).14 The master clock in the SCN synchronizes to the geological day-and-night cycle 

sensed by the eyes and transmits a synchronization signal to the peripheral clocks (Figure 

2-1).15,16 Despite the fact that the clock in the SCN functions as a synchronizer of peripheral 

clocks, peripheral clocks are also capable to synchronize by an external stimulation.17 

Up to date, a molecular mechanism underlying synchronization is yet to be fully elucidated. 

One of the difficulties is that circadian clock is capable to be synchronized with diversities of an 
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external cue. In addition, each stimulation resets the clock by different molecular machinery.18–20 

Hence, it is unclear whether any general principle for synchronization of circadian clock exists 

or not.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 2-1. Hierarchical organization of the circadian clock system.  
An environmental light signal is transmitted to the SCN and synchronizes a circadian 
clock of SCN. The circadian clock in the SCN then synchronizes the circadian clock in 
peripheral tissues and cells. The daily rhythmic activity in tissue is controlled by the 
peripheral clocks.  
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2-1-2. Molecular mechanism of circadian clock and stress response 

  

Molecular level understanding of the adaptation process including circadian clock 

synchronization is crucial for understanding the interplay among circadian clock components 

and stress response systems. For circadian clock system, oscillation of the clock is maintained 

by positive and negative transcriptional–translational feedback loops driven by circadian 

transcription factors, represented by BMAL1 and CLOCK. Heteroduplex of BMAL1 and 

CLOCK regulates gene expressions of negative regulating clock gene Per and Cry, which are in 

turn accumulated in the nucleus to suppress trans-activation by BMAL1/CLOCK (Figure 

2-2).21 Since clock genes Per and Cry are expressed in a circadian timing manner, gene 

expression regulation by BMAL1/CLOCK is an important feature for the synchronization 

process.22 Therefore synchronization process involves activation of transcriptional activity of 

circadian transcription factors and/or regulation of clock genes.  

So far, proteotoxic stresses such as heat shock (HS) or reactive oxygen species (ROS) is 

known to trigger a reset of circadian timing via protein-protein interactions between BMAL1 

and HSF1, a central transcription factor for the heat-shock response (HSR) pathway.23–25 Other 

reports also identified a clock-driven stress protection system, which is regulated by interplay 

between clock components and transcription factors for the stress response pathways, including 

HSF1 and anti-oncogene transcription factor, p53.26,27 For HSF1, recent work demonstrated that 

proteotoxic stress-induced activation of HSF1 was involved in a reset of circadian clock through 

a short-term elevation of Per2 mRNA expression.25 Moreover, it was suggested that the 

transcriptional activation of HSF1 corresponds with a protein-protein interaction of HSF1 with 

circadian transcriptional factor BMAL1.24 Furthermore, in p53 mediated anti-genotoxic 

response, trans-activation products of BMAL1/CLOCK, Cry1, Cry2, and Per2 have a function 

in sensitivity of p53 to stresses.28,29 Recent findings suggest that the activity of anti-genotoxic 

pathway may possibly be affected by HSF1, possessing a question that those two pathways 

cooperatively act for cellular protection.30,31  
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Figure 2-2. Generation of circadian periodic oscillation.  
(A) A transcriptional-translational feedback loop consisting of circadian transcription 
factors, BMAL1 and CLOCK, and repressors of transcriptional activity, CRY, and 
PERIOD2. Period2 mRNA is regulated by BMAL1 and CLOCK. Transcribed and 
translated PERIOD2 protein, in turn, forms a heterodimer with CRY. The heterodimer 
represses BMAL1 activity, resulting in repression of its own transcript. (B) Schematics of 
the promoter region of Period2. A binding site for transcription factors, BMAL1/CLOCK, 
HSF1 and p53 exists on the Period2 promoter. 
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2-1-3. Heat-shock response pathway 

 

Heat-shock response pathway is one of the stress-responsive machinery that regulate a 

protection system against proteotoxic stresses. The main function of the heat-shock response 

pathway is refolding of damaged proteins by protein chaperones such as heat-shock protein 40 

(Hsp40) and heat-shock protein 70 (Hsp70).32 HSF1 modulates the expression of these protein 

chaperons at a transcription level. Thus, HSF1 plays a central role in the heat-shock response 

pathway.33,34  

In a non-stressed condition, HSF1 forms a heterodimer with a protein chaperone, heat-shock 

protein 90 (Hsp90).35 Upon proteotoxic stress, Hsp90 dissociates with HSF1 to function as a 

protein chaperone to help a refolding of damaged proteins. As a consequence, HSF1 is released 

from the heterodimer complex and translocates to the nucleus to form a homotrimer that binds 

to a heat-shock element (HSE).36 An HSE sequence is located in the promoter region of 

heat-shock responsive genes, hence their transcription levels are increased upon activation of 

HSF1 (Figure 2-3).  

Recent studies in transcriptional activity of HSF1 do not focus just on the heat-shock 

response pathway but also on other signaling pathways.37 Pieces of evidence arose that HSF1 

also functions cooperatively with other stress response pathways, such as the Nrf2-Keap1 

anti-oxidant pathway,38 the NF-kappa B signaling pathway,39 and the p53 DNA damage 

response pathway.30,31,40 For the interaction with the circadian clock system, HSF1 was 

identified to function as a circadian transcription factor in the liver circadian clock.27,41 It is 

noteworthy that p53, an interactor of HSF1, was reported to act as a repressor of Per2 gene 

expression by competitive binding to its promoter, thereby modulating a circadian oscillation.42 

These findings suggest a role of the stress response pathway for the modulation of circadian 

transcriptional regulation.  

Despite the fact that HSF1 and p53 functions cooperatively to regulate a circadian 

transcription in stress responses, there is no evidence for interplay between the heat-shock 

response pathway and p53 DNA damage response to modulate the circadian system. 
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Figure 2-3. Activation of HSR after proteotoxic stress.  
Hsp90-HSF1 heterodimer senses the proteotoxic stress to initiate the activation of HSR. 
Upon stress, HSF1 is released from the complex and translocates to the nucleus to form 
a homotrimer. Homo-trimer binds to an HSE sequence and regulates the transcription of 
heat-shock responsive genes. Transcribed heat-shock responsive genes functions as a 
protein chaperone to refold a damaged protein. 
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2-1-4. Purpose of this study 

 

Adaptation to stress mediated by clock-controlled genes triggered by the circadian clock system 

is especially important for cellular protection systems since clock-controlled genes comprise 

around 40% of total mRNA, including stress responsive genes.43 Indeed, disruption of clock 

components which leads to altered expression of circadian components and circadian controlled 

genes results in proliferation disorders and tumor progression by altered sensitivity to 

proteotoxic and genotoxic stimulation.44,45  

Because the abundance of the circadian clock components or degree of interactions between 

the components possibly varies according to the circadian time, understanding of circadian 

clock-dependent stress adaptation responses requires analysis of their circadian 

time-dependency. Therefore, in this chapter, I examined the circadian time-dependent molecular 

process in response to cellular stress, especially at the early stage post genotoxic damage 

induced by ultraviolet (UV) irradiation to characterize circadian time-dependent adaptation 

towards the stress stimulation. For this purpose, I employed UV as an optical perturbation 

system to deliver stimulation in a high temporal resolution manner. By measuring 

time-dependency of the response of clock gene transcriptional regulation and activation of 

transcriptional modulators, temporal aspect of the circadian clock synchronization upon UV 

irradiation is expected to be clarified.  
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2-2. Materials and methods 

 

 

2-2-1. Plasmid construction 

 

Generation of a construct for the mouse Per2 promoter-driven destabilized luciferase reporter 

(Per2-Luc) and destabilized SLR red luciferase (Toyobo, Japan) reporter connected with 3× 

HSE (HSE-SLR) are described in the previous research.25 Mutants of mouse Per2-Luc was 

developed by site-directed mutagenesis. Bioluminescence reporter expression vectors for HSE 

or a p53-responsive element (p53RE) consensus sequence in the mouse Per2 promoter were 

generated from the Per2-Luc probe by PCR amplification and enzymatic digestion followed by 

ligation of the DNA fragments.  

For split luciferase complementation assays, split fragments of Emerald Luciferase (ELuc) 

cDNA (Toyobo, Japan), namely, N-terminal fragment of luciferase (N-Luc, 1-415 amino acid 

residues) and C-terminal fragment of luciferase (C-Luc 393-542 amino acid residues) were used. 

Full-length mouse p53 was inserted to the downstream of the C-terminal (ELucC) on 

pcDNA3.1 vector (Invitrogen). Vectors for ELuc N-terminal fragment fused mouse HSF1 was 

constructed in previous literature. 25  

 

2-2-2. Cell culture 

 

Mouse fibroblast NIH3T3 cell (RIKEN cell bank, Japan), wild-type mouse embryonic fibroblast 

(MEFs) cell, BMAL1-/- cell, HSF1-/- MEFs cell,46 p53-/- MEFs cell,47 plat E cell were used. All 

cell-lines were cultivated with Dulbecco’s modified eagle medium (D-MEM, Nacalai tesque) 

supplemented with fetal bovine serum (FBS, Gibco) and 1% penicillin/streptomycin (Gibco).  

Transfection of a probe DNA plasmid to cultured cells was performed using TransIT-LT1 

transfection reagent (Mirus bio) following manufacturer's protocol. For a generation of a stable 

cell line expressing the Per2-Luc or the HSE-SLR reporter, retrovirus infection was conducted 

using a retrovirus produced in a plat-E cell using polybrene (hexadimethrine bromide, the final 

concentration of 0.24 mg/ml). Stable cell-lines for all the other reporter gene assays were 

generated through an anti-biotic selection by hygromycin B after transfection of the probes. 

 

2-2-3. Real-time bioluminescence monitoring and data processing 

 

Cells were synchronized with UV light (254 nm cross-linker, UVP) irradiation. As to induce a 
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genotoxic stimulation to the cells, UV in the shorter wavelength (UV-C) was selected.48 For the 

positive control of synchronization, dexamethasone treatment (10 nM, 2 h) was used. Real-time 

bioluminescence monitoring was conducted with Kronos dio (ATTO, Japan). A culturing 

medium supplemented with 0.1 mM D-Luciferin (Wako, Japan) were used. The acquisition 

intervals of 30 min for Per2-Luc and 10 min for other reporter experiments.  

“Deviation from the moving average” of the assay represents that the raw values were 

subtracted a moving average according to the program within the detector (Kronos; ATTO, 

Japan). The detrended values were further normalized by using maximum peak intensities over 

recorded values for the comparison. Circadian rhythmicity and period were calculated by the 

cosinor method using “Cosinor” software downloaded from the Circadian Rhythm Laboratory 

Software home page (http://www.circadian.org/softwar.html) based on detrended and 

normalized luminescent profiles.  

Real-time bioluminescence single-cell imaging was conducted under BX-61 bioluminescence 

microscope (Olympus, Japan). Single-cell tracking for the analysis of luminescent profile of 

each cell was performed using TrackMate plugin in a Fiji software,49 according to the 

developer’s protocol. Values were normalized to maximum peak intensities over time.  

 

2-2-4. Immunoblot and immunoprecipitation assays 

 

Cells cultivated in a culture dish were exposed to UV-C light (254 nm, 10 J/m2) and restored 

back to incubation until a predetermined time point of the sample collection. At the sampling 

time point, cells were washed twice with ice-cold phosphate-buffered saline (PBS) and lysed 

with an NP-40 lysis buffer {10 mM Tris-HCl (pH = 7.4), 150 mM NaCl, 5 mM EDTA, 50 mM 

NaF and 0.5% NP-40} supplemented with a protease inhibitor cocktail (cOmplete, Roche) and a 

phosphatase inhibitor cocktail (Phosstop, Roche). Lysed sample was centrifuged at 4oC at 

15,000 rpm for 20 min. For immunoprecipitation assays, supernatant after centrifuge was 

collected and a Triton-X 100 containing lysis buffer was added to dilute the sample to 1 mL and 

incubated with protein-G sepharose for an over-night. The resultant products were separated to 

incubate with the anti-HSF1 antibody (Cell Signaling Technologies) or anti-p53 antibody 

(SantaCruz technologies) with protein G-sepharose for 6 hours at 4oC. Protein sepharose beads 

were collected and washed with PBS buffer for three times and diluted with lysis buffer. The 

loading sample for SDS polyacrylamide gel electrophoresis (SDS-PAGE) was prepared by 

adding 0.2 equivalent of 5x Sampling buffer {250 mM Tris-HCl (pH7.6), 10% SDS, 25% 

Glycerol, 5% 2-mercaptoethanol, 0.02% bromophenol blue} to the supernatant of the 

centrifuged mixture. Immunoblotting was performed at 4oC overnight condition using specific 

primary antibodies against a target protein. A primary antibody against BMAL1,50 HSF1, Hsp70 

http://www.circadian.org/softwar.html
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(Cell Signaling Technologies), p53 and actin (Abcam) were used. Anti-rabbit IgG and 

anti-mouse IgG antibodies labeled with horseradish peroxidase (GE Healthcare) were used as 

secondary antibodies. Chemiluminescence from the immunostained bands was detected with 

ImageQuant LAS4000 Mini (GE Healthcare). The band intensities were quantified using Fiji 

software. 

 

2-2-5. Chromatin immunoprecipitation 

 

NIH3T3 cells cultivated in a culture dish were exposed to UV-C light (10 J/m2) and restored 

back to incubation until a predetermined time point of the sample collection. At the collection 

point, cells were washed with PBS (-) twice and fixed with 1% paraformaldehyde at room 

temperature for 5 min. The reaction was quenched with 1M glycine and centrifuged to collect 

the cells. Cells were treated with RIPA buffer and incubated on ice for 20 min and subjected to 

sonication for at least 1 min for each sample. The supernatant after centrifuge was collected and 

a Triton-X 100 containing lysis buffer was added to dilute the sample to 1 mL and incubated 

with protein-G sepharose for an over-night. The resultant products were separated to incubate 

with anti-HSF1 antibody, anti-p53 antibody or a mouse IgG (SantaCruz technologies) with 

protein G-sepharose for 6 hours at 4oC. Protein sepharose beads were collected and washed with 

TritonX-100 buffer for three times and reverse crosslinking buffer (62.5 mM Tris-HCl pH6.8, 

200 mM NaCl, 2% SDS and 10 mM DTT) was added and the sample was vortexed and 

incubated at 65oC for an overnight. DNA fragments were collected by phenol-chloroform 

extraction followed by ethanol precipitation.  

 

2-2-6. Quantitative PCR 

 

For quantification of a transcription factor bound DNA, a quantitative PCR against mouse Per2 

promoter sequence using chromatin immunoprecipitated samples were performed. The 

following primers were used: p53RE/E-box2, 5’- CAG GTT CCG CCC CGC CAG TAT-3’, and, 

5’ – GTC GCC CTC CGC TGT CAC ATA G -3’; HSE1, 5’- GCC TCC TTT CCA TTC CTG -3’, 

and, 5’- GGA GAA GGC AAG CTT GTC -3’; HSE2, 5’- GAA GAC GTG ACA AGC TTG C 

-3’, and, 5’- CTG TCC AAA GGG TCA AAG G -3’, E-Box5, 5’- CTC TGT AGG GTG GAG 

CGG CGA -3’, and 5’- ATC CCC ACT GCT CCT TCG CAC -3’, and Mdm2, 5’- GTT GAC 

TCA GCT CTT CCT GTG G -3’, and, 5’- GGC TGC GGA AAC GGG GCA GCG -3’. The 

DNA fragments were amplified using (THUNDERBIRD SYBR qPCR Mix (TOYOBO, Japan) 

following manufacturer's protocol. The fluorescence amplification curve was detected by a 

Thermal Cycler Dice Real Time System II (TakaraBio, Japan) and the quantification was 
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performed from independent ChIP experiments. The values represent % input compared to the 

control, which is the total amount of DNA subjected to the analyses, and the value for this 

control was set to 100%.  

 

2-2-7. Transcriptome data analysis for UV and oxidative 

stress-regulated genes 

 

Microarray data for UV irradiated MEFs and hydrogen peroxide-treated NIH3T3 cells were 

downloaded from the Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) 

under accession number GSE50930 and GSE47955.24,51 From the data, processed RMA values 

were used in further analysis. Gene expressions were normalized to that of no stimulated sample 

and abundance changes were calculated as log2 fold change compared to stimulation time 0 min. 

To address for the reliability of the data, UV regulated genes with inconsistent expression trend 

in the initial three-time points of data sets (10, 30, 60 min) were omitted from the analysis. Data 

were treated with custom written MATLAB (Math Works) code and R 

(https://www.R-project.org). For a depiction of Venn diagram, “VennDiagram” package in R was 

used.52 Pathway maps for UV stimulated gene expression profiles were depicted using PathVisio 

software53,54 with pathway information from WikiPathways.55,56  

 

2-2-8. Statistical analyses 

 

All the experiments were conducted with specifically chosen sample size with appropriate tests. 

Error bars represent the standard deviation as indicated in the legends. Statistic values (p values and 

F values) were obtained from two-sided t-tests or one-way ANOVA. All statistical testing was 

performed with R.  
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2-3. Results 

 

2-3-1. UV irradiation synchronizes cellular circadian clocks via a 

heat-shock response pathway 

 

First, I evaluated the optimal dose of UV irradiation to synchronize circadian clock as 

mammalian cellular clock model responding to the genotoxic stress. For this purpose, NIH3T3 

fibroblasts harboring Period2 (Per2) promoter-driven firefly luciferase (Per2-Luc) reporter was 

used to analyze real-time temporal Per2-Luc profiles upon irradiation with various strength of 

UV stimulation (254 nm). Rhythmic Per2-Luc pattern was observed by UV strengths between 2 

to 20 J/m2 and most evident at 10 J/m2, indicating that cellular stress by UV irradiation with 

appropriate dose triggers synchronization of circadian clocks (Figure 2-4A and Table 2-1). 

Additionally, dose-dependent surge of Per2-Luc luminescence after UV irradiation was 

observed between strength of 2 to 30 J/m2 and the peak intensity decreased at the dose over 50 

J/m2, indicating that Per2-Luc responded to genotoxic stress in a dose-dependent manner before 

it reached a critical dose (30~ J/m2) (Figure 2-4B). Since viability of cells after the exposure 

significantly drops beyond the strength of 30 J/m2 (Figure 2-5), from here, I employed 10 J/m2 

as an appropriate dose for genotoxic stimulation to induce a circadian response and cellular 

protection system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2-1. Dose-dependent synchronization of circadian clocks. 
Per2-Luc profile of NIH3T3 stimulated with various strength of UV was recorded, as in 
Figure 2-4, and the period was determined from the temporal profiles of Per2-Luc 
signal. N = 3, +/-: SD. 
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Figure 2-4. Dose-dependent profiles of Per2-Luc 
Per2-Luc profiles of NIH3T3 stimulated with various strength of UV were recorded. (A) 
Detrended profiles of Per2-Luc stimulated with different doses of UV irradiation. (B) The 
initial surge of Per2-Luc after UV irradiation represented by Per2-Luc profile of 0 to 24 
hours post irradiation. Relative area under the curve to no stimulation is plotted for various 
doses of UV irradiation. *: p<0.05, N = 3, +/-: SD. 
 

Figure 2-5. Cell viability assay after UV irradiation.  
Cells were subjected to trypan blue cell death assay at 36 hours post irradiation with 
various doses of UV irradiation. *: p<0.05, N = 3, +/-: SD. 
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Based on the recent findings that HSR pathway is responsible for circadian clock 

synchronization by HS and ROS induced cellular stress,24,25 I investigated the role of HSR in 

UV-triggered clock synchronization. In these previous papers, the fundamental role of HSF1 to 

modulate Per2 expression is described. Thus, I analyzed the response of Per2-Luc reporter in 

wild-type and HSF1-/- MEFs after UV irradiation. Upon stimulation, Per2-Luc luminescence 

began to increase within 6 h post irradiation and then exhibited circadian oscillation in the 

wild-type cells. Whereas in HSF1-/- cells, no significant initial response was observed (Figure 

2-6). Also, no circadian oscillation of Per2-Luc is observed with UV irradiation in HSF-/- cells 

(Figure 2-7). Importantly, dexamethasone (Dex) treatment synchronized both wild-type and 

HSF1-/- cells, indicating that clock maintenance function remains present in HSF1-/- cells. These 

results demonstrate that HSF1 controlled HSR is essential for UV-triggered clock 

synchronization by inducing a synchronous surge of Per2 expression after UV stimulation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-6. Per2-Luc initial surge in wild-type and HSF1-/- MEFs.  
Per2-Luc profiles after UV irradiation (10 J/m2) or no stimulation were observed in 
wild-type and HSF1-/- MEFs. Representative Per2-Luc profiles 0 to 24 h post irradiation 
is shown for each cell type. 
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I next investigated whether HSR is activated upon UV irradiation or not. To this objective, I 

analyzed HSR activation by quantification of abundance change in HSF1 trans-activated gene 

product after the stimulation, both in a protein and mRNA levels. The protein abundance of 

HSR product, HSF1 and Hsp70 were acutely increased within 2 h post irradiation, suggesting 

that UV irradiation triggered activation of HSR transcriptional activity (Figure 2-8). HSF1 

mediated trans-activation was confirmed by measurement of mRNA levels of targets of HSR, 

Hsf1, and Hsp70,57 after the irradiation (Figure 2-9). mRNA levels of Hsf1 and Hsp70 increased 

within one hour after the irradiation, which is consistent with our findings that both HSF1 and 

Hsp70 protein levels increase the upon stimulation.  

 

 

 

Figure 2-7. Per2-Luc oscillation in wild-type and HSF1-/- MEFs.  
Per2-Luc profiles after UV irradiation (10 J/m2) or Dex treatment (10 nM, 2 hours) were 
observed in wild-type and HSF1-/- MEFs. Representative detrended Per2-Luc profiles 
post stimulations are shown. 
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Transcriptional activation of HSF1 was further confirmed by reporter gene assay of an HSE 

sequence, which is known to be bound by HSF1. I conducted bioluminescence imaging of 

HSE-driven railroad worm red luciferase (HSE-SLR) reporter after UV irradiation at single-cell 

level (Figure 2-10). An acute increase in each single cellular HSE-SLR luminescence was 

observed, suggesting that HSF1 activity is evoked synchronously after the irradiation. Since 

HSF1 activation occurred synchronously in each individual cell, this result provides the 

evidence indicating that HSF1 activation is a critical molecular event in UV-triggered clock 

synchronization. 

Figure 2-9. HSR mRNA abundance changes after UV irradiation. 
mRNA abundance of HSR genes, HSF1 and Hsp70 were measured after UV irradiation 
by qPCR. Quantification was performed by Ct method, normalized to mRNA quantity 
of -actin. Relative abundance change is shown. N = 3, +/-: SD. *: p<0.05, two-tailed 
t-tests.  

Figure 2-8. HSR protein abundance changes after UV irradiation. 
Protein abundance of HSR proteins, HSF1 and Hsp70 were measured after UV 
irradiation. Band intensities were normalized to that of -actin and further normalized to 
0 h post irradiation. Relative abundance change is shown. N = 3, +/-: SD. *: p<0.05 for 
HSF1 abundance, †: p<0.05 for Hsp70 abundance. Two-tailed t-tests.  
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To look for the molecular basis of HSF1 function on Per2 expression, mutagenesis assays 

were performed. Since mouse Per2 promoter carries two HSE sites namely HSE1 and HSE2 

adjacent to the E-Box, I examined whether HSF1 trigger synchronous circadian Per2 expression 

after binding to those HSE post UV irradiation (Figure 2-11).  

 

 

 

 

 

 

 

 

 

 

 

To examine which HSE sites are required for UV-triggered circadian clock resetting, I 

performed mutagenesis reporter assay, which sequence of HSE sites of Per2-Luc were 

introduced with a point mutation. Then I analyzed the profile of mutagenetic Per2-Luc after UV 

exposure. NIH3T3 cells expressing native Per2-Luc or HSE-mutated Per2-Luc were stimulated 

with UV irradiation or Dex. The acute surge in native Per2-Luc after UV irradiation was 

Figure 2-11. Schematics of the mouse Per2 promoter. 
Schematic diagram representing major transcription factor binding sites on mouse Per2 
promoter. E-Box: BMAL1/CLOCK, HSE: HSF1 and p53RE: p53. Numbers adjacent to 
each binding site indicates the distance from transcription starting site in base pairs.  

Figure 2-10. Single-cell measurement of HSE-SLR reporter after UV irradiation. 
Single-cell luminescence properties of HSF1 responsive HSE-SLR was measured under 
luminescence microscope. A heat map represents relative intensity change over time. Each 
row in the heat map corresponds to each cell. Analyses were performed with TrackMate 
plugin in Fiji software. Representative images of analyzed data are shown. Scale bar: 100 
m.  
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impaired dramatically in the HSE2 mutated Per2-Luc while HSE1 mutated Per2-Luc showed 

clear surge upon stimulation (Figure 2-12).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Importantly, the circadian profile of HSE2 mutated Per2-Luc showed an arrhythmic pattern, 

indicating that HSE2 is indispensable for the UV-triggered clock synchronization (Figure 2-13). 

With Dex treatment, HSE-mutagenesis introduced reporters showed circadian rhythmic profiles. 

I further validated the origin of the acute surge using reporters originated from HSE sequences 

in Per2-Luc (minimal Per2HSE reporters), which luciferase is fused to the downstream of a 

native or mutated HSE sequences of the Per2 promoter (Figure 2-14). I observed reduced 

activation in HSE2 mutated minimal Per2HSE reporter which was consistent with the impaired 

acute surge in the HSE2 mutated Per2-Luc.  

 

Figure 2-12. Initial surge of mutated Per2-Luc after UV irradiation.  
Representative luminescence profiles of native HSE1 mutated and HSE-2 mutated 
Per2-Luc reporter after UV irradiation. Fold change of UV irradiated and no stimulated 
profiles are shown in the box-plot. N = 4, *: p<0.05, two-tailed t-tests. 
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Figure 2-13. Detrended luminescence profiles of mutated Per2-Luc after UV 
irradiation.  
Representative luminescence profiles of native HSE1 mutated and HSE-2 mutated 
Per2-Luc reporter after UV irradiation or Dex treatment.  

Figure 2-14. Luminescence profiles of minimal Per2HSE reporter after UV 
irradiation.  
The normalized peak intensity of wild-type, HSE1 mutated and HSE-2 mutated 
minimal Per2HSE reporter after UV irradiation. HSE1 site and HSE2 site were 
mutated as shown in the figure.  
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To assess HSF1 binding to the HSE, ChIP assay was performed after UV irradiation (Figure 

2-15). By the ChIP assay, the bound amount of transcription factors to the promoter can be 

evaluated. To assess rapid response of HSF1, I performed ChIP assay at 2 h after the UV 

irradiation. I found that HSF1 bound dominantly to HSE2, but not to HSE1, as also seen with 

HSF1 response to the heat-shock activation. These results demonstrated that UV irradiation 

induce HSF1 binding to the HSE2 site on Per2 promoter triggered by activation of HSR, 

thereby enhancing Per2 expression. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2-3-2. p53 repress Per2 expression during UV-triggered clock 

synchronization 

 

HSF1 is shown to be a trans-activator of Per2 post UV irradiation. However, single-cell 

HSE-SLR reporter assay suggested prolonged activation of HSF1, which HSF1 transcriptional 

activity profile continuously rose for more than 12 h post UV exposure. This observation does 

not completely match with Per2-Luc profile, which begins to fall within 8 h post UV exposure. 

These results implies the existence of a repression mechanism to modulate Per2 expression.  

Recent studies demonstrate that p53 is a candidate mediator of circadian signaling by 

suppressing Per2 expression.42 p53 is a responsible transcription factor of the anti-genotoxic 

response, and its transcriptional activity is increased by UV irradiation.58 Hence, I investigated 

Figure 2-15. HSF1 binding to HSE2 on Per2 promoter. 
ChIP assay against HSE1 and HSE2 on Per2 promoter using anti-HSF1 antibody. 
Immunoprecipitated DNA fragments were amplified using specific primers against 
HSE1 or HSE2. UV irradiation: 10 J/m2, Heat-shock: 43oC 30 min. N = 4, +/-: SD. ns: 
not significant, *: p<0.05, two-tailed t-test. 
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whether p53 regulates resetting of the circadian clock by suppressing Per2 expression upon UV 

stimulation. First, I observed the response of Per2-Luc in wild-type and p53-/- MEFs. In 

wild-type MEFs, Per2-Luc initially elevated at 4-10 h post UV irradiation and then showed 

lowered luminescence. In p53-/- cells, altered Per2-Luc surge was observed at 8-16 h and 

maintained the elevation for more than one day post the irradiation (Figure 2-16). p53-mediated 

modulation role in Per2 expression mechanism during UV-triggered clock synchronization may 

be the reason for longer lasting Per2-Luc surge. p53 is known to block BMAL1 binding to the 

E-box sequence adjacent to the p53 response-element (p53RE) of Per2 promoter, thereby 

repressing Per2 expression.42 Accordingly, p53 potentially suppress Per2 expression after ~10 h 

post UV irradiation in wild-type cells. Importantly, no significant circadian rhythm after UV 

irradiation was observed in p53-/- cells, whereas Dex treatment synchronized both cell types. 

Taken all, these results indicates p53 mediated pathway is pivotal in UV-triggered 

synchronization of circadian clock (Figure 2-17).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-16. Per2-Luc initial surge in wild-type and p53-/- MEFs.  
Per2-Luc profiles after UV irradiation (10 J/m2) or no stimulation were observed in 
wild-type and p53-/- MEFs. Representative Per2-Luc profiles 0 to 24 h post irradiation is 
shown. Quantified duration of the first peak after the irradiation. N = 3, +/-: SD. ns: not 
significant, *: p<0.05, two-tailed t-test. 
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Figure 2-17. Per2-Luc oscillation in wild-type and p53-/- MEFs.  
Per2-Luc profiles after UV irradiation (10 J/m2) or Dex treatment (10 nM, 2 h) were observed 
in wild-type and p53-/- MEFs. Representative detrended Per2-Luc profiles post stimulations 
are shown. 

 

Next, I conducted ChIP assay to determine whether p53 binds to the p53RE on Per2 

promoter after UV irradiation (Figure 2-18). ChIP assay was performed at 2 h post the 

irradiation to quantify the surge of p53 binding to respective elements. This assay revealed that 

p53 binds to p53RE adjacent to E-Box2, as well as to a positive control, p53RE in a known p53 

target, Mdm2 gene. However, no apparent binding was observed for E-Box5 adjacent to the 

HSE2 in Per2 promoter. This supports the speculation that p53 suppress expression by binding 

to p53RE during UV-triggered clock synchronization. Considering these results, p53 is 

demonstrated to be another critical transcription factor that modulates Per2 expression during 

UV-triggered clock resetting.  
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2-3-3. HSF1 regulates p53 through their interaction during 

UV-triggered clock synchronization 

 

These results indicate that at least two transcription factors, HSF1 and p53 are engaged in 

UV-triggered clock synchronization mechanism. Associations of HSF1 and p53 were reported 

to affect protection responses against proteotoxic and genotoxic stimulations.31,59 Therefore, I 

hypothesized that HSF1 and p53 cooperatively regulate Per2 expression during the clock 

synchronization to evoke protection responses against UV irradiation. To test the hypothesis, I 

utilized a real-time bioluminescence reporter assay, comprising of p53-response element-driven 

firefly luciferase (p53RE-Luc). I assessed p53 mediated transactivation by this reporter after UV 

irradiation in wild-type and HSF1-/- MEFs. In wild-type cells, p53RE-Luc activity elevated after 

UV irradiation within a circadian clock resetting dose. The increase in p53 mediated 

transcriptional regulation is considered to be involved in UV-triggered clock synchronization. In 

contrast, HSF1-/- MEFs cells showed substantially lowered p53RE-Luc surge after the UV 

irradiation, as compared with wild-type MEFs (Figure 2-19). These results demonstrate that 

HSF1 is pivotal for activation of p53 after UV irradiation. Conversely, p53-/- MEFs showed 

similar UV induced surge in HSE reporter to wild-type MEFs, suggesting that p53 does not 

Figure 2-18. p53 binding to p53RE on Per2 promoter. 
ChIP assay against p53RE containing E-Box2 or E-Box5 on Per2 promoter using 
anti-p53 antibody. Immunoprecipitated DNA fragments were amplified using specific 
primers against E-Box2, E-Box5 or p53RE on Mdm2 as a positive control. UV 
irradiation: 10 J/m2. N = 3, +/-: SD. ns: not significant, *: p<0.05, two-tailed t-test. 
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affect activation of HSF1 upon UV irradiation (Figure 2-20). These results show that HSF1 

regulates p53 in a hierarchical manner, in which the presence of HSF1 is critical for p53 

activation upon UV irradiation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To examine whether direct HSF1–p53 binding serves for the molecular basis of HSF1–p53 

interplay during UV triggered clock resetting, I conducted co-immunoprecipitation assays of 

HSF1 and p53 after UV stimulation (Figure 2-21). An acute increase in p53 bound HSF1 after 

UV irradiation was found in the immunoblot analysis for p53- co-immuno-precipitated HSF1. 

Additionally, p53 in HSF1-immunoprecipitates also showed a surge after the exposure, strongly 

suggesting UV irradiation-induced direct interactions of HSF1–p53. The temporal interaction 

Figure 2-19. p53 transactivation in wild-type and HSF1-/- MEFs. 
Reporter assay of p53 transactivation by the p53RE reporter was performed after UV 
irradiation in wild-type and HSF1-/- MEFs. Representative luminescence profiles are 
shown. Peak intensities were normalized to that of no stimulated sample. N = 3, +/-: 
SEM, ns: not significant, *: p<0.05, two-tailed t-test. 

Figure 2-20. HSF1 transactivation in wild-type and p53-/- MEFs. 
Reporter assay of HSF1 transactivation by HSE reporter was performed after UV 
irradiation in wild-type and p53-/- MEFs. Representative luminescence profiles are 
shown. Peak intensities were normalized to that of no stimulated sample. N = 3, +/-: 
SEM, ns: not significant, *: p<0.05, two-tailed t-test. 
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changes of HSF1–p53 were estimated by quantifying the band intensities of HSF1 and p53 

immunoblotted bands after both co-immunoprecipitations. The result indicates that HSF1–p53 

interaction increased at 2-4 h post UV irradiation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To reveal precise temporal kinetics of this interaction between HSF1 and p53 in living cells, a 

split-luciferase complementation assay was performed. In this assay, split fragments of 

luciferase are fused to HSF1 and p53 respectively. By using this technique, an interaction 

between HSF1 and p53 can be interpreted from bioluminescence from reconstituted luciferase. 

The luminescence profile demonstrates that HSF1–p53 interaction increased immediately after 

UV irradiation and began to decrease within 6 h post the irradiation. These results suggest 

Figure 2-21. HSF1–p53 interactions after UV irradiation. 
Co-immunoprecipitation assays to detect HSF1–p53 interactions. After UV irradiation, 
cells were lysed and immunoprecipitated with either anti-HSF1 or anti-p53 antibody. 
Immunoblot detections using the antibodies were performed to detect interacting complex. 
Number of replicates are written in the graph, +/-: SD, *: p<0.05, two-tailed t-test. 
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protein-protein interactions between HSF1 and p53 occur after UV irradiation, and these 

interactions are presumably a cue provoking regulation of p53 transcriptional activity by HSF1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2-3-4. BMAL1 regulates HSF1 and p53 through BMAL1 –HSF1 

interaction during UV-triggered clock synchronization 

 

The previous study revealed that an interaction between HSF1 and a circadian transcription 

factor BMAL1 is a critical step for the oxidative stress-induced clock synchronization.24 

Therefore, I expected that interplay between HSF1 and BMAL1 after UV irradiation is also an 

important feature of the clock synchronization process. Hence, I investigated the interplay 

between HSF1 and BMAL1 by co-immunoprecipitation assay (Figure 2-23). After UV 

irradiation, HSF1-bound fraction of BMAL1 increased in samples 2 and 4 h post irradiation. 

Consistent results were obtained from the blot for BMAL1-bound fraction of HSF1, suggesting 

HSF1 interacts with BMAL1 after the irradiation and the interaction prolongs at least 4 h during 

UV-triggered clock resetting. I then investigated whether HSF1–BMAL1 interaction affects 

their transcriptional activity. Since impaired UV triggered clock resetting response by HSF1 

deficiency was suggested by arrhythmic Per2-Luc expression in HSF1-/- MEFs, I hypothesized 

that HSF1–BMAL1 interactions might mediate initial surge of Per2-Luc upon UV exposure. 

Figure 2-22. Real-time HSF1–p53 interaction reporter assays after UV irradiation. 
Split-luciferase complementation assays to detect HSF1–p53 interactions. 
Luminescence signal upon UV irradiation was measured with NIH3T3 cells expressing 
ELucN-HSF1 and ELucC-p53. N = 4, +/-: SD, *: p<0.05, two-tailed t-test. 
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Next, I conducted HSE-SLR reporter assay in BMAL1-/- MEFs cells to analyze the dependency 

of HSR to BMAL1. The result demonstrated that HSF1 activation upon UV stimulation is 

significantly impaired in BMAL1 deficient cells (Figure 2-24A). These results indicate that 

crosstalk between BMAL1 and HSF1 is induced at the early stage post UV irradiation, and 

BMAL1 is indispensable for UV-triggered activation of HSF1, as previously reported in the 

case by oxidative stress.24 Notably, in BMAL1-/- MEFs cells, UV irradiation did not raise 

significant p53RE-Luc activation, which was observed in wild-type MEFs (Figure 2-24B). 

Taken that p53 response was also prohibited in HSF1-/- MEFs cells, impaired activation of 

p53RE-Luc in BMAL1-/- cells is likely to be a consequence of the lack of HSF1 activation due 

to BMAL1 deficiency. Taken together, circadian transcription factor BMAL1 likely to 

coordinates the adaptive responses of HSF1 and p53 against UV irradiation to synchronize 

cellular circadian clocks 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-23. BMAL1–HSF1 interactions after UV irradiation. 
Co-immunoprecipitation assays to detect BMAL1–HSF1 interactions. After UV 
irradiation, cells were lysed and immunoprecipitated with either anti-BMAL1 or 
anti-HSF1 antibody. Immunoblot detections using the antibodies were performed to 
detect interacting complex. Number of replicates are written in the graph, +/-: SD, *: 
p<0.05, two-tailed t-test. 
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2-3-5. Circadian time-dependent response of HSF1 and p53 to UV 

irradiation 

 

Since the above findings imply that circadian trans-activator BMAL1 is a highly potential 

integrative regulator of UV induced transcription factors HSF1 and p53, I hypothesized that UV 

irradiation triggers activation of these transcription factors with circadian time-dependent 

manner. For this end, I characterized UV-triggered time-dependent phase shifting property of 

circadian clocks, as monitored with real-time Per2-Luc behaviors. NIH3T3 cells harboring 

Per2-Luc were synchronized with Dex treatment and then subjected to UV irradiation at the 

time from 24 to 48 h (defined as circadian time; CT 0 to 24 h) post-Dex treatment (Figure 

2-25A). From the difference between the peak time of each Per2-Luc in UV-irradiated and 

Figure 2-24. Effect of BMAL1 deficiency on HSF1 or p53 transactivation. 
(A) Reporter assay of HSF1 transactivation by HSE reporter was performed after UV 
irradiation in wild-type and BMAL1-/- MEFs. Representative luminescence profiles are 
shown. Peak intensities were normalized to that of no stimulated sample. N = 3, +/-: SD, 
ns: no significant, *: p<0.05, two-tailed t-test. (B) Reporter assay of p53 transactivation 
by the p53RE reporter was performed after UV irradiation in wild-type and BMAL1-/- 
MEFs. Representative luminescence profiles are shown. Peak intensities were 
normalized to that of no stimulated sample. N = 3, +/-: SD, ns: not significant, *: p<0.05, 
two-tailed t-test. 
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non-irradiated cells, I quantified UV-induced phase transition response of the clocks at each 

circadian time. By plotting the phase shifts over time on a phase response curve (PRC), I 

analyzed the time-dependent property of circadian clock synchronization by UV irradiation 

(Figure 2-25B). PRC diagram shows that UV irradiation induces a phase shift in a CT 

dependent manner. I also plotted transited phase on a phase transition curve (PTC) and found 

that UV induces synchronization of the circadian clock by a phase transition to a constant phase 

(CT = 0), indicating UV stimulation as a zero-type resetting synchronization factor (Figure 

2-25C).60  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Because HSF1 and p53 were shown to be cooperative mediators during UV-triggered clock 

Figure 2-25. Circadian time-dependent response of Per2-Luc to UV irradiation. 
Circadian time-dependent analysis of UV irradiation-induced phase shift. NIH3T3 cell 
expressing Per2-Luc was treated with Dex for synchronization and UV irradiation was 
applied 24 to 48 h after Dex treatment. (A) Representative profiles of Per2-Luc after the 
irradiation. Irradiation time and corresponding luminescence profiles are color-coded with 
the same color. (B) The phase response curve of Per2-Luc after UV irradiation. Phase 
shift was calculated by the first peak time compared to no irradiated sample. Calculated 
phase shift was plotted against the time cells were irradiated. (C) Phase transition curve 
of Pe2-Luc after UV irradiation. Calculated phase shifts in (B) were used to derive the 
transit phase according to the time of irradiation. 
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synchronization, I further evaluated time-dependency of the activation of these two 

stress-responsive transcription factors, as monitored by real-time HSE-SLR and Per2 promoter 

originated p53RE-driven luciferase (p53RE/E-Box-Luc) reporter assays respectively. NIH3T3 

cells expressing HSE-SLR or p53RE/E-Box-Luc were treated with Dex and irradiated with UV 

at CT 0-24 h. Luminescence profile before and after the UV irradiation at respective CTs was 

recorded for both reporters, and fold change in luminescence after the UV irradiation was 

quantified (Figure 2-26A and B). I observed time-dependent activation patterns of transcription 

factors HSF1 and p53, as demonstrated by the difference in the value of peak intensities, which 

corresponds to a degree of activation after the irradiation. Notably, the profile of the first peak 

intensity of HSE-SLR post UV synchronization showed the significant circadian 

time-dependent pattern as evaluated with ANOVA (p = 6.9x10-3), with slightly higher intensity 

in CT 0-3 h compared to that in CT 4-7 h, and also in 12-15 h compared to that in 8-11 h. The 

highest intensity was in between CT 12-15 h to CT 16-19 h. For p53RE/E-Box-Luc reporters, 

peak intensity significantly fluctuated over CTs (F = 5.71, p = 6.0x10-4, by ANOVA), exhibiting 

higher p53RE-Luc induction in CTs 0-3 h, 16-19 h and 20-23 h than that in CT 4-11 h. Taken 

together, these results indicate a circadian time-dependent response to UV stimulation of both 

HSF1 and p53 activity, presumably modulating Per2 transcriptional regulation by UV 

irradiation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next, for the molecular basis for CT-dependent HSE-SLR and p53RE/E-Box-Luc behaviors, I 

Figure 2-26. Circadian time-dependent response of HSF1 and p53 to UV irradiation. 
Circadian time-dependent analysis of UV irradiation-induced HSF1 and p53 
transactivation. (A) NIH3T3 cell expressing HSE-SLR was treated with Dex for 
synchronization and UV irradiation was applied 24 to 48 h after Dex treatment (CT 0 to 24 
h). Fold change of the first peak after the irradiation was quantified. Each profile was 
divided into groups determined by CTs and plotted as a box plot. At least 4 replicates for 
each group, *: p<0.05, two-tailed t-tests. (B) NIH3T3 cell expressing p53RE/E-Box-Luc 
was treated with Dex for synchronization and UV irradiation was applied 24 to 48 h after 
Dex treatment (CT 0 to 24 h). Fold change of the first peak after the irradiation was 
quantified. Each profile was divided into groups determined by CTs and plotted as a box 
plot. At least 5 replicates for each group, *: p<0.05, two-tailed t-tests.  
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analyzed CT-dependent binding of HSF1 and p53 transcription factors to Per2 promoter after 

UV irradiation. For this purpose, CT-dependent binding of HSF1 and p53 to Per2 promoter was 

evaluated by the ChIP assays. Dex-synchronized NIH3T3 cells were irradiated at the indicated 

CT and subjected to ChIP assays (Figure 2-27). I found a significant time dependency for the 

amount of HSF1 bound fraction to the DNA, where HSF1 binding was in significantly 

prominent level by UV irradiation at CT 0 and 6 h. In contrast, HSF1 binding was in 

substantially low level by the irradiation at CT 12 and 18 h. These data suggest that HSF1 

mediated Per2 regulation upon UV irradiation was absent or weak at these CTs. On the other 

hand, significant p53 binding to Per2 promoter was observed by UV irradiation at all CTs with 

an almost constant level of the p53 binding upon UV exposure at all CTs. This result suggests 

that p53 mediated Per2 regulation constitutively active all over the day. Taken together, these 

results demonstrate that HSF1 and p53 bind to each respective consensus sequence on the Per2 

promoter with CT-dependent manner to regulate Per2 expression.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-27. Circadian time-dependent binding of HSF1 and p53 toPer2 promoter 
Circadian time-dependent analysis of UV irradiation-induced HSF1 and p53 binding to 
Per2 promoter. NIH3T3 cell was treated with Dex for synchronization and UV irradiation 
was applied 24 to 48 h after Dex treatment (CT 0 to 24 h). Immunoprecipitation using 
anti-HSF1 or anti-p53 was performed at each CT groups, and primers against HSE2 or 
p53RE on Per2 promoter was used to quantify the amount of immunoprecipitated DNA 
fragments. N = 5, ns: not significant, p<0.05, two-tailed t-test. 
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2-3-6. Transcriptomic analysis of UV induced signaling 

 

From transcriptome data of MEF cells irradiated by UV, with similar dose to trigger clock 

synchronization taken from the NCBI database, I have found that together with the circadian 

clock system, a number of important stress-responsive pathways including apoptotic, cell-cycle 

regulation and oxidative stress as well as heat-shock response and DNA damage response 

pathways were inducted by the stimulation (Figure 2-28). Importantly, genes such as Per2, Hsf1, 

and Trp53 all increased after UV stimulation, supporting above-mentioned results. Notably, 

genes involved in heat-shock response increased earlier (44% of upregulated genes responded 

within 3 h post irradiation) than the genes assigned to DNA damage response and 

cell-cycle-related pathways (19% and 18% respectively), which support the findings that HSF1 

modulates expression of p53 related genes. By comparing these transcriptome data with our 

previous microarray data from fibroblasts stimulated by ROS to trigger clock-synchronization,24 

I noticed that some of the transcripts belonging to these stress-responsive pathways increased in 

both UV and ROS stimulation. However, the majority of the transcripts were regulated with a 

characteristic pattern to respective stimulation (Figure 2-29), indicating that UV and ROS 

regulate genes associated to similar pathways at the global level, although differential regulation 

exists at an individual transcript level. Intriguingly, circadian-related genes, Dbp, and Timeless 

commonly increased at 3-6 h post UV irradiation and 4 h post ROS exposure (Figure 2-30). 

Timeless is known to be involved in the DNA responsive circadian organization,61 indicating 

that acute and long-lasting increase of Timeless is potential a regulatory event in cellular stress 

adaptation through the circadian clock. I also found increase in the expression of p53 related 

genes such as Gadd45a and Trp53, a heat-shock response gene Ccs, an anti-oxidant gene Mt1 

and Sod2, and apoptosis/inflammatory–related genes such as Akt1, Bcl2l11, Casp3 and Nfkbib, 

implying that UV and ROS stress exposure booted common pathways via expression of specific 

genes, which likely contribute to the common adaptive responses to the cellular stresses. 

Importantly, prior to them, HSF1-regulated genes such as Hsp70 and Hspb1, and the majority of 

the E-box-controlled genes such as Per1/2 and Cry1 acutely surged within 3 h post UV 

stimulation, supporting our notion that clock and HSR pathways synergistically evoke 

adaptation to the cellular stresses. These UV induced gene expression profiles of the circadian 

and stress-related pathways lead to elucidation of a network structure of the adaptive responses, 

where UV irradiation triggers activation of transcription factors HSF1 and p53, through 

synergistic interplay with the circadian system, subsequently driving cellular adaptive protection 

system via DNA damage, anti-oxidant, cell-cycle related and apoptotic pathways (Figure 2-31).  

  



48 

 

 

  

Figure 2-28. Global assessment of UV induced gene expressions. 
Gene expression profiles of apoptosis, cell cycle, DNA damage response, circadian, 
heat-shock response, and oxidative stress were extracted and its expression change 
over time are color coded. Data were obtained from NCBI GEO (GSE50930). 
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Figure 2-29. Comparison of UV induced and ROS induced gene expressions. 
Gene expression profiles of apoptosis, cell cycle, DNA damage response, circadian, 
heat-shock response, and oxidative stress, which increased at least 1.5 times for at 
least in one of the stimulation were extracted and its expression change over time are 
color coded. Arrow indicates induction. Data were obtained from NCBI GEO (UV: 
GSE50930, ROS: GSE47955).  
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Figure 2-30. Commonly inducted genes among UV and ROS stimulations. 
Gene that increased at least 1.5 times fold were extracted for each stimulation. Venn 
diagram represents genes that changed specifically to either UV or ROS stimulation or 
changed in both stimulations. Names of genes that changed in both stimulations are 
shown. Bold names indicate genes that are considered important for this study. Red 
names indicate HSF1 regulatory genes and green names indicate p53 regulatory 
genes.   
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Figure 2-31. Pathway map for UV regulated gene expression.  
Gene expression profiles for UV stimulations were mapped to prior knowledge of 
stress-responsive signaling pathways using PathVisio software using WikiPathway as a 
source of the maps. Gene expression profiles for apoptosis-related, cell-cycle related, 
DNA damage response, circadian clock, heat-shock response, and oxidative stress 
systems were mapped. The direction of an arrow indicates regulatory relationships 
between pathways. 
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2-4. Discussion 

 

 

In this study, I investigated interplays between the circadian timing system and stress response 

pathways during clock synchronization in response to UV irradiation, based on our previously 

proposed notion that molecular networks among circadian clock and adaptive protection 

pathways such as HSR have vital roles in the stress-responsive clock synchronization to evoke 

protective responses.24,25 Supporting our notion, central transcription factor HSF1 of the HSR 

pathway is identified as a circadian-recruited DNA binding protein in the liver,27 and it is now 

widely known that body temperature change and heat-shock stimuli synchronize mammalian 

peripheral clocks via HSF1.25,62,63 Several pieces of evidence demonstrate a correlation between 

molecular clocks and p53, an anti-oncogene indispensable for anti-genotoxic pathway. One 

example is that p53 activity is controlled by BMAL1 in the pancreas cancer.64 In addition, p53 

negatively regulates a clock gene Per2 expression,42 This evidence imply that molecular clock 

responds to the genotoxic stress to reset its phases, and simultaneously regulates genotoxic 

stress response pathways. According to previous work, the time-dependent phase shift of the 

clocks is observed in response to the critical cellular stress such as gamma-ray irradiation,65,66 

indicating that clock system is reset in response to such stress with circadian time-dependent 

manner. This may be due to differentially regulated stress- responsive molecular networks at 

each circadian time. Therefore, I hypothesized that stress responses occur with the circadian 

time-dependent manner and the molecular basis for the time-dependent stress responses 

probably originates from molecular processes during clock synchronization at each circadian 

time. As the pivotal molecular process, I here focused on interplays among BMAL1, HSF1, and 

p53 during and after UV-triggered clock synchronization and investigated it especially in their 

circadian time-dependent context.  

To test this concept, I first analyzed how stress-responsive transcription factors respond to 

UV irradiation, and focused on their interactions post stress exposure. I first analyzed 

clock-resetting responses after UV irradiation as manifested by Per2-Luc surge post the 

stimulation. According to previous work that analyzes the differential effect of UV irradiation 

over circadian time in a mice model, DNA repair is higher in the afternoon, when elevated 

Cry1/2 are observed.28 Another paper describes the increased level of protein amount of Cry1 

and Per2 was observed after γ-ray irradiation, and mutation of Per2 reduces expression of 

genotoxic resistance genes, indicating Per2 may play a key role in the protection from DNA 

damage.29 This supports our data showing that transcriptional upregulation of Per2 is considered 

to be a marker for the occurrence of cellular protection towards UV induced stresses. Using 
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Per2-Luc as an indicator of circadian rhythm, I have shown that HSF1 (Figure 2-7) and p53 

(Figure 2-17) is necessary for UV-triggered clock synchronization. Supporting this, the 

components of their corresponding pathways are upregulated after UV irradiation, probably via 

direct trans-activation by HSF1 and p53, as observed with luminescent reporter assays (Figure 

2-20). Impairment of UV-triggered clock synchronization by a deficiency of HSF1 

demonstrates that HSF1 is indispensable for the synchronization. As previously reported, the 

pivotal role of HSF1 is common to clock synchronization by heat-shock and ROS induced 

cellular stress,24,25 suggesting that HSF1 is a general mediator for cellular stress induced clock 

synchronization. Deficiency of p53 results in impairment of UV-triggered clock synchronization 

and also Per2-Luc surge after UV exposure, indicating that p53 may function along with 

BMAL1 and HSF1 mediated transcriptional regulation. Taken together, p53 mediates the 

clock-synchronizing signal with partially HSF1-dependent manner, as the presence of HSF1 is 

necessary for p53 trans-activation, which suggests a hierarchal structure that HSF1 is 

up-regulator of p53 after UV irradiation. Moreover, activation of both HSF1 and p53 are largely 

suppressed in cells lacking circadian transcription factor BMAL1, demonstrating that BMAL1 

is indispensable for the functions of HSF1 and p53 during UV-triggered clock synchronization, 

and strongly suggesting that BMAL1 coordinates cellular protection response against 

UV-induced stress (Figure 2-24). Considering all of the above, I have elucidated a hierarchal 

network of transcription factors comprising of integrative regulator BMAL1, BMAL1-regulated 

heat-shock responsive HSF1 and HSF1-dependently activated p53. Our findings highlight a 

concept that stress responsive cellular protection systems are booted during the resetting of 

circadian clocks.  

Daily time-dependent molecular and physiological responses are based on the coordination 

by the circadian clock system. I have found that both HSF1 and p53 are activated in a circadian 

time-dependent manner, with distinct patterns. The timing of their peaks in the activities after 

UV exposure differ according to the circadian time (CT) as defined by the time post Dex 

treatment, and peak intensities of both reporters show an oscillation pattern reaching the peak at 

CT: 16-19h and the trough at CT: 4-7h (Figure 2-26). These results indicate circadian 

time-dependent and differential action of HSF1 and p53 in response to UV-irradiation. As 

expected, I found daily fluctuation in HSF1 and p53 binding to Per2 promoter detected by 

time-dependent ChIP assays, with predominant binding to the promoter in CT 0 and 6 h (Figure 

2-27).  

Since the activation pattern of HSF1 and p53 shows time-dependency and decreased 

activities in BMAL1-deficient cells post UV exposure, BMAL1 might control HSF1 and p53 

activities during clock synchronization. Indeed, BMAL1 is considered to be a regulator of p53 

pathway that controls transcriptional activity of p53.45 Moreover, binding of HSF1 and p53 to 
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Per2 promoter with similar timing (Figure 2-7) and reduced response of p53RE-Luc in 

HSF1-deficient cells (Figure 2-19) post UV exposure suggests that HSF1, as well as BMAL1, 

simultaneously controls transcriptional activation of p53 upon stimulation. These results suggest 

that time-dependent binding of HSF1 and p53 to Per2 promoter is likely to be a major cause for 

the time-dependent response of Per2-Luc after UV irradiation. Taken together, our results 

suggest a network of interactions between circadian clock system and stress response pathways, 

where BMAL1 acts as a master organizer in BMAL1-HSF1-p53 -mediated molecular network 

for resetting clocks to boot adaptive protection responses against the cellular stress, represented 

by UV exposure. 

The circadian clock is hypothesized to be an escape from DNA replication in the cell cycle by 

predicting when DNA damaging stimulation occurs during the day and night cycle.1 Although 

more intensive analysis of the relationships between circadian clock system and 

clock-timekeeping phenomena such as cell division cycle and cellular metabolism is necessary, 

I believe our model highlighting interactive connections among circadian clock system and 

stress response pathways during clock synchronization post the stress exposure would provide a 

novel insight into the concept that circadian system boot up stress responsive cellular protection 

systems during stress-triggered resetting of circadian clock, controlling stress response 

pathways to adopt toward the vital environmental changes. 
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2-5. Conclusion 

 

 

In this chapter, I described a perturbation of the cellular system by UV irradiation and analyzed 

the effect on the circadian clock system. In this study, I used UV irradiation as an optical 

perturbation system. For the analysis, I employed reporter gene assay system, where regulation 

of transcription is able to be monitored by the optical signal. The combination with standard 

biochemical assays leads to the elucidation of molecular mechanisms underlying 

synchronization of the circadian clock by UV irradiation. Because circadian clock 

synchronization is a time-dependent process, temporal analysis on the transcriptional 

regulations was conducted owing to the character of optical perturbation system. I succeeded in 

demonstrating that circadian time-dependent transcriptional activity of HSF1 and p53 cause 

time-dependent circadian clock synchronization as manifested with monitoring of Per2 

expression. Moreover, by observing global gene expression pattern and comparing it with 

previous studies, commonly inducted signaling pathways with other stress-inducing 

stimulations were identified, highlighting the use of transcriptomic analysis as a powerful 

method for the identification of signaling pathways.  

As shown in this chapter, a combination of analyzing specific gene abundance or 

transcription factor activation by the reporter assay and global analysis of the transcriptomic 

landscape would complement each other for revealing unknown molecular mechanisms. In 

addition, optical perturbation succeeded in unveiling the time-dependent transcriptional 

regulation of Per2 expression which results in synchronization of the circadian clock. Taken 

together, these results demonstrate that optical perturbation system serves as a platform for 

revealing the causative relationships on the time-dependent transcriptional regulation. 
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本章については, 5年以内に 

雑誌等で刊行予定のため, 非公開. 
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Chapter 4 

 

General Conclusions 
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In this dissertation, I aimed to prove the concept of combining the optical perturbation system and 

analysis of transcripts abundance for revealing the causative relationships in biological events. For 

this purpose, I described two topics, one is about the transcriptional architecture of circadian clock 

synchronization upon UV irradiation and the other is the integration of collective omics data upon 

specific perturbation of Akt activity using an optogenetic tool.  

As a perturbation tool, optical stimulation was applied for both studies. However, the focus of 

the optical stimulation was different between the two studies. In circadian clock analysis, owing 

to the precise temporal stimulation by the optical perturbation system, temporal aspect of 

transcriptional regulation of clock gene Per2 during the circadian clock synchronization was the 

focus of the study. For the study of an integrative multi omics analysis of Akt, selective activation 

of Akt by the optical perturbation system, the PA-Akt system, to identify Akt responsible signaling 

network was highlighted. These studies demonstrate the advantages of applying optical 

perturbation system to reveal a mechanism of transcriptional regulation.  

 In Chapter 2, I utilized UV irradiation as an optical perturbation system and described an 

analytical framework to identify the causative regulation mechanism of Per2. For this research, I 

utilized the targeted approach of transcript quantification because the target is selected based on 

the previous literature.1,2 The circadian clock is an oscillatory system and its phase of oscillation 

is a major factor characterizing circadian clock synchronization. In order to assess phases of the 

transcript expression, real-time monitoring of the transcript is necessary. Real-time monitoring of 

Per2 expression was accomplished by monitoring temporal gene expression patterns using 

bioluminescent reporter assays upon different conditions. Temporal aspects of trans-activators 

involved in the circadian clock synchronization induced by UV exposure revealed that two stress-

responsive transcription factors HSF1 and p53 cooperatively function to regulate expression of 

clock gene Per2 to reset the clock. Owing to a strong point of the reporter gene assay, I further 

succeeded in the characterization of circadian time-dependent aspects of HSF1 and p53 activation 

profiles, which suggested a strong relationship between the circadian system and stress-

responsive pathways. I also demonstrated the use of unbiased approach, transcriptome analysis, 

for global assessment of transcriptional regulation upon optical stimulation by UV irradiation. 

The unbiased transcript measurement by microarray hybridization assay revealed that the HSR 

system activation and the circadian clock synchronization potentially regulates stress response 

pathways for cellular protection. Taken all in Chapter 2, I demonstrated the use of revealing 

temporal characteristics of transcription factors activation by bioluminescent reporters, which 

lead to the identification of molecular mechanism underlying synchronization of circadian clocks.  

 In Chapter 3, I described a method to integrate collective information from multiple molecular 

species to characterize causative relationships induced by specific Akt activation using the 

optogenetic system, the PA-Akt system. For this research, I used the unbiased approach for 
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transcripts quantification, since the effect of selective Akt activation on the transcripts were 

unknown. Omics analyses combined with optical perturbation by the PA-Akt system resulted in 

the identification of differentially regulated transcripts, metabolites, and phosphorylated proteins 

compared to insulin stimulation. Global assessment of the transcript revealed that Akt specific 

activation does not regulate transcripts as compared to insulin stimulation, however, the 

correlation of transcript changes was similar between the stimulations. Additionally, by 

comparing insulin-induced signaling network with that of Akt specifically induced signaling 

network from multi omics data including transcriptome, metabolome, and phosphorylated 

proteins, I succeeded in describing a signaling network that is sufficiently induced by selective 

Akt activation and also a signaling pathway that is not induced by Akt specific activation. Taken 

all in Chapter 3, a combination of molecule-specific perturbation by the optogenetic tool and 

global assessment of signaling molecules by omics analysis succeeded in the identification of 

novel signaling regulation modes. 

  Transcriptional regulation is a fundamental process in cellular systems. Transcriptional 

regulation research at first needs to identify responsible molecule for the regulation. This is 

usually performed with perturbation techniques. Conventionally, genetic methods are widely used 

for this purpose. Recently, with the advent of genome editing techniques, the genetic screening 

method of the responsible molecules using genome editing by the clustered regularly interspaced 

short palindromic repeats (CRISPR) system was developed. Because short guide RNA that the 

CRISPR system uses can be easily designed, a large-scale library of genetic variants using 

CRISPR genome editing can be constructed.3 This method overcomes the weakness of 

conventional genetics in that generation time of genetic variants are shortened, which also results 

in avoiding cellular adaptation processes to occur. However, genetic techniques have a 

disadvantage in applying temporal perturbation, since the introduction of genetic mutations is a 

persistent process.  

 Another type of perturbation is a chemical perturbation. Because chemicals can either be an 

activator or an inhibitor of the target molecule, precise tuning of the perturbation can be achieved. 

Also, the administration pattern can be temporally controlled. The major concern of chemical 

perturbation is the specificity of the stimulation to the target molecule. Because some proteins 

especially isoforms share a common structure, specific binding to target molecule alone is difficult 

to achieve. Additionally, activating chemicals usually targets receptors on the plasma membrane. 

However, because the complex network of signaling occurs around the receptor, specific targeting 

of the signaling pathway activation by the receptor is difficult. As for Akt, the target molecule in 

Chapter 3, there is no known chemical to specifically activate it. These limitations highlight the 

difficulty in designing an experiment to use chemicals for revealing transcriptional regulation 

mechanisms for the target transcript.  
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  Optical stimulation has the potential to overcome these issues. One of the advantages of optical 

stimulation is its temporal resolution of the stimulation, especially the off-time time resolution of 

the stimulation. Because the above-mentioned methods have longer off-time kinetics of the 

perturbation, the optical perturbation is most suited for the analysis of the biological system 

requiring perturbation at precise timings. In this dissertation, I used two types of optical 

stimulation, one is UV, which is environmental stress, and the other is an optogenetic tool. Since 

UV triggers activation of cellular adaptation systems for the perturbation, its use is limited to 

studies involving stress responses. However, UV irradiation has a unique property in that it 

stimulates endogenous signaling system of the cell with high temporal resolution. Because the 

circadian system can easily adapt to ectopic expression of a signaling molecule, introducing 

exogenous signaling system itself can perturb the circadian clock system. Thus, UV serves as a 

unique system that can perturb endogenous cellular system for the analysis of a temporal aspect 

of the circadian clock without modification of endogenous clock machinery. On the other hand, 

optogenetic tools target specific molecules for activation or inhibition. Because the introduction 

of optogenetic tools to cells are necessary, the optogenetic perturbation is not suited for a sensitive 

system like the circadian clock system. Despite that, activation of a specific molecule by 

optogenetic tools can be achieved in a high spatial and temporal manner. Hence, optogenetic tools 

are especially useful for perturbing specific molecule of interest.  

 In this dissertation, I described the analysis of causative relationships of transcriptional 

regulation using optical perturbation systems. Although candidate molecule or signaling 

responsible for the regulation can be estimated from the analyses of transcripts abundance, 

verification of the regulation modes requires additional information about signaling molecules. 

In Chapter 2, I utilized biochemical assays to show that candidate protein-protein interaction 

responsible for the regulation of the Per2 transcription occurs UV simulation dependently. In 

contrast, in Chapter 3, I estimated the regulation modes by integrating information from global 

analysis data of the phosphorylated proteins. Both analyses succeeded in confirming the 

involvement of candidate signaling to the transcriptional regulation. However, they also indicate 

that combining verification methods are essential for the analysis of causative relationships. 

Further research would be needed to construct a framework to integrate efficient verification 

method for validating estimated molecule or pathway of regulation machinery.   

 In conclusion, I demonstratetintind that the combination of optical perturbation methods and 

transcript quantification methods pave the way to revealing causative relationships of biological events. 

Optical perturbation has two advantages. One is that optical stimulation can be delivered in high spatial 

and temporal resolution and the other is that specific actuation of the target molecule can be 

accomplished with optogenetic tools. Temporal analysis of transcript abundance after the optical 

perturbation is a powerful tool to analyze biological events which fluctuate over time, as shown in the 
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analysis of the circadian clock system. Molecule-specific activation by optogenetics is useful for 

analysis of the effect of a specific molecule, as shown with integrative multi omics analysis on Akt 

signaling. Both analyses contribute to the analysis of causative relationships in transcriptional 

regulation. One of the remaining topics in signaling network research is the identification of a feedback 

loop. Because signaling network consists of causative relationships of molecules, molecule-specific 

perturbation system is necessary. Moreover, feedback loop analysis requires analysis of molecule 

abundance change over time. Thus, further research would be to apply optical perturbation in molecule 

specific and in a temporal pattern manner simultaneously, which will contribute to the identification 

of feedback loops in the signaling pathways, leading to an understanding of precise network structure 

of signaling pathway consisting of a set of molecules.  
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