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Abstract 

The mantle transition zone (MTZ; between ~410–660 km depth) and the D″ region (from 

the core-mantle boundary to ~400 km above it), the two boundary layers in the Earth’s mantle, 

play a major role in governing the modality of convection in the mantle. Previous work using 

travel-time tomography reported large variability of convection modality of slabs in and near 

the MTZ. Also, the length scale of velocity anomalies in the D″ region, and thus of convection 

if a thermal origin is assumed, is still being debated. In order to improve our understanding of 

how slabs interact with the 660 km discontinuity and the thermal boundary layer in the D″ 

region, I use waveform inversion to image the detailed 3-D S-velocity structure in the D″ region 

and MTZ beneath Central America and vicinity. The region beneath Central America is of 

particular geodynamical interest, since the paleo- and present Pacific plates have been 

subducting beneath the western margin of Pangaea since ~250 Ma, which implies that 

paleoslabs could have reached the lowermost mantle and are still present in the MTZ. I obtain 

high-resolution images because of the dense sampling by seismic waves due to the full 

deployment of the USArray broadband seismic stations in the conterminous US during 2004–

2015. In the D″ region, I find evidence for two distinct paleoslabs possibly corresponding to 

the Farallon slab, and remnants from intra-oceanic subduction, and for chemically distinct 

denser material just above the core-mantle boundary. In the transition zone, I find complex 

subduction modality of the Cocos slab, possibly due to the thermal structure of the Cocos slab, 

and its interaction with a lower-mantle plume, suggesting the importance of properties of the 

slab itself on the convection modality in and near the MTZ, and of the current state of 

convection in the lower-mantle. This work favors whole mantle convection (at least in the study 

region) with slabs sinking to the CMB possibly creating iron-rich heterogeneities by chemical 
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differentiation, and triggering upwelling flow of hot material that could in turn interact with 

younger slabs in the MTZ. 
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Chapter 1 General introduction 

Seismic tomography, named by analogy with similar imaging techniques in medicine, is 

the imaging of the elastic (i.e., propagation velocity of seismic waves), and anelastic (i.e., 

attenuation) structure of the Earth’s interior. Seismic tomography uses the information 

accumulated by seismic waves as they interact with the Earth’s structure along propagation 

paths from earthquakes’ sources to seismic stations (receivers) at the Earth’s surface. Seismic 

tomography is an inverse problem, where the parameters to be inferred (unknowns) are the 

velocity (or anelastic) structure in the Earth, and the quantity to be minimized is the difference 

(called residuals) between seismic observables (e.g., travel-times, amplitudes, velocity 

dispersion), and synthetic seismic data (called “synthetics”) calculated for a given velocity (and 

anelastic) model of the Earth.  

Three-dimensional (3-D) seismic tomography, i.e., the imaging of lateral heterogeneities 

in the Earth, was introduced by the pioneering work of Aki et al. (1977), and Dziewonski et al. 

(1977), who used recorded travel-times of direct P-waves, and the laws of geometrical optics 

(ray theory) to constrain the 3-D structure. Since then, improvements in 1) the quantity of 

available seismic data (e.g., deployment of new seismic stations, and “arrays” of seismic 

stations), 2) theoretical framework for the formulation of the inverse problem (e.g., “kernels” 

computed using full-wave theory, without using geometrical optics approximations), 3) 

methods for the calculation of synthetic data (e.g., 3-D wave propagation using the full-wave 

theory), and 4) computational power have led to the imaging of increasingly smaller scale 

features of the Earth’s interior. Below, I give an overview of the progress of seismic 

tomography since the above pioneering work, with particular focus on the main question 

addressed in this dissertation, which is: what can seismic data tell us about the state of 
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convection of the Earth’s mantle? In particular, I will focus on so called “high-resolution” 

tomographic models, which are typically 1) obtained either by travel-time tomography, or by 

regional waveform inversion, and 2) parametrized in terms of blocks (voxels) or local functions 

(in contrast to a global parametrization in terms of spherical harmonics, whose models have 

typically lower resolution of the order of ~500–1000 km and whose primary focus is not on the 

detailed structure of slabs). We note that other detailed reviews can be found in previous works 

for regional tomography (Thurber & Aki, 1987), global tomography (Romanowicz, 1991, 

2003), and complementary methods to tomography, such as array analysis (Lay & Garnero, 

2011). 

1.1 Early works: elucidating the convection style of the mantle 

Aki et al. (1977), and Dziewonski et al. (1977) first applied inverse theory to infer the 

regional 3-D structure of the lithosphere beneath an array of seismic stations, and the global 

structure of the Earth’s mantle, respectively, using travel-time residuals of teleseismic direct 

P-waves. Below, I describe in some detail the work of Aki et al. (1977), since the inverse 

problem theory used in their work is nearly identical to that used in following works. 

Aki et al. (1977) parametrized the lithosphere beneath the stations in 3-D blocks (voxels), 

in which the slowness (inverse of velocity) is allowed to vary from a reference 1-D model 

(obtained for this region in previous studies) and used ray theory to relate travel-time residuals 

𝛿𝒅 (the data) to fractional slowness perturbations 𝛿𝒎 (the unknown model parameters), as 

in eq. (1) 

𝛿𝒅 = 𝑨𝛿𝒎, (1) 

where  
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A() =
d+()
v+)
, 1 ≤ i ≤ N, 1 ≤ j ≤ M (2) 

is called the kernel (or Fréchet kernel, or partial derivative matrix), 𝑑̅56 is the distance 

traveled by ray 𝑖 in block 𝑗 with the ray computed in the reference model, and 𝑣̅6 is the 

average velocity in the depth layer of block 𝑗. Since the number of data (𝑁) is generally larger 

than the number of model parameters (𝑀), eq. (1) is over-determined, and the aim of the 

tomographic inversion is to find the model perturbation 𝛿𝒎  that minimizes the 

quantity	‖𝑨𝛿𝒎 − 𝛿𝒅‖, where ‖⋅‖ is a norm, which is usually the 𝐿A norm. This implies that 

𝛿𝒎 is the solution of the least-square eq. (3)  

𝑨𝑻𝑨𝛿𝒎 = 𝑨𝑻𝛿𝒅, (3) 

Because of the poor ray coverage of some of the model blocks, 𝑨𝑻𝑨 is in general singular. 

In this case, eq. (3) is solved using the generalized inverse (𝑨𝑻𝑨)E𝒈  given by the SVD 

decomposition (Lanczos, 1961), as in eq. (4) 

(𝑨𝑻𝑨)E𝒈 = 𝑽𝚲IEJ𝑽K, (4) 

where 𝚲IEJ is the inverse of the diagonal matrix of non-zero eigenvalues, and 𝑽 is the 

matrix of corresponding eigenvectors. Aki et al. (1977) estimated the resolution and model 

errors using the resolution matrix, and the model covariance matrix (see section 2.1), which 

are still used in recent models. Eqs. (1)–(4) are the basic equations for seismic tomography. 

The fundamental difference between different tomographic works is the definition of the data 

vector 𝛿𝒅 (travel-time residuals for the case of travel-time tomography; waveform residuals 

for the case of waveform inversion, as discussed in section 2.1), and of the partial derivate 

kernel 𝑨 in eq. (1) (using ray theory as in Aki et al. 1977, and more recently using finite 

frequency travel-time kernels, or waveform kernels for waveform inversion).  
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Aki et al. (1977) noted that the use of the reference model to compute 𝑑̅56 is generally 

justified by Fermat’s principle, which states that the travel-time is stationary with respect to 

small perturbations in the raypath (see the Appendix of Aki et al., 1977), which is valid if the 

reference model is close enough to the perturbed model. This approximation coming from the 

linearization of the inverse equation is usually not explicitly verified by tomographers (even 

for recent models), but was shown to be inaccurate for raypaths turning in the (shallow) upper-

mantle, because of strong radial heterogeneities in the upper mantle (Grand, 1987), and because 

raypaths are concentrated in the high-velocity slab (for subduction zone earthquakes) and avoid 

the low-velocity mantle wedge (Simmons et al., 2012). 

The pioneering work for global tomographic model is that of Dziewonski et al. (1977). 

Dziewonski et al. (1977) formulated the inverse problem similarly to Aki et al. (1977), but 

parametrized their model using spherical harmonics up to degree 3 (resolution of ~6700 km at 

the Earth’s surface), and used ~700,000 travel-time residuals for direct P-waves recorded at 

epicentral distances between 27–105˚, and PKIKP phase at epicentral distance greater than 

160˚ recorded worldwide and published in the Bulletins of the International Seismological 

Center (ISC). They didn’t use the P-waves for distance smaller than 27˚ because of possibility 

of phase misidentification due to multipathing in the upper mantle, but this resulted in poor 

resolution in the upper mantle. Dziewonski et al. (1977) reported for the first time the strong 

negative correlation at spherical harmonics degree 2 and 3 between velocity anomalies in the 

lower mantle below ~1100 km, and geoid (gravity) anomalies, and suggested that this could be 

explained with a negative conversion factor between velocity and density anomalies (assuming 

a rigid Earth). However, Hager (1984) later showed that for a viscous Earth, positive density 

anomalies can actually induce negative geoid anomalies due to the displacement of the surface 
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and CMB (“dynamic topography”), if the viscosity of the lower-mantle is at least ~30 times 

that of the upper mantle. Hager (1984) estimated the amount of density anomalies in the mantle 

based on the location of slabs worldwide given by hypocenters of deep earthquakes, and 

showed that spherical harmonics degree 2–9 of the geoid anomalies can be relatively well 

explained if cold and denser slabs extend to the lower-mantle to depths of 700–1200 km (the 

actual depth is not well constrained). Motivated by the observation of Dziewonski et al. (1977), 

Hager (1984) thus for the first time used constraints from seismology (location of deep 

Earthquakes) to place constraints on the rheology of the Earth’s mantle. 

The same year, Dziewonski et al. (1984) extend the model of Dziewonski et al. (1977) by 

increasing the spherical harmonics expansion up to degree 6 (i.e., resolution of ~3300 km at 

the Earth’s surface), and established the presence of a ring of high-velocity anomaly regions 

around the Pacific beneath long-lived subduction zones, which could be remnant of cold slabs 

that sank down to the core-mantle boundary (CMB). However, the poor resolution of their 

model in the upper mantle and transition zone did not allow them to reach a definite conclusion 

on the link between upper-mantle and lowermost mantle high-velocity anomalies (i.e., on 

whether seismic data support the existence of whole-mantle convection). Dziewonski et al. 

(1984) also established the dominant spherical harmonics degree-2 pattern of lower-mantle (P-) 

velocity anomalies, with high-velocities beneath the circum-Pacific, and low-velocities 

beneath the Pacific and southern Africa. Using this observation, Richards and Engebretson 

(1992), and Engebretson et al. (1992) computed the amount and distribution of subducted 

lithosphere between 0–180 Ma based on their previously published plate reconstruction model, 

and showed that it correlates well with the lower-mantle seismic structure of Dziewonski et al. 

(1984) (for spherical harmonics degree 2 and 3). Based on this, Engebretson et al. (1992) 
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proposed that the high-velocity anomalies in the lower-mantle correspond to a “lithospheric 

graveyard” of slabs accumulated in the lower-mantle. 

The dataset of P-wave travel-time residuals used by Dziewonski et al. (1984), which is 

reported in the ISC Bulletin, was the major dataset used in global P-wave tomography until the 

work of Engdahl et al. (1998). Engdahl et al. (1998) published an improved catalog of P-wave 

travel-time residuals (called the EHB catalog) by relocating ~100,000 events in the period 

1964–1995 using travel-time residuals reported to the ISC and to the US Geological Survey’s 

National Earthquake Information Center (NEIC) by 1) including depth (pP, sP, ocean-reflected 

pwP), and core (PKiKP, PKPdf) phases; 2) using an improved reference Earth model, AK135 

(Kennett et al., 1995), to compute travel-time residuals (previously, travel-time residuals 

reported to ISC were with respect to the Jeffrey-Bullen model). Engdahl et al. (1998) re-

identified a significant portion of later phases (i.e., phases that arrive after the direct P-wave, 

such as pP, PcP, sP) that were incorrectly identified in the ISC bulletins, significantly 

improving the reliability of such phases and making them more easily usable for tomography. 

The EHB catalog is still used in recent P-velocity models (e.g., Fukao and Obayashi, 2013), 

and now contains more than 11 million travel-time residuals for the direct P-wave. 

In contrast to P-velocity models, which rely on the large dataset of travel-time residuals in 

the ISC (or later, EHB) catalog, “high-resolution” S-velocity models of the mantle relied on 

travel-time residuals carefully picked by each author. The reason is that, although ISC Bulletins 

report S-wave residuals, these are significantly noisier than the P-wave residuals because the 

stations reporting to ISC are short period vertical component seismometers (dominant period 

of P-wave is typically 1 s, but that of S-wave is longer, ~4 s) (Masters et al., 2000); hence ISC 

S-wave residuals were usually not used for tomography (except in a few studies, see below). 
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Also, ISC S-wave residuals were truncated at ±7.5 s, which is ~2 times less than the largest 

S-wave residuals for the lower-mantle, leading to underestimated S-velocity anomalies in the 

lower-mantle for the few models based on ISC S-wave residuals (see below) (Masters et al., 

2000). 

The first “high-resolution” S-velocity model of the upper and lower-mantle (down to 

~1700 km depth) is that of Grand (1987), who inferred the S-velocity structure beneath Central 

America and the US, using S and SS phases travel-time residuals for records at epicentral 

distance between 8–80˚. In contrast to the P-wave model of Dziewonski et al. (1984), the use 

of the S-phase at epicentral distances smaller than 25˚ and of SS phases allowed Grand (1987) 

to constrain the upper-mantle structure as well as the lower-mantle structure. Grand (1987) 

measured travel-time residuals of the direct S-wave by picking its onset time on the 

seismograms, and used cross-correlation of synthetic seismograms (synthetics) with observed 

records to measure the travel-time residual of later S phases (S-wave triplications, see below) 

and SS phases. His model was parametrized using constant-velocity blocks of lateral 

dimensions of ~500 km by 500 km (~6 times smaller than in the model of Dziewonski et al., 

1984). The model of Grand (1987) is the first tomographic model to show the presence of a 

tabular high-velocity anomaly extending nearly vertically from ~700 km to ~1700 km (the 

model has poorer resolution below ~1600 km depth) beneath Central America, which he 

associated with the subduction of the Farallon plate. 

We note that earlier studies modelling variations in travel-times of deep earthquakes as 

function of the takeoff angle (called “residual sphere analysis”) had reported that slabs beneath 

the Sea of Okhotsk (Jordan, 1977; Creager & Jordan, 1984), and Mariana, Japan, and Izu-

Bonin (Creager & Jordan, 1986) penetrates into the lower-mantle down to more than ~1000 
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km depth with a steep dip angle and nearly no deformation at ~660 km depth. However, these 

observed travel-time time variations where later shown to be mostly due to the (relatively small 

scale) 3-D structure of the mantle outside of the slab, weakening these reported evidences for 

simple penetration of slabs into the lower-mantle (see the review of Lay, 1994). 

The S-waves at epicentral distances less than ~25–30˚ used by Grand (1987) have multiple 

arrivals separated by typically ~0–10 s corresponding to multiple paths in the upper mantle and 

MTZ due to strong S-velocity discontinuities at ~410 km and ~660 km depth. Travel-times of 

later-arriving phases are difficult to measure, since the time-separation between phases is small 

and they frequently overlap. Also, later phases are prone to phase misidentification that could 

strongly bias the inferred model, so that most authors use direct (first-arrival) phases only. 

Grand (1987) (and his more recent models) is one of the few authors that use later arriving S-

wave triplications in his travel-time tomographic model. Another work that used triplicated 

phases in P-wave travel-time tomography is Takeuchi et al. (2014). 

Shortly after the work of Grand (1987), Inoue et al. (1990) derived the first “high-

resolution” global P-velocity model of the whole mantle by using ~2 million direct P-wave 

travel-time residuals from the ISC Bulletins at epicentral distance < 95˚ (including epicentral 

distances smaller than 25˚). Their model was parametrized in 32,768 constant-velocity voxels 

of dimension 5.625˚ by 5.625˚ (~570 km at the Earth’s surface, i.e., much smaller than the 

~3300 km of Dziewonski et al. 1984, comparable to the size of blocks used by Grand 1987, 

and ~2.5–5 times the size of voxels used in the most recent P-velocity models, e.g., Obayashi 

& Fukao, 2013) in 16 depth layers. The model of Inoue et al. (1990) confirmed the high-

velocity anomaly beneath Central America extending from ~630–2250 km depth, and showed 

high-velocity anomalies beneath the Japan and Tonga trench extending from the surface to 
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~1000 km depth (the depth extent of the slab at the Japanese trench is discussed again below). 

Inoue et al. (1990) also observed strong low-velocity anomalies in the mantle wedge in both 

regions, and a strong low-velocity anomaly beneath the Pacific slab at the Japan trench, which 

are features that are also found in recent models (e.g., Obayashi & Fukao, 2013). Grand (1987) 

and Inoue et al. (1990) thus showed some of the first (reliable) direct evidence for penetration 

of (some) slabs into the lower-mantle. Note, however, that because neither Grand (1987) nor 

Inoue et al. (1990) used core-reflected phases (ScS, PcP), or core phases (PKP, SKS), their 

models have poorer resolution in the lowermost mantle (as they are constrained only by direct 

P- and S-waves). It was thus not possible, based on their models, to tell whether slabs sink 

down to the CMB, or if the lowermost mantle is isolated from the rest of the lower-mantle as 

will be suggested later by van der Hilst et al. (1997). 

Fukao et al. (1992) extended the work of Inoue et al. (1990) in the region around the 

Japanese Islands (where the number of data is large so that the resolution is high) by reducing 

the size of blocks used to parametrized the model to 150 x 150 km in the lateral direction, and 

50 km in the vertical direction (i.e., ~1–1.5 times the size of blocks used in recent models). 

Fukao et al. (1992) imaged high-velocity anomalies extending from the Earth’s surface and 

deflected horizontally at ~670 km depth (above the upper mantle) beneath the southern Kurile, 

Japan, and Izu-Bonin arc, with some “blobs” of strong high-velocity anomaly beneath the 

Japan arc extending to ~800 km depth in the lower-mantle beneath the horizontal part of the 

slab. In this region, relatively strong high-velocity anomalies are present in the lowermost 

mantle (beneath eastern China), but the connection between these and the upper-mantle slabs 

is not clear (the lower-mantle in this region is dominated by intermittent high-velocity 

anomalies, and broad-scale weak high-velocity anomalies, but there is no clear slab-like tabular 



 10 

high-velocity anomaly in the lower-mantle). We note that this differ from the results of Inoue 

et al. (1990) who claimed that slabs beneath Japan reach to ~1000 km depth into the lower-

mantle, and shows the difficulty of imaging slabs, which are small-scale structures. Fukao et 

al. (1992) interpreted these stagnant slabs as a “megalith” resulting from the buckling of a slab 

as it interacts with the 670 km discontinuity (Ringwood & Irifune, 1988), and eventually sinks 

into the lower mantle because of excess weight if the megalith is cold enough. Fukao et al. 

(1992) also found a slab beneath the Java arc that extends to ~1200 km depth. 

Note that in more recent fully dynamic numerical simulations (i.e., where plate velocity at 

the surface is not imposed as a boundary condition, but evolves in response to local forces), 

buckling of slabs above the 660 km discontinuity is significantly weaker than in simulations 

where surface plate velocities are imposed as boundary conditions (Christensen, 1996), which 

would make it more difficult to form a megalith (Quinteros et al., 2010).  

Grand (1994) improved the model of Grand (1987) by including several additional phases: 

the core-reflected ScS phase that greatly improves resolution in the lowermost mantle, and the 

multibounce phases at the Earth surface SSS and SSSS that improve resolution for the shallow 

upper-mantle structure. He also reduced the size of blocks to parametrize the model to 275 x 

275 km of lateral dimensions (from 500 km in his previous model). His model clearly showed 

the presence of high-velocity anomalies beneath the Americas extending from at least ~750 km 

down to the core-mantle boundary (CMB), deeper than in Grand (1987) due to the use of the 

core-reflected ScS phase (the MTZ is the poorest resolved region in his model, which may 

explain why this high-velocity anomaly does not seem to extend to shallower depths). This 

allowed him to estimate the sinking velocity of slabs in the lower-mantle to be ~1–2 cm/yr, 

assuming that the high-velocity structure at the CMB correspond to paleoslabs that were 
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subducting beneath the Americas at ~150 Ma. We note that this estimate is in agreement with 

more recent work (van der Meer et al., 2010; Domeier et al., 2016). 

As mentioned above, Engdahl et al. (1998) published an improved dataset of P-wave travel 

time residuals (the EHB catalog), including later phases such as the depth phases pP, sP, and 

the ocean-surface reflected pwP, and the core phase PKP. Depth phases (pP, sP, pwP) give 

additional constraints on the shallow structure above the hypocenters of the events, while the 

PKP core phase gives additional constraints on the lowermost mantle. The first tomographic 

model to use this improved dataset is the global model of van der Hilst et al. (1997), who used 

all of the available above-mentioned P-wave phases (direct and later phases) in the EHB 

catalog, and parametrized their model using constant-velocity blocks of lateral dimension 2˚ x 

2˚ (~200 km at the Earth’s surface, which is ~1–2 times the size of blocks in recent models). 

Their model showed continuous subduction into the lower-mantle in several of the long-lived 

subduction zones: 1) beneath Central America down to the CMB (Farallon slab), confirming 

the observations of Grand (1994), 2) beneath southern Eurasia down to ~1500 km depth 

(Aegean slab; as discussed later, this slab was imaged deeper in a subsequent S-velocity model), 

3) beneath Tonga-Kermadec down to ~1400 km depth. Beneath the northwestern Pacific, slabs 

are deflected horizontally in the MTZ, in general agreement with the model of Fukao et al. 

(1992). While one cross-section in van der Hilst et al. (1997) suggest continuous subduction 

beneath central Japan, Fukao et al. (2001) later argued that the high-velocity anomaly in the 

top of the lower-mantle is much weaker than that of the slab in the upper-mantle, and that thus 

there is no strong evidence for direct penetration of the slab into the lower-mantle beneath 

central Japan.  
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Based on the global model of van der Hilst (1997), van der Hilst et al. (1999) argued for 

compositional stratification in the bottom 1000 km depth of the mantle. This was based on 1) 

a shift from short (spatial) wavelength slab-like tabular high-velocity anomalies in the upper-

mantle and top of the lower-mantle to long-wavelength broad high-velocity anomalies below 

~1700 km depth, and 2) the fact that the depth of this change in the wavelength of high-velocity 

anomalies corresponds roughly to an increase in the bulk- to S-velocity ratio reported in the 

global joint S- and P-velocity tomography study of Kennett et al. (1998). High bulk- to S-

velocity ratio in the lower-mantle was thought to indicate the presence of a chemically distinct 

layer, suggesting that convection in this layer is isolated from the rest of the mantle. 

However, Masters et al. (2000) argued that the anomalously high bulk to S-velocity ratio 

in Kennett et al. (1998) was due to the use of S-wave residuals reported in the ISC Bulletins, 

which were clipped at ±7.5 s, approximately 2 times smaller than the maximum direct S-wave 

residual measured by Masters et al. (2000) for S-waves that samples the lower-mantle, resulting 

in underestimated S-velocity perturbations. In contrast, Masters et al. (2000) found a higher 

bulk- to S-velocity ratio values that can be explained a thermal origin of velocity anomalies 

(Karato, 1993), except in the lowermost 500 km of the mantle, where the bulk- and S-velocity 

become negatively correlated. We note that this negative correlation is now thought to indicate 

the presence of Mg-post-perovskite (Mg-pPv) (Murakami et al., 2004; Tsuchiya et al., 2004) 

in the lowermost mantle (Wentzcovitch et al., 2006; Koelemeijer et al., 2018). 

We conclude this subsection on earlier tomographic models by discussing the work of 

Grand et al. (1997) and Fukao et al. (2001). Grand et al. (1997) presented a new high-resolution 

global S-velocity model obtained using the methods of Grand (1994), and compared it to the 

model of van der Hilst et al. (1997). They showed the first good agreement between global P- 
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and S-velocity models for small scale (high) velocity anomalies. The two models showed good 

agreement on most of the slab structure that extends into the lower-mantle discussed by van 

der Hilst et al. (1997). In particular, the Farallon slab extends down to the lowermost mantle in 

both models. There are some differences, though, for instance for the Aegean slab that extends 

down to the lowermost mantle in the S-velocity model of Grand et al. (1997), but seems to 

disappear below ~1800 km depth in the model of van der Hilst et al. (1997).  

Fukao et al. (2001) reviewed the fate of slabs in the circum-Pacific region based on their 

recent P-velocity model, on the P-velocity model of van der Hilst (1997), and on two low-

resolution global S-velocity models. Fukao et al. (2001) argued for a majority of slabs in the 

circum-Pacific region stagnating (e.g., beneath central Japan) or stopping (e.g., beneath the 

Marianas) between 660–1000 km depth. 1000 km depth corresponds to the lower limit of the 

transition region as defined originally by Bullen (1963). Although there seems to be no strong 

global seismic discontinuity at ~1000 km depth (or mineral phase transition) that could justify 

stagnation of slabs at ~1000 km depth, it had recently been shown that there might be a seismic 

discontinuity around this depth (~920 km depth) beneath some subduction zones, e.g., beneath 

Tonga, and beneath the Japan and Flores sea (Java) (Kawakatsu & Niu, 1994). A recent global 

study of mid-mantle reflectors using SS phase precursors (long period and sensitive to 

horizontal reflectors of more than ~500 km in size) find no global lower-mantle discontinuity, 

but find evidences for regional reflectors extending over ~1500 km laterally at depths of ~850, 

and ~1050 km in two “neutral” regions (i.e., where tomographic models report no significant 

velocity anomalies), which they interpret as possibly due to (regional) compositional layering 

or ancient slabs trapped due to (regional) viscosity layering (Waszek et al., 2018). Also, other 

studies using S-to-P converted wave to detect small-scale scatterers (dimensions of ~10 km) in 
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the lower-mantle found such scatterers beneath subduction zones in the circum-Pacific regions 

beneath the currently subducting Pacific and Nazca slabs down to ~1800 km depth (Kaneshima 

& Helffrich, 2010; Kaneshima, 2016), which they interpreted as possible evidence for the 

presence of basaltic composition heterogeneities entrained into the lower-mantle by past 

subduction. Such scatterers are not detected beneath ~1800 km depth, and in the western 

Pacific region their distribution peaks between ~800–1100 km depth, which could indicate 

layering, but could also be explained by the strong decrease in the S-velocity contrast between 

basaltic and pyrolitic composition from ~3% at ~700 km depth to ~1% at ~1300 km depth 

(Tsuchiya, 2011). Finally, as reviewed by Kaneshima (2016), there are several other studies 

using different kind of scattered waves (e.g., P-to-P scattering) that detected scatterers in the 

lower half of the lower-mantle, suggesting the presence of subducted material deep into the 

lower-mantle. 

1.2 Developments: finite-frequency and body-wave waveform tomography 

The tomographic models presented in the previous section are all based on ray-theoretical 

interpretations of the observed travel-time residuals. In this framework, it is assumed that these 

residuals are caused by the 3-D structure along the raypath only, with no contribution from 3-

D structure away from the raypath. This is exact only at infinitely high frequencies, but is 

justified by the fact that the dominant period of P-, and S-waves used in the above-mentioned 

models is high: ~1 s (wavelength of ~10 km), and ~4 s (wavelength of ~30 km), respectively 

(Masters et al., 2000), and by the fact that the part of the waveform near the onset time 

corresponds to the higher-frequency content (lower-frequencies typically travel with a smaller 

phase velocity due to attenuation). 
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However, when the size of heterogeneities is comparable to the wavelength, diffraction 

effects (not taken into account by ray theory) become important (e.g., “wavefront healing”: 

Nolet & Dahlen, 2000), and a more accurate theory for the interpretation of travel-times is 

necessary to resolve small-scale structures of size comparable to seismic wavelengths. 

Furthermore, the use of waveform data instead of travel-time data can significantly increase 

the degree of constraint on the structure, since waveforms contain broadband information (i.e., 

the shape) and amplitude information; however, waveform inversion requires the use of full-

wave theory to be sufficiently accurate.  

Several theoretical frameworks were developed for the inversion of waveform data 

(Tarantola & Valette, 1982; Nolet, 1990; Geller & Hara, 1993; Li & Romanowicz, 1995; 

Fichtner et al., 2008), and of “finite-frequency” travel-times, which take into account the 

sensitivity of travel-times away from the raypath, and are measured by cross-correlation of 

synthetics with observed waveforms (Dahlen et al., 2000; Hung et al., 2000). 

Again, we focus here on “high-resolution” tomographic models, obtained using relatively 

short period body-waves (or surface-wave overtones, or a combination of both). There were 

several earlier studies that used waveform data for the case of long-period body-waves (e.g., 

Su et al., 1994), or surface-waves (e.g., Woodhouse & Dziewonski, 1984), but these have 

typically low resolution and did not aim to look at the detailed structure of slabs. 

One of the first “high-resolution” models to use finite-frequency information was obtained 

by waveform inversion of surface-wave overtones and S-wave triplications to image the more 

detailed structure of the Farallon plate in the upper mantle and MTZ beneath North America 

(van der Lee & Nolet, 1997a, 1997b). 
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Hung et al. (2005) used finite-frequency travel-time kernels (called “banana-doughnut” 

kernels because of their particular shape) to image more detailed structure of the lowermost 

mantle (D″ region) beneath Central America; their study revealed much smaller scale structure 

of the broad high-velocity anomalies at the CMB in this region than had commonly been 

imaged in previous global models (Grand et al., 1997; van der Hilst et al., 1997), suggesting 

the existence of smaller scale convection that could suggest stiff and cold slabs at the CMB.  

Recently, Kawai et al. (2014), and Konishi et al. (2014) developed methods for localized 

waveform inversion for the 3-D S-velocity structure of the D″ region. Suzuki et al. (2016), and 

Borgeaud et al. (2017) applied these methods to large datasets of waveforms from the full 

deployment of the USArray (a large array of ~2500 seismic stations) in the contiguous US 

during 2004–2015 to image the 3-D S-velocity structure beneath the Northern Pacific, and 

Central America and the Caribbean, respectively. These studies confirmed the presence of 

strong high-velocity anomalies in the D″ region beneath two long-lived subduction zones 

(corresponding to paleoslabs), but also the presence of strong low-velocity anomalies just 

above the CMB extending vertically around the high-velocity anomalies, resulting in the 

inference of a smaller-scale convection pattern than had been possible in previous global 

studies. Compared to the model of Hung et al. (2005), the model of Borgeaud et al. (2017) 

shows stronger low-velocity anomalies just above the CMB, and more consistent vertical 

features that can be interpreted as slabs or possible small-scale plumes originating at the CMB. 

Takeuchi (2007) published the first global S-velocity model using the exact formulation of 

waveform kernel of Geller and Hara (1993). His model confirmed the stagnation of slabs at 

660 km beneath Central Japan. Although this is not discussed in Takeuchi (2007), his model 

also seems to show the presence of slabs beneath Kermadec down to more than ~1200 km, and 
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beneath Java down to more than ~1500 km (in general agreement with Fukao et al., 2001, but 

in apparent disagreement with Fukao & Obayashi, 2013), but also beneath northern Kurile 

down to ~2000 km (in apparent disagreement with Fukao et al., 2001). 

Sigloch (2008) published the first model using finite-frequency tomography with travel-

time and amplitude kernels measured in several frequency bands to increase the number of 

constraints. We note that earlier finite-frequency models typically used a single frequency, and 

did not use amplitude information. On the other hand, models based on waveform inversion 

(e.g. Takeuchi, 2007) intrinsically use broadband information and amplitude information. 

Sigloch (2008) showed complex subduction of the Farallon plate beneath North America, 

which she linked to the Laramide orogeny at ~50–70 Ma. In her model, the Farallon slab 

penetrates deep into the lower-mantle, in agreement with earlier studies (Grand et al. 1997; van 

der Hilst et al., 1997). 

Obayashi et al. (2013) updated the model of Fukao et al. (2001) by using finite-frequency 

travel-time kernels. Based on this model, Fukao and Obayashi (2013) argued that stagnation of 

slabs between 660–1000 km depth is the dominant convection style in the circum-pacific 

region. Some important changes compared to the work of Fuako et al. (2001) were for slabs 

beneath Java, and Kermadec, previously seen as subducting down to ~1200, and 1400 km depth, 

respectively, but both shown as extending horizontally at ~1000 km depth in the more recent 

model of Obayashi et al. (2013). We further note that they interpreted the Farallon slab beneath 

Peru, and Chile, as trapped at ~1000 km, and stagnating at ~660 km, respectively. However, a 

more recent regional travel-time tomography model suggest that the Farallon slab penetrates 

into the lower-mantle beneath both Peru and Chile, and reach at least 900 km depth (where 

their model stops), suggesting that the fate of the Farallon slab in this region is still uncertain 
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(resolution tests in Obayashi et al., 2013, indeed show relatively poor resolution in the lower-

mantle in this region). 

In summary, previous work in seismic tomography established that slabs in some locations 

(currently) stagnate above the upper-mantle (all authors agree on the stagnation of slabs from 

southern Kurile to Izu-Bonin), while they penetrate deep (i.e., more than ~1000 km depth) into 

the lower-mantle (e.g. Aegean slab beneath south-east Europe) and reach the CMB in some 

other locations (e.g., beneath Central America). For some subduction zones, however, there 

seem to be disagreements between different authors on the maximum penetration depth of slabs. 

This is the case for slabs beneath Java, Kermadec, South-America, and possibly Kamchatka. 

Also, the tectonic history is not always considered when interpreting the fate of slabs beneath 

some subduction zones. For instance, the slab beneath the Mariana trench seems to stop at 

~1000 km depth (Fukao & Obayashi, 2013), but this probably does not imply that it is “trapped” 

at ~1000 km depth, since subduction at the Mariana trench is thought to have initiated around 

50 Ma (Seno & Maruyama, 1984), which is in broad agreement with a slab reaching ~1000 km 

depth. 

Finally, the fate of slabs in the deeper part of the lower-mantle is not clear. Previous global 

models all noted an increase in the length-scale (spatial wavelength) of high-velocity anomalies 

in the lowermost mantle beneath long-lived subduction zones (e.g., in the circum-Pacific 

region), which has sometimes been interpreted as evidence for a separate convective layer in 

the lowermost mantle (van der Hilst et al., 1999), or for an increase in viscosity around ~2000 

km depth (Forte & Mitrovica, 2001). However, regional studies seem to show smaller-scale 

structures in the lowermost mantle, typically with stronger small-scale low-velocity anomalies 

(e.g., Hung et al., 2005; Kawai et al., 2014). 
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To summarize the reported fate of slabs, I show in Figure 1 a global view of subduction 

zones labeled following the classification of Fukao and Obayashi (2013), which is as follows: 

1) slabs stagnating at 660 km depth, 2) slabs that penetrate into the lower-mantle, 3) slabs that 

are trapped in the uppermost lower mantle, between 660–1000 km depth (this includes both 

slabs that seems to be deflected horizontally at ~1000 km depth, and slabs that seems to stop 

abruptly at ~1000 km depth, but without horizontal deflection, as beneath the Mariana arc), 4) 

slabs that penetrate deep into the lower mantle. Classifications are coded by colors from red to 

blue (see caption in Figure 1). Subduction zones with multiple labels correspond to regions 

with different studies reporting different subduction modality for the same slab (the color of 

the cross-section line indicates the deepest penetration depth of the corresponding slab as 

reported in at least one previous study). 

1.3 Global correlation between slabs and past plate boundaries 

Finally, we note that recently, several studies have aimed to establish the correlation 

between high-velocity anomalies in the Earth’s mantle obtained by tomographic models, and 

location of past plate boundaries. Some of these studies are based on a single global P-velocity 

model inferred using travel-time tomography and a 3-D initial model by Amaru (2007) (van 

der Meer et al., 2010, 2018), while other studies use several (~10) S- (Domeier et al., 2016) 

and P-velocity models (Shephard et al., 2017). 

Domeier et al. (2016) found a global correlation between the location of past subduction 

zones from 10–200 Ma, and of slabs in the lower-mantle as imaged in several previous 

tomographic models, down to at least ~2300 km depth, assuming that slabs sink vertically. This 

suggests penetration of slabs deep into the lower-mantle on a global scale, although the fact 

that slabs in the lower-mantle typically appears as broadened high-velocity anomalies 
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(probably a combination of an increase in viscosity in the lower-mantle, of the complexities 

induced at 660 km depth, and of the limited resolution of tomographic models) implies that 

this correlation cannot represents well the complexities in convection modality around 660–

1000 km depth discussed in previous tomographic models (e.g. Fukao & Obayashi, 2013). 

Van der Meer et al. (2010, 2018) conducted a more detailed (but perhaps less robust due 

to the use of a single tomographic model) comparison between high-velocity anomalies in the 

lower-mantle, and past subduction zones. Van der Meer et al. (2018) classify 94 slabs, giving 

their top and bottom depths, and the ages of initiation and cessation of subduction, relying on 

previous interpretations and existing geophysical records. Around half of the slabs classified 

by van der Meer et al. (2018) reside in the lower-mantle only. One particularity of their 

interpretation is that they propose that several of these lower-mantle paleoslabs are remnants 

from past intra-oceanic subduction zones, which are not included in plate reconstruction 

models (e.g., Müller et al., 2016). 

1.4 Full waveform tomography 

Due to the increase in computational power in the last two decades, several studies have 

started to perform waveform inversion using 3-D reference models and computing exact 

synthetics for 3-D models using the full-wave theory, which is commonly call “full-waveform 

tomography” (we note that this is a confusing designation, since many works using full-

waveform tomography do not actually use all the information in the waveforms, but often use 

only the finite-frequency travel-time information). French and Romanowicz (2014) published 

the first global model obtained using a hybrid approach by computing exact 3-D synthetics at 

each iteration, and efficient approximate partial derivative kernels using the NACT (Li & 

Romanowicz, 1995), a waveform misfit (L2 norm of the waveform residual), and waveforms 
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down to a period of ~32 s. Bozdag et al. (2016) published the first global model obtained using 

the so-called adjoint tomography method (Tromp et al., 2005) by using the 3-D wave-

propagation code SPECFEM3D_GLOBE (Komatitsch et al., 2015) for both the forward 

simulations of synthetics and the computation of the partial derivative kernel at each iteration, 

which required a significant amount of computational power (~19,000 GPU). Bozdag et al. 

(2016) used a phase misfit (finite-frequency travel-time information), and waveforms down to 

a period of ~17 s. Zhu et al. (2015, 2017) used adjoint tomography and SPECDEM3D_GLOBE 

(Komatitsch et al., 2015) to image the regional upper-mantle and transition zone structure 

beneath Europe, and the US, respectively. They used a phase and amplitude misfit criterion, 

and waveforms down to a period of 15 s. Tao et al. (2018) used adjoint tomography with 

SPECFEM3D_GLOBE (Komatitsch et al., 2015), and a cross-correlation misfit criterion to 

make use of the information contained in S-wave triplications to image the upper-mantle and 

MTZ beneath Japan and eastern China. Tao et al. (2018) used waveforms down to a period of 

8 s. 

We note that the formulation of the inverse problem when using adjoint tomography differs 

from that introduced by Aki et al. (1977) in eq. (3), who solve the normal equation written 

using the 𝑨K𝑨 matrix, sometimes called the approximate hessian. In adjoint tomography, the 

misfit is minimized using a gradient descent based approach, which has a slower convergence 

rate than when formulating the inverse problem using the 𝑨K𝑨 matrix (Chen et al. 2007). The 

reason is that adjoint tomography does not have access to the 𝑨K𝑨 matrix, since for each event 

only one back-propagated wavefield is computed (with the source term being given by the sum 

over all receivers of each individual adjoint source), while kernels for all individual records are 

required to compute the 𝑨K𝑨 matrix. On the other hand, this makes the computation of kernels 
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in adjoint tomography significantly faster (i.e., of the order of the computation cost for the 

forward propagation), because there is no need to compute the back-propagated wavefield for 

each receiver (which are often of the order of thousands). 

Finally, we note that although the several iterations performed in the works using adjoint 

tomography with SPECFEM3D_GLOBE (Komatitsch et al., 2015) account for the non-

linearity of the inverse problem, some other issues, such as the dependence on the initial model, 

still remain. In this respect, the methods for waveform inversion used in this study might allow 

more efficient quantification of the dependence on the initial (1-D) model, because 1) the 

computation of the partial derivative kernel is faster than for one iteration of adjoint 

tomography (due to the use of a 1-D reference model and wavefield interpolation), and 2) one 

iteration using the 𝑨K𝑨 matrix should be equivalent to several iterations using the adjoint 

kernel (Chen et al., 2007). 

1.5 This study 

As discussed previously (and shown in Figure 1), not all authors agree on the fate of slabs 

in the Earth’s mantle. Some authors have argued that most of the slabs are trapped between 

660–1000 km depth (e.g., Fukao & Obayashi, 2013), but different tomographic models 

sometime show disagreement in the maximum penetration depth of slabs into the lower-mantle, 

and in their connection to high-velocity anomalies in the lowermost mantle. Also, global 

analysis of multiple tomographic models shows a global correlation between past plate 

boundaries between 10–180 Ma, and slabs in the lower-mantle down to ~2300 km depth 

(Domeier et al., 2016), suggesting that slabs generally penetrate deep into the lower-mantle, 

but with the connection to high-velocity anomalies in the lowermost mantle still uncertain. 

Finally, the (spatial) wavelength of velocity anomalies in the lowermost mantle (related to the 
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convection style in the lowermost mantle) is also most likely smaller than reported by previous 

global studies (as suggested by regional studies, e.g., Hung et al, 2005; Kawai et al., 2014). 

The above-mentioned disagreement in the fate of slabs is due to the limited resolution of 

tomographic models (and also to uncertainties in past plate boundaries and past plate motion).  

In this dissertation, in order to improve our understanding of the fate of slabs, I image the 

3-D S-velocity structure in the D″ region, and in and near the MTZ beneath Central America 

and its vicinity with higher resolution than in previous tomographic models. As discussed 

previously, these two regions are important in investigating the fate of slabs, since these are 

the two boundary layers of the Earth’s mantle. The imaging of a possible barrier to convection 

at ~1000 km depth as suggested by previous studies (Fukao & Obayashi, 2013) is a topic for 

future studies. Improvement over previous studies comes from 1) the use of a large dataset 

made available from the recent full deployment of the USArray transportable network in the 

contiguous US from 2004–2015, 2) the use of waveform inversion based on the exact 

formulation of partial derivatives of Geller and Hara (1993), as developed recently for the case 

of the D″ region (Kawai et al., 2014; Konishi et al., 2014), and 3) for the MTZ study, the use 

of S-wave triplications waveforms. The merits of using waveform inversion are discussed in 

sections 3.2 and 4.2, and the merits of using S-wave triplications are discussed in section 4.2. 

For the case of the D″ region (Chapter 3), this is the first study to use a large waveform 

dataset from the full deployment of the USArray in the contiguous US to image the high-

resolution 3-D S-velocity structure of the D″ region beneath Central America and the 

Caribbean. Compared to Kawai et al. (2014) and Konishi et al. (2014), I also introduce some 

small technical improvements, such as weighting the data to roughly equalize the uneven 

distribution of azimuths and epicentral distances that arises due to the broad extent of the full 
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USArray. I also conducted for the first time in our group’s work several additional tests to 

check the resolution and robustness of the models inferred by waveform inversion. One of 

these tests is the “nonlinear checkerboard test”, that allows testing the accuracy of the linear 

(Born) approximation made when formulating the inverse problem; this test is computationally 

intensive due to the need to compute exact synthetics for a 3-D checkerboard pattern (using the 

full-wave propagation code SPECFEM3D GLOBE; Komatitsch et al., 2015). 

For the case of the MTZ (Chapter 4), this work represents the first application of our 

group’s localized 3-D waveform inversion method to infer the high-resolution 3-D S-velocity 

structure of the MTZ. This required several improvements, in particular to compute partial 

derivatives more efficiently and accurately, and a new way to compute corrections for shallow 

structures (see section 2.2). Improvements in the efficiency and accuracy of partial derivatives 

will also facilitate future inversions for the 3-D structure of the D″ region. 

I conclude this work by discussing the implications of the inferred models of the MTZ and 

D″ for the viscosity contrast between the upper- and lower-mantle (Chapter 5). 
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Figure 1. Global view of the fate of slabs as imaged by several tomographic models. 

Subduction zones (showed by colored lines with labels) are classified following Fukao and 

Obayashi (2013), depending on whether (I) the slab stagnates above the lower-mantle (at ~660 

km depth), (II) the slab penetrates into the lower-mantle, (III) the slab seems to stagnate, or 

stop between 660–1000 km depth, and (IV) the slab reaches depth larger than 1000 km depth. 

Colors of the lines showing subduction zones are based on the deepest reported penetration 

depth of the slab. We note the disagreement in the fate of slabs for several subduction zones, 

due to the limited resolution of tomographic models, although all authors agree on stagnation 

of slabs above the lower-mantle from southern Kurile to Izu-Bonin, and of deep penetration of 

slabs beneath Central America and the US. 
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Chapter 2 Method 

2.1 Inverse problem 

In general, the synthetic wavefield 𝒖NOP(𝒓) at a seismic station located at a point 𝒓 at 

the Earth’s surface is a nonlinear functional of the Earth’s model 𝒎 (eq. (5)) 

𝒖NOP(𝒓) = 𝒈[𝒎](𝒓). (5) 

In general, the recorded wavefield 𝒖UVN(𝒓) differs from the synthetic wavefield 𝒖NOP(𝒓) 

by a quantity called the waveform residual (eq. (6)) 

𝒓 = 𝒖UVN − 𝒖NOP. (6) 

Here, we assume that we have a large number of seismic records cut around the seismic 

phases used for the inversion (e.g., S and ScS for the case of D″, and the direct S- and S-

triplications for the case of the MTZ) for a total of 𝑁 time-windows. The residual 𝒓 is built 

by juxtaposition of the 𝑁 time-windows. If the functional 𝒈 in eq. (5) is not too nonlinear, 

and if we already have a good guess of the initial Earth’s model 𝒎W, eq. (6) can be linearized 

around 𝒎W, as in eq. (7): 

𝒓 = 𝒖UVN − 𝒈[𝒎W + 𝛿𝒎](𝒓) ≈ 𝒖UVN − 𝒈[𝒎W](𝒓) −
𝛿𝒈
𝛿𝒎

[𝒎W](𝑟)𝛿𝒎  

⇔ 𝒓 ≈ 𝛿𝒅 −
𝛿𝒈
𝛿𝒎

[𝒎W](𝑟)𝛿𝒎, (7) 

where 𝛿𝒎 is the vector of perturbations from the initial model 𝒎W, and 𝛿𝒅 = 𝒖UVN −

𝒈[𝒎W](𝒓) is the waveform residual for the initial model. The inverse problem seeks to find 

𝛿𝒎 so that 𝒓 = 0. In practice, the Earth’s model 𝛿𝒎 is developed using a finite basis of 𝑀 

elements (constant-velocity blocks in this work), and the residual 𝛿𝒅  is discretized by 

sampling the waveforms with a sampling frequency of 1 Hz, and contains 𝑁𝐾 points, where 
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𝐾 ≈ 80 represents the average number of points in a time-window. The discretized version of 

eq. (7) for 𝒓 = 0 is given by eq. (8) (assuming a strict equality) 

𝑨𝛿𝒎 = 𝛿𝒅, (8) 

where 𝑨 is called the partial derivative kernel 

𝐴56 =
𝛿𝑔5
𝛿𝑚6

. (9) 

If the inverse problem is well posed, we have 𝑀 ≪ 𝑁𝐾 , i.e., the number of model 

parameters is much smaller than the number of data points. This means that eq. (8) does not 

have a solution, and the best we can do is to minimize ‖𝒓‖A, i.e. finding the least-square 

solution of eq. (8). We have 

‖𝒓‖A = (𝑨𝛿𝒎− 𝛿𝒅)K𝑾(𝑨𝛿𝒎− 𝛿𝒅), (10) 

Where we introduced the (diagonal) data weighting matrix 𝑾, used to roughly equalize 

the contribution of each record, and defined as in eq. (11)  

𝑊56 = 𝛿56
1

max
h∈{Kk}

(𝒖UVN)h
, (11) 

where {𝑇5} is the set of indices of data points that are contained in the time-window to 

which data point 𝑖 belongs to. For the case of the D″ layer, we also weight the data to equalize 

the uneven azimuthal distribution of records (see section 3.2 for details). Setting the gradient 

of eq. (10) to zero leads to the least-square equation that defines the inverse problem eq. (12) 

𝑨K𝑾𝑨𝛿𝒎 = 𝑨K𝑾𝛿𝒅 (12) 

In this dissertation, the synthetics (eq. (5)) and partial derivatives (eq. (9)) are computed 

for initial 1-D models (PREM for the case of D″, and AK135 for the case of the MTZ) using 

the DSM (Kawai et al., 2006). 
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2.1.1 Regularization 

It is well known that eq. (12) has a unique solution only if the matrix 𝑨K𝑾𝑨 is symmetric 

and positive definite. This is not the case if either 1) some column of the 𝑨K𝑾𝑨 matrix 

contains only zeros (i.e. some model parameters are outside of the region where the data have 

sensitivity), or 2) if some column of the 𝑨K𝑾𝑨 matrix are linearly dependent. Condition (1) 

is easy to avoid by defining the model only in regions sampled by the data (especially when 

using finite-frequency kernels that have sensitivity in a finite volume around the raypath). 

Condition (2), however, can be violated if the model is overparametrized, i.e., if the resolution 

of the whole dataset is smaller than the size of the blocks used to parametrized the model. In 

this case, it is necessary to modify eq. (7) to make the matrix on the left-hand side invertible. 

The simplest way to do it is by adding a constant that multiplies the identity matrix, which 

leads to the damped least-square equation eq. (13) 

(𝑨K𝑾𝑨 + 𝜆𝑰)𝛿𝒎 = 𝑨K𝑾𝛿𝒅, (13) 

where 𝜆 is a damping factor. Another possibility is to add some a priori assumption on 

the solution, such as that it must be smoother than a typical length scale ℎ, by introducing a 

smoothing operator 𝑪r defined as in eq. (14) 

(𝑪𝒎)56 = 𝑐56 exp v−
Δ()A

ℎAx, 
(14) 

where Δ() is the epicentral distance (in degrees) between model parameters 𝑖 and model 

parameter 𝑗 , and ℎ  is the horizontal correlation length (in degrees). The factor 𝑐56  is 

computed as in eq. (15) 

𝑐56 = α
𝑇𝑟(𝑨K𝑾𝑨)

𝑀 , (15) 
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where 𝑇𝑟  denotes the trace, 𝑀  is the number of model parameters (and is also the 

dimension of the matrix 𝑨), and α controls the amount of smoothing and damping. 

Using 𝑪r, the inverse problem becomes 

(𝑨K𝑾𝑨 + 𝑪rEJ)𝛿𝒎 = 𝑨K𝑾𝛿𝒅. (16) 

It is possible to re-write eq. (16) in the form of eq. (13) by letting  

𝑪𝒎 = 𝑳𝑳K, (17) 

𝑩 = 𝑾J/A𝑨𝑳, (18) 

𝒙 = 𝑳EJ𝛿𝒎, (19) 

𝒃 = 𝑾J/A𝛿𝒅. (20) 

which leads to eq. (21) 

(𝑩K𝑩 + 𝑰)𝒙 = 𝑩K𝒃. (21) 

Comparison of eqs. (13) and (21) shows that 𝑐55 ≈ 𝜆EA. Eq. (21) is more advantageous 

than eq. (13), since the Cholesky decomposition of 𝑪𝒎 (eq. (17)) is faster and more stable 

numerically to compute than its inverse. 

We note that there are other possible choices to impose a priori constraints on the solution, 

such as the first or second (spatial) derivative operators applied to 𝛿𝒎 (e.g., Inoue et al., 1990; 

Takeuchi et al., 2007). 

In this dissertation, I formulate the inverse problem using the usual (not damped) least 

square eq. (12) for the case of the D″ region, and the regularized least-square eq. (16) for the 

case of the MTZ. The reason is that for the case of the MTZ, I use more model parameters of 

smaller lateral dimensions than for the case of D″ (and slightly less data). This requires 

regularization to obtain a smooth model of the MTZ without relatively strong small-scale 
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variations that are probably artefacts due to the fact that the kernel cannot resolve well each 

individual voxel separately. 

2.1.2 Conjugate gradient 

We solve eq. (21) using a truncated conjugate gradient method in which we truncate the 

expansion at the 𝑛�� conjugate gradient (CG) vector (see Kawai et al., 2014), with 𝑛 chosen 

to minimize a modified version of the Akaike Information Criterion (Akaike, 1977).  

The conjugate gradient method is an iterative method to solve a system of linear equations 

defined by a positive definite matrix, which is the case of the inverse problem eq. (21). For 

simplicity, we re-write eq. (21) as in eq. (22) 

𝑨K𝑨𝒙 = 𝑨K𝒃, (22) 

where 𝑨K𝑨 is a M×M matrix. The conjugate gradient method consists in finding the 

solution to eq. (22) iteratively using descent directions given by vectors 𝒑5 mutually conjugate 

to each other, which is the case if 

𝒑5K𝑨K𝑨𝒑6K = 0, ∀𝑖, 𝑗 ∈ {1, 2, . . , 𝑀} (23) 

The {𝒑5} form a base of ℝ�, so that the solution 𝒙 to eq. (22) can be written as a linear 

combination using this basis. The method starts with an initial vector 𝒑W given by the gradient 

eq. (22), assuming that the initial solution 𝒙W = 0, 

𝒑W = 𝑨K𝒃, (24) 

and iterates over 𝑘 = 0, 1, . . , 𝑁 ≤ 𝑀, defining the next conjugate gradient vector 𝒑h  as close 

as possible to the residual 𝒓h 

𝒓h = 𝑨K𝒃 − 𝑨K𝑨𝒙h (25) 

𝒑h = 𝒓h −�
𝒑5K𝐀�𝑨𝒓h
𝒑5K𝐀�𝑨𝒑5

𝒑5
5�h

. (26) 

The solution at step 𝑘 + 1 is then given by 



 32 

𝒙h�J = 𝒙h + 𝛼h𝒑h, (27) 

where 

𝛼h =
𝒑hK𝒓h

𝒑hK𝑨K𝑨𝒑h
 (28) 

We note that in eqs. (25), (26), and (28), we do not have to compute the matrix 

multiplication 𝐀�𝑨 , but just the matrix-vector products 𝑨𝒙h , 𝑨𝒑5  and 𝑨𝒓h . Hence, the 

conjugate gradient method avoids the computation of 𝐀�𝑨, which is computationally intensive 

when the number of parameters becomes large. 

The models inferred in this study are for 𝑛 = 6. A small number of vectors minimizes the 

solution error, and avoids overfitting the data. It does not, however, explicitly impose a 

smoothness condition, which is why we introduce regularization (eq. (14)). 

2.1.3 Variance and AIC 

For the regular (without damping) inverse problem (eq. (12)), the variance reduction 

(labeled VR) is defined as in eq. (29) 

VR	(%) =
�𝑾

J
A(𝒔 − 𝒖)�

A

�𝑾
J
A𝒖�

A ⋅ 100 =
�𝑾

J
A(𝑨𝛿𝒎− 𝛿𝒅)�

A

�𝑾
J
A𝒖�

A ⋅ 100 

= (𝛿𝒎K𝑨K𝑾𝑨𝛿𝒎− 2𝛿𝒎K𝑾𝑨K𝛿𝒅 + �𝑾
J
A𝛿𝒅�

A
) ⋅ 100 

(29) 

Using this definition, the VR for the data is 100 %.  

For the case of the regularized least square (eq. (21)), the variance reduction (labeled VR′) 

is defined as in eq. (30)  

VR'	(%) = [𝒙K(𝑩K𝑩 + 𝑰)𝒙 − 2𝒙K𝑩K𝒃 + |𝒃|A] ⋅ 100 

= [𝛿𝒎K(𝑨K𝑾𝑨 + 𝑪𝒎EJ)𝛿𝒎− 2𝛿𝒎K𝑾𝑨K𝛿𝒅 + �𝑾
J
A𝛿𝒅�

A
] ⋅ 100 

= VR' + 𝛿𝒎K𝑪𝒎EJ𝛿𝒎 ⋅ 100.  

(30) 
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Since 𝑪𝒎EJ is positive definite, we note that VR' > VR.  

We also define the incremental variance reduction (labeled inc. VR) as the difference 

between the VR for synthetics for the initial 1-D model (AK135), and that for the inferred 3-D 

model 

𝑖𝑛𝑐. 𝑉𝑅 = 𝑉𝑅5P5�5�� − 𝑉𝑅�5P�� . (31) 

Using this definition, a positive inc. VR means that synthetics for the final model better fit 

the data than those for the initial model. 

As mentioned in section 2.1.2, the conjugate gradient method used to solve the inverse 

problem is truncated to the first 𝑛 conjugate gradient vectors based on a modified version of 

the AIC criterion (Akaike, 1977). The (modified) 𝐴𝐼𝐶P� for the first 𝑛 CG vectors and the 

empirical redundancy parameter 𝛼 is given by eq. (32) 

𝐴𝐼𝐶P� = 𝑁�𝑙𝑛(2𝜋) + 𝑁�𝑙𝑛(𝑉𝑅P) + 𝑁� + 2(𝑛 + 1), (32) 

with 

𝑁� =
𝑁
𝛼 =

1
𝛼
𝑇r5P
2 ⋅ (Number	of	data	points	at	1Hz	sampling), (33) 

where 𝑁 is the minimum number of sampling points to represent the data vector 𝛿𝒅 (i.e., 

two points per minimum period). 

2.2 Partial derivatives 

I summarize the formulation of the partial derivatives, as given by Geller and Hara (1993). 

For the 𝑘��  earthquake and a receiver at position 𝒓(®) , the partial derivative of the 𝑖�� 

component (in locally Cartesian spherical coordinates) of the wavefield 𝑢5 for a perturbation 

in shear modulus at position 𝒓(�) inside the Earth is given by eq. (34)  

𝜕𝑢5
(h)±𝒓(®)²
𝜕𝜇�

= −´𝑢6,µ
(h)±𝒓(�)²¶

∗
´𝐶6µ¸N

(�) ¶
∗
𝜂¸5,N
(®) ±𝒓(�)², (34) 
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where 𝑢6 is the 𝑗��  component of the forward-propagated wavefield from the earthquake 

source, 𝜂¸5  is 𝑟��  component of the back-propagated wavefield for a single-force point 

source in the 𝑖��  direction at the receiver, and 𝐶6µ¸N
(�) = J

A
(𝛿6¸𝛿µN + 𝛿µ¸𝛿6N) is the elastic 

tensor for a unit perturbation in the shear modulus. Repeating indices are summed, and 

derivatives with respect to the 𝑖�� coordinate are denoted by a comma , 𝑖. Since I use only the 

transverse component, we neglect the spheroidal components. In this case, the transverse 

component is given by 𝑢º.  

2.2.1 Three-point interpolation 

I use the Lagrange polynomials to interpolate the wavefield from three points at the Earth’s 

surface at a constant azimuth and epicentral distances 𝜃J, 𝜃A,	and	𝜃º. Given the three values 

of the wavefield 𝑢5 ≡ 𝑢(𝜃5)	(𝑖 = 0, 1, 2) at the three epicentral distances 𝜃5, we can write a 

second-order polynomial 𝑝(𝜃) that takes the values 𝑢5 at 𝜃5 using the Lagrange base 

𝑝(𝜃) = 𝑢WφW(𝜃) + 𝑢JφJ(𝜃) + 𝑢AφA(𝜃), (35) 

with 

φW(𝜃) =
(𝜃 − 𝜃J)(𝜃 − 𝜃A)
(𝜃W − 𝜃J)(𝜃W − 𝜃A)

, 

φJ(𝜃) =
(𝜃 − 𝜃W)(𝜃 − 𝜃A)
(𝜃J − 𝜃W)(𝜃J − 𝜃A)

,	 

φA(𝜃) =
(𝜃 − 𝜃W)(𝜃 − 𝜃J)
(𝜃A − 𝜃W)(𝜃A − 𝜃J)

.  

(36) 

In the case of three evenly spaced epicentral distance points 𝜃5�J − 𝜃5 ≡ ℎ, and defining 

ℎ5 = 𝜃 − 𝜃5	(𝑖 = 0, 1, 2) we can write 

𝑝(𝜃) =
1
ℎA ¿ℎJℎA𝑢W − ℎWℎA𝑢J +

ℎWℎJ
2 𝑢AÀ. (37) 

The error for the three-point interpolation decreases in 𝑂(|ℎ|º). 
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2.2.2 Wavefield catalog 

Significant computational and hard disk savings can be achieved by exploiting the fact that 

the initial model is spherically symmetric. Indeed, due to the spherical symmetry of the initial 

model, the wavefield for a given earthquake recorded at several receivers with the same 

epicentral distance but different azimuths can be computed only once for the given epicentral 

distance, and the azimuthal dependence can be computed analytically, as detailed below. 

In the DSM and for the computation of the partial derivatives (Geller & Hara, 1993; Kawai 

et al., 2006), the wavefield is expended using vector spherical harmonics defined as in eq. (38) 

𝑺�rJ (𝜃,𝜙) = (𝑌�r(𝜃,𝜙), 0, 0), 

𝑺�rA (𝜃, 𝜙) = v0,
1
ℒ
𝜕𝑌�r(𝜃, 𝜙)

𝜕𝜃 ,
1

ℒ sin 𝜃
𝜕𝑌�r(𝜃, 𝜙)

𝜕𝜙 x, 

𝑻�r(𝜃, 𝜙) = v0,
1

ℒ sin 𝜃
𝜕𝑌�r(𝜃, 𝜙)

𝜕𝜙 , −
1
ℒ
𝜕𝑌�r(𝜃, 𝜙)

𝜕𝜃 x ,  

(38) 

with  

𝑌�r(𝜃, 𝜙) = 𝑁�r𝑃�r(cos𝜃)𝑒5rÉ. (39) 

In eq. (39), 𝑁�r  is a normalization factor, and 𝑃�r(𝑥)  is the associated Legendre 

polynomial of angular order 𝑙 and azimuthal order 𝑚. Synthetic seismograms are written 

using vector spherical harmonics, while the forward and backward propagated wavefields for 

the computation of the partial derivatives are written using vector spherical harmonics and their 

first order partial derivatives (in spherical coordinates), hence in terms of the second order 

derivatives of 𝑌�r(𝜃, 𝜙). 

Therefore, the only dependence on the azimuth 𝜙 comes from the term 𝑒5rÉ. It is then 

possible to separate the dependence on 𝜙 during the computation of the synthetics and partial 

derivatives, and to write 



 36 

𝒖(𝑟, 𝜃, 𝜙) = � 𝒖Ër
A

rÌEA

(𝑟, 𝜃)𝑒5rÉ, (40) 

with 𝒖 being either the synthetics, forward propagated or back propagated wavefield, and 

𝒖Ër the solution when ignoring the term 𝑒5rÉ in the equations (i.e., 𝒖(𝑟, 𝜃, 𝜙 = 0)). We note 

that for the case of the back-propagated field, the excitation source is a single force, and 𝒖Ër =

0 for |𝑚| = 2. Furthermore, for the case of toroidal component (SH), 𝒖ËW = 0. 

It becomes then advantageous to pre-compute the epicentral distance-dependent part of the 

wavefield on a 1-D grid of epicentral distances and interpolate it for each receiver using three-

point interpolation (see above). The azimuthal dependence can then be computed simply using 

eq. (40). In Figure 2, we verify the accuracy of the interpolation of the back-propagated 

wavefield. We compute the partial derivatives for the earthquake #1 in Table A1 (focal depth 

of 104.7 km) recorded at a station at epicentral distance of ~15˚ and for a perturbation point 

located at the turning point of the S-wave triplications turning inside the MTZ (at 412 km 

depth). In Figure 2a, we show the “exact” (i.e. computed without interpolation) partial 

derivative (top trace in black line) in a time-window of duration 200 s starting 20 s before the 

arrival of the direct S-wave. We also show the residual partial derivatives computed as the 

difference between the “exact” partial, and the partials computed using interpolation with a 

grid interval varying from 𝑑𝜃 = 0.01˚ to 0.5˚. All the partial derivatives are filtered using 

the same bandpass filter as in the inversion (20–100 s). We observe that the error when using 

interpolation becomes significant for 𝑑𝜃 > ~0.1˚. Given that the velocity of the S-wave at 

depth ~412 km is ~5 km/s, the minimum local wavelength is ~100 km (~1˚). This suggests that 

the error when using interpolation is becoming significant when 𝑑𝜃 becomes greater than 



 37 

around one tenth of the minimum wavelength. In Figure 2b, I show the relative error (eq. (41)) 

of the partial derivatives as function of the epicentral distance grid interval 𝑑𝜃. 

𝑒𝑟𝑟𝑜𝑟	(%) =
|𝒖 − 𝒖ÑÒ|

|𝒖| ∙ 100, (41) 

where 𝒖 is the “exact” partial derivative (without using interpolation), and 𝑢ÑÒ  is the 

interpolated partial derivative from a catalog with epicentral increment 𝑑𝜃. We note that the 

error decreases as ~𝑑𝜃º.JA, which agrees with the theoretical error estimate for three-points 

interpolation. 

Figure 2 shows that a grid interval of 0.01 degrees is sufficient to obtain accurate synthetics 

(filtered between 20–200 s) after interpolation. We note that interpolation is not efficient for 

the synthetics and forward-propagated wavefield, since the wavefield catalog would have to 

be computed for each earthquake (because of the different source depths). However, 

interpolation can greatly reduce the computational time for the back-propagated wavefield, 

since the source is always at 0 km depth. Hence the back-propagated wavefield catalog has to 

be computed only once irrespectively of the number of stations. For the case of the MTZ, the 

range of epicentral distances between the source (station) and receiver (perturbation point) for 

the back-propagated wavefield is 0.01–85.00˚. With a grid interval of 0.01 degrees, this means 

that the back-propagated wavefield catalog is computed for 8500 epicentral distance points. 

The ratio of the total number of records of the back-propagated wavefield without using 

interpolation to the number of records in the catalog of back-propagated wavefield is thus  

#ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙	𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛	𝑝𝑜𝑖𝑛𝑡𝑠	 ∙ #𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑠
8500 =

1080 ∙ 1471
8500 ≈ 186.9 (42) 
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Figure 2. Interpolation error for the catalog of back-propagated wavefield. Interpolation 

error for a partial derivative computed at the deepest turning point of the S-wave for event #1 

in Table A2 recorded at 15˚ of epicentral distance. a) “Exact” partial (top black trace; without 

using interpolation), and residuals (remaining colored traces), defined as the difference 

between the exact partial, and the interpolated partials for epicentral distance increments 𝑑𝜃 =
0.01	to	0.5. b) Relative error (eq. (41)) for the residual traces shown in (a). 
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Since DSM scales linearly with the number of records, this means that computation of the 

back-propagated wavefield using interpolation is ~186.9 times more efficient than without 

using interpolation. The disk space requirement is also reduced, but by a factor 2 less (i.e. 93.5, 

for the case of the back-propagated SH field), since 𝒖Ër in eq. (40) has to be stored for 𝑚 =

−1, 1. We note that the error due to interpolation when using a grid interval of 0.01 degrees is 

~0.001%, which is comparable to the error in the DSM computations due to the truncation at a 

finite angular order in the spherical harmonics expansion. Figure 2 suggests that, at the cost of 

a slight loss in accuracy, a grid interval of up to 0.05 degrees is a possible choice (with an error 

of ~0.8 %), which would make the interpolation ~934.5 times more efficient (and the storage 

cost ~467.3 times less) than without interpolation, in this particular case. 

2.2.3 Numerical accuracy of partial derivatives 

In this work (and in the previous works of our group), the model parameters are constant-

velocity blocks (voxels). The partial derivative with respect to the shear modulus 𝜇 for a 

particular block is computed at the center of the block (at position 𝑟Ý), and multiplied by its 

volume 𝑉, which is an approximation for the exact partial derivative given by eq. (43) 

Þ 𝑑º𝑟
𝜕𝑢
𝜕𝜇

(𝑟)
ß

≈ 𝑉
𝜕𝑢
𝜕𝜇

(𝑟Ý). (43) 

The improvements in computational efficiency of the partial derivatives due to the use of 

the wavefield catalog (section 2.2.2) make it easier to obtain more accurate partial derivative 

kernels by 1) computing the kernel on a finer mesh of voxel (than used in the actual inversion), 

and 2) summing adjacent voxels to obtain a more accurate evaluation of the integral in eq. (43).  

Figure 3 and Figure 4 show kernels for the D″ region (of lateral dimension 5˚ x 5˚), and 

for the MTZ (of lateral dimensions 2˚ x 2˚), respectively, with three levels of accuracy. The 

first column (panels a) shows the original kernel for partial derivatives computed at the center 
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of each voxel, i.e. using eq. (43). The second (panels b), and third (panels c) columns, show 

more accurate kernels computed by increasing the number of lateral quadrature points within 

each voxel to compute the integral in eq. (43) (the number of mesh points in the vertical 

direction is kept constant): panels b) 4 points located at the center of voxels of lateral 

dimensions half the original voxel size; panels c) 8 points located at the center of voxels of 

lateral dimensions one fourth of the original voxel size. The differences between panels (a) to 

(c) come from variations in the kernel amplitude that are smaller in scale than the size of the 

voxels used in the inversion.  

In this dissertation, the inferred models of the D″ region are obtained using a kernel 

computed on a 5˚ x 5˚ mesh using one point at the center of each voxel, as in Figure 3a, while 

the kernel for the MTZ is computed on a 2˚ x 2˚ mesh using four points in each voxel to obtain 

a more accurate kernel, as in Figure 4b. The effects of a more accurate kernel for the MTZ on 

the inferred model and on the nonlinear checkerboard test are discussed in details section 1.1, 

and show that 1) the amplitude of the inferred model using a more accurate kernel is larger 

than that using a less accurate kernel and better match the amplitude of the input checkerboard 

model; 2) when using the more accurate kernel, the region of the model near the sources is 

better resolved in the nonlinear checkerboard test, and is also most likely improved in the actual 

MTZ model since it better shows slabs in this region. For the case of D″, the effect of using a 

more accurate kernel is possibly an important topic for future work, but we expect that the 

results will not be significantly different than the ones presented in this dissertation (as for the 

case of the MTZ). 
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Figure 3. Accuracy of the kernel for D″. Kernels are for a mesh of voxels of lateral 

dimension 5˚ x 5˚ (as for the inversion for the D″ structure in Chapter 3), and filtered between 

12.5–100 s. Columns from left to right show the kernel amplitude ~7 s after the arrival of the 

ScS phase at depths 2491–2541 km, and 2841–2891 km with increasing accuracy: a) original 

kernel computed on a 5˚ x 5˚ grid; b) more accurate kernel computed on a 2.5˚ x 2.5˚ grid, then 

summed to obtain a 5˚ x 5˚ grid; c) even more accurate kernel computed on 1.25˚ x 1.25˚ grid, 

then summed to obtain a 5˚ x 5˚ grid. 
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Figure 4. Accuracy of the kernel for the MTZ. Kernels are for a mesh of voxels of lateral 

dimension 2˚ x 2˚ (as in the inversion for the MTZ structure in Chapter 1), and filtered between 

20–100 s. Columns from left to right show the kernel amplitude ~5 s after the arrival of the 

direct S wave at depths 330–370 km, and 660–740 km with increasing accuracy: a) original 

kernel computed on a 2˚ x 2˚ grid; b) more accurate kernel computed on a 1˚ x 1˚ grid, then 

summed to obtain a 2˚ x 2˚ grid; c) even more accurate kernel computed on 0.5˚ x 0.5˚ grid, 

then summed to obtain a 2˚ x 2˚ grid. 
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2.3 Data correction 

It is well known from previous tomographic studies that the shallow structure (~0–300 km) 

is strongly heterogeneous, with S-velocity anomalies that can reach ~10%. For such strong 

velocity anomalies, it is not possible to approximate the wavefield as a linear perturbation to 

the wavefield for the initial 1-D model. 

In this work, I conduct localized waveform inversion for the 3-D S-velocity structure of 

the D″ region (between 0–400 km above the CMB), and of the MTZ (between 330–820 km 

depth), without modeling the part of the Earth above the target region. It is therefore necessary 

to correct the data to account for the effect of the 3-D structure outside (i.e., above) D″, and the 

MTZ, respectively. 

For the case of D″, I use the autopick method developed by Fuji et al. (2010), which uses 

the S phase as a reference phase to correct the data for the travel-time residual due to the 

structure close to the source and receiver (Figure 5). 

For the case of the MTZ, it is not possible to use the direct S phase as a reference phase, 

since it samples the target region. Corrections for the shallow structure are computed by using 

previous tomographic models. Details of the computation, and tests of the effectiveness of 

these corrections are shown in section 4.3.2. 
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Figure 5. Corrections for the shallow structure for the case of D″. The direct S-wave (red 

line) turns above the target region in D″ (shown in yellow), and is used as a reference phase to 

correct the data for the 3-D heterogeneities near the source (red star) and the station (blue 

inversed triangle). 
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2.4 Validation of inferred models 

As for any kind of seismic tomography, it is necessary to validate the models obtained 

using waveform inversion to check that the resolution of the partial derivative kernel is enough 

to resolve the smallest scale 3-D variations in the inferred model, and to check the robustness 

of inferred models with respect to possible source of errors due to 1) data errors, and 2) 

unmodeled properties (e.g., unmodeled part of the Earth in the case of local tomography). 

2.4.1 Resolution tests 

The (linear) checkerboard test is the most widespread test to check the resolving power of 

the kernel. It is performed by computing approximate input synthetics 𝒔Ý  for a 3-D 

checkerboard pattern of alternating high- and low-velocity anomalies by multiplying the kernel 

with the checkerboard pattern anomalies, as in eq. (44) 

𝒔Ý = 𝒔W + 𝑨𝛿𝒎Ý ⇒ 𝛿𝒅 = 𝒔Ý − 𝒔W = 𝑨𝛿𝒎Ý, (44) 

and then performing an inversion using 𝒔Ý  as input data. Substituting eq. (44) in the 

inverse problem eq. (16) yields eq. (45) 

(𝑨K𝑾𝑨 + 𝑪rEJ)𝛿𝒎 = 𝑨K𝑾𝑨𝛿𝒎Ý. (45) 

If 𝑨K𝑾𝑨 is invertible and if smoothing constraints are not imposed (i.e., 𝑪rEJ = 0, as for 

the case of the D″ layer in this work), then the solution of eq. (45) is exactly 𝛿𝒎Ý (i.e., the 

checkerboard pattern is resolved perfectly). However, since we use only the first 𝑛 CG vectors 

to solve eq. (45) (as in the actual inversion), the truncated solution will be different from 𝛿𝒎Ý, 

and will show how well can the first 𝑛  CG vectors resolve the checkerboard anomalies. 

Similarly, if 𝑪rEJ ≠ 0, the solution of eq. (45) will be different from 𝛿𝒎Ý, which allows us to 

test how the resolution changes when imposing smoothing constraints. We note that since the 

CG vectors depend also on the residual vector 𝛿𝒅, using the same number of CG vectors for 
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the checkerboard test and for the actual inversion does not ensure that the nominal resolution 

is the same. A discussion on this topic is given for the case of the MTZ in section 1.1.  

The checkerboard test has been criticized by some authors, mostly because it does not 

check the nonlinearity of eq. (5) that arises because of the relatively strong deviations between 

the initial model and the inferred 3-D model (Rawlinson & Spakman, 2016). Nonlinearity can, 

however, be checked by computing exact synthetics for the input checkerboard pattern using a 

3-D wave propagation code such as SPECFEM3D GLOBE (Komatitsch et al., 2015). We call 

this test “nonlinear checkerboard test”. Although the linear checkerboard test is widely used in 

seismic tomography, its nonlinear version is not common. One of the reasons why nonlinear 

checkerboard tests are usually not performed is that they require the computation of exact 

synthetics for the 3-D structure, which is computationally intensive. Also, for tomographic 

studies that perform several iteration for the actual inversion (French & Romanowicz, 2014), 

a similar number of iterations would have to be performed for the nonlinear checkerboard test, 

which means that the nonlinear checkerboard test has the same computational cost as the actual 

inversion. We perform the nonlinear checkerboard test for the case of the D″ layers (section 

3.4) and of the MTZ (section 1.1), and show that the linear approximation is reasonable for 

these two cases (for perturbations of strength 3.5%, and ~2–4%, respectively). 

A computationally less intensive version of the nonlinear checkerboard test can be obtained 

by computing synthetics for an input layered 1-D structure, which we call “synthetic block 

test”. This test also allows to easily check the improvement of the fit to the input synthetic data 

for the recovered model. Since the travel-time anomaly caused by such block pattern is nearly 

zero, this test also allows to show the usefulness of using amplitude information to add 

constraints to the inferred structure (as shown for the case of the D″ layer in section 3.4).  
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The fourth and last type of resolution test performed in this work is a point-spread function 

test. The point-spread function test is similar to the checkerboard test, with the only difference 

that the input synthetics are computed for a point anomaly (i.e., only one voxel is perturbed) 

rather than for checkerboard pattern anomalies. This test allows to quantify the (nominal) 

amount of spreading (or smearing) from a point anomaly to other voxels in the model, and is 

equivalent to computing a particular column of the resolution matrix, defined as in eq. (46) 

𝛿𝒎âN� = 𝑹𝛿𝒎�¸äâ , (46) 

where 𝛿𝒎âN� and 𝛿𝒎�¸äâ  are the inferred, and actual model perturbations, respectively. 

Indeed, for instance if the point anomaly corresponds to the 𝑗��  voxel in the vector of model 

parameters, then 𝛿𝒎�¸äâ = 𝒆æ𝒋, which implies that 𝛿𝒎âN� = 𝑹𝒆æ𝒋 = 𝑹6, the 𝑗��  column of 𝑹. 

We note that, as discussed by Rawlinson and Spakman (2016), these kind of resolution 

tests obtained by solving the inverse problem for a synthetic input are currently widely used, 

even though current computers allow for the computation of the full resolution matrix for most 

of the current tomographic models. However, even the full resolution matrix does not tell us 

about the “actual” resolution of the tomographic inversion, because the actual inverse problem 

is non-linear (e.g., Romanowicz, 1991). Resolution tests using synthetic input can, on the other 

hand, test the validity of linearizing the inverse problem if the synthetic input is computed by 

solving the (non-linear) forward problem (as discussed above). 

2.4.2 Robustness tests 

Even when the resolution is good, artifacts in the inferred model can arise because of errors 

in the data (e.g., noise, misorientation of the seismometer), or in unmodeled structure or source 

parameters (e.g., hypocenter, moment tensor, source-time function). In this work, we test the 

robustness of inferred models for errors in the unmodeled structure above the target region (see 
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section 2.3), which we believe is the major source of possible artifacts in the inferred models, 

and for the effect of (gaussian) noise in the data (see section 3.4). We do not check the errors 

in the model due to possibly inaccurate source parameters. However, a recent study showed 

that waveform inversion for the structure of D″ is most likely not so sensitive to errors in the 

source parameters (Yamaya et al., 2018), as long as the minimum period used in the inversion 

is larger, or comparable to the duration of the source-time function of the earthquakes used (i.e., 

that only earthquake with relatively small magnitude are used), which is the case for this work. 

The robustness tests performed for the case of the D″ layer and MTZ are described in 

details in sections 3.4, and 1.1, respectively, so that we will only enumerates them here. We 

tested: 1) the orthogonality between partial derivatives in the target region and partial 

derivatives near the sources, 2) a joint inversion for the structure of D″ and the shallow structure 

(0–350 km depth) to explicitly show that the structure in D″ is nearly not affected by the 

shallow structure, 3) the changes in the model when inverting with 50% of the data randomly 

picked among the full dataset (jackknife test), 4) the effect of gaussian noise on the inferred 

model by performing a checkerboard test with noise added to the input synthetics, 5) the 

dependence of the inferred model on the choice of the initial model, 6) the tradeoff between 

velocity anomalies in the MTZ and errors in the depths of the 410 and 660 km discontinuities. 
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Chapter 3 Imaging paleoslabs in the D″ layer beneath Central 

America and the Caribbean using waveform inversion 

3.1 Introduction 

The purpose of this chapter is to obtain high resolution 3-D images of the S-velocity 

structure in the D″ layer beneath Central America and the Caribbean to search for evidence of 

paleoslabs above the CMB and for evidence of small-scale low-velocity anomalies that might 

suggest chemical heterogeneity (Garnero & McNamara, 2008). 

Recently, dense seismic arrays like the USArray, which includes many portable stations 

that have steadily been moved eastward to cover the entire conterminous area of the U.S., are 

providing excellent data for high-resolution imaging of localized regions of D″ using waveform 

inversion. We recently conducted two small-scale feasibility tests of this method to invert for 

3-D S-velocity structure in the D″ layer beneath central America (Kawai et al., 2014) and the 

western Pacific (Konishi et al., 2014), and applied the same method to a much larger dataset to 

invert for the 3-D S-velocity structure in D″ beneath the Northern Pacific (Suzuki et al., 2016). 

In the present study, I use the full USArray to obtain dense coverage of the D″ layer beneath 

central America and the Caribbean. The use of short-period (up to 8 s) waveforms makes it 

possible to image small-scale structure with finer resolution than travel-time tomography or 

global waveform inversion studies.  

The D″ layer at the base of the mantle is, after the Earth’s crust and uppermost mantle, the 

second most seismically laterally heterogeneous region of the Earth’s mantle (Ritsema et al., 

2011; Tkalčić et al., 2015). Strong large low-velocity provinces (LLVPs) beneath Africa and 

the South Pacific, and high-velocity regions beneath the circum-Pacific, are the large-scale 
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features found ubiquitously by travel-time tomography or global waveform inversion studies 

(French & Romanowicz, 2014; Ritsema et al., 2011).  

Low seismic velocity regions in the lowermost mantle can be explained by high 

temperatures, chemically distinct material, or a combination of the two. Pyrolite is widely 

thought to be the average composition of the lower mantle (Wentzcovitch et al., 2004; Wang 

et al., 2015), but the details of the bulk composition of the lower mantle remain controversial 

(Ringwood, 1989; Cottaar et al., 2014). Chemical compositions with increased amounts of 

impurities such as Fe and Al have lower shear velocities than pyrolite (Tsuchiya, 2011; Zhang 

et al., 2016). Such chemical heterogeneity, resulting from exchanges between the core and the 

mantle, from partial melting in the TBL, from basalt entrained to the base of the mantle by past 

subduction, or as long-lived remnants of chemical differentiation in the early Earth, is expected 

at the CMB (Garnero & McNamara, 2008). However, the extent to which chemical anomalies 

contribute to the lowermost mantle seismic structure is still unclear; the LLVPs, which could 

possibly be large-scale chemically distinct regions, have been variously suggested to be due to 

temperature anomalies only (Kawai & Tsuchiya, 2009; Schuberth & Bunge, 2009; Davies et 

al., 2012; Konishi et al., 2014), or to be chemically distinct from the rest of the lower mantle 

(Frost & Rost, 2014; Garnero et al., 2016). High-velocity anomalies in the lowermost mantle 

can be explained by the combined effect of low temperatures and the bridgmanite (abbreviated 

as MgPv below) to Mg-post-perovskite (abbreviated as MgPPv below) phase transition 

(Murakami et al., 2004; Tsuchiya et al., 2004) (see Hirose et al., 2017, for a recent review on 

post-perovskite). 

It is generally thought that high-velocity anomalies inferred from seismic tomography in 

the upper mantle and in the upper part of the lower mantle correspond to remnants of past 
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subduction (Bunge & Grand, 2000; Fukao & Obayashi, 2013). Seismic tomography shows 

high-velocity anomalies continuous from the upper mantle down to the 660 km discontinuity, 

where the negative Clapeyron slope of spinel decomposition and a jump in viscosity make 

some slabs stagnate, while others can be seen to descend to the mid-mantle (~1800 km depth). 

In the lowermost ~500 km of the mantle, strong and broad high-velocity anomalies are seen 

beneath slabs that clearly extend to the mid-mantle (Grand, 2002; Ritsema et al., 2011; French 

& Romanowicz, 2014).  

Evidence supporting the existence of paleoslabs at the CMB includes reports of continuous 

high-velocity anomalies from the transition zone down to the CMB beneath North America 

(Farallon slab) and beneath the southern Indian Ocean (Simmons et al., 2015) and the fact that 

high-velocity anomalies in the lowermost mantle are generally consistent with the location of 

ancient slabs (Bunge et al., 1998). Estimates of the global average sinking rate of slabs in the 

lower mantle based on seismic tomography vary from 1.1 cm/yr to 1.9 cm/yr (van der Meer et 

al., 2010; Domeier et al., 2016). Subducted material older than 160-260 Ma might thus have 

reached the CMB. Slabs at the CMB are strongly heated and probably disintegrate in ~100 Myr 

(Tackley, 2011); thus material older than ~260-360 Ma is unlikely to cause high-velocity 

anomalies at the CMB. 

An increase in the reported amplitudes of the high-velocity anomalies in cold regions in 

the lowermost mantle, and thus in the visibility of hypothetical paleoslabs, seems most likely 

to be due to the MgPv to MgPPv phase transition (Murakami et al., 2004; Tsuchiya et al., 2004). 

The detailed structure of broad high-velocity anomalies in the lowermost ~500 km of the 

mantle cannot be resolved in current tomographic models because of their coarse 

parametrization in the lowermost mantle. It thus was heretofore not possible to say whether 
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high-velocity anomalies near the CMB result from spreading of accumulated slabs or from 

separate paleoslabs that followed different paths to the lower mantle, possibly originating at 

different subduction zones.  

3.1.1 Study area 

The western margin of North and South America (previously the western margin of the 

supercontinent Pangaea) is a region of long-lived subduction, where the oceanic Farallon plate 

is believed to have initiated eastward subduction around 180-207 Ma (van der Meer et al., 

2010); tectonic studies suggest subduction of the Pacific Ocean beneath the west coast of 

Pangaea since ~250 Ma (van der Lelij et al., 2016). The Farallon plate is seen in tomographic 

models as an eastward dipping high-velocity feature reaching ~2000-2500 km depth (Bunge & 

Grand, 2000; Ren et al., 2007; van der Meer et al., 2010), and its location at those depths is in 

general agreement with the reconstructed plate boundary ~180 Ma (Müller et al., 2016). 

Continuity of the Farallon plate (as an eastward dipping high-velocity anomaly) from 

~2000-2500 km depth to the CMB beneath Central America is not a strong feature of previous 

models. Previous models show, however, a broad high-velocity anomaly beneath, and 

westward of the location of the Farallon slab at ~2000 km depth. Tearing and breaking of the 

slab at the 660 km discontinuity or around ~1000 km depth could explain the apparent 

discontinuity of the Farallon slab (Fukao & Obayashi, 2013). This may be supported by 

geological evidence for voluminous igneous activity ~200 Ma (van der Lelij et al., 2016). High-

velocity anomalies deeper than ~2500 km depth thus might correspond to subduction older 

than 200 Ma at the western margin of Pangaea. In addition to subduction at the western margin 

of Pangea, tectonic studies suggest there were subduction zones within the Pacific Ocean, 

where the ocean floor subducted beneath active volcanic arcs (Johnston & Borel, 2007). Such 
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intra-oceanic subduction (Leat & Larter, 2003) has been suggested as a possible explanation 

of the high-velocity seismic structure in the deep mantle beneath the western margin of North 

America (Sigloch & Mihalynuk, 2013), and in the lowermost mantle beneath Central America 

(van der Meer et al., 2010). 

3.2 Materials and methods 

The dataset used in this chapter consists of ~13,000 transverse component records of 

ground velocity at epicentral distances 70˚ < Δ < 100˚ from 40 deep- and intermediate-focus 

South American earthquakes (see Table A1) in the period 2004-2015, recorded at broadband 

stations of the transportable and backbone arrays of the USArray. We augment this dataset by 

~1500 records from a total of 80 South American earthquakes in the period 1993-2015 (also 

listed in Table A1) recorded at CNSN, CANOE, IRIS/USGS, SCSN, PNSN, and BDSN 

networks (Figure 6). 
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Figure 6. Target region. Waveforms from deep- and intermediate-focus 

earthquakes beneath South America (red stars) recorded at USArray, CNSN and 

CANOE seismic stations (blue inverted triangles) provide dense raypath coverage of 

the target region 0-400 km above the CMB (yellow squares). Red curves show ScS 

raypaths which sample the target region, and black crosses show ScS bounce points at 

the CMB. The pink solid circle at 30˚N, 110˚W shows the location for the shallow 

structure tradeoff test (Figure 14). The inset shows the location of the cross-sections 

presented in Figure 11, and the location of the Farallon plate boundary at 180 Ma (van 

der Meer et al., 2010). 
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 The records used in the inversion are selected so that 1) the amplitude ratio between the 

observed record and the corresponding synthetics is less than 3 and greater than 0.33, and 2) 

the variance of the residual (i.e., the variance of the difference between the data and synthetics) 

is less than 300%. After selection, 7768 and 7654 records were used in the inversions for 

models CACAR and CACAR′, respectively. The large number of records used in this study 

contributes to the stability of the inversion. 

Data are filtered between 8–200 s using a Butterworth bandpass filter. I cut each trace 20 

s before the arrival of the direct S phase and 60 s after the arrival of the ScS phase. S and ScS 

arrivals are computed using the TauP Toolkit (Crotwell et al., 1999). ScS precursors (e.g., Scd) 

and post-cursors (e.g., Sbc), that are sensitive to sharp velocity contrasts in the D″ layer 

(Borgeaud et al., 2016), are included in the waveforms in the dataset used in this chapter. I 

weight each cut residual trace (observed trace minus synthetic trace) so that its maximum 

amplitudes are all equal to unity. I then apply a second weighting factor to the residuals to 

partially correct for the uneven azimuthal- and epicentral-distance distribution of the stations 

in the dataset used in this chapter. This second weighting factor is obtained by minimizing eq. 

(47) using the least-square method. 

�(ℎ5 − ℎ)A + 𝜆(ℎ5 − 1)A
è

5ÌJ

 (47) 

where 𝑖 is the index of the bin, 𝑁 is the number of bins, ℎ5 is the number of records in 

bin 𝑖, and ℎ+ is the average value of ℎ5. I use the damped least-squares and constrain the sum 

of the weighting coefficients to be equal to the number of histogram bins. Histograms for the 

original, and weighted dataset are shown in Figure 7. 
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Figure 7. Data statistics. Distributions of azimuths (a) and epicentral distances (b) 

for the records used for the inversion. The original distribution is shown in red, and the 

weighted distribution is shown in blue. The records are weighted to homogenize the 

distribution of azimuths and epicentral distances. 
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Each record is also corrected for the effect of 3-D structure outside the target region by a 

time-shift that aligns the onset of the direct S phase on the record with the onset of the direct S 

phase on the corresponding synthetic (Fuji et al., 2010). I discard the records for which the 

time-shift is greater than 10 s. Although this does not correct for propagation effects due to 

strong heterogeneity in the upper mantle, using both S and ScS makes this dataset primarily 

sensitive to the lowermost mantle. In order to verify it, I conduct four different tests shown in 

Figure 14 to Figure 16. Figure 14 shows that the partial derivative kernel for structure in the 

target region is nearly completely independent from that for structure in the shallow mantle. 

Figure 15 shows that simultaneous inversion for the shallow upper mantle and D″ S-velocity 

structures 1) left the D″ essentially unchanged compared to inversion for D″ only; 2) inversion 

for the shallow upper mantle S-velocity structure only yields small amplitude S-velocity 

perturbations (~0.6%) and small variance reduction (~1%) compared to the inversion for the 

D″ model only (~5%). Figure 16 shows that a strong 10% velocity decrease in the depth range 

24.4–220 km can be nearly completely corrected for using the above-mentioned time-shifts. 

Finally, Figure 17 shows that three inverted models using three different datasets selected by 

dividing the stations into western, central, and eastern regions, where there are different upper 

mantle structures (Burdick et al., 2016), are in good general agreements in regions where there 

is common raypath coverage. 

I use methods recently developed for localized 3-D waveform inversion (Kawai et al., 2014; 

Konishi et al., 2014). Waveform inversion uses all the information in the waveforms, i.e., not 

only travel times of identified phases, but also their shape and amplitude. Since waveform 

inversion compares observed to synthetic waveforms directly, phases do not have to be 

identified individually; i.e., overlapping phases can be used. This allows the use of ScS when 
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it partially overlaps with S at Δ > 85˚. The improvements in resolving power provided by the 

additional use of shape and amplitude information, and overlapping phases is discussed below. 

I compute partial derivatives with respect to a spherically symmetric (1-D) initial model 

using the Born approximation, which gives the first-order perturbation to the wave equation. 

The 1-D synthetics are computed using the Direct Solution Method (DSM) (Kawai et al., 2006). 

Using the Born approximation with respect to a 1-D initial model significantly reduces the 

computation time thus allowing the use of a large dataset of relatively short period waveforms 

(down to 8 s).  

Every inversion method uses some smoothing or regularization techniques. In this chapter, 

I truncate the conjugate gradient (CG) expansion for both CACAR and CACAR′ at six CG 

vectors based in the criterion of minimizing Akaike’s Information Criterion (AIC) (see section 

2.1).  

In this study, I fixed the earthquake source parameters to the GCMT catalog. Later, 

Yamaya et al. (2018) showed that redetermination of the source parameters does not affect 

significantly the 3-D models obtained by the inversion. However, they found systematically 

smaller source time-function duration than reported in the GCMT catalog for intermediate 

depth and deep earthquakes, which might affect the results of waveform inversion when using 

either higher-frequencies, or a dataset dominated by large moment magnitude events. 

3.3 Results 

I conduct waveform inversion for the detailed 3-D S-velocity structure of the lowermost 

400 km of the mantle beneath Central America and the Caribbean using ~7,700 transverse 

component records cut 20 s before the arrival of the direct S-wave, and 60 s after the arrival of 

the ScS phase (see section 3.2). The events are deep and intermediate focus events recorded at 
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epicentral distances 70˚ < Δ < 100˚ at broadband seismic stations of the USArray, Canadian 

Northwest Experiment (CANOE), IRIS/USGS, SCSN, PNSN, and BDSN networks (Figure 6). 

The azimuthal- and epicentral-distance distribution of the stations is shown in Figure 7. The 

data are filtered in the period range 8-200 s using a Butterworth bandpass filter. The 3-D model 

is obtained by linearized inversion with respect to a spherically symmetric initial model. 

I first conduct 1-D waveform inversion (Kawai et al., 2007; Konishi et al., 2009), with 

respect to the global reference model PREM (Dziewonski & Anderson, 1981), to infer a 

regional 1-D model (hereafter called PREM′) of the lowermost mantle beneath Central 

America (Figure 8). This model was derived by optimizing the fit of the synthetics to the full 

dataset over a wide range of azimuths, and thus differs somewhat from previously published 

1-D models of the lowermost mantle beneath Central America that used a significantly smaller 

number of waveforms from a narrower range of azimuths (Kendall & Nangini, 1996; Kawai et 

al., 2007). 

The 3-D model is parametrized with 744 3-D cells (voxels) of dimensions 

5˚ × 5˚ × 50	km	 (equivalent to approximately 300 × 300 × 50	km  at the CMB) in 8 

horizontal layers of 50 km thickness, from the CMB to 400 km above the CMB (Figure 6). To 

study the dependence of the 3-D models on the initial 1-D model, I conducted two inversions, 

with respect to PREM and PREM′, respectively. We call the resulting 3-D models CACAR (an 

abbreviation of Central America-Caribbean) and CACAR′, respectively. Map views of these 

3-D models (with the average perturbation in each layer set to zero) are shown in Figure 9, and 

Figure 10, respectively. The two 3-D models are in good general agreement. 
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Figure 8. Initial models for 3-D inversions. I used two different 1-D models as initial 

models in the inversion for 3-D structure. PREM is a global reference model (Dziewonski & 

Anderson, 1981), and PREM′ is a local model we inferred for the lowermost 400 km of the 

mantle beneath Central America using 1-D waveform inversion (Kawai et al., 2007; Konishi 

et al., 2009) with the same dataset as for 3-D inversion, but with weighting that emphasizes 

raypaths beneath Central America (as compared to those beneath the Caribbean). 
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Figure 9. Model CACAR. The eight panels show the results of the inversion for the eight 

depth layers from 400 km above the CMB (upper left) to the CMB (lower right), with the lateral 

average of the 3-D perturbation set to zero in each layer. The perturbation is relative to the 

initial 1-D model PREM (Dziewonski & Anderson, 1981). Two distinct high-velocity regions 

at the CMB (lower right panel) suggest two distinct cold paleoslabs. A 3% velocity decrease 

beneath Mexico concentrated within 100 km of the CMB suggests the possible existence of 

chemically distinct material with enriched iron content (e.g., basaltic composition). Location 

of high- and low-velocity anomalies is generally consistent with recently inferred topography 

of the D″ discontinuity (Whittaker et al., 2015). The Farallon plate boundary at 180 Ma (Müller 

et al., 2016) is shown in red in the lower right panel. Its location is consistent with the high-

velocity anomaly beneath Venezuela, but is ~1000 km away from the western high-velocity 

anomaly. This might indicate past intra-oceanic subduction, or breaking or tearing of an ancient 

paleoslab in the upper mantle (Fukao & Obayashi, 2013). 
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Figure 10. Model CACAR′. Same as Figure 9, but using PREM′ (Figure 8) as the initial 

1-D model. The velocity perturbations are shown with respect to PREM′, with the lateral 

average of the 3-D perturbation set to zero in each layer. CACAR (Figure 9) and CACAR′ are 

in good general agreement, which suggests that the inversion is robust. The strong low-velocity 

anomaly beneath Mexico observed in CACAR is still present, but the strongest low-velocity 

anomaly is beneath Ecuador. This suggests that strong low-velocity anomalies are present at 

several sites around the high-velocity anomalies. 
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The key features of my models are (1) two distinct high-velocity anomalies just above the 

CMB, one beneath Central America and another beneath Venezuela, (2) strong low-velocity 

anomalies concentrated in the lowermost 100 km of the mantle at the edge of the high-velocity 

anomalies, and (3) vertically continuous low-velocity structures above the strong low-velocity 

anomalies at the CMB. The past Farallon plate boundary at 180 Ma (Müller et al., 2016), 

indicated with a red line in the lowermost right panel (0-50 km above the CMB) in Figure 9 

and Figure 10, is consistent with the location of the high-velocity anomaly beneath Venezuela, 

while it is ~1000 km from the high-velocity anomaly beneath Central America. In the depth 

range 0-50 km above the CMB, the high-velocity beneath Venezuela in CACAR does not 

extend to the north along the past Farallon plate boundary (Figure 9). The same high-velocity 

beneath Venezuela in CACAR′ extends up to a few degrees north of the Caribbean Islands, but 

a strong high-velocity anomaly is not present to the north of the Caribbean Islands (Figure 10). 

However, as the altitude above the CMB increases, the high-velocity beneath Venezuela 

gradually extends along the past Farallon plate boundary to the north of the Caribbean Islands, 

and is strongest 250-300 km above the CMB (Figure 9 and Figure 10).  

3.3.1 Cross-sections and comparison to previous studies 

Several works in the previous decade considered this study area using finite-frequency 

travel-time tomography with a model parametrization with a scale similar to the one presented 

in this chapter (Hung et al., 2005), or migration of phases refracted by the D″ discontinuity 

(Thomas et al., 2004; Hutko et al., 2006), respectively; a more recent study conducted forward 

modeling for the topography of the D″ discontinuity beneath Central America and the 

Caribbean (Whittaker et al., 2015). The models presented in this chapter can also be compared 

to the structure in this region obtained by global waveform inversion (French & Romanowicz, 



 64 

2014). From the above studies, I select the finite-frequency travel-time tomography study 

(Hung et al., 2005) and the global waveform inversion study (French & Romanowicz, 2014) 

for a detailed comparison to my models, as shown in Figure 11. 
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Figure 11. Cross-sections. (left column) Cross-sections through two previous 

models obtained by global waveform inversion (French & Romanowicz, 2014) (labeled 

FR2014), and by regional finite-frequency travel-time tomography (Hung et al., 2005) 

(labeled H+2005). (middle column) Cross-sections for my models CACAR and 

CACAR ′. (right column) whole-mantle cross-section through the global model FR2014. 

The horizontal axis of each profile shows degrees along the corresponding great circle 

cross-section; vertical axis shows elevation above the CMB (in km) for profiles in left 

and middle columns, and depth (in km) for the whole-mantle profiles in the right column. 

Locations of the cross-sections are shown in the inset in Figure 6. The leftmost part of 

the cross-section for model H+2005 in the left column of panel b has been grayed out 

due to lack of resolution. (Note that CACAR and CACAR′ also have little resolution in 

this region). (a) The strong velocity contrasts within 100 km above the CMB in CACAR 

and CACAR′ (blue dashed line in upper middle panel) suggest the presence of paleoslabs 

at the CMB and dense chemical heterogeneities. The paleoslab beneath Central America 

(labelled CA) is perched above a strong low-velocity anomaly (blue dashed line in upper 

middle panel), which might suggest dense iron-enriched material at the CMB (e.g., 

basaltic composition). Low-velocity vertically continuous structures (brown arrows with 

unfilled points in cross-section A-A′ in middle column) at the edges of CA suggest 

upwelling from the possibly iron-enriched material at the CMB. (b) A low-velocity 

vertically continuous structure (red filled arrow in cross-section B-B′ in middle column) 

between two distinct slabs beneath Central America (CA) and Venezuela (VZ), and 

connecting to a low-velocity region in the mid-mantle in the model FR2014 (right column) 

suggests upsplashing of hot TBL material caused by two paleoslabs CA and VZ sinking 

to the CMB. Past location of the Farallon plate boundary at ~180 Ma (van der Meer et 

al., 2010) (green vertical dashed line labelled FA) is consistent with location of VZ, but 

is laterally ~1000 km away from CA. 
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Cross-sections of the various models along two profiles (see inset of Figure 6 for locations) 

are shown in Figure 11. Models CACAR and CACAR′ are shown in the middle column of 

Figure 11. The left column of Figure 11 shows the models along these cross-sections obtained 

by the recent global waveform inversion (French & Romanowicz, 2014), labeled FR2014, and 

the models from the finite-frequency travel-time tomography study (Hung et al., 2005), labeled 

H+2005. Whole-mantle cross-sections through the global waveform inversion model (French 

& Romanowicz, 2014) are shown in the right column of Figure 11.  

Figure 11a shows a northwest (A) to southeast (A′) great-circle cross-section through the 

high-velocity anomaly beneath Central America. As shown in the inset to Figure 6, this cross-

section is roughly parallel to the reconstructed Farallon plate boundary at 180 Ma (van der 

Meer et al., 2010). Models CACAR and CACAR′ are shown along this cross-section in the 

middle column of Figure 11a. The two models differ slightly, but we find the following 

consistent features in both models. (1) Low-velocity anomalies are seen at both edges of the 

high-velocity anomaly (beneath Central America, labeled CA), marked by the brown arrows 

with unfilled points beneath the second panel in the middle column. (2) The low velocity 

anomalies are particularly strong in the lowermost 100 km of the mantle, where ~3% low-

velocity anomalies are present. (3) The northern part of the high-velocity anomaly CA is 

perched above a 100 km thick low-velocity anomaly just above the CMB, resulting in a strong 

velocity contrast (5-6 % peak-to-peak over a small vertical range at the dashed blue line in the 

upper two panels in the middle column of Figure 11a).  

Figure 11b shows a west (B) to east (B′) cross-section at 5˚N, roughly perpendicular to the 

past Farallon plate boundary at 160-180 Ma (van der Meer et al., 2010). For this particular 

cross-section CACAR′ shows anomalies with smaller amplitudes than CACAR, but the pattern 
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of high- and low-velocity anomalies for the two models is consistent. We see two high-velocity 

structures that correspond to the high-velocity anomalies beneath Central America (labeled CA) 

and Venezuela (labeled VZ), respectively. CA and VZ are separated by a vertically continuous 

low-velocity region (indicated by the red arrow). 

I now compare the models inferred in this chapter to the recent global waveform inversion 

(French & Romanowicz, 2014), labeled FR2014, and the finite-frequency travel-time 

tomography study (Hung et al., 2005), labeled H+2005. The high-velocity anomaly CA is also 

present in the two previous models (left column of Figure 11a). The strong low-velocity regions 

on both edges of CA (brown arrows with unfilled points beneath the second panel in the middle 

column of Figure 11a) are present in the previous models (left column of Figure 11a), but are 

smaller in size and weaker by ~1.5%. As a result, the fact that in this region CA is perched 

~100 km above a strong low-velocity zone at the CMB (dashed blue line in the upper two 

panels in the middle column of Figure 11a) is not evident from the previous models. We also 

note in passing that the high-velocity anomaly CA in Figure 11a is generally consistent with 

previous regional forward modeling studies (Thomas et al., 2004; Hutko et al., 2006; Whittaker 

et al., 2015). The low-velocity region to the right (south) of CA in the middle column of Figure 

11a (marked by the brown arrow with unfilled points) connects to a larger low velocity region 

that was found to extend to the mid-mantle by a recent global waveform inversion study 

(French & Romanowicz, 2014) (right column of Figure 11a). The high-velocity VZ in the 

middle column of Figure 11b is covered by low-velocity material at shallower depths in the 

global model (right column of Figure 11b). As noted above, the location of the high-velocity 

anomaly beneath Venezuela is in good agreement with the past Farallon plate boundary at 180 
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Ma (indicated by the vertical green dashed line labeled FA), while the high-velocity zone 

beneath Central America (CA) is ~1000 km distant from it. 

The high-velocity anomalies CA and VZ are also visible in the previous regional and global 

models (left column of Figure 11b). The amplitude of VZ in the previous models is, however, 

somewhat weaker than that of CA; the improvement in resolution of the high-velocity anomaly 

CA in my model is most likely due much greater number of records than the previous regional 

study (Hung et al., 2005), made possible by the new data from the dense transportable USArray. 

Also, waveform inversion allows us to also use the phase and amplitude information in the 

data, which most likely explains why CACAR and CACAR′ show more consistent vertical 

features. Part of the discrepancy between my model and the previous regional study might also 

be due to the latter’s use of core phases (SKS), which can be affected by anisotropy, and 

uncertainty in the outer-core velocity structure and thus might be affected by artifacts.  

The location of high- and low-velocities anomalies in CACAR and CACAR′ generally 

agrees with variations in the elevation of the D″ discontinuity reported on the basis of forward 

modeling of recent USArray data (Whittaker et al., 2015). In particular, the forward modeling 

study reports 1) an elevated D″ discontinuity beneath Venezuela, where we observe the high-

velocity anomaly VZ, 2) a deeper D″ discontinuity in a corridor along Ecuador and Columbia 

that extends in the Caribbean Sea, where we see the low-velocity anomaly corridor separating 

VZ from CA, and 3) the highest elevation of the D″ discontinuity above the CMB where we 

observe the high-velocity anomaly CA. A previous study also observed this correlation 

(Sidorin, 1999), but CACAR and CACAR′ have finer resolution. 
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3.4 Resolution and robustness 

The improvement in the fit of the synthetics for the 3-D models to the data is shown in 

Table 1. For the initial model PREM, the fit of the initial synthetics to the data (144.4%) is 

reduced to 79.7% after time-shifting the data to correct for 3-D structures above the target 

region in D″. Inversion of the corrected data yields synthetics for the final 3-D model CACAR 

with a fit of 74.5%, improving by 5.2% the fit of the initial synthetics for PREM. Similar fit 

improvements are realized for CACAR′ (Table 1). We note that the relatively small variance 

reduction is partly due to the fact that it is mainly the fit of the part of the waveforms around 

the smaller amplitude ScS phase (rather than the larger amplitude S phase) that is improved by 

the inversion. 

The similarity between CACAR and CACAR′ suggests that the method and dataset used 

give robust results. In addition, I conduct various tests to evaluate and confirm the robustness 

and resolution of CACAR and CACAR′. I conduct two checkerboard tests showing that I can 

resolve an input checkerboard pattern of horizontal scale 300 x 300 km, and that the addition 

of artificial Gaussian noise to the input synthetics does not affect the ability to recover the input 

checkerboard pattern (Figure 12 and Figure 13). 

Strong amplitude shallow structure (especially on the receiver side, since we use 

intermediate and deep events) can add scattered phases in the records we use for the inversion, 

and we do not want the inversion for D″ to be affected by these extraneous phases. I verify that 

the partial derivative kernel for structure in the target region is nearly completely independent 

of the partial derivative kernel for shallow (0-500 km depth) structure near the receivers. The 

results of this test (Figure 14) show that when I use the entire dataset, there is essentially no 

tradeoff between shallow structure and structure in the target region.   
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Model Variance (%) AIC (𝜶 = 𝟓𝟎𝟎) 

PREM 144.4 - 

PREM with time-shifts 79.7 4231.6 

CG6 74.5 4133.6 

PREM′ with time-shifts 79.7 3937.0 

CG6′ 74.9 3855.3 

Table 1. Variance and AIC. Variance (eq. (29)) of the synthetics for PREM, PREM 

with static corrections (time-shifts), and the final model CACAR and CACAR′ with six 

conjugate gradient vectors (CG6). CG6 minimizes the Akaike information criterion 

(AIC) computed with an empirical redundancy parameter of α = 500 (eq. (32)). Note 

that PREM′ does not improve the variance of the initial synthetics because the 

weighting used for the 3-D inversion is different from the weighting that was used for 

inferring PREM′ (i.e., PREM′ has a better fit than PREM for raypaths beneath Central 

America, but a worse fit than PREM for raypaths beneath the Caribbean). 
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Figure 12. Checkerboard test. The input pattern for the layer 400-350 km above the 

CMB is shown on the left. The input pattern for the next layer (350-300 km) has the sign 

of all anomalies reversed, and so on for each successive layer. The dataset and the number 

of CG vectors for the checkerboard test is the same as for the actual inversion. This result 

shows that we can nominally resolve almost all voxels in the target region. 
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Figure 13. Checkerboard test with artificial noise. Same as in Figure 12, but with artificial 

Gaussian noise added to the 3-D synthetics for the checkerboard input. The noise increases the 

variance of the 3-D synthetics by 40%. The results are nearly identical to the checkerboard test 

without noise added, which suggest that the inversion is stable. 
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As a further check of the possibility of contamination of the inversion results due to the 

effect of structure outside the target region, I also perform a simultaneous inversion for the 3-

D S-velocity structure in D″ (0—400 km above the CMB) and in the shallow upper mantle 

(25–375 km depth). For the simultaneous inversion, I apply two constant weights to the upper 

mantle voxels, and lowermost mantle voxels, respectively, so that the total sensitivity of those 

two regions is the same. The results (Figure 15) show that the S-velocity in D″ obtained 1) by 

joint inversion with the shallow upper mantle structure (Figure 15a) and 2) by inversion in D″ 

only (Figure 15b) are in nearly perfect agreement. This indicates that the inverted structure in 

D″ is nearly unaffected by the addition of model parameters for structure in the upper mantle, 

supporting the result of Figure 14 that the structure in D″ can be inverted for independently 

from shallow structure. Figure 15c shows the upper mantle structure obtained by simultaneous 

inversion with the D″ structure. The shallow upper mantle structure shows small amplitude 

perturbations (~0.6%), but with low-velocity anomalies in the western US, and high-velocity 

anomalies in the eastern US, which is generally consistent with the pattern observed by 

tomographic models of this region (Burdick et al., 2016). Figure 15d shows that the results of 

an inversion for upper mantle structure only are in good agreement with Figure 15c, which was 

obtained from the joint inversion. Figure 15e shows the variance reduction. The variance 

reduction for inversion for the shallow upper mantle structure only is small (~1%) compared 

to that for inversion for D″ structure only (~5%). The variance for the joint inversion is ~6%. 

The small variance reduction for the shallow upper mantle structure and the small amplitudes 

of perturbations in the inferred upper mantle structure suggest that the dataset used in this 

chapter does not contain much information about the shallow upper mantle structure. I thus 

conclude that the inversion for structure in D″ is robust. 
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In addition, I show in Figure 16 that the time-shift applied in the inversion using the S 

phase as a reference is probably sufficient to correct for strong velocity perturbations in the 

shallow upper mantle. For this purpose, I conduct a synthetic test using an input model with a 

10% velocity decrease (with respect to PREM) in the depth range 24.4–220 km, which is 

otherwise identical to PREM in the rest of the mantle. As in the actual inversion, I use the S 

phase as reference to time-shift the input synthetics. The recovered D″ model (Figure 16) shows 

a maximum perturbation of 0.5% in the layer 0-50 km above the CMB, and an average 

perturbation within the high-velocity anomalies of less than 0.1%, which is negligible 

compared to the ~3% perturbations in CACAR and CACAR′. 

Tomographic models of the upper mantle beneath the US (Burdick et al., 2016) show 

strong S-velocity variations, which might affect the inversion results. Although for the 

inversion in D″ we correct for the travel-time difference between synthetics and observed 

records, we do not correct for possible waveform distortions. In order to further test the 

robustness of the inversion results with respect to the upper mantle structure beneath the US, I 

conduct three inversions dividing the stations in the dataset into western, central, and eastern 

regions (Figure 17). Figure 17a shows color maps of the travel-time residuals of the direct S-

wave and the amplitude ratio between the observed records and synthetics plotted at each 

station, and averaged in 1˚ x 1˚ bins. The western, central, and eastern datasets (labeled b, c, 

and d, respectively) show significant differences in travel-time and amplitude ratios, suggesting 

possible waveform distortion. We note that comparison with tomographic models (Burdick et 

al., 2016) suggests that the travel-time difference of the direct S-wave is mostly due to the 

upper mantle structure. The results of the inversions for the three datasets b-d are shown in 

Figure 17(b)-(d), respectively. Since the raypath coverage of the lowermost mantle differs for 
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the three datasets, the three S-velocity models in panels (b)-(d) resolve different regions of the 

lowermost mantle, but show good general agreement in regions where more than one model 

has significant raypath coverage. In particular, we note that the high-velocity anomaly CA is 

resolved in both models (b) and (c). This (together with Figure 14 to Figure 16) further suggests 

that the perturbations resolved in CACAR and CACAR′ are indeed due to the structure of the 

lowermost mantle, and not due to shallow structure effects. 

Since the Born approximation is only strictly accurate for infinitesimal perturbations, I test 

the ability to recover synthetic input models with spherically symmetric perturbations 

(hereafter referred to as block tests) of ±1% and ±2% in layers 100 km- and 200 km-thick 

(~1.7 and 3.4 times the wavelength for 8 s waveforms); the input models are reasonably well 

recovered (Figure 18). The block tests also show that 1) I can resolve a 2% low-velocity 

anomaly 0-100 km above the CMB topped by a 2% high-velocity anomaly 100-200 km above 

the CMB (Figure 18c), which suggests that the strong vertical velocity contrast beneath Mexico 

in CACAR and CACAR′ is not an artifact; 2) the fact that the strongest high-velocity anomalies 

in CACAR and CACAR′ are located 0-100 km above the CMB is probably real and not an 

artifact of increase in sensitivity of the partial derivatives just above the CMB (Figure 18a, b); 

3) CACAR might not constrain accurately the absolute amplitude of the perturbation, which 

might be over-estimated (Figure 18a, b). We note, however, that in Figure 18c the recovered 

amplitude matches that of the input model. For this case, the radially averaged perturbation in 

the lowermost 400 km of the mantle of the input model, and thus the S-ScS differential travel 

time (for 70˚ < Δ < ~85˚), is nearly the same as for the initial model (PREM). This is illustrated 

in Figure 19, in which we show a profile of stacked waveforms for the input model of Figure 

18c.   
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Figure 14. Tradeoff with shallow structure. Cosine of the angle between the vector 

of partial derivatives for each of the 744 voxels in the target region (D″) and the vector 

of partial derivatives for each of the 5 voxels in the upper mantle at 30˚N (see Figure 

6), 110˚W and 50, 150, 250, 350, and 450 km depth. We also computed the cosine for 

7 other horizontal location of the voxels in the upper mantle beneath the USArray to 

verify that the result does not depend on the location of the upper mantle voxels. The 

legend for each panel is the same as the one shown in panel d). The four panels indicate 

the increasing number of records used in the partial derivative vectors: a) one station, 

one event (1 record); b) one station, all events (4 records); c) all stations, one event (381 

records); d) all stations, all events (7375 records). 
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Figure 15. Simultaneous inversion for D″ and shallow upper mantle structures. (a) 

S-velocity in D″ from simultaneous inversion for the two depth ranges 25–375 km 

(shallow upper mantle), and 0–400 km above the CMB; the corresponding shallow upper 

mantle S-velocity structure is shown in panel (c). (b) S-velocity in D″ from inversion for 

D″ only. (d) S-velocity in the shallow upper mantle from inversion in the shallow upper 

mantle only. (e) Variance (in percent) as function of the number of model parameters 

(CG vectors) for the models in panels a-d. Note that the color scale for the shallow upper 

mantle S-velocity models (panels c and d) has a maximum amplitude of 0.6%, which is 

much smaller than the amplitudes of the perturbations for the D″ S-velocity models (3% 

in panels a and b). The variance reduction for the shallow upper mantle structure (pink 

curve) is small (~1%) compared to that for the D″ structure, suggesting that the dataset 

used in this chapter is primarily sensitive to D″. The S-velocity structures for the 

simultaneous inversion (panel a) and the inversion in D″ only (panel b) are nearly 

identical, suggesting that the dataset is robust with respect to the shallow upper mantle 

structure. The S-velocity models of the shallow upper mantle (panels c and d) show small 

amplitude perturbations, suggesting that the dataset of S and ScS waveforms has a small 

sensitivity to the upper mantle structure (in agreement with the small variance reduction 

noted above). The models in panels (a) and (b) are highly similar, as are the models in 

panels (c) and (d), further confirming the conclusion, based on Figure 14, that by taking 

a very large number of waveforms, the tradeoff between structure in the target region and 

in the upper mantle is effectively eliminated.  
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Figure 16. Possibility of contamination due to shallow structure. I invert for input 

synthetics for a model identical to PREM, except between 24.4 to 220 km depth, where 

the velocity was reduced by 10%, to test for the contamination of the D″ model by un-

modelled shallow structures. As for the actual inversion, we time-shift the input 

synthetics to correct for the effect of the shallow structure. The recovered model within 

the target region shows a maximum perturbation of ~0.5%, and an average perturbation 

within the high-velocity regions of less than 0.1%, suggesting that the time-shift we apply 

is sufficient to remove the effects of un-modelled shallow structure. 
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Figure 17. Inversion of western, central, and eastern datasets. (a) Color map of the 

travel-time residual of the direct S-wave (top), and of the amplitude ratio between 

observed records and synthetics, from averaging values at each station in 1˚ x 1˚ bins 

(bottom). Gray color means no stations. We divide the stations into western, central, and 

eastern datasets, labelled b, c, and d, respectively. (b-d) The three S-velocity models 0–

400 km above the CMB are obtained from inversion of the three datasets b, c, and d, 

respectively. 
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Figure 18. Block tests. 3-D inversion using as input exact 1-D synthetics computed 

with the DSM (without using the Born approximation) for 1-D models that differ from 

PREM by (a) a 1% increase 0–150 km above the CMB; (b) a 2% increase 0–150 km 

above the CMB; (c) a -2% decrease 0–100 km above the CMB and a 2% increase 100–

200 km above the CMB. The color scale is different for panels a, b and c, and is 

normalized to fit the maximum amplitude of each recovered model. 
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Figure 19. Record section for the block test model (c). Profile of synthetics stacked 

every 1˚ for the initial model PREM (green), the input model for the block test shown in 

Figure 18c (black), and the Born waveforms for the recovered model shown in Figure 

18c (purple). S-ScS differential travel-times for the initial and the input model are nearly 

identical, implying that the input model is not resolvable by travel-time tomography. 

Instead, the waveform inversion fits the difference in amplitude between the initial and 

input model synthetics. 
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Figure 19 shows that the recovered model in Figure 18c fits the difference in amplitude 

between the input and initial model (PREM). Since the S-ScS differential travel-time is nearly 

zero, travel-time tomography cannot resolve this input model. Also, Figure 19 shows that the 

inversion is highly sensitive to data around epicentral distance 85˚, which cannot be used by 

travel-time tomography since S and ScS merge at those epicentral distances.  

Figure 18b of the block test shows that the shape of the recovered high-velocity anomalies 

0–50 km above the CMB is patchy, and might correlate to some extent with the two distinct 

high-velocity anomalies CA and VZ at the CMB (we note that when the velocity perturbation 

in the input block test model is smaller, as in Figure 18a, the recovered high-velocity anomaly 

is less patchy, which suggest that this might be due in part to the linear approximation). Figure 

20 suggests that the presence of two distinct high-velocity anomalies CA and VZ at the CMB 

separated by a low-velocity corridor in CACAR and CACAR′ is not an artifact due to nonlinear 

effects, as it shows that this feature remains when using longer period waveforms, for which 

nonlinear effects are less significant. We compare the results of block tests for the same input 

model as in Figure 18b (+2% S-velocity anomaly 0–150 km above the CMB) with results of 

the actual inversion for three different minimum periods: 8, 12.5, and 20 s (Figure 20a, b and 

c, respectively) for the layer 0–150 km above the CMB. Figure 20 shows that as the minimum 

period increases, the recovery of the block test input model improves, but that the inferred 

model using actual data does not change significantly (in particular, there are still two distinct 

high-velocity anomalies at the CMB separated by a low-velocity anomaly). This suggest that 

the small-scale anomalies in models CACAR and CACAR′ are (for the most part) actual 

features of the data and not artifacts due to nonlinear effects (although some small artifacts are 

probably present). 



 83 

 

Figure 20. Results of block test for the input model in Figure 18b compared with results 

for the actual inversion as function of for three different minimum period: a) 8–200s, b) 12.5–

200 s, and c) 20–200 s. Only the layer 0–50 km above the CMB is shown. Although the 

recovered high-velocity anomalies for the block test become patchy when using higher 

frequencies (column a), the presence of two distinct high-velocity anomalies CA and VZ 

separated by a low-velocity anomaly is not affected by changing the minimum period, 

suggesting that this is a robust feature. We note that the results in this figure for the 8–200 s 

filter slightly differ from those in Figure 18b, because of the use of a slightly different kernel 

(computed using wavefield interpolation) and dataset. 
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Comparison of the block tests in Figure 18a and b shows the importance of using an 

appropriate 1-D initial model for the inversion, due to the fact that the dataset of S and ScS 

waveforms used is more sensitive to the vertical than to the lateral velocity structure (due to 

the long horizontal traveling distance of the S and ScS waves near the depth of their turning 

point at large epicentral distances). We note that this is most likely also the case even in studies 

using 3-D reference models and iterations, since the final models in these studies are usually 

relatively close to the initial 3-D model (e.g., Tao et al., 2018). For the case of the block test in 

Figure 18b, the recovery would most likely be improved if a better initial 1-D model was 

inferred first, and then 3-D inversion was conducted using this newly inferred 1-D model 

(previous studies in our group showed that such an input 1-D structure can be recovered using 

1-D inversion, e.g., Konishi et al., 2009). Thus, the fact that the models CACAR and CACAR′ 

(which was obtained using a newly inferred initial 1-D model) are in general agreement with 

each other suggest that 1) the 3-D structure in CACAR and CACAR′ is robust (although the 

absolute velocity for these two models differ slightly, which could probably be improved by 

using longer periods in the inversion, as suggested by Figure 20c), and 2) that the block test in 

Figure 18b is one of the expected worst cases for inversion, and is probably not representative 

of the actual inversions in this chapter. 

As an additional test of the validity of the Born approximation for inversion of S-velocity 

in D″, I show a “nonlinear checkerboard test” in Figure 21. The input model is shown in panel 

a. Synthetic seismograms for this model were computed using full 3-D wave calculation 

(SPECFEM3D GLOBE) (Komatitsch et al., 2015). Because of heavy computational 

requirements with increasing maximum frequency, we computed synthetics down to ~17 s and 

filtered them with a bandpass filter between 23–200 s (as compared to the 8–200 s synthetics 
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we used in the inversion of the actual data). I also do not include anelasticity, as the synthetics 

computed using SPECFEM3D GLOBE differ slightly from those computed using the DSM, 

whereas for the elastic case, which we use for this test, the synthetics for DSM and 

SPECFEM3D GLOBE for PREM are in nearly perfect agreement. Since we expect longer 

wavelengths to have less resolving power than shorter wavelengths, I increase the dimension 

of heterogeneities in the checkerboard pattern to 100 km in the vertical direction (we keep the 

same lateral dimension of 5˚ x 5˚ as in the inversion of actual data). The result (Figure 21b) 

shows that the inversion using the Born approximation underestimates the absolute amplitude 

of the perturbations by about 30% (~2% for the inversion result, compared to the 3% 

perturbation of the input pattern), but that the pattern of high- and low-velocity anomalies is 

reasonably well recovered. 
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Figure 21. Nonlinear checkerboard test. In order to investigate the validity of the Born 

approximation used in the inversion, we conduct a “nonlinear checkerboard test” by using input 

synthetics computed using full 3-D wave calculation (SPECFEM3D GLOBE; Komatitsch et 

al., 2015). (a) Input checkerboard pattern used for the full 3-D wave calculation, with 3% 

heterogeneities of dimension 5˚ x 5˚ laterally x 100 km vertically. The synthetics for this input 

pattern are accurate down to a period of ~17 s, and filtered with a Butterworth bandpass filter 

between 23–200 s. (b) Recovered pattern after inversion using the partial derivatives computed 

using the Born approximation. Note that the maximum amplitude shown by the color scale in 

panel (a) (3%) differs from that in panel (b) (2%). Figure 21 shows that inversion using the 

Born approximation recovers reasonably well the pattern of high- and low-velocity anomalies, 

although the amplitude of perturbations is subject to some uncertainties. 
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Figure 22. Jackknife test. Panels (a)-(c) show three inversion results using 50% of 

the records (~4000 records) randomly picked from the total dataset used for the full 

inversion. The weighting and number of CG vectors is the same as for the full inversion. 

The three models are nearly identical, which suggests that the 3-D model inferred in this 

chapter is robust. 
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To test the robustness of CACAR, I also conducted a jackknife test (Figure 22); I conducted 

three inversions each of which used 50% of the data randomly picked from the full dataset. 

The result shows that the high-velocity anomaly beneath Central America and that beneath 

Venezuela might be connected in the north of the target region beneath the Caribbean islands 

(the model inferred in this chapter is less well constrained in this region due to the smaller 

number of raypaths), but that a low-velocity corridor along the west coast of South America 

and extending to the Caribbean Sea is a robust feature; thus the two high-velocity anomalies 

imaged at the CMB beneath Central America and Venezuela are most likely separated. The 

jackknife test also shows that the strong low-velocity anomaly beneath Mexico is a robust 

feature of CACAR. 

In order to visually confirm that the final models CACAR and CACAR′ do indeed improve 

the fit of the synthetics to the data, I show record sections of traces (data, and synthetics for 

initial and final models) for two events (#35, and #49 in Table A1) in Figure 23. Figure 23 

shows that the synthetics for the final models CACAR and CACAR′ are closer to the data than 

the synthetics for PREM or PREM′. In particular, we note that the double-peaked S-wave at Δ 

> ~95˚ in the observed traces, as well as an ScS precursor, which both indicate triplication of 

the S-wave due to a strong discontinuity in the D″ layer, are better reproduced by the synthetics 

for the final models CACAR and CACAR′ than those for the initial models. This visual check 

is strictly an ancillary measure for quality control. 

In Figure 24, I show additional evidence for the presence of small-scale anomalies in 

CACAR and CACAR′, namely stacked waveforms that target three localized features in 

CACAR and CACAR′. Figure 24a, b, and c show stacked waveforms for raypaths sampling 

the high-velocity anomaly CA, the low-velocity corridor between CA and VZ, and the high-
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velocity anomaly VZ, respectively. In Figure 24a, b, and c, the S-ScS travel-time residuals 

𝛿𝑇îÝî = 𝑇îÝîUVN − 𝑇îÝî
NOP  for the initial model (PREM) are negative, positive, and negative, 

respectively, which correlates with the presence of the high-velocity anomalies CA, the low-

velocity corridor, and the high-velocity anomaly VZ. The travel-time residual 𝛿𝑇îÝî for the 

final 3-D model (blue traces) is clearly reduced (improved), further suggesting that the small-

scale features of models CACAR and CACAR′ represent the information contained in the 

actual data. 

Although the raypaths in the dataset used in this chapter are almost all aligned in the North-

South direction, the checkerboard tests (Figure 12, Figure 13, and Figure 21) seems to show 

nearly no smearing along the event-receiver path (North-South direction). As an additional 

check of the absence of smearing, I conducted two point-spread function tests (Figure 25). The 

results confirm the absence of smearing in the North-South direction. This suggests that the 

fact that the high-velocity anomaly CA and VZ in CACAR and CACAR′ are elongated in the 

direction of the event-receiver path is probably a feature of the actual structure in D″ beneath 

Central America, and not an artifact due to smearing. 

I suggest a qualitative explanation for the absence of smearing in the North-South direction 

(as shown in Figure 25) in Figure 26. The large range of epicentral distances and events 

latitudes in the dataset used in this chapter creates a crossing raypath geometry for ScS in a 

vertical cross-section. This crossing raypath geometry of ScS in the lowermost mantle is 

probably the reason why I can resolve individual voxels in the lowermost mantle using S and 

ScS waveforms. 
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Figure 23. Quality control stacks. Record sections for the two events #35 and #49 in Table 

A1. The traces are stacked every 1˚ of epicentral distance (the time-shifts used in the inversion 

are applied to the observed data). Observed traces are shown in black. The top row shows 

synthetics for the initial models PREM′ (green), and final model CACAR′ (purple). The bottom 

row shows synthetics for the initial model PREM (green), and final models CACAR (purple). 

The double-peaked S-wave at Δ > ~95˚ in the observed traces (red arrows in panel c), and ScS 

precursor (red arrows in panel b), which both indicate triplication of the S-wave due to a strong 

discontinuity in the D″ layer, is partially reproduced by the synthetics for the final models. The 

horizontal axis is time relative to the S-arrival time for the respective 1-D starting models, 

PREM and PREM′.  
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Figure 24. Localized stacks to show the improvements of synthetics for CACAR for three 

localized regions for event #57 in Table A1. The top row shows maps with stations and raypaths 

used for the stacks shown in the bottom row. Columns a–c shows raypaths sampling a) the fast 

region CA at the CMB; b) the slow velocity corridor between CA and VZ; c) the fast region 

VZ at the CMB. The sign of differential S-ScS travel-time residuals in columns a–c correlates 

with the sign of velocity anomalies in CACAR and CACAR′. Synthetics and data are filtered 

between 12.5–200 s. Note that the minimum period for the actual inversion is 8–200 s. 
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Figure 25. Point-spread function. Panels (a) and (b) show the result of inversion for a 

synthetic input model with only one voxel perturbed. (a) S-velocity +1% at -87.5˚ longitude, 

5˚ latitude, and 25 km above the CMB; (b) S-velocity -1% at -97.5˚ longitude, 20˚ latitude, and 

25 km above the CMB. The results do not show any smearing from the perturbed voxel, 

suggesting that the inversion can resolve voxels individually. 
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Figure 26. Crossing raypaths. A vertical cross-section shows the geometry of ScS raypaths 

0–400 km (2491 km depth) above the CMB, for receivers at epicentral distances 70˚<Δ<95˚ 

and sources at depth 571.3 km, longitude 0˚, and latitude 0˚, 5˚, 10˚, and 15˚ (red to brown 

lines). The raypaths are computed using the TauP toolkit (Crotwell et al., 1999) for PREM. 

The range of epicentral distances and event latitudes is similar to that of the dataset used for 

the inversion. The large range of epicentral distance and event latitudes creates vertically 

crossing raypaths, which is probably the reason we can resolve heterogeneities along the event-

receiver path (North-South direction). 
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3.5 Discussions 

I used waveform inversion to image the complex, small-scale D″ structure with two distinct 

strong high-velocity anomalies at the CMB shown in Figure 9 to Figure 11. The inferred 

models CACAR and CACAR′ suggest the presence of two paleoslabs just above the CMB and 

dense chemical anomalies (i.e., iron-enriched material) concentrated in the lowermost 100 km 

of the mantle. Figure 27 shows a schematic illustration of this interpretation. 

As mentioned in the introduction, geological evidence for subduction ~250 Ma beneath the 

western margin of Pangaea, together with an average ~1.5 cm/yr subduction rate in the lower 

mantle, suggests that remnants of past subduction should be found at the CMB beneath Central 

America and the Caribbean. The following features of CACAR and CACAR′ suggest the 

presence of paleoslabs: (1) ~3% high-velocity anomalies just above the CMB, (2) vertically 

continuous low-velocity structures at the edge of the inferred paleoslabs, (3) the good 

agreement between the location of the past Farallon plate boundary and the high-velocity 

anomaly beneath Venezuela, and (4) the correlation between the topography of the D″ 

discontinuity reported by previous forward modeling studies and the distribution of high- and 

low-velocity anomalies in CACAR and CACAR′. 
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Figure 27. Possible geodynamical interpretations. Two high-velocity anomalies just above 

the CMB, beneath Central America (CA) and Venezuela (VZ), respectively, suggest the 

existence of two distinct paleoslabs that took different subduction paths to the lowermost 

mantle. Strong low-velocity anomalies in the lowermost 100 km of the mantle suggest dense 

iron-rich material (e.g., basaltic composition). Such dense low-velocity material at the CMB 

can also explain why slab CA is perched above the strong low-velocity beneath Mexico. Low-

velocity material is upwelling from the iron-rich anomalies and between the two slabs. The 

Farallon plate boundary at 180 Ma (red curve) is consistent with the location of the high-

velocity anomaly VZ, suggesting that the slab VZ subducted at the western margin of Pangaea. 
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To explain the 3% high-velocity anomalies in the inversion results, we note that a ~1.5% 

high-velocity anomaly can be explained by the MgPv to MgPPv phase transition, and the 

remaining 1.5% by a 390 K decrease in temperature using the temperature derivative for 

MgPPv at lowermost mantle conditions (Wentzcovitch et al., 2006). Since the temperature of 

3800 K should be homogeneous at the CMB because of the vigorous convection in the outer 

core (Stevenson, 1981), a 390 K decrease in temperature ~25-50 km, or less, above the CMB 

strongly suggests the presence of cold material. An alternative (or complementary) 

interpretation for the high-velocity anomalies could be the presence of chemical anomalies 

with S-velocity faster than pyrolite. Such high-velocity composition can be obtained by an 

increased MgPv to ferropericlase (Fp) ratio compared to the average pyrolitic composition. 

The S-velocity increase in pure MgPv compared to pyrolytic composition was estimated to be 

~2.5% based on theoretical calculations (Tsuchiya & Tsuchiya, 2006). Tateno et al. (2014) 

conducted melting experiments on peridotite to lowermost mantle pressures and showed that 

MgPv is a liquidous phase at pressures above ~34 GPa, which implies that MgPv-rich 

anomalies could have been formed in the lowermost mantle by crystallization of a past basal 

magma ocean (Labrosse et al., 2007). 

The presence of a low-velocity vertically continuous structure (red arrow in Figure 11b) 

that separates the two high-velocity anomalies CA and VZ and connects to a low-velocity 

region that was found to extend to the mid-mantle by a recent global waveform inversion study 

(French & Romanowicz, 2014) is consistent with the subduction of two distinct paleoslabs. 

This continuous low-velocity structure from the CMB to the mid-mantle suggests that hot TBL 

material has been upsplashed by paleoslabs reaching the CMB, as shown in geodynamical 

simulations (Tackley, 2011), and upwelled to the mid-mantle. 
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Although MgPv-rich material at the CMB could provide an alternative explanation for the 

high-velocity anomalies in CACAR and CACAR′, the positive correlation on small scales 

between the distribution of high- and low-velocity anomalies in CACAR and CACAR′, and 

the lateral variations in the elevation of the D″ discontinuity reported by previous regional 

reflectivity and forward modeling studies (see Results section) suggests (assuming the MgPv 

to MgPPv phase transition) that the high-velocity anomalies CA and VZ are regions with 

lower-than-average temperature, and that the low-velocity corridor that separates CA and VZ 

is a region with higher-than-average temperatures. The resulting strong temperature gradients 

might be difficult to sustain without the presence of colder, and thus stiffer, slab remnants. We 

note this does not rule-out the possibility that a smaller part of the high-velocity perturbation 

in the high-velocity region could be due to MgPv/MgPPv-rich material.  

CACAR and CACAR′ thus suggest the presence of a paleoslab at the CMB beneath 

Venezuela, which is in good agreement with the past location of the Farallon plate and might 

thus be a remnant of subduction at the western margin of Pangaea. Beneath Venezuela, this 

paleoslab is covered by a low-velocity region ~200-400 km above the CMB, but it gradually 

extends to the North along the Farallon plate boundary as the altitude above the CMB increases 

(Figure 9 and Figure 10).  

The high-velocity anomaly CA beneath Central America has often been imaged by seismic 

studies and has been interpreted as folding or spreading of the Farallon plate at the CMB 

(Thomas et al., 2004; Hutko et al., 2006; Kito et al., 2008). However, as noted above, the 

location of this paleoslab at the CMB is ~1000 km to the west of the past Farallon plate 

boundary, which tends to argue in favor of two separate subduction paths in the lower mantle 

rather than the spreading of the Farallon paleoslab at the CMB. 
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I present below two possible interpretations based on CACAR and CACAR′. We note that 

the velocity model for the structure above the target region should be further investigated in 

order to verify these interpretations. 

As discussed in the introduction, initiation of the subduction of the Farallon plate is 

estimated at 180-207 Ma (van der Meer et al., 2010) and was probably accompanied by strong 

igneous activity (van der Lelij et al., 2016). The two distinct paleoslabs we observe at the CMB 

might possibly suggest that the strong igneous activity was related to tearing or breaking of a 

plate subducting beneath western Pangaea, leaving two paleoslabs that sunk to the CMB, 

followed by the subduction of the Farallon plate itself. 

Alternatively, intra-oceanic subduction of Pacific oceanic floor beneath a volcanic arc 

within the Pacific located around the current location of Central America, possibly the Stikinia– 

Quesnellia arc (Johnston & Borel, 2007), could also explain the presence of two distinct slabs 

at the CMB and the ~1000 km discrepancy between the location of the Farallon plate boundary 

and the location of the paleoslab we observe beneath Central America. 

3.5.1 Chemical heterogeneities 

The strong velocity contrast (5-6% peak-to-peak over less than 100 km vertically and 300 

km laterally) that we observe in the lowermost 100 km of the mantle seems too strong and 

sharp to be explained by temperature variations only; a 5-6% velocity anomaly would require 

a 1300-1560 K temperature variation (Wentzcovitch et al., 2006). Chemical heterogeneities 

with enriched iron content have a lower seismic velocity than pyrolite and can explain strong 

negative anomalies (Tsuchiya & Tsuchiya, 2006). They are also denser than pyrolite and thus 

could remain close to the CMB. CACAR and CACAR′ show that strong low-velocity 

anomalies are concentrated in the lowermost 100 km of the mantle. Chemical anomalies at the 
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CMB might provide a more reasonable explanation for the strong velocity gradient we observe 

within 100 km of the CMB.  

A likely candidate for chemical heterogeneities at the CMB is subducted basaltic oceanic 

crust (MORB) that constitutes the upper part of slabs (Irifune, 1993). MORB is a complex 

mineral assemblage that is enriched in calcium perovskite (CaPv) (compared to pyrolite) and 

contains a significant amount of calcium-ferrite type aluminous phases (Irifune, 1993), which 

makes the determination of its seismic velocity challenging. Although previous theoretical 

calculations had suggested that (cubic) CaPv had a relatively high shear modulus (Stixrude et 

al., 2007), leading to MORB with higher S-velocity than pyrolite in the lower-mantle (Xu et 

al., 2008), more recent calculations (Kawai & Tsuchiya, 2015) and sound-velocity 

measurements at lower-mantle pressures (Gréaux et al., 2019) showed that the shear modulus 

of (cubic) CaPv is lower than previously calculated, which suggestes that MORB has lower S-

velocity than pyrolite in the lower-mantle (it is also denser); this could possibly explain 

relatively strong low-velocity anomalies near the CMB. Geodynamical simulations of a slab 

sinking to the CMB show that in the case where a thin basaltic layer is present just above the 

CMB, the center of the slab reaches the CMB, but its edges are perched above a dense basaltic 

layer (Tackley, 2011). Assuming that MORB indeed has a lower S-velocity than pyrolite, this 

would be consistent with the results presented in this chapter (Figure 11a and Figure 27) that 

suggest that the northwestern edge of the paleoslab CA is perched above a strong low-velocity 

anomaly. 

The dynamical stability of a paleoslab perched above a low-velocity anomaly will depend 

on the density and viscosity contrast between the possible chemically distinct material at the 

CMB and the rest of the mantle. Some geodynamical studies suggest that such material beneath 
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subduction zones will always be entrained by mantle convection and form large thermo-

chemical piles imaged as large low shear-velocity provinces by seismic tomography 

(Mulyukova et al., 2015). Other studies suggest that a denser (4.3% denser than harzburgite) 

primordial layer at the CMB cannot be easily entrained by mantle convection (Nakagawa & 

Tackley, 2015). The fact that CA is partially perched above a possibly chemically distinct low-

velocity anomaly seems to suggest that the density contrast between the ambient mantle 

material and the chemical anomaly is relatively strong, and that that a chemical anomaly may 

thus not be easily entrained by mantle convection. 

3.6 Conclusions 

The models CACAR and CACAR′ shows that low velocity anomalies adjacent to and 

below high velocity anomalies interpreted as cold subducted paleoslabs seem to be connected 

to low velocity anomalies inferred by previous tomographic studies (French & Romanowicz, 

2014). The low velocity anomalies beneath the Caribbean in the lower mantle can be 

interpreted as originating at the low velocity anomalies just above the CMB found in CACAR 

and CACAR′. These low velocity anomalies have possibly been growing below the cold 

paleoslabs due to increased heat transfer from the core, as suggested by some geodynamical 

studies (Tackley, 2011). They can be interpreted as chemical rather than thermal anomalies, 

due to dense primordial material or iron-rich materials chemically concentrated from pyrolytic 

or basaltic materials due to the heat from the core or self-generated heat in basalt. Once such 

concentrations of dense materials are created immediately above the CMB, they are pinned 

there until stirred or entrained by mantle convection, when they become the origin of upwelling 

flow in the lower mantle. Considering these pinning effects, significant upwelling flows in the 
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lower mantle found beneath hotspots by previous studies (French & Romanowicz, 2015) might 

be related to past subduction history. 

The significant upwellings beneath the Pacific and Africa are located beneath past 

supercontinents, Rodinia and Gondwana, respectively (Rogers & Santosh, 2004). Since 

significant downwelling flow is expected in the lowermost mantle beneath the location of 

accumulated subduction zones such as the present East Asian zone and past supercontinental 

margins, self-generated heat in subducted basaltic material is likely to be the origin of the 

significant upwelling (Maruyama et al., 2007). The models CACAR and CACAR′ are 

consistent with the possibility that subducted material accumulated at the TBL produces 

concentrations of iron-rich material due to chemical differentiation which becomes the origin 

of upwelling flow from this iron-rich material pinned at the CMB. Significant downwelling 

from the Earth’s surface due to subduction could be responsible for transporting large amounts 

of material enriched in radiogenic elements such as basalt that produce iron-rich materials 

according to chemical differentiation due to self-generated heat which are then pinned at the 

CMB, thus providing the origin of the hotspots. This suggests that the modality of convection 

in the lower mantle is controlled by plate tectonics on the Earth’s surface.  

As the temperature at the CMB is isothermal because of the vigorous convection of the 

outer core (Stevenson, 1981), knowledge of the temperature gradient just above the CMB is 

essential for understanding the thermal evolution of the Earth. Since the heat flux is the product 

of the temperature gradient and the thermal conductivity, intermittent paleoslab subduction 

could make the cooling rate at the surface of the outer core both spatially and temporally 

heterogeneous. Since significant downwelling flow and iron-rich material pinned at the CMB 

are expected in the lowermost mantle beneath the location of accumulated subduction zones 
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such as the present East Asia and past supercontinental margins, long lasting localized 

significant cooling of the core might affect the geodyanamo (including contributing to causing 

geomagnetic reversals) in the outer core. 

The results presented in this chapter can be explained by a whole mantle convection model 

where cold and dense paleoslabs sink to the base of the mantle and trigger upwelling flow of 

hot and less dense material. Such a whole mantle convection is also supported by recent 

imaging of broad plumes originating at large low velocity provinces (LLVP) at the CMB and 

continuously connecting to current hotspots at the Earth’s surface (French & Romanowicz, 

2015). We note that the region beneath Central America and the Caribbean might not be 

representative of the whole Earth, and that a layered-type convection with decoupling between 

the upper and lower mantle (or above and below ~1000 km depth) might be appropriate for 

other regions, as suggested by tomographic images of stagnating slabs (Fukao & Obayashi, 

2013) and geodynamical simulations (Ballmer et al., 2015). 
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Chapter 4 3-D S-velocity structure of the mantle transition 
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Chapter 5 Discussion 

In this work, I used waveform inversion to obtain high-resolution tomographic models of 

the MTZ and the D″ region beneath Central America and its vicinity. In the MTZ, I found that 

1) tearing of the Cocos slab above ~410 km depth could possibly explain the disruption in 

Cocos plate velocity at 10 Ma (Müller et al., 2016), 2) the Cocos plate penetrates into the lower-

mantle and connects continuously to the Farallon plate. In the D″ region, I found evidence for 

two paleoslabs, beneath Central America (imaged in previous studies), and beneath Venezuela 

(discussed for the first time in Borgeaud et al., 2017). The paleoslab beneath Venezuela 

possibly corresponds to the Farallon slab at ~180 Ma. These findings can be used to place 

(approximate) constraints on the sinking velocity of the slabs beneath Central America in both 

the upper- and lower-mantle, and thus on the viscosity contrast between the upper- and lower-

mantle, as discussed in the following section. 

5.1 Constraints on the viscosity of the mantle 

As discussed previously, the MTZ models inferred in this work suggest that the Cocos slab 

at ~410 km depth results from subduction at ~10 Ma, which implies an average sinking velocity 

of ~4.1 cm/yr in the upper-mantle. Assuming that the sinking velocity is approximately the 

same in the upper-mantle and MTZ, this implies that the Cocos slab at 660 km depth results 

from subduction at ~16 Ma (a higher viscosity in the MTZ would slightly increase this age, but 

this would not significantly affect the results discussed below). We note that it is difficult to 

place constraints on the precise age of the Cocos plate at ~660 km depth in this region by 

matching the past location of the Middle America Trench to the location of high-velocity 

anomalies corresponding to the slab, because the slab is deflected eastward near and below 

~660 km. Also, although the Cocos slab beneath Guatemala (C2) is significantly less deflected 
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than its northern part (C1), past location of the Middle America Trench in this region is nearly 

fixed during ~10–30 Ma, which means that it is not possible to estimate the age of the Cocos 

plate in this region by comparison with past plate boundaries. 

The D″ model inferred in this dissertation suggests that remnants of the Farallon plate that 

was subducting at ~180 Ma currently reside at the CMB (beneath Venezuela). The MTZ model 

shows that the Cocos slab penetrates directly into the lower-mantle (beneath Guatemala), 

which implies that there is (nearly) no residence time of the Cocos slab at 660 km, and that the 

slab at 660 km is ~16 Myr old. This means that the Farallon slab sunk from ~660 km depth to 

the CMB in ~164 Myr, resulting in an average sinking velocity of ~1.4 cm/yr in the lower-

mantle. This sinking rate is in agreement with previous estimates for the global average of 

sinking rate of ~1.2 cm/yr (van der Meer et al., 2010), and 1.1–1.9 cm/yr (Domeier et al., 2016). 

The above estimates imply that the ratio of (vertical) sinking velocity between the upper- 

and lower-mantle is as given in eq. (48) 

𝑣N5Phï�

𝑣N5Phð� ≈
4.1	cm/yr
1.4	cm/yr ≈ 3. (48) 

A simple equation linking slab sinking velocity to viscosity can be obtained if we assume 

that the gravitational force acting on the higher-density slab is equilibrated by viscous drag, 

which results in slabs sinking at the Stokes velocity as in eq. (49).  

𝑣N�UhâN =
𝑀𝑔
𝑎𝜈 , 

(49) 

where 𝑎 is a geometrical factor that roughly represents the surface of the slab in contact with 

the flow (i.e., roughly, the surface perpendicular to the sinking velocity). This was suggested 

to be the case by previous studies (e.g., Capitanio et al., 2007). 
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Eqs. (48) and (49) imply that if there is no thickening as the slab penetrates into the lower-

mantle, the viscosity contrast between the upper- and lower-mantle is ~3. The MTZ model 

suggests, however, that the Cocos slab thickens when penetrating into the lower-mantle. The 

increase in mass of the thickened Cocos slab in the lower mantle can be estimated from the 

cross-sections () to be ~2–4, which means that 𝑀 in eq. (49) is (roughly) ~2–4 times larger in 

the lower-mantle. This leads to an estimated viscosity contrast between the upper- and lower-

mantle (in the region beneath Central America) of ~6–12. 

This viscosity contrast is ~3–5 times smaller than that estimated from post-glacial rebound, 

plate divergence velocities, and geoid anomalies (Hager, 1984; Forte & Mitrovica, 2001). It is, 

however, in general agreement with that estimated by comparing observed plate subduction 

velocities to that obtained in (fully dynamic) numerical simulations of sinking slabs (Quinteros 

et al., 2010). Quinteros et al. (2010) also suggested that a viscosity contrast of more than ~10 

significantly deforms slabs in the MTZ, and results in smaller subduction velocities than 

reported in past plate motion models (~2–3 cm/yr). 

We note that although estimates of the viscosity of the upper-mantle based on post-glacial 

rebound are robust, those for the lower mantle are more uncertain, since most of the constraints 

come from geoid anomalies, which are due to the highly uncertain 3-D density anomalies in 

the Earth’s mantle. Forte and Mitrovica (2001) estimated the 3-D density anomalies based on 

previous global S-velocity models, assuming that the velocity anomalies are due to variations 

in temperature and iron content, and then converting them to density anomalies. Hager (1984) 

used a different approach, and estimated the density anomalies in the lower-mantle by mapping 

slabs in the upper-mantle based on the location of deep earthquakes, and assuming a 

penetration depth for all slabs into the lower-mantle, and a value for the density anomaly of 
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slabs. In both cases, relatively large uncertainties are most likely present in the estimated 3-D 

density field of the lower-mantle, and thus in the inferred 1-D viscosity structure of the lower-

mantle using geoid anomalies. Comparison between high-resolution tomographic models and 

(fully dynamic) geodynamical simulations thus seems to be a promising way to obtain more 

robust and detailed constraints on the viscosity structure of the mantle. 

5.2 Implications for the subduction modality and tectonic history beneath 

Central America 

The models presented in this dissertation show smaller-scale S-velocity anomalies in the 

D ″  region than previous studies based on travel-time tomography or global waveform 

inversion, possibly suggesting smaller scale convection in the lowermost mantle (if a thermal 

origin of S-velocity anomalies is assumed, as argued in Chapter 3), in contrast with previous 

reports of increase in length-scale of structure in the lowermost mantle (e.g., van der Hilst et 

al., 1997). In particular, the length scale of high-velocity anomalies at the top of the lower-

mantle as seen in the MTZ models in this dissertation is comparable to that of high-velocity 

anomalies in the D″  models CACAR and CACAR′, which could be inconsistent with a 

previously suggested possible strong increase in viscosity at ~2000 km depth (Forte & 

Mitrovica, 2001). 

In CACAR and CACAR′, the two distinct high-velocity anomalies labelled CA and VZ 

imaged at the CMB lie beneath Central America, and Venezuela, respectively, with VZ 

corresponding to the location of the Farallon plate boundary at 180 Ma. In the MTZ model, the 

high-velocity anomaly F1 beneath the Caribbean Sea, which I interpreted as the top of the 

Farallon slab, is ~1000 km west of VZ in CACAR and CACAR′. We also note that F1 is ~400 
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km east of the Middle America Trench at 23 Ma, which probably indicates that it is deflected 

when penetrating into the lower-mantle. On the other hand, VZ at the CMB is just west of the 

Farallon plate boundary at 180 Ma. This could possibly suggest an episode of slab rollback for 

the Farallon slab. The other possibility is that VZ does not correspond to the Farallon slab, but 

is a remnant of intra-oceanic subduction within the Pacific Ocean. On the other hand, there are 

no high-velocity anomalies beneath Central America at the top of the lower-mantle, further 

suggesting that the high-velocity anomaly CA at the CMB is a remnant of past intra-oceanic 

subduction within the Pacific Ocean. 

5.3 Future work 

This work showed the potential of waveform inversion using the full-wave theory (with 

the only approximation being the Born approximation) to enhance the resolution of 3-D S-

velocity models by using the full amount of information contained in large datasets of relatively 

high-frequency S, ScS, and S-wave triplication waveforms from the USArray. 

The method for waveform inversion used (and improved) in this dissertation differs from 

that used by other groups as follows: 1) no approximation is made in the computation of the 

partial derivatives; 2) partial derivatives for each individual seismic record are computed, 

which allows computation of the full 𝑨K𝑨 matrix (sometimes called the approximate Hessian). 

In contrast, this is not the case for works using adjoint tomography (because, as mentioned in 

Chapter 2, the computation of partial derivatives for each record in a 3-D model is currently 

not feasible). 3) the drawbacks are that only one iteration is performed, and that the reference 

model is 1-D. The formulation of the inverse problem using the 𝑨K𝑨 matrix allows, however, 

faster convergence toward the best-fitting 3-D model than when using only the gradient of the 

misfit is used, as in adjoint tomography (Chen et al., 2007). Furthermore, we showed that the 
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linear (Born) approximation used in this dissertation is reasonable for the case of the MTZ and 

the D″ region. It is nonetheless apparent that nonlinear effects are not negligible, so that future 

works could try to account for these higher-order terms.  

An important future extension of this work is the imaging of the P-velocity structure, which 

could be used to place additional constraints on the origin of velocity anomalies, i.e., thermal, 

chemical (e.g. Karato & Karki, 2001), or possibly the presence of water for the case of the 

MTZ (e.g., Zhao & Ohtani, 2009). The more efficient calculation of partial derivative kernels 

presented in this dissertation will be useful to compute kernels for the P-waves (P-SV 

wavefield), which are several times more computationally intensive than for the S-waves (SH 

wavefield). For the case of the D″ region, the PcP phase is not often used in tomographic 

studies because of its small amplitude, which makes it difficult to pick reliable PcP arrival 

times (one of the few studies using PcP travel times is that of Ren et al., 2007, but the number 

of PcP travel-times used is relatively small). The PcP phase has been used, however, in studies 

using seismic array analysis to constrain the high-resolution 1-D P-velocity structure of the D″ 

region (Hutko et al., 2008; Cobden & Thomas, 2013; Durand et al., 2018). This suggest that 

the PcP phase could be used in waveform inversion with seismic array data (as the USArray), 

as waveform inversion does not require the relatively imprecise task of picking PcP arrival 

times. 

For the case of the MTZ, Tao et al. (2018) recently used adjoint tomography with 

SPECFEM3D_GLOBE (Komatitsch et al., 2015) to infer the high-resolution S- and P-velocity 

of the MTZ beneath Japan and eastern China using P- and S-wave triplications, and showed 

improvements of the inferred model compared to the one obtained using the travel-time of the 
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direct S- and P-waves (Chen et al., 2015). The more efficient computation of partial derivatives 

presented in this dissertation using wavefield interpolation can also be implemented for the P-

SV wavefield, so that a P-velocity model of the MTZ beneath Central America using the same 

source-receiver geometry as for the S-velocity model can be obtained in the near future. Such 

a P-velocity model will allow better constraint of the cause of velocity anomalies, in particular 

whether the low-velocity anomaly L1 (interpreted in this dissertation as a lower-mantle plume) 

is of thermal origin, or if it might contain water or be chemically distinct (e.g., MORB as 

suggested by Gréaux et al., 2019). 

Finally, the methods for waveform inversion for 3-D structure used in this dissertation 

could be extended to account for the topography of the CMB for the case of the D″ region, 

and that of the 660 and 410 km discontinuities for the case of the MTZ. Variations in 

topography give additional constraints on the presence of temperature or chemical anomalies, 

and are also related to the viscosity structure (Deschamps et al., 2018). Previous studies have 

formulated partial derivatives for the topography of solid-solid and solid-fluid boundaries 

(Dahlen, 2005). Colombi et al. (2014) used this formulation to invert for CMB topography 

using the travel-time misfit, and showed the importance of jointly considering the 3-D mantle 

structure when inferring the CMB topography. Since variations of the CMB topography 

significantly affect (relatively) high-frequency waveforms (e.g., Colombi et al., 2014), 

waveform inversion should allow better constraint of the CMB topography, which makes it an 

interesting topic for future studies. 
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Chapter 6 Conclusions 

In this work, I used waveform inversion applied to a large number of waveforms from the 

recent full deployment of the USArray in the contiguous US (2004–2015) to improve the 

resolution of tomographic models in and near the MTZ, and in the D″ region beneath Central 

America and its vicinity. For the case of the MTZ, I used waveforms of S-wave triplications, 

which are not often used in seismic tomography, and can enhance the resolution of tomographic 

models in and near the MTZ. I showed that:  

1) regional waveform inversion together with large seismic array dataset can improve the 

resolution of tomographic models, especially for the case of low-velocity anomalies that appear 

stronger in the models inferred in this work than in previous tomographic models (this might 

be due to the use of full-wave theory, without using ray-theoretical approximation, as 

mentioned in the Introduction); 

2) in D″, I find smaller-scale heterogeneities than reported in previous global models (in 

general agreement with previous regional models, e.g., Hung et al., 2005; Kawai et al., 2014). 

The increased raypath coverage due to the most recent deployment of the USArray in the 

eastern US also allowed imaging, for the first time, a strong high-velocity anomaly beneath 

Venezuela that could correspond to the Farallon paleoslab. The correlation between the 

location of high- and low-velocity anomalies in the D″ models inferred in this dissertation, and 

variations in topography of the D″ discontinuity suggest that the velocity anomalies can be 

explained mainly by the combination of lateral temperature variations and the bridgemanite to 

pPv phase transition. The small-scale nature of temperature variations suggests the presence of 

colder, and thus stiffer than the surrounding mantle, slabs in the hot thermal boundary layer 
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above the CMB. Strong vertical velocity contrasts ~100 km above the CMB also suggest the 

presence of Fe-enriched, denser material at the CMB. 

3) in the MTZ, I find that the Cocos slab penetrates into the lower-mantle and connects to 

the Farallon slab, with complex subduction modality within the MTZ showing significant 

variations along the Middle America Trench. These variations could be due to the thermal 

structure of the Cocos slab, and to the presence of a lower-mantle plume locally reducing the 

buoyancy of the slab. These results suggest the importance of properties of the slab itself 

(temperature) and of the state of convection in the lower-mantle (presence of a plume) on the 

subduction modality of the Cocos slab (and most-likely other slabs as well). 

4) the fact that the Cocos slab penetrates into the lower-mantle, and that small-scale high-

velocity anomalies are present at the CMB beneath Central America and Venezuela is in favor 

of whole-mantle convection in this particular region, in agreement with previous studies. 

However, the higher-resolution images of the D″ region obtained in this dissertation allows 

further argument for the presence of slabs above the CMB (see point 2). These high-resolution 

images also allow estimating the viscosity contrast between the upper- and lower-mantle, 

resulting in a value of ~9–12. This value is ~3–5 times smaller than inferred by fitting post-

glacial rebound and geoid anomalies, but is probably more robust due to the large uncertainties 

in the 3-D density field used to fit the geoid anomalies. This value is also in general agreement 

with numerical studies modeling plate subduction velocities. 
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Appendix A List of Events 

I show the list of events used to infer the structure of the D″ region in Table A1, and of the 

MTZ in Table A2. The source parameters are all as given in the GCMT catalog (Ekström et al., 

2012). The duration of the triangle source time function is given in the column labeled “T (s)” 

in Table A2. The last two columns in Table A2 denote the variance (VR) for a given event with 

respect to the initial synthetics (for AK135), and the incremental variance reduction (i.e., the 

difference between the variance of synthetics for the initial, and final model; see section 2.1.3) 

using SEMUCB corrections. 
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Event # Date (Y/M/D) Longitude (˚) Latitude (˚) Depth (km) Mw 

1 1993/03/30 -67.3 -22.0 179.5 5.8 

2 1993/05/24 -66.9 -23.5 231.9 6.9 

3 1993/10/19 -65.7 -22.1 278.9 6.0 

4 1994/01/10 -69.3 -13.3 603.6 6.9 

5 1994/04/29 -63.2 -28.5 565.9 6.9 

6 1994/05/10 -63.0 -28.6 603.0 6.9 

7 1994/06/16 -70.4 -15.3 200.3 5.9 

8 1994/08/19 -63.4 -26.7 562.6 6.4 

9 1994/10/20 -70.8 -39.2 170.2 5.9 

10 1994/12/07 -66.6 -23.2 246.3 5.9 

11 1994/12/12 -69.7 -17.4 161.4 6.2 

12 1995/02/14 -67.9 -23.6 159.5 5.9 

13 1997/07/20 -66.1 -22.8 271.3 6.1 

14 1997/11/28 -68.9 -13.7 600.5 6.6 

15 1999/05/25 -66.5 -27.9 175.6 5.8 

16 1999/09/15 -67.4 -20.7 217.5 6.4 

17 2000/04/23 -63.0 -28.4 607.9 6.9 

18 2000/04/23 -63.0 -28.4 610.4 6.1 

19 2000/06/14 -67.1 -23.8 239.6 5.8 

20 2001/06/19 -68.3 -23.0 152.6 5.9 

21 2001/06/29 -66.4 -19.7 287.2 6.0 

22 2001/10/26 -70.6 -14.7 221.7 5.8 

23 2003/07/27 -65.2 -20.1 350.6 6.0 

24 2004/03/17 -65.6 -21.2 297.0 6.1 

25 2004/11/12 -63.2 -26.9 583.1 6.0 

26 2004/11/13 -63.2 -26.8 582.0 5.8 

27 2005/03/21 -63.5 -24.9 572.3 6.8 

28 2005/03/21 -63.6 -24.7 572.2 6.4 

29 2005/06/02 -67.2 -24.4 193.2 6.0 

30 2005/11/17 -68.1 -22.5 155.3 6.8 

31 2006/08/25 -67.2 -24.4 185.8 6.6 

32 2006/09/22 -63.1 -26.9 602.4 6.0 

33 2006/10/23 -65.8 -21.8 287.6 5.8 
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34 2006/11/13 -63.5 -26.1 573.4 6.8 

35 2007/05/25 -67.4 -24.3 188.5 5.9 

36 2007/07/21 -66.0 -22.3 280.2 6.4 

37 2007/11/18 -66.5 -22.7 262.4 6.0 

38 2008/09/03 -63.3 -26.9 571.3 6.3 

39 2008/10/12 -65.2 -20.3 361.5 6.2 

40 2009/07/12 -70.8 -15.3 197.1 6.1 

41 2009/09/05 -70.7 -15.5 209.8 5.8 

42 2009/09/30 -69.7 -15.7 257.8 5.9 

43 2009/11/13 -64.2 -18.0 611.8 5.8 

44 2009/11/14 -66.8 -23.0 221.2 6.2 

45 2010/01/28 -67.0 -23.6 204.5 5.9 

46 2010/02/12 -69.0 -33.6 173.5 5.8 

47 2010/09/13 -71.1 -14.7 171.0 5.8 

48 2011/01/01 -63.2 -27.0 586.0 7.0 

49 2011/04/17 -63.1 -27.6 573.9 5.8 

50 2011/06/08 -69.8 -17.4 150.4 5.9 

51 2011/09/02 -63.1 -28.6 597.3 6.7 

52 2011/11/22 -65.2 -15.4 553.8 6.6 

53 2012/03/05 -63.3 -28.2 565.1 6.1 

54 2012/05/28 -63.1 -28.3 591.6 6.7 

55 2012/06/02 -63.6 -22.1 549.5 6.0 

56 2012/11/22 -63.7 -22.9 544.4 5.9 

57 2013/02/22 -63.0 -27.9 585.7 6.1 

58 2014/09/24 -66.7 -23.8 227.6 6.2 

59 2015/02/02 -67.1 -32.8 176.8 6.3 

60 2015/02/11 -66.8 -23.1 223.0 6.7 

61 2015/09/28 -66.9 -23.8 221.1 6.1 

Table A1. Earthquakes used to infer the structure of the D″ region. The 35 events after 

2005 (events 27-61) were all recorded at the USArray transportable and backbone broadband 

stations. Events 23-29 were recorded at the CANOE temporary network. Events before 2005 

(events 1-26) were recorded at CNSN, CANOE, IRIS/USGS, SCSN, PNSN, and BDSN 

networks.  
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# Event ID Lat (˚) Lon (˚) 
Depth 

(km) 
Mw T (s) 

VR AK135 

(%) 

Inc VR 

(%) 

1 080704C 17.3 264.7 104.7 5.8 3.6 85.9 14.9 

2 200503171337A 15.2 268.4 181.5 6.2 5.8 116.2 37.9 

3 200510172159A 11.7 273.9 162.2 5.6 3.0 87.2 6.1 

4 200703092101A 13.3 272.4 217.2 5.5 2.8 101.9 9.7 

5 200707060109A 16.5 266.1 113.7 6.0 5.2 64.2 9.3 

6 200707232230A 14.4 268.7 112.5 5.5 2.8 98.9 12.8 

7 200901170257A 15.9 267.3 169.2 5.8 4.0 97.3 22.2 

8 201011012316A 17.0 266.4 168.7 5.6 3.2 105.2 24.4 

9 201102251307A 18.0 264.8 128.4 6.0 4.8 113.1 11.8 

10 201104071311A 17.3 265.9 153.8 6.7 11.0 111.6 37.2 

11 201111072235A 11.6 274.0 172.7 6.0 5.0 110.7 39.9 

12 201209011801A 16.4 267.4 251.1 5.5 2.6 93.7 14.6 

13 201303252302A 14.6 269.3 186.4 6.2 6.2 89.0 31.4 

14 201404112029A 11.7 273.8 141.8 6.6 9.8 77.6 33.4 

15 201405211006A 17.3 265.0 125.1 5.8 3.8 108.0 26.9 

16 201407291046A 18.0 264.3 109.2 6.4 7.4 103.0 25.4 

17 201410041916A 17.6 265.3 141.3 5.6 3.2 101.6 12.3 

18 201501200659A 15.0 268.4 156.1 5.5 2.8 108.9 26.7 

19 201504281856A 17.2 264.9 116.9 5.5 2.8 97.8 8.4 

20 201508050913A 16.2 266.2 104.5 5.7 3.4 92.3 7.2 

Table A2. Earthquakes used to infer the structure in the MTZ. “VR AK135” denotes the 

variance reduction for the initial synthetics. “Inc VR” denotes the incremental variance 

reduction between the initial synthetics, and (Born) synthetics for the final model using 

SEMUCB corrections (a). 


