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Chapter 1

Introduction

1.1 High-precision stage

Semiconductor and liquid crystal display manufacturing equipment produces products by process-
ing a silicon wafer or a glass substrate which are on the high speed and precision positioning stages
[6,7, 8,9, 10]. In recent years, low price and miniaturization and high performance of the products
are required, thus the importance of the high speed and accuracy positioning stage is more impor-
tant. In this research, the stage that determines the final positioning accuracy of the semiconductor
and liquid crystal display manufacturing equipment is defined as high-precision stage, especially this
thesis handles liquid crystal display manufacturing equipment (FPD equipment : flat panel display

equipment).

1.2 High-precision stage in FPD manufacturing equipment

1.2.1 Importance of FPD manufacturing equipment in modern society

FPD equipment is the industrial equipment which manufactures FPD [11, 9, 10]. FPD is widely
used in television, display of PCs and mobile phones, and are indispensable in modern society. In
recent years, demand for large-sized panels and smartphone is increasing shown in Tab. 1 [12], and
FPD is needed to be large and high definition. For example, [13] expects that shipments of smart-
phones reach 1.78 billion units in 2020, whereas 1.35 billion units in 2014. In addition, the 4K TV
with 4 times the resolution of full high vision is expected to be rapidly spreading to 78.22 million in
2019 sold in the global market from 998, 000 units in 2014 [14]. The glass substrate of 800 x 950 mm
is the maximum in the literature [15] of 2001, but in the latest FPD equipment 2880 x 3130 mm
[16] is the largest, which is approximately 11.9 times larger than the area ratio. In this way, a market

demands the products larger size, higher definition and lower price, and the high-precision stage in
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Tab. 1: Plate size of the flat panel display manufacturing system.

Generation 4 6 8 10 10.5
Year 2000 2003 2005 2009 2018
Plate size [mm] 700x900 1500x1850 2200x2550 2880x3130 2940x3370
Ratio 1 4.4 8.9 14.3 15.7

FPD equipment requires a larger stage and higher speed and precision control.

1.2.2 Structure of FPD equipment

A overview of the FPD equipment and conceptual diagram of its product manufacturing part are
shown in Fig. 2. The FPD equipment is very large inductrial equipment whose size is about 11 m x
15 m and weight is 13 t. The product manufacturing part consists of a plate stage on which a glass
substrate with a photosensitive material and a mask stage on which a mask with engraving a circuit
pattern. These two stages perform scanning while synchronously tracking both stages with respect to
a fixed optical system in FPD equipment [17]. The plate stage is the stage whose size is 3 m x 3 m and
weight is 5 t, and repeats acceleration/deceleration with an acceleration of 0.1 G, and requires high
positioning accuracy from tens to hundreds nanometer in constant velocity motion. It is called the
most precise machine in human history due to the severity of these demands. Various approaches are
underway in combination in the FPD equipment to improve the throughput, for example, improvement
of optical system and mask [18, 17, 19, 20, 21], lighten of the stage [22, 23], unti-vibration system[24,

25], vibration suppression by using air guide [26] or magnetic force [27].

1.3 Causes of tracking error in the high-precision stage.

Faster and more precise positioning is required for the high-precision stage to achieve high through-
put and low cost in the FPD equipment. Fig. 3 illustrates the causes of tracking errors in the high-

precision stage. The causes are mainly classified into two types : control-side and mechanical-side.

1.3.1 Tracking error compensation by controls

To achieve precise positioning, high performance feedforward and feedback control are required.
There are many studies using model-based feedforward controls, for example, Zero Phase Error
Tracking Controller (ZPETC)[28], Perfect Tracking Control (PTC)[29], Final-State Control (FSC)[1][2],
and MIMO feedforward controls [6, 30, 31]. The advantage of model-based control is that a control

system design becomes easy because performance indexes can be given by using models. However,
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(a) General view of a LCD scanner [16].

Light

Scan direction Mask stage

Lens
Plate stage

(g Ay gy gy ——

(b) Schematic of a wafer stage in the LCD scanner

Fig. 1: LCD scanner.

the disadvantages of the model-based control are that the control performance is degraded by the
modeling error and a disturbance model is required to suppress the disturbance because of an internal
model principle.

On the other hand in recent years, data-based control strategies have attention: adaptive control
[32], neural networks [33], repetitive control [34], and iterative learning control (ILC) [35], and there
are many studies applying these control strageties to the high-precision stage [36, 37, 38, 26, 39].
The advantages of the data-based control are that the modeling is not required and it is possible to
compensate for periodic disturbance which is difficult to handle in the model-based control because
the control input is generated based on past data. However, the disadvantage of the data-based control
is the control system becomes black-box because the control input is automatically updated and the
control performance is low until learning the operation. Especially, ILC is usually applied to the
high-precision stages because the high-precision stage often repeats the same operations and ILC is

suitable with this characteristics [40, 41, 42, 43, 44, 45]. In addition, there are several novel ILC
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that can handle even when the target trajectory is changed [41] and selectively suppress periodic
disturbance by using sparse command signal [46].

The feedback control with high-bandwidth in the FPD equipment is difficult because the mechani-
cal resonance frequency is very low (about 15 Hz) [9]. There are many studies to improve the control
bandwidth of FB controller, for example, H.,-based approach [47], iterative feedback tuning [48],
over-sensing and over-actuation [49], and self resonance cancellation (SRC) which suppresses me-
chanical resonance by using both information of motor-side and load-side [50].

The high-precision stage in FPD equipment produces the product in the constant velocity, but the
tracking performance is degraded due to the interference from translational motion to pitching and
rolling rotational motion [51]. In addition, [52] indicates that displacement of the sensor amplifies the
pitching and FB gain cannot be increased. Thus, a decoupling control is also important. Single-input
single-output control system is widely used after applying a thrust distribution matrix which reduce a
cross-talk between the axes [6, 53, 54], however, there is a study considering variation of products of
inertia [55]. [56, 57] discussed a optimal mechanical structure and actuation point from the point of

view of minimizing the cross-talk between the axes.

1.3.2 Tracking error compensation by mechanical improvement

Mechatronic causes of tracking errors are classified into the effects of mechanical resonance and

disturbance.

Improvement of mechanical resonance

Mechanical resonance should be sufficiently increased to achieve higher control bandwidth by im-
proving the mechanical structure. For example, a dual actuator structure which has fine and coarse
parts has been used to lighten the fine part [22, 6, 58] as shown in Fig. 2(a). In the high-precision
stage, the fine stage should be controlled precisely with six degrees of freedom, thus the coarse part
which limits the degrees of freedom is required. In addition, the coarse stage carries cables instead of
the fine stage to reduce the effect of cable tension.

[59] proposed a high-precision stage which has two different actuators on a stage as shown in Fig.
2(b). The stage reduces energy consumption by selectively using motors at acceleration/deceleration
and constant speed. This concept is similar to a stage proposed in this thesis.

[60] proposed a honeycomb structured high-precision stage with many sensors and actuators as
shown in Fig. 2(c). This stage allows deformation of the stage, but compensates the influence of

deformation by placing many sensors and actuators.
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Fig. 2: Various mechanical structures in high-precision stages.

Disturbance rejection

Disturbance caused by floor vibrations and friction is almost solved by using contactless actuators
(e.g. linear motors [6, 61] and voice coil motors [62]) and contactless gravity compensation (e.g. air
bearings [58] and magnetic levitation [63, 64, 65]) by separating the high-precision stage from floor.

However, in reality, power cables, sensor cables, and cooling pipes are all connected. Tab. 2 shows
advantage and disadvantage of types of motor. The power cable issue can be addressed by the moving
magnet design, but the moving component becomes heavier, which is problematic because its control
bandwidth is limited by the resonance frequency inversely proportional to the mass. In addition, using
the moving magnet motor in the high-precision stage where a temperature control is severe is difficult
because the moving magnet flows current in the not operated portion and the overall heat becomes
large.

Alternatively, a moving coil design can lighten the moving component. However, the stiff power
cables require to transmit the electrical power to the moving component, whose use should be avoided
because position-dependent nonlinear disturbances caused by the stiffness and dumping of the cable

aggravate the tracking performance [9, 66, 67].

1.4 Purpuse of this thesis

The purpose of this thesis is to design two novel high-precision stage to solve these problem,
especially the mechanical resonance and the cable disturbance. One is a dual actuated stage which
has decoupling structure between fine and coarse parts. This stage increases the mechanical resonance
by lighten the fine part. The other is a high-precision stage using wireless power transfer technology.
This stage drastically rejects the cable disturbance. Unique system and control design are necessary

because these are stages of new concepts that have not existed so far. This thesis will introduce the
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Fig. 3: Causes of tracking error in a high precision stage

Tab. 2: Measures of cable disturbance.

Moving magnet

Moving coil

Mover Magnet Coil
Stator Coil Magnet
Mass of mover Heavy Light
Mechanical resonance frequency Low High
Required cables Sensor Power, Sensor
Cooling Not required Required
Cable disturbance Almost zero Exist

design for these stages.

1.5 Structure of this thesis

Fig. 4 shows the structure of this thesis.

In chapter 1, the background of the high-precision control is introduced and the error factors in the
high-precision stage are classified. Chapter 2 introduces a novel high-precision stage called a catapult
stage which has a new mechanical structure structure with the coarse and fine motion coupling and
separation mechanism to improve the mechanical resonance. The catapult stage is a high-precision

stage that allows contact between the coarse and fine stages, and at the time of acceleration and
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deceleration, the coarse stage pushes the fine stage and gives acceleration. Thus the thrust of the fine
stage becomes small because the fine stage does not need to accelerate and decelerate itself. As a
result, the control performance of the fine stage is improved by reducing the weight of the actuator in
the fine stage.

Next, chapter 3 proposes a basis control system design for the catapult stage which considers the
characteristics of the catapult stage. However, the basic control system cannot avoid a tracking error
at the beginning of the constant velocity region because the control system drives the fine stage after
entering the constant velocity region. Therefore, chapter 4 proposes a feedforward control considering
with constraints in the acceleration region. This chapter derives the mode switching condition using
final state control with constraints and generates the trajectory at the end of acceleration region. Then,
the tracking error at the beginning of the constant velocity region becomes zero considering with thrust
limitations.

In addition, in chapter 5, a feedback control method considering with constraints in the constant
velocity region to improve a disturbance suppression performance is proposed. This method improves
the disturbance suppression performance considering with constraints by modifying the reference
signal properly based on a reference governor. A basic control methods described in chapters 3, 4 and
5 establish for the practical catapult stage.

Chapter 6 introduces previous studies about the cable disturbance which is another cause of tracking
error in the high-precision stage. In order to solve this problem, chapter 6 proposes novel high-
precision stages using wireless power transfer (WPT) with magnetic resonance coupling. One is a
single-axis wireless high-precision stage driven by WPT (Wireless High Precision Stage 1 : WHPS1),
and the other is a multi-axis wireless high-precision stage (WHPS2).

A coil design method considering with required specifications such as transmission power effi-
ciency and secondary side voltage is necessary for these stages because the required specifications
are given in advance from target trajectory or the rating of the motor driver. Therefore, chapter 7
proposes a coil design method considering with required specifications for WPT at 85 kHz.

In chapter 8,9, the effect of the cable disturbance is discussed by driving WHPS1 and WHPS2. It
is shown that the tracking performance is greatly improved by using WHP in the high-precision stage
by analyzing the tracking error in the case of using or not using the cable carrier.

Finally, chapter 9 describes the control method of WHPS2. WHPS2 has the characteristics of
performing multi-stage WHP, and control system design considering its characteristics is important.
Therefore, chapter 9 derives the optimal power trajectory from the target position trajectory to achieve
higher power transmission efficiency. The concept of multi-axis high-precision stage using WHP can
be realized by using WHPS2, and WHPS2 drastically solves the cable disturbance which has been

considered difficult to solve.
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Chapter 2

Structure of catapult stage

2.1 Classification of dual actuator

The high-precision stage demands high precision and high throughput because products made by
the stage require a low price and high density. It is necessary to make the stage larger and faster
for higher throughput, and to achieve further positioning accuracy by being the bandwidth of the
position feedback (FB) loop higher. The FB control bandwidth is limited by the mechanical resonance
frequency [49], and the frequency is represented by (2-1).

1 k
f=5\r 2-1)

m
Here, k is a spring constant, and m is a mass. From (2-1), the resonance frequency of the stage
decreases as the size of the stage and the mass of it increase, so it is impossible to improve the
bandwidth of the FB loop. In fact, the resonance frequency of the industrial high-precision stage is
15 Hz, and this limits the control performance [9]. Thus, to increase in size of the stage and to achieve
high speed and high precision are conflicting demands in the high-precision stages.

Dual-actuators which have a coarse component and a fine component have been used to achieve
high precision and high throughput in high-precision stages [6, 68, 65]. The coarse part is driven for
long distance with large thrust and the fine part is precisely driven for short distance. This paper de-
scribes the concept of a novel high-precision stage by classifying the dual-actuators into the following

three types. Fig. 5 shows a classification of the dual-actuators.

2.1.1 Type 1: Dual-actuator in which the coarse and fine parts are mechani-

cally connected

Examples of this type of dual-actuators are an optical disc [69, 70, 71], hard disk drives (HDD)
[72], and the precise positioning stage without using an air guide in the fine part [73]. In this type of
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Type 1 Type 2 Type 3

Mechanical Yes No No
connection

Allow contact No Yes
Application 4 . | Catapult stage

HDD Typical scan stage
Advantage Light fine stage Fine stage is Type1 + Type2
isolated
Disadvantage Disturbance Heavy fine stage Contact/Separation
transmits to fine ——— occurs

stage

Fig. 5: Classification of dual-actuators

dual-actuators, the fine part can be simplified and lightened because the fine and coarse parted are me-
chanically connected and the coarse part can have a large motor for accelerating and decelerating the
entire system. As a result, the resonance frequency of the fine part is increase and the FB bandwidth
of it becomes higher. However, there is a problem that the disturbance is easily transmitted from the

coarse part to the fine part because these parts are mechanically connected.

2.1.2 Type 2: Dual-actuators in which the coarse and fine parts are not me-

chanically connected, and do not contact each other

Examples of this type of dual-actuators are the high-precision stages which use the air guide or
a magnetic levitation in the fine part [6, 68, 65]. This type of dual-actuator is mainly used in the
equipment for producing the semiconductors and liquid crystal displays. There is an advantage that
the disturbance is hard to be transmitted from the course part to the fine part because this type no
mechanical connection. However, an actuator for driving the fine part becomes large because the
fine and coarse parts should have same acceleration to avoid contact with each other. Therefore, it is
difficult to increase the FB bandwidth of the fine part in this type of dual-actuator because the fine
part need to have a large motor to accelerate itself, and it is expected that the limit of the throughput

is close.
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Fig. 6: Structure of the catapult stage.

2.1.3 Type 3: Dual-actuator in which the coarse and fine parts are not me-

chanically connected, and are allowed to contact each other

Based on the above two types of dual-actuators, we propose a novel dual-actuator called a catapult
stage in this paper shown in Fig. 6, which does not mechanically connect the coarse and fine parts and
allows contact between these parts [74]. Type 1 has the advantage which can simplify and lighten the
fine part, and Type 2 has the advantage which does not transmit the disturbance from the course part
to the fine part. The catapult stage can have the both advantages by allowing collision between the
coarse and fine parts. With the new structure of the dual-actuator, it is possible to reduce the weight of
the fine part while increasing the size of it, and to improve the FB bandwidth, so the catapult stage can

achieve larger size, higher speed, and higher accuracy. However, a control system design considering

with the unique characteristics of the catapult stage is necessary.
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Fig. 7: Structure of the catapult stage (link).

2.2 Concept and mechanical structure of catapult stage

This section describes the structure, characteristics, and model of the catapult stage. The subscript

“f” means the fine stage and “c” means the coarse stage in this paper.

2.2.1 Mechanical structure of the catapult stage

Fig. 6 shows the mechanical structure of the catapult stage. The coarse stage is guided by a lin-
ear guide and driven by a linear motor or a belt drive with large thrust mainly used in accelera-
tion/deceleration. The fine stage which required high positioning accuracy is guided by an air guide
and driven by a linear motor with small thrust used in the constant velocity region.

A top view of the coupling mechanism between the fine and coarse stages is shown in Fig. 7.
Xy, X, represents the position measured by the encoder attached to the center of the fine and coarse
stages, respectively. X, g1, Xogo are the gap between the coarse and fine stages in the initial state,
and Xg.p1, Xgap2 represent the gap between coarse and fine stages during driving. Load cells are
attached on the coarse stage and protrusions are attached on the fine stage, and the thrust of the coarse
movement stage is transmitted to the fine motion stage via the load cells and the protrusions. Tab. 3

shows the parameters of the catapult stage.

2.2.2 Movement of the catapult stage

Fig. 8 shows the basic motion of the catapult stage. In the acceleration region, the coarse stage
contacts with the fine stage and pushes the fine stage to accelerate. As a result, the motor for the
fine stage can be small and light-weight because it does not have to accelerate the fine stage in this
region. In the constant velocity region, the fine stage is separated from the coarse stage and each

stage is controlled independently. Thus, the fine stage is controlled precisely not to be affected by
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Tab. 3: The catapult stage parameters

Maximum thrust force of the fine stage Frmax | 40.0 N
Maximum thrust force of the coarse stage Fomax | 218 N
Mass of the fine stage My 6.0 kg
Mass of the coarse stage M., 11 kg
Coefficient of viscosity of the coarse stage D. 101.7 N-s/m
Left side gap Xoffl 1.0 mm
Right side gap Xoff2 1.0 mm

Coarse stage

| N | ]

Linear guide Load cell =5

\ T |
1] i
————— Linear motor
. . > 4 L L
Air guide Fine stage

(a) Acceleration region. (b) Constant velocity region.

(c) Deceleration region.
Fig. 8: Movement of the catapult stage.
the disturbance from the air guide. The positioning accuracy in this region is most important in the

industrial equipment because the products are produced in this region. In the deceleration region, the

coarse stage contacts with the fine stage again, and brakes and stops the fine stage by pushing it.

2.2.3 Model of the catapult stage
In this section, stage models of the catapult stage are defined. From equations of motion,
Xp = Pp(s)(uy — Fig),
Xc - Pc(s)(uc - Ec)a

(2-2)

where u is the control input by the motor, F; is the reaction force from the other stage, X is the
position, P is the plants of the stage.
Since the fine and coarse stages are respectively guided by air and linear guides, viscous friction

can be ignored in the fine stage, but it is not ignored in the coarse stage. In this paper, plant models
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Fig. 9: Parameter identification of the catapult stage.

Py(s) and P.(s) are defined as rigid body models shown in (5-8).

1
Pf(S) = 37 .2
MfS X (2_3)
) = 32+ Do

Here, M is the mass and D is the coefficient of viscosity.

Frequency responses of the fine and coarse stages are represented in Fig. 9(a), 9(b), respectively.
Besides, the measurement result of viscosity coefficient by speed control is shown in Fig. 9(c). The
viscosity coefficient is obtained by dividing the motor thrust by the current speed. From these results,

Mg, M., D, are identified as shown in Tab. 3.

2.2.4 Discussion of mechanical structure of catapult stage

The fine and coarse parts of the present catapult stage move only one direction, however, the degree

of freedoms of the fine and coarse parts in the industrial high-precision stage are 6DOF and 2DOF,
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respectively. It is expected that interference between the fine and coarse parts is definitely present. In
particular, the control of the fine part is more difficult when the coarse part has 2DOF because the fine
part has contact with two directions of X and Y. However, the methods proposed in this the thesis are
useful in establishing the control system which are the basis of the catapult stage.

In addition, the fine part may behave unexpectedly due to the springiness of the contact point when
the coarse and fine parts are separated, however, there is no such problem in the present catapult
stage because the contact point is enough rigid. It is expected that the operation to bring the fine part
into contact with one axis while contacting with another axis when the coarse part has 2DOF. In that
case, the perspective of mechanical design which makes the control easy while making contact is also

important.
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Chapter 3

Basic control system of catapult stage

In this section, we propose a basic control system of the catapult stage. The control system of the
fine stage is a control system that considers the characteristics of catapult stage which has contact
between coarse and fine stages. The control system of the coarse stage is a control system which
increases the positioning accuracy of the coarse stage as much as possible. As can be seen from
the fact that the air guide is also used for the coarse movement stage in the conventional precision
positioning stage, the precision positioning stage follows the conventional policy that the accuracy of

the coarse movement stage must be high is there.

3.1 Control system for fine stage

The proposed control system of the fine stage is shown in Fig. 10(a). The FB controller C'¢(s) for
the plant Py(s) is designed in advance considering its robustness and stability. The fine stage needs
an anti-windup control because the tracking error of the fine stage at the beginning of the constant
velocity region may saturate the actuator. An anti-windup method proposed in [75] is implemented in
the fine stage FB controller. Furthermore, a reaction force observer (RFOB) is designed to estimate
the reaction force from the coarse stage [76]. RFOB is a disturbance observer (DOB) which regards
the reaction force F;¢ as the disturbance.

The characteristics of the catapult stage is that the fine stage is not driven when accelerating or
decelerating, but driven only at constant velocity, so the control switching is necessary. Therefore,
we propose a control switching algorithm using saturation function and estimated reaction force F, f-
When contact/non-contact of the stage is determined based on the estimated reaction force F, s and
the threshold Fff", the thrust limit value ug,; can be given

0, |EFyl>Fp

Usat = (3-1)
Um. otherwise
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(a) Control system of fine stage. x}ef is position reference of the fine stage. The “sat” is a saturation

function.

ref

X
f4,|Mf
:Uref

yref—s PTC

(b) Control system of coarse stage.

Fig. 10: Control system design of the catapult stage.

The threshold Fit}” is sufficiently larger than E, 7 estimated when contactless to prevent malfunction.

The saturation function is defined as follows.

Usat, Uiy, > Ugat
Uf = —Usat, Uin < —Ugat (3_2)
Uin, otherwise

where u;, is the force reference from the controller. By this control strategy, the fine stage does not
driven in the acceleration and deceleration because thrust saturation value wug,; is set to zero. Also, a
linear control of the fine stage is performed in the constant velocity region because ug,; is raised to

the limitation value of the actuator ujy,.
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3.2 Control system of coarse stage

The proposed control system of the coarse stage is shown in Fig. 10(b). 2"/, v"¢/ are position and
velocity reference for the target trajectory. The FB controller C.(s) for the plant P.(s) is designed in
advance considering its robustness and stability. The control system of the coarse stage is two degree
of freedom control system which is consist of a feedforward (FF) controller based on perfect tracking
control (PTC [29]) and FB controller C,(s). In addition a disturbance observer (DOB) is designed

from (2-2) which reacts disturbance

daie = FJf’ + Fie + d,, (3-3)

)

where Fj. is the reaction force from the fine stage and d_. is the input disturbance by linear guide. Fi’;ff

is the required thrust of the fine stage in acceleration/deceleration, and is given by
f_ ref
il = My’ (3-4)

Thus the coarse stage adds the fine stage the reaction force that drives the fine stage ideally if d. and

dane €qual zero.

3.3 Verification by simulation of basic control system

This simulation shows that the basic control system realizes the desired motion of the catapult stage
by simulation. The desired motion means that the fine stage is mainly driven only in the constant
velocity region, but the coarse stage is always driven. The control system of the fine and coarse stages
in ”Proposed” method is the control system proposed in 3.1, 3.2. In ”"Conventional” method, the
coarse stage is controlled by an acceleration FF control and Proportional-Integral-Differential (PID)
control.

The target trajectory of the fine stage is shown in Fig. 16(a). The trajectory of the fine stage is
600 mm steps, maximum speed 400 mm/s, average acceleration 800 mm/s?. 0.0s to 0.5s is the
acceleration region, 0.5s to 1.5 s is the constant velocity region, and 1.5s to 2.0's is the deceleration
region. The control period is 200 s and the PID controller is designed for each plant so that the
closed-loop bandwidth of the position loop is 20 Hz. The cut-off frequency of RFOB is 40 Hz and
force limitation of the fine stage uyy, 1s 20 N.

Simulation results are shown in Fig. 11. The basic control system achieves the desired motion
of the catapult stage that the fine stage is driven only in the constant velocity region. It is defined
that settling time is the time from the beginning of the constant velocity region to the time when
the position error of the fine stage is smaller than 1 gm. Then, the settling time of ”Conventional”
and “Proposed” methods are 55 ms and 55 ms, respectively. In ”Proposed” Method, there was no

significant difference in the settling time, although the tracking error of the coarse stage is smaller
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than that of ”Conventional” method. From these results, the precision of the coarse stage does not
have to be high as long as it does not disturb the motion of the fine stage in the catapult stage. Thus,
acceleration feedforward and PID control are enough to control the coarse stage. The control system
design of the fine stage is most importance in the catapult stage because the position accuracy of the

coarse stage slightly affect the position accuracy of the fine stage.

3.4 Verification by experiment of basic control system

In this section, experiments show that the desired control for the catapult stage can be realized
by the basic control system. From the simulation results, the importance of improving the position
accuracy of the coarse movement stage is low, so the acceleration FF and PID controls are performed
to the coarse stage. The target trajectory of the experiments is same to that of the simulation.

Experimental results are shown in Fig. 12. The desired motion can be achieved by estimating the
reaction force between the coarse and fine stages by RFOB and switching the control law of fine
stage properly. Settling time is set to 82 ms, when the settling time is the time when the position error
becomes less than 5 pm.

From the above, it was shown that the basic control system can achieve the desired motion of the
catapult stage. However, it is found that the settling time of the fine stage after entering the constant
velocity region is long from the experimental results. This is because that the position error at the time
of entering the constant velocity region remains by a deformation of the load cell even if the coarse
stage is controlled ideally according to the basic control system. In addition, the coarse stage must
have tracking error at the time of entering the constant velocity region by the disturbance from linear
guide. Short settling time is desirable because the settling time is directly related to improvement of
the throughput. In the next chapter, this thesis will describe the control method of fine stage during

acceleration to shorten settling time.
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Chapter 4

Zero settling time control based on final-state

control considering with constraints

4.1 New concept of the motion of catapult stage

In previous chapter, we proposed the basic concept of the catapult stage. The initial concept of the
catapult stage was that the fine stage was controlled only in the constant velocity region, however,
it was impossible to avoid tracking error of the fine stage at the beginning of the constant velocity
region due to the deformation of the load cell even if the coarse stage was controlled ideally. As a
result, the settling time of the fine stage becomes large, and the motor of the fine stage are saturated.

For this reason, we propose a control method of the fine stage in the acceleration region. The
settling time in the constant velocity region is reduced by activating the fine stage properly at the end
of the acceleration region. Fig. 13 shows the conceptual diagram of the method. Let us consider when
the fine stage is activated. If the timing is too early, the fine stage needs large thrust to accelerate
itself largely. On the other hand, if the timing is too late, the fine stage also needs the large thrust
to compensate the error quickly. One of the purposes of the catapult stage is to achieve a higher
FB bandwidth by reducing the maximum thrust and weight of the fine stage. Thus, the fine stage
should be activated at the proper timing considering with the required maximum thrust of it. From
these considerations, a control method that takes the state of the fine stage to the desired state at the
beginning of the constant velocity region while taking constraints into account is necessary. This
paper proposes a control method based on Final-State Control (FSC [1, 2]) with thrust limitations to
achieve this requirement.

4.2 shows that the settling time and the required maximum thrust of the fine stage is significantly
reduced by applying FSC to the fine stage. In 4.3, a novel index for mode switching by using a set
of initial state variables in a constrained FSC is derived, and it is shown that the proposed index can

determine the activation timing of the fine stage quantitatively. 4.4 demonstrates the effectiveness of
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the proposed method by implementing it to the catapult stage.

4.2 Zero settling time control in acceleration region

4.2.1 Final State Control [1] [2]

FSC is a control method which takes an initial state to a final state in finite time by applying

Feedforward (FF) inputs. A state-space model of a discrete-time system is defined as follows:

x|k + 1] = Az[k] + Bulk],
ylk] = Czl[k].

(4-1)

Let us consider to obtain the FF input u[k] that drives an initial state 2[0] to a final state z[N] by N

steps control inputs. A performance index is

J=UTQU, Q >0,

(4-2)
U = [ul0] w[l] - u[N—1]]7,
where @ is a weighting matrix. The FF inputs minimizing (4-2) are given as follows:
U=Q (22" (a[N] - AVa[0]),
(4-3)
»=[A""'B A" B ... B].
In this thisis, u; means u[i]. The control input u; is limited by
—Ulim < U; < Ulim, (4'4)

where wuy;,, is the limitation of the control input. Section 4.3.2, 4.3.2 describes the condition of the

initial state variables considering the limitations (4-4).
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Fig. 14: Augmented system with an integrator.

4.2.2 Application of FSC to Catapult Stage

FSC is applied to the fine stage in the acceleration region. Let us consider when the fine stage is
activated. The fine stage cannot separate from the coarse stage when inertial force from the accelera-
tion caused by being pushed by the coarse stage is larger than the maximum thrust of the fine stage.
Thus thrust should be given to the fine stage when the acceleration of the fine stage is enough small.
In this section, the thrust is given when the acceleration of the fine stage reaches 1.0 m/s? because
there are no index for control switching in acceleration. The fine stage obtains the acceleration by
being pushed by the coarse stage in acceleration

Next, let us consider the condition to generate FF input. Initial and final states of the position, the
velocity, and the thrust are required to apply FSC to the catapult stage to consider the thrust limitation.
For this reason, an augmented system with an integrator 1/(z — 1) is needed to add the thrust element
to state variables. The state-space system of the augmented system shown in Fig. 14 is defined as

follows:
maug[k + 1] - Aaugwaug[k] + Bauguaug[k]a
ylk] = Caugwaug[k]a

2 (4-5)
1 7 m 0
Aaug: 01 r}—f ) Baug: 0f, Caug: |:1 0 0i|
00 1 1

Here, 7 is a control period. The FF inputs U ,,,, are given by

Uig = Q '3.u(ZaneQ 'T0,0) " X (Taug[N] — AZ @ang[0]) (4-6)
Yo = [A;\L;Baug A;Jl\;?Baug Baug} (4-7)

Note that w,,,[k] is an input whose dimension corresponds to jerk because of the augmented system
shown in Fig. 14. Final states of position, velocity, and thrust of the fine stage are given in advance,
however, the initial states of them are needed to be measured. The position is measured by the linear
encoder, and the velocity is calculated by discreting it. The initial thrust is calculated by multiplying
the mass by the acceleration estimated by an observer. The control system of the fine stage with FSC

is shown in Fig. 15.
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4.2.3 Verification by simulation of zero settling time control in acceleration
region

This section shows that the proposed method reduces the tracking error of the fine stage at the
time of entering the constant velocity region. The control system of the ”"Conventional” method is
the method proposed in 3. The “Proposed2” applies FF control based on FSC to the fine stage in
acceleration, and the acceleration FF control and PID FB control are applied to the coarse stage.

The target trajectories of the fine and coarse stages are shown in Fig. 16(a), 16(c), respectively.
The trajectory of the fine stage is 600 mm steps, maximum speed 400 mm/s, average acceleration
800 mm/s?. 0.0s to 0.5s is the acceleration region, 0.5s to 1.5s is the constant velocity region, and
1.5s to 2.0 s is the deceleration region. The target trajectory of the coarse stage is shifted from that
of the fine stage by 0.8 mm. The control period is 200 ps and the PID controller is designed for each
plant so that the closed-loop bandwidth of the position loop is 20 Hz.

The simulation results are shown in Fig. 16. The proposed method generates the thrust by FSC
in acceleration region from Fig. 16(b). It is defined that settling time is the time from the beginning
of the constant velocity region to the time when the position error of the fine stage is smaller than
1 pm. Then, the settling time of ”"Conventional” and “Proposed2” methods are 55 ms and 0.0 ms,
respectively. In addition, the required thrust of "Proposed2” method can be reduced to 11 % compared
with that of ”Conventional” method. From this result, the thrust generation in acceleration is effective

to improve the settling time and the required thrust.

4.2.4 Verification by experiment of zero settling time control in acceleration
region

The experimental result demonstrates the effectiveness of the proposed method. The same trajec-
tory and controller is used in the experiment as the simulation. In this experiment, FSC is applied
to the fine stage when the target acceleration of the fine stage reaches 1.0 m/s?. Then the value of

Q 'E27(ZQ '=")~! which is required to generate the FF input can be calculated in advance because
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Tab. 4: Simulation result

Fine Coarse | Settling Time | Maximum Thrust
Conventional PID PID 5Hms 40N
Proposed 2 PID+FSC | PID 0.00 ms 44N

Tab. 5: Experimental result

Fine Coarse | Settling Time | Maximum Thrust
Conventional PID PID 56 ms 40N
Proposed2 PID+FSC | PID 0.00 ms 6.3N

the number of steps N is given. It is assumed that Q ' X7 (XQ'XT)~! is stored in the memory and
the FF input is generated at each time by measuring the initial state variable at the predetermined
number of steps /N. The position is measured by a linear encoder and the velocity is obtained by
difference of the position, and the thrust is estimated by multiplying the acceleration estimated by the
observer by the mass of the fine stage.

The experimental result in shown in Fig. 17. The coarse stage is greatly influenced by the dis-
turbance from the linear guide and is inferior in accuracy from Fig. 17(d), 17(e), but the fine stage
achieves the high precision positioning by using air guide. The settling time of “Conventional” and
“Proposed2” methods are 55 ms and 0.0 ms, respectively, when settling time is the time when the
position error becomes 1 pm or less. In addition, the required thrust of "Proposed2” method can be

reduced to 16 % compared with that of “Conventional” method.

4.2.5 Conclusion of zero settling time control

In this section, the settling time and the required maximum thrust of the fine stage are significantly
improved by applying FSC to the fine stage in acceleration, however, the activation timing of the
fine stage is determined trial and error because the required maximum thrust of the fine stage cannot
be estimated in advance. To estimate the maximum thrust of the fine stage in advance is important
because one of purpose of the catapult stage is to achieve high control bandwidth by lightening the
actuator of the fine stage. Next section discusses a method to estimate the required maximum thrust

of the fine stage.
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4.3 Mode switching control using FSC with constrains

4.3.1 Applications of mode switching control

Mode Switching Control (MSC) is a control method which switches from one control mode to
another according to switching conditions. MSC has been widely used in robots and hard disk drives
which need to switch between several types of control while in motion. Previous studies of MSC have
been mainly performed about the following two themes; (i) to set initial state variables in a controller
properly at the time of switching control modes and (ii) to design a switching condition to improve the
transient response. In a previous study on the former theme, Yamaguchi et al proposed an initial state
value compensation which calculates the initial state of the controller by multiplying a real coefficient
matrix designed in advance [77]. In another previous study on the former theme, an initial state value
compensation by using feedforward (FF) input is proposed [78]. That is because setting initial state
variables in a controller properly is equal to add a FF input to the output of the controller. On the
other hand, in a study on the latter theme, a method to determine the optimal initial state variables
from some cost functions was proposed, and its effectiveness was demonstrated by experiments [79].

However, the index to switch control modes is only based on the tracking error in most of studies
on the MSC and the switching condition is decided by the experience of the designer because there
are no clear criteria for switching control modes. For this reason, generally a conservative design is
preferred in order not to saturate thrust of the actuator. Therefore, this section proposes a new index
which enables to evaluate switching conditions quantitatively, considering actuator thrust limitation.

This criterion uses initial state variables in FSC with thrust limitations. FSC is a control method
which takes an initial state to a desired final state in finite time by applying FF inputs. FSC has
been widely used in the short track-seeking control of hard disk drives, etc. There are notable studies
derived from FSC: Frequency-shaped FSC (FFSC) [2], which designs FF input not to excite high
resonance modes; Polynominal-input-type FFSC (PFFSC) [80], which approximates the FF inputs
as a polynomial; LMI PFFSC [81], which considers a limitation of the control input; Updating FSC
(UFSC) [82], which can be applied to a time-varying final state. These previous researches on FSC
assume that initial state variables are equal to zero. However, when FSC is applied to MSC, initial
state variables are not zero because FSC in this case begins in the middle of an action.

The purpose of this section is to determine the set P of initial state variables x[0] in FSC. Conceptual
diagram of the set is shown in Fig. 18. The finite characteristics of the set is that initial state variables
can be taken to a desired final state by using FSC while satisfying thrust limitations when the initial
state variables is inside the set. Note that the thrust limitations and the final state variables x[/N] have
to be given in advance to generate the set P. Therefore, whether initial state variables can be taken
to a desired final state variables can be judged by the set P, and this condition becomes one of a new

index for control switching.
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4.3.2 Condition of initial stage of FSC with thrust limitation

This section derives the conditions of the initial state variables in FSC with thrust limitations for
the following two cases; (i) to minimize the energy cost and (ii) to minimize the jerk cost. In addition,
the position, the velocity and the thrust are given as initial conditions in this chapter. Besides, a plant
model P(s) is defined as a rigid body model and a state-space model of a discrete-time system is

defined as follows:
x|k + 1] = Az[k] + Bulk],
ylk] = Cz[k]

(4-8)

Condition of the initial state variables when defining the energy as a cost function

Control input minimizing energy consumption is required for applications whose control perfor-
mance is degraded by the heat of the actuator. In this case, it is enough to derive feedforward input
U, because the dimension of U is force by applying FSC to (4-1). When the initial conditions of the

position, the velocity and the thrust are given, (4-3) is transformed into:

U, = Q 'L, Q7 '=5)~! x (x[N] — AVz[0] — AV Bu[0]), (4-9)
>, = [AY’B ... B]. (4-10)

By replacing each matrix with each element, (4-9) is rearranged as follows:

[ Utr1 d11 q12
Utra _ 421 422 {XF |11 @12 Xo _ bl] U0}~ (4-11)
: ; : Vi az az | | Vo by
| UtrN—1 | |4N-11 N—-12 ]

Here, uy; (1 <4 < N —1)is an element in the i-throw of Uy, ¢;; (1 <i < N—-1,1<j <2)isan
element in the i-th row and the j-th column of Q@ 'X (X, Q'X1)~1, a; (1<i<2,1<5<2)
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is an element in the ¢-th row and the j-th column of AV, b; (1 <1i < 2)isan element in the i-th row
of AN"'B. X, Vi, uo are initial states of position, velocity and thrust while X, Vj are final states
of position and velocity, respectively.

The analysis solutions u,; must be derived to consider the thrust limitations. Hence, the analysis
solutions of ¢;; are needed and the solutions are obtained by calculating Q@ 'X. (2, Q ')~ In
this section, @ is a unit matrix to minimize energy consumption. Derivations of each coefficient are
shown in appendix 11.1. By combining (4-4) and (4-11), the condition of initial state variables in

FSC with thrust limitations is given as follows:

1 U 1
< Upim | 3| - (4-12)

IN

—Ulim
1 UtrN—1 1
Each of the NV rows in (4-12) expresses a plane, which has Xy, Vi, wg as variables. The set of

solutions for the condition of initial state variables in FSC with thrust limitations is limited by these

2N planes in the Cartesian space { Xy, Vo, uo}-

Condition of the initial state variables when defining jerk as a cost function

A smooth control input is required not to excite the mechanical vibration modes in the case of
applications where resonance frequency inhibits the improvement of its control performance, such as
hard disk drives. In addition, the method proposed in this section has the advantage of being able to
designate the thrust of the final state while the method proposed in section 4.3.2 cannot designate it.
The method proposed in this section needs an augmented system with an integrator to evaluate the
differential of the actual control input and to add the thrust element to state variables. The augmented

system is shown in Fig. 14 and is defined as follows:

Taug [k + 1] = AaugTang[F] + BaugUlang ],

(4-13)
ylk] = CangTaugk]-
The FF inputs U ,,,; are given by
Usig = Q' g (BangQ ' Ta) ' (@[N] — AV0]), (4-14)
Y. =[AY"'B ... B (4-15)

Note that u,u[k] is an input whose dimension corresponds to jerk because of the augmented system

shown in Fig. 14. By replacing each matrix with each element, (4-14) is rearranged as follows:

Uaugl qi1 d12 413

Xr ay; a2 a3 | | Xo
Uaug2 21 422 423
= . . ) Ve |— a2 ax axs || Vo . (4-16)
Up 31 32 A3z | | Uo
UaugN gN1 gN2 N3
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Here, taugi (1 <7 < N)isanelementin the i-throw of U, ¢;; (1 <i < N, 1 < j < 3)is anelement

in the i-th row and the j-th column of Q_IEaTug(Eaqu_lxgug)‘l, a; (1<i<3,1<j<3)isan
N

aug Xo, Vb, ug are initial states of position, velocity

element in the ¢-th row and the j-th column of A
and thrust while Xz, V@, up are final states of position, velocity and thrust, respectively.

The analysis solutions u,,,; must be derived to consider the thrust limitations. Hence, the analysis
solutions of ¢;; are needed and the solutions are obtained by calculating Q_lxgug(Eaqu_lEgug)_l.
In this section, @ is an unit matrix to minimize the jerk. Derivations of each coefficient are shown in
appendix 11.2. Note that it is necessary to convert u,,, (k| to u; because the dimension of (k] is

not thrust but jerk. Therefore, u; is given in (4-17) by using the initial thrust uy and w,g;.

Ug, 1 =0
i (4-17)

Zuaugk + o, 1>1

k=1

By combining (4-4) and (4-17), the condition of initial state variables in FSC with thrust limitations

is given as follows:

1 1 0 0 0 0 g 1
1 1 1 0 0 0 Uaugl 1

—Ulim < : < U | ;| - (4-18)
1 I 1 1 1 0 | Uugn 1
1 1 1 1 1 1 Unug N 1

Each of the N + 1 rows in (4-18) expresses a plane, which has X, V{, ug as variables. The set of
solutions for the condition of initial state variables in FSC with thrust limitations is limited by these

2N + 2 planes in the Cartesian space { Xy, Vp, uo}.

4.3.3 Analysis on existence condition of initial state variable

This section shows the condition of initial state variables itself and its effectiveness by simulation
results. In this simulation, the mass of (5-8) is M = 6 kg, the control period is 200 us, the final state
is set at [ Xy, Vi, un| = [0.1,0.4, 0] and the limitation of the control input is uy;, = 5.0 N.

Simulation 1 : Drawing the initial state variable condition P

First simulation draws the conditions of initial state variables themselves. Plot ranges are X, €
[0, 0.1], V5 € [0, 0.4] and uy € [—5, 5] and lattice points are provided with proper spaces. Moreover,
(4-12) or (4-18) is calculated to each lattice point and it is plotted when it satisfies all of the conditions.
The conditions are calculated for the case of N = 100, 300, 500.

The condition in the case of minimizing the energy cost is shown in Fig. 19. The condition in

the case of minimizing the jerk cost is shown in Fig. 20. As shown in Fig. 19, 20, the conditions of
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Tab. 6: Conditions of initial state variables.
Case | Type of dots | Initial states [ Xy, Vo, uo]

1 Red asterisk [0.0595, 0.37, 2.0
Yellow triangle [0.0620, 0.39, 2.0
Black circle [0.0600, 0.38, 2.0
Green square [0.0615, 0.38, 2.0

]
|
]
]

IS IO T \O)

the initial state variables in each case are time-varying set, and the smaller the number of steps N

becomes, the smaller the set is.

Simulation 2 : Verification of effectiveness of proposed condition by time response

This second simulation demonstrates the effectiveness of the proposed conditions by simulation
results in time domain. Four kinds of initial state variables are prepared for this simulation and the
states are shown in Table I. The initial state variables are located outside the proposed set in the Cases
1 and 2 and they are located inside in the Cases 3 and 4. Therefore, it is expected that the thrust
derived from FSC will violate the thrust limitations in the Cases 1 and 2. On the other hand, it is
expected that the thrust derived from FSC will not violate the thrust limitations in the Cases 3 and 4.

In this simulation, the thrust derived from FSC whose evaluation function is jerk is described. The
number of steps is N = 500. Fig. 21(a) shows a 2D graph of Fig. 20(e) at ug = 2.0 N.

The changes of state variables and the thrust derived from FSC are shown in Fig. 21(b), (c). As
shown in Fig. 21(b), initial state variables can be taken to a desired final state variables by FSC in all
cases. However, as shown in Fig. 21(c), it is found that the control input derived from FSC satisfies
thrust limitations only in Case 3 and 4 whose initial state variables are inside the proposed set. In this
paper, note that the thrust derived from this method does not saturate in ¢ € [0, N7| because (4-12)
or (4-18) is considered after obtaining an analytical solution of QP problem (4-11) or (4-16) with the

assumption that the initial states are unknown variables.

4.3.4 Conclusion of initial state condition in FSC with thrust limitation

This paper proposes a new index to switch control modes which uses conditions of the initial state
variables in FSC with thrust limitations. The conditions are derived in the case of defining energy
or jerk as the evaluation function. The case in which jerk is defined as the evaluation function has
the advantage of being able to designate the thrust of the final state. Moreover, simulation results
demonstrate that the conditions are time-varying sets and that the proposed conditions can efficiently

determine the time of switching control modes.
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In this study, the dimension of the condition is three because the plant is defined as a rigid body
model. However, the conditions can be calculated by expanding this concept even when the plant
model has higher dimensions and is a more complicated expression. Thus it is expected that this
condition can be applied to various industrial applications.

However, a real-time calculation of the proposed condition with many constraints is difficult. Thus,

the next section discusses a mounting method enabling real-time calculation of the conditions.
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4.4 Real time determination of initial state variable condition us-

ing ellipsoid

4.4.1 Applying the condition of initial state variable to catapult stage

Section 4.2 shows that the settling time and the required maximum thrust of the fine stage can be
improved by applying FSC to the fine stage in acceleration, however, the time when the fine stage
is activated is determined by trial and error because the maximum thrust of the fine stage cannot be
estimated in advance.

Therefore, section 4.3 derives the mode switching condition using the initial state variables in FSC
with the thrust limitation. This condition guarantees the initial state can be taken to the desired state
by FSC while satisfying thrust limitation. The time when the fine stage is activated is determined
quantitatively by using the condition, however, the real-time calculation of the condition is difficult
because the condition has many constraint equations. In this section, a mounting method to calculate

the condition in real-time by using ellipsoids is proposed.

4.4.2 Approximation of initial state variable condition by ellipsoid

In this section, the condition of initial state variables is approximated by ellipsoids to reduce the

calculation cost. According to (11-16), ., 1s given as follows:

Uaugi = CiXo + d; Vo + e;upo + fi,
)
¢; = —(an g + a2qj2 + a31¢:3)
d; = — (@121 + a22Gi2 + a32Gi3) (4-19)
a13Gi1 + 232 + a33¢i3)

€; — —(
\ fi=—(gaXr + ¢2Vr + qisup).

By combining (4-18) and (4-19), the constraint equations are given by
T
Y <A [Xo Vo s 1] <V, (4-20)

where, A’; is a vector in the i-th row of A’ and b, is a element in the i-th row of b’, and A’; and b; are
given as follows:

A,i - |:Z(,k Z(]k Zek ka+’lbo
k=1

k=1 k=1 k=1

)

(4-21)

/
bz‘ = Ulim-
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As a result, the constraint equations are obtained as

A0 < b,
Xo A b A 4-22)
o= | v, |, A= b= 4
_ A’ b — 14/@4
Ufo

Let us consider the ellipsoid approximation of the initial state variables condition. An nth-order
ellipsoid is defined in (4-23) [83, 84].

E(P,c)={z€eR"|(x—c)'P*xz—c) <1} (4-23)

P € R™" is a positive definite diagonal matrix and it decides the shape of the ellipsoid. ¢ € R™*!
is a center of the ellipsoid. In this paper, an approximated ellipsoid is defined as a maximal ellipsoid
in the condition of the initial state variables. The approximated ellipsoid is derived by solving the
following optimization problem.

max {det(P)}»

P.c (4-24)

st. |la;P|l2 4+ aic <b, for i=1,--- 2N +2

{det(P)}% is an evaluation function which is proportional to a volume of the ellipsoid. a; is a vector
in the i-th row of A. b; is a element in the i-th row of b. The ellipsoid which is given by a quadratic

form enables to express many constraint equations into one constraint equation.

4.4.3 Drawing ellipsoid approximation for initial state variable condition

This simulation draws the approximated ellipsoids themselves. In this simulation, the mass of the
fine stage is M; = 6kg, the control period is 200 us, the final state is set at [Xp, Vp, ufF]T =
(0.4, 0.1, O]T and the limitation of the control input is uy,, = 5.0N. The ellipsoids and original
conditions are calculated for the case of N = 100, 300, 500. The order of the ellipsoid is n = 3. The
optimized problem (4-24) is calculated by Primal-dual interior Point method with YALMIP [85].

The approximated ellipsoids and the original conditions are shown in Fig. 22. The black set is
the original condition of the initial state variables and the red sphere is the approximated ellipsoid.
Moreover, a green dot represents the state variable when the fine stage traces the target trajectory
which is mentioned in section 9.1 ideally.

As shown in Fig. 22(a)—(c), the condition of the initial state variables is the time-varying set,
and the smaller the number of steps N becomes, the smaller the set is. In addition, from these
figures, the timing when the control of the fine stage is activated becomes conservative when using

the approximated ellipsoid.
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4.4.4 Implementation by parameterization of parameters constituting an el-
lipsoid

From section 4.4.2, the number of the constraint equations is considerably reduced by approximat-
ing the condition as an ellipsoid. However, it is difficult to save parameters of the ellipsoids for all
steps. This section describes a method to regard the parameters of the ellipsoids as a function. As
a result, it becomes possible to calculate the conditions in real-time for all steps. The change of the
ellipsoid is based on the change of P and c.

It is difficult to evaluate the change of P because it has off-diagonal components. Thus, let us
consider diagonalizing P by using a rotation matrix. The rotation matrix using Euler angles is defined
as

CoCy  ChpSOCy + SpSy  SpSeCy — CpSy
Ry, (9, 0,10) = | —sq CoCo S4Co (4-25)
CoSy  CpSeSy — SeCy  SeSeSy T CeCy
where ¢4 1= cos ¢, s4 1= sin ¢, etc for compact notation in this section. By inserting * = Rx into
(4-23),
E(P,¢)=(x—c)'P?*x—c) <1 426)
s(@"R-c"P?*R 'z —c) <1
As a result, it is found that the change of the ellipsoid is replaced by the change of rotation angles
¢, 0, ¥ and the change of diagonal components in a diagonal matrix.

Fig. 23(a), 23(b) and 23(c) show the change of center ¢, the change of rotation angles ¢, #, 1) and
the change of diagonal components in a diagonal matrix respectively. Moreover, Fig. 23(d) shows
the value of the quaternions. Quaternions are substituted for Euler angles to avoid a singular point in
this study. In Fig. 23(a), 23(b), 23(c) and 23(d), “data” means the simulation results which are got
every 10 steps from N = 50 to N = 500 and ‘fitting” means the approximated function of “data” by
utilizing the method of least squares. Hence, it becomes possible to generate ellipsoids in real-time

for all steps because P and c are calculated in real-time.

4.4.5 Experimental verification of real time condition determination method

using ellipsoid approximation

In this section, experimental results demonstrate the effectiveness of the proposed method. In
section 4.4.6, experimental results show that it become possible to judge when activating the fine
stage automatically by using the approximated ellipsoid. In section 4.4.7, a comparison is made

between the proposed method and a method in which the timing of control switching is fixed.

—42 —



0.15f

. data |

= —1.568[ ! ‘ ‘ ]
8 Ofe|—fitng §-1569 ' daw :
100 200 300 400 500 100 200 300 400 500
0.5[ : : : ] = I ‘ i ‘
0—r : . : N : : :
100 200 300 400 500 100 200 300 400 500
1 ‘ ‘ ‘ ‘ S 80— ‘ ‘ ‘
o
_1 ‘ \ \ ‘ 5 O ‘ i ‘ ]
100 200 300 400 500 100 200 300 400 500
Step N Step N
(a) Center of the approximated ellipsoid. (b) Rotation angle.
~02 ‘ | - data | E 18‘;-%;\; " data
a 0.1f —fitting] %:;8 ‘ ! : | —fitting
: 100 200 300 400 500

100 200 300 400 500 07072

o5 ‘ ‘ ‘ DI e
< \k 07088450 200 300 400 500
N K L T T T T 4
o

0 T oo
07100 200 300 400 500  Z-tol Tmmeeeee ]
S 10— ‘ ‘ ‘ g 20— ‘ ‘ ‘
00 200 300 400 500

o

T ) | 0.7072 ‘ \ \

] : Torort T —e ]

a 100 200 300 400 500 0706817 200 300 400 500
Step N Step

(c) Diagonal components in a diagonal matrix. (d) Value of quaternions.
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Fig. 24(a) shows the target position, velocity, and acceleration trajectories. The target position
trajectory is based on Sth-order and 1st-order polynomials in the acceleration and deceleration regions
and the constant velocity region, respectively. The distance of movement is 600 mm, the maximum
velocity is 400 mm /s and the average acceleration 800 mm /s?. The trajectories during 0.0s to 0.5 s
are in the acceleration region. The trajectories during 0.5 s to 1.5 s are in the constant velocity region.
The target trajectory of the coarse stage is shifted by gap lengths between the fine and coarse stages in
the acceleration and deceleration regions compared with the target trajectory of the fine stage to avoid
the impact force between the fine and coarse stages. The control period is 200 us. A PID position
controller is designed for the fine and coarse stages, so that the closed-loop bandwidth of the position
loop can both be 20 Hz. In this section, the movement and thrust of the coarse stage is not important

because this section deals with the control method of the fine stage.

4.4.6 Experimentl

In this experiment, the fine stage was controlled only in the constant velocity region to compute the

change of (x — ¢)" P ?(x — c) in the acceleration region. Fig. 68 shows the experimental results.
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In Fig. 24(c), “flag” is elected when ( — ¢)" P~?(x — c) becomes less than 1 and then it is judged
that initial state variables enter the approximated ellipsoid. Moreover, it is found that there is optimal
timing to activate the fine stage as shown in Fig. 24(d) This experiment shows that it become possible

to evaluate quantitatively when the fine stage should be activated.

4.4.7 Experiment2

The conventional method applies FSC to the fine stage when number of steps NV is 300. The
proposed method applies FSC to the fine stage when the initial state variables enter the approximated
ellipsoid which is generated in real-time for all steps. It is defined that settling time is the time from
the beginning of the constant velocity region to the time when the position error of the fine stage is
smaller than 5 ym. In this experiment, the approximated ellipsoid which generated in section 4.4.2 is
used. Therefore, it is expected that the thrust in the proposed method will be less than wy;,, = 5.0 N.

The experiment of each method is done 6 times and Fig. 25 shows the experimental results. In
addition, number of steps N at control switching and maximum thrust of the fine stage are summarized
in Tab. 7. The settling time of the proposed method and that of the conventional method are almost the
same. However, the proposed method does not violate the thrust limitation in any of the trials while
the conventional method violates the thrust limitation in some trials. Thus, the conventional method
can cause windup phenomena because of the thrust saturation and degrade the control performance.
In contrast, the proposed method will not degrade the control performance because the thrust of the

fine stage does not saturate.

4.5 Comparison with another control scheme with constraints

This chapter proposed the mode switching index based on FSC with constraints, however, there
are several control method considering with constraints: model predictive control (MPC), polyno-
mial trajectory generation, LMI-PFFSC [81], and anti-windup FB. The charactristics of FSC based
approach, MPC, polynomial trajectory generation, and LMI-PFFSC are summarized in Tab. 8.

In the catapult stage, PTP control is required because the tracking error of the fine stage should
be zero at the beginning of the constant velocity region. MPC and anti-windup FB are usually used
to consider the constraints, but they are not suitable for the catapult stage because they are a con-
stant value control. LMI-PFFSC is a kind of FSC, which considers a limitation of the control input.
This method required long calculation time because it generates control inputs by solving an opti-
mization problem with constraints. The catapult stage needs to judge whether the fine stage can be
activated or not in 1 sample (=200 us), thus LMI-PFFSC cannot apply to the catapult stage. Finally,

the polynomial trajectory generation can generate the target trajectory in real-time, however, it is un-
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Tab. 7: Number of steps at control switching and maximum thrust.

Conventional method
Maximum Settling
Trial Step N | Thrust [N] Thrust Time [ms]
1 300 4.12 Unsaturated 19.8
2 300 4.58 Unsaturated 17.1
3 300 5.45 Saturated 19.4
4 300 5.94 Saturated 17.6
5 300 6.38 Saturated 19.2
6 300 6.48 Saturated 17.1
Average | 300 5.49 18.4
Proposed method
Maximum Settling
Trial Step N | Thrust [N] Thrust Time [ms]
7 298 3.64 Unsaturated 16.7
8 277 4.08 Unsaturated 19.5
9 277 4.23 Unsaturated 19.9
10 392 4.27 Unsaturated 10.1
11 333 4.37 Unsaturated 18.8
12 413 4.54 Unsaturated 16.9
Average | 332 4.19 17.0

known whether this method can obtain an optimal trajectory because this method does not have a
cost function. Although whether the existence of saturation is good or not cannot be declared, the
set of initial state variables of the proposed method is smaller than that of LMI-FSSRC because the
thrust of the proposed method does not saturate, and then the judgement of the proposed method is
conservative. There is a trade-off of the performance of judgement and the calculation cost. From

above, the proposed method is most suitable approach for the catapult stage.

4.6 Conclusion of zero settling time control based on FSC con-

sidering with constraints

The basic control system proposed in 3 has problem that the tracking error of the fine stage cannot
be avoided at the beginning of the constant velocity region. Thus, section 4.2 demonstrates that the

settling time and the maximum thrust of the fine stage is reduced by applying FSC to the fine stage
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in acceleration. However, the time when the fine stage is activated is determined by trial and error
because the maximum thrust of the fine stage is not estimated in advance in 4.2.

Section 4.3 derives the mode switching condition using the initial stage variables in FSC with
constraint to determine the time considering with the required maximum thrust of the fine stage,
and section 4.4 proposed the mounting method by using an approximated ellipsoid to calculate the
condition in real-time. Finally, experimental results show that it becomes possible to generate the
ellipsoid in real-time, judge whether the current state satisfies the ellipsoid condition, and generate
the control input by FSC. In addition, experimental results confirm the effectiveness of the proposed
method.

From the above, it is shown that the initial state variable condition in the FSC with thrust constraint
is one of the indexes of control switching and the basic theory for practicalizing the catapult stage can

be constructed.
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Tab. 8: Comparison of trajectory generation methods.

Control method Definetion of terminal time | Calculation cost | Cost function | Saturation

Proposed method Possible Low Exist Not exist
MPC Impossible High Exist Exist

Polynomial trajectory generation Possible Low Not exist Not exist
LMI-PFFSC Possible High Exist Exist
Anti-windup FB Impossible Low Not exist Exist
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Chapter 5

Sudden disturbance suppression control
considering with constraints based on

reference governor

5.1 Importance of disturbance suppression

A high-precision stage is an essential piece of industrial equipment for producing semiconductors
and liquid crystal displays. The stage demands high throughput and high precision because the prod-
ucts made by the stage should be of a low price and high space density. Several studies on the design
of controllers with high feedback (FB) bandwidth are reported in the literature. For example, a dual-
servo stage, which has coarse and fine components [6, 65], or the miniaturization of an actuator of the
stage [86, 87]. However, the saturation of the thrust is easy to occur when the actuator is miniatur-
ized. The dual actuator is needed to be controlled not to violate the constraints on the gap and relative
speed between coarse and fine stages. Therefore, it is important to establish a control system design
that positively takes account of the constraint conditions. Hence, designing a control system keeping
these constraints in mind is important.

A two-degrees-of-freedom control that combines feedforward (FF) and FB control is widely used
in a trajectory tracking control for a high-precision stage. The FF control is mainly used to improve
the tracking performance [29] and chapter 4 proposed a control method considering thrust limitations
in the FF control framework [88]. On the other hand, the disturbance suppression performance is
important in the constant velocity region, and the FB controller is usually designed to optimize its
performance related to suppression of disturbance that is analyzed and expected in advance [68]. In
this case, the controller achieves good suppression of expected disturbances. However, the suppres-

sion performance of sudden and unexpected disturbances may degrade because of actuator saturation.
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Therefore, the FB controller should be able to manage not only expected disturbances but also sudden
disturbances.

For this reason, this section proposes a suppression control method for sudden disturbances based
on model predictive control (MPC) and RG. The block diagram of RG is shown in Fig. 26. The
proposed method makes it possible to improve the disturbance suppression performance within the
constraints by modifying the reference signals properly.

Several notable studies have focused on RG: Scalar Reference Governor (SRG) [89, 90], Com-
mand Governor (CG) [91, 92], Extended Command Governor (ECG) [93, 94], MPC-based RG
[95]. These studies mainly discuss the tracking performance to a constant reference signal and do
not discuss the disturbance suppression performance. Hatanaka and Takaba [96] proposed an RG
considering with step disturbances. However, their study does not discuss disturbance suppression
performance. Moreover, the method is markedly influenced by a modeling error because it calculates
the modified reference signals when it is off-line.

There are many applications to which RG should be applied ( gasoline engine [97], Vehicle rollover
suppression [97], output control of fuel cell for air compressor [98], posture control and trajectory
design of airplanes [94, 99, 100], posture and altitude control of flying wind turbine [101], atti-
tude control of RC helicopter [102], inverted pendulum [92], positioning control of secondary de-
lay system[103], hard disk drives [104, 105] ), however, RG has not been experimentally verified
extensively in previous studies because of its high calculation cost. The method proposed in this sec-
tion can verify its effectiveness experimentally by partly using the implementation proposed in [90].
Furthermore, this thesis discusses the disturbance suppression performance of the proposed method,
which has not been paid attention to in the previous studies of RG. Therefore, the proposed method
gives a new perspective in this field.

The outline of this paper is as follows. Section 5.2 proposes a disturbance suppression control by

shaping the reference signals based on MPC. In section 5.3, a disturbance suppression control method
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by modifying the reference signals based on RG and considering the constraints is proposed. Finally,
section 5.4 demonstrates the effectiveness of the proposed method through experiments. In section

5.5, the proposed method is comparedwith another control methods.

5.2 Sudden disturbance suppression control using model predic-

tive control without constraints

In this section, the disturbance suppression control method by shaping reference signals based on
MPC without constraints is introduced. Several previous studies proposed reference shaping methods
using MPC, however, this is the first study in which mainly forcuses on the disturbance supression

performance. This paper supposes an impulse input disturbance as the sudden disturbance.

5.2.1 Impulse disturbance response

In motion control, the controller often has more than one integrator to avoid steady-state errors by
step-input disturbances. When an impulse input disturbance is added to such a controller, it is well

known that the error e(t) satisfies the following relationship [106].

[ e(t)dt =0 (5-1)

0

Here, e(t) = r(t) — y(t), r(t) is the reference signal and y(t) is the plant output. Therefore, the
impulse input disturbance response makes the integrated value of the error zero as shown in Fig.
27(a). The shape of the response waveform itself cannot be changed because the relationship shown
in (5-1) is always held to the impulse input disturbance even if the FB bandwidth of the controller is
improved.

Therefore, even if the original reference signals are modified, the error between the modified ref-
erence and the plant output satisfies the relationship shown in (5-1). However, the original reference
signals are not related to the plant output. Hence, the response waveform can be improved by man-
aging the reference signals properly. In other words, the proposed method is a control method that
interchanges the relationship between the reference signal and the plant output in a normal control
system. The conceptual diagram of the impulse input disturbance response by modifying the refer-
ence signal is shown in Fig. 27(b). This chapter discusses impulse disturbance suppression control by

management of reference signals.
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Fig. 27: Impulse input disturbance response. It becomes possible to manage the shape of response

itself by modifying the original reference signal as shown in Fig. 27(b).

5.2.2 Reference modification based on MPC without constraints

This chapter considers a discrete-time servo system given by

xzlk + 1] = Az[k] + Brlk|, =[0] = =,
ylk] = Czlk],

(5-2)

where € R" is the closed loop state, y € R' is the output to be controlled, and » € R =
[7min, Tmax] C R! is the reference input of the closed system. A is assumed to be a stable matrix in

this paper. Then, the i (¢ > 1) samples after the state space is estimated as follows:

i—1
&k +i) = A'wlk] + > A" Brlk + j)
" i1 (5-3)
jlk+i] = CA'z[k] + C )  A"7"'Brlk+j
j=0

Thus, the error between the original reference signal 7* and the plant output at k£ + ¢ is estimated as
élk +i] =r* — ylk + 1]
. L (5-4)
— - (CAlm[k] +CY AT 'Brk+ j]) .
=0
When the reference input r is assumed to be constant in the predictive horizon, namely r[k + j] =

r(0 < j <i— 1), the error is represented as

i-1
élk+i] =r" — (CAim[k‘] + Z CAjBT> . (5-5)

J=0

—51—



80 ;
- Propl y
60 r 'l' \ === Convl y|
€ T o4ol! N
E = 40 i \
5 Sa0f A
2 7 oAt -
O -200 1 & \ -~
Propl 7oy 20! \, P
=== Convl r*
-300 : : : -40 - . .
0 0.05 0.1 0.15 0.2 0 0.05 0.1 0.15 0.2
Time [s] Time [s]
(a) Reference command. (b) Plant output.
€ =3
i [—
- (0]
o o
; 9
H 200 Propl r* —y ||
Propl rope — ¥ Propl w | 1
=== Convl r* —y === Convl u
-300 - - - - - -
0 0.05 0.1 0.15 0.2 0 0.05 0.1 0.15 0.2
Time [s] Time [s]

(c) Position error.

(d) Controller output.

Fig. 28: Simulation results of disturbance suppression control by reference command modification

based on MPC.

Here, the order of é[k + i] is at most Ist to r because r* is given in advance and x[k] can be measured

for each sampling time. Now a performance index is set as follows:
A P A .
J=[eially + |lefk + ]I,
e[k]

élk +1]
eh: A 7hEZ+.

| elk+ 1] |

(5-6)

||&;_1]|5 and ||é[k + i]|| represent the integral square value of the error and the final state value

of the error, respectively. Then, the performance index is represented as a quadratic function of 7.

An optimal value of the performance index 7, is derived as (5-7) when the performance index is
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represented in J = po(x[k], 7*)r? + p1(x[k], r*)r + po(x[k], *).
__ (=[],
Topt = ~ 57 )
2po(x[k], r*)

It is expected that the impulse input disturbance response is improved by using r,p; calculated for

(5-7)
each time as the new reference signals.

5.2.3 Verification of sudden disturbance suppression performance by simula-
tion

This section demonstrates the effectiveness of the modification of reference signals based on MPC
by simulation results. This simulation is conducted for the impulse disturbance suppression perfor-
mance when setting the original reference signal and an initial state of the closed-loop system as
r* = 0 and x[0] = O, respectively. The “Conventional 1” method does not modify the original
reference signal. The “Proposed 17 method uses the optimal reference signal 7,y derived from the
method proposed in section IIB as the reference signal. In addition, a plant model P(s) is defined as
a rigid body model shown in (5-8) in this paper.

P(s) M = 14.0kg (5-8)

TS
Here, M, is a mass. The control period is 75 = 1.0 ms and a PID position controller is designed for
the plant so that the closed-loop bandwidth of the position loop is 10 Hz. This paper assumes that the

following impulse—shaped disturbance is added.

100N, 0<t<T;
w(t) = (5-9)
0, otherwise

In this simulation, the performance index is defined as follows:
J =&l (5-10)
where, the predictive horizon is ¢ = 3.

The simulation results are shown in Fig. 28. As shown in Fig. 28(b), “Conventional 1” needs a long
time to converge the disturbance response because the error between the original reference signal
and the plant output satisfies the relationship shown in (5-1). On the other hand, in “Proposed 17,
the convergence of the error to the original reference signals is considerably improved by satisfying
the relationship (5-1) to the error between the modified reference signals and the plant output. In
this paper, the settling time is defined as the time from adding the impulse disturbance to when the
position error is smaller than 1 ym. The settling time of “Conventional 1”” and “Proposed 1 are 177
ms and 7.49 ms, respectively.

The suppression performance is largely improved. However, the controller output in “Proposed 17
is very large as shown in Fig. 28(d). Therefore, reference signal modification with controller output

constraints is required.
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5.3 Sudden disturbance suppression control using reference gov-

ernor

The method proposed in section 5.2 shows that the signal modification can reduce the effect of
the impulse input disturbance. However, this method gives large controller output. A disturbance
suppression method considered with controller output limitation is needed because all real actuators
have output constraints. This section proposes a reference signal modification method considering

constraints based on RG.

5.3.1 Maximal output Admissible Set

This section explains a maximal output admissible set (MAS) which is widely used in the previous
studies of RG [107]. To grasp the state of the control system for the constraints, it is important to
modify the reference signals properly considering the constraints. A prescribed constraint set is a set
of state space that consists of all state variables satisfying the constraints. In addition, a positively
invariant set is a set that always keeps a state in it for any external input if the initial state is inside
the set. An output admissible set is a common set of the prescribed constraint set and the positively
invariant set, and MAS is its maximal set.

The closed-loop system always satisfies the constraint conditions when the initial state variables
of the system are inside MAS. MAS depends on the reference signals and the current state variables.
Most previous studies of RG select the proper MAS by managing the reference signals. The concep-

tual diagram of RG using MAS is shonw in Fig. 29.

Discrete-time linear system with constraints

In addition to the linear discrete-time servo system shown in (5-2), a variable to consider constraints

on state and input is prepared by
z[k] = Lx|k] + Dr[k] € Z(§) C R?, (5-11)

where, L € FP*" and D € FP*™. This paper assumes O € Z and Z is bounded. From these
assumptions, Z(¢) € R? is defined as a polytope given by

Z={zeR'|Mz<m(¢)}. (5-12)

In (5-12), the inequality is a component-wise inequality and £ € = is a variable characterizing con-

straints that is given when the control is started.
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Fig. 29: Conceptual diagram of RG by using MAS.
Definition of MAS

This section defines MAS by (5-2) and (5-11). x[i; k, ¢, 7] is a solution of (5-2) satisfying x[k] =
xg, rlk+i =rforalli € Z,,and z[i; k, xo, 7] = La[i; k, xg, 7] + D7. Then MAS Q) is defined
as follows [107]:

Qo(R,E) = {(xo,7,&) : @y € Qoo (1,8),
forsome (r, &) € R x =}, (5-13)
Qoo(7,6) = {xo : 2[is k, 20, 7] € Z(£),Vi > 0}.
By the definition, (2. (7, £) is a positively invariant set. This means that if [k] = x¢ € Q. (7, ) then
x[k + i) € Quo(7,€) for all i € K. Furthermore, there is an integer 7 satisfying Q. (7, &) = Q: (7, €)
foreach 7 € R and £ € = because A is a stable matrix. This paper assumes there is an integer ~ such

that

K= sup i. (5-14)

FEREEE

If k can be obtained, MAS is given as follows:
Qoo(7,8) = Qu(7,€), VFreR, VE€E. (5-15)

In this paper, such the number of steps x is calculated in advance. The calculation method of « is
described in [108] and this paper inserts @,y = A; 1bpw into an initial state of the plant to use the
calculation method. Here, A, and b, are coefficients of a state x,[k]| and an input u[k] in a discrete-

time state equation of the plant x,[k + 1| = A,z,[k]| + b,ulk].
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Characterization of MAS

This section characterizes MAS to calculate it in real-time [90]. From (5-3) and (5-11), z[k + 4] is

given by

z[k +1i] = LA'x[K]

= (5-16)
+ LY A7'Brlk+ j] + Drlk + .

J=0

Assuming [k + j] = 7 (0 < j < i), from (5-12) and (5-16), the constraint at k + ¢ is represented as

follows:
i—1
MLAz[k] + M <L > AB+ D> P < m. (5-17)
j=0

Let us define

i—1
hl,i = MlLAi, qii = Ml (LZA]B —+ D) ,

par; (5-18)
le L={1,2,--- ,q}, i€ K={0,--- K}

Then, by (5-13) and (5-18), MAS is characterized as follows:
Q. (R,E) = {(z0,7,§) : hizo + g < mu(§), (5.19)

leL,iek, reR, €=}

As aresult, MAS can be represented by ¢ x (k + 1) inequalities.

5.3.2 Design of RG

It is assumed that the state x of the closed-loop system can be observed. Then, r[k] = 7(«y ), which

satisfies x[k] € Q. (7(ax), ) is calculated by
o) = (1 = ) Topt + QpTopt- (5-20)

Here, 7opy = —Brop (8 > 0). 7(cy) is the nearest value to the optimal solution 7, satisfying the
constraints when a maximal oy, € [0, 1] that satisfies z[k] € Q. (7(ax),&) is selected. By (5-19),
(5-20), z[k] € Q,.(7(cw), €) holds if

akgl,i(ropt - fopt) S my (5) - hl,zm[k} - gl,ifopta

(5-21)
Vie L Viek.
When h; ;, g;; is calculated in advance, oy, is given as follows:
ar = min{1, ay},
i (&) — hyelk] — griTopt (5-22)
Qp = min — .
(Li)eLx K 91i(Topt — Topt)
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Fig. 30: Block diagram of the proposed method based on RG.

From these results, the real-time calculation of o, becomes possible.

The above method of generation of the reference signals is often used in SRG. However, most
previous studies of SRG assume that the modified reference signals have a monotonic property; that
is, the reference signals increased or decreased monotonically. Therefore, in the case of coinciding the
initial state of the plant with the original reference and discussing only the effect of the disturbance,
it is impossible to modify the reference signals in response to the disturbance.

On the other hand, the proposed method can manage the reference signals that do not have the
monotonic property by applying RG after using MPC. Thus, the proposed method can modify the
reference signals properly in response to the disturbance. The block diagram of the proposed method

based on RG is shown inFig. 30.

5.3.3 Verification of impulse disturbance suppression control based on RG by

simulation

This section discusses the impulse disturbance suppression control based on RG. The simulation
condition is the same as in section IIC and the limitation of the controller output is uy, = 6.0 N.
“Conventional 2” does not modify the original reference signal and it applies an anti-windup com-
pensation proposed in [75] to prevent the windup phenomenon by a controller saturation. “Proposed
2” uses the modified reference signal 7(«ay) derived from the method proposed in section IIIB as the
reference signal. In this paper, S = 10.

The simulation results are shown in Fig. 31. The settling time of “Conventional 2 and ‘“Proposed
2” are 185 ms and 89.2 ms, respectively. As shown in Fig. 31(a), “Proposed 2” can modify the
reference signals that do not have the monotone property. As a result, the disturbance suppression

performance in “Proposed 2” is improved while satisfying the constraints.
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Fig. 31: Simulation results of disturbance suppression control by reference command modification

based on RG.

5.4 Verification of impulse disturbance suppression control by

experiment

5.4.1 Experimental condition

This experiment uses a high precision stage shown in Fig. 32(a). This stage is guided by an air
guide and driven by a linear motor. The position of the stage is measured by a linear encoder whose
resolution is 1 nm and the velocity is the difference of the position. The frequency response of the
stage is shown in Fig. 32(b). The plant model is defined as a rigid body model shown in (5-8) by
fitting the frequency response data. The PID position controller is designed for the plant, so that the

closed-loop bandwidth of the position loop can be 10 Hz. It is discretized by a Tustin transformation
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Tab. 9: Four control methods compared in the experiment.

Reference Controller output
signal Control method constraints
Conventional 1 r* PID control Not exist
PID control
Conventional 2 r* with anti-windup [75] Exist
Proposed 1 Topt PID control Not exist
Proposed 2 (o) PID control Exist
o
: oy g 3, | ——Measurement| |
‘ M-S g 7100 — -~ Model
il 2
: 150 1
% \
=
-200 : :
10! 102 10°
-90 F
>
S
0’180 Fr=———————"amszzog-— - n e
2
o
270 t

10’ 102 10°
Frequency [Hz]

(a) Structure of the experimental stage. (b) Frequency response of the experimental stage.

Fig. 32: Experimental stage.

with the control period of 7 = 1.0 ms. The disturbance shown in (5-9) is added to the linear motor
as software disturbance in the experiment.

This experiment is compared with four methods as shown in Tab. 9. The limitation of the controller
output is uy, = 6.0 N. In “Conventional 2”, the controller output constraint wy;,,, is given on the source
program. In “Proposed 2”, however, note that the controller output constraint wu,;;,, is considered only

when MAS is generated and is not given on the source program.

5.4.2 Experimental results

The result of comparison of “Conventional 17 and “Proposed 17 is shown in Fig. 33 and that
of “Conventional 2” and “Proposed 2” is shown in Fig. 34. As shown in Fig. 33(b), the settling
time of “Conventional 1” and “Proposed 1 are 198 ms and 17.1 ms, respectively. The disturbance
suppression performance is also considerably improved in the experiment. Moreover, as shown in Fig.
34(b), the settling time of “Conventional 2” and “Proposed 2” are 167 ms and 112 ms, respectively.

The disturbance suppression performance is improved within the constraints to modify the reference
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Fig. 33: Experimental results of disturbance suppression control by reference command modification

based on MPC.

signal based on RG. From Fig. 34(d), it is found that RG can be calculated in real-time because the

controller works within the constraint despite it being on the source program.
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Fig. 34: Experimental results of disturbance suppression control by reference command modification

based on RG.
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5.5 Conparison with reference modification method based on RG

and the other control methods

The proposed method derives 7 () by RG to consider the constraints after calculating 7, by using
MPC without constraints. To modify the reference signal using constrained MPC is also conceivable
for this method Therefore, section 5.5.1 describes the performance of the reference shaping based on
the constrained MPC and “Proposed 2 method.

It is also a natural idea to suppress the disturbance by using a disturbance observer when the dis-

turbance is applied to the system. Section 5.5.2 compares the control system using the disturbance
observer with “Proposed 1”” method.

5.5.1 Reference modification method based on RG vs MPC with constraints

In this thesis, a control horizon is H. and a prediction horizon is H,, then r[i| = r (H, < i < H,).

From (5-3), (5-11), estimation values of output y, error e, and a variable to represent constraints z in

the prediction horizon are summarized as follows:

Y = Myxﬂfg + MyTR,
E=R -Y, (5-23)
Z = szw() + ]\427«.R7
where, Y, R, R*, E, Z and M ,,, M ,,, M .,, M ., are the matrix and lower triangular matrix
given by
[ 4[0] | (0] ] [ [ e[0] | [ 2(0] |
g[1] r[1] r ef1] z[1]
yl2] r[2] r é[2] z[2]
Y = : , R= S| R =\ |, E= : , 4= : , (5-24)
y[H, r r* e[H,] z[H.]
[H,] ] LT K | e[H,] | L z[H)) |
o] F LT
CA LA
CA? LAZ
Mym = ) Mza: = ) (5'25)
CAH- LAH:
i CAH» ] i LAH» ]

—62—



0 0
CB 0
CAB CB 0
M, =
CAH--1B (CAH-—2B
| CAM»-1B CAH»—2B
[ D 0
LB D
LAB LB D
M., =
LAH—1B [AH-—2B
| LAH»—1B  AH»—2B

Vector R which has H. + 1 variables with 7[0],- - -

CB

LB

) T[Hc -

, (5-26)

(5-27)

LB D |

1], r. A cost function is defined as

J = ETE from (5-23), (5-12), and the reference signal 7[0] is generated from Rypcopt Which is an
optimal solution calculated in every samples. This command value is expressed as 7 ,qthrmn PCopt
in this section. The optimization problem is solved by using a primal-dual interior point method by
MATLAB ToolBox YALMIP [85]. Tab. 10 shows conditions of each method.

Simulation results are shown in Fig. 35 and Tab. 11.

Tab. 10: RG vs MPC.

Reference signal | Predictive horizon H,, | Control horizon H,
Proposed 2 (o) 3 0
MPC 1 TMPCopt 3 0
MPC 2 T'MPCopt 9 3

Tab. 11: RG vs MPC, Simulation results.

Settling time | Calculation time
Proposed 2 89.2 ms < 1.0 ms
MPC 1 - 320 ms
MPC 2 53.0 ms 184 ms

Comparing “Proposed 2”” with “MPC 17, only “Proposed 2 converged despite the prediction hori-

zon and control horizons are equal. In “Proposed 27, the horizon considering the constraint depends
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Fig. 35: Simulation results of disturbance suppression control by RG and MPC

on x, not H, because RG is applied after generating the command value by unconstrained MPC. The
state of one sample ahead is enough to satisfy the constraint in this system because x = 1, however,
the normal MPC considers the constraint by /,. In this case, “MPC 1” considers constraints that

do not have to consider because H,, > x. Thus the system diverges in “MPC 17 which derives a

conservative reference signal because of the severe constraints.

However, MPC can freely determine the control horizon while RG needs to assume the command
value to be constant within the prediction horizon. Therefore, it is expected that the control perfor-
mance in the case of using the constrained MPC is higher than that of using RG because the degree of
freedom is larger than RG in MPC. In fact, when comparing “Proposed 2”” and “MPC 27, the settling
time is 89.2 ms, 53.0 ms respectively, so “MPC 2” has higher disturbance suppression performance.

On the other hand, calculation cost of “MPC 2” is much higher than “Proposed 2”: calculation time of

“MPC 2” is 184 ms and that of “Proposed 2” is less than 1.0 ms. Therefore, control methods should

be selected according to computing resources.
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Fig. 36: Simulation results of disturbance suppression control by MPC and DOB

5.5.2 Reference modification method based on MPC without constraints vs

disturbance observer

This section compaers the disturbance suppression performance of “Proposed 17 and that of DOB.
The maximum output of each controller is matched by setting a cut-off frequency of LPF in DOB at
430 Hz. The simulation results are shown in Fig. 36 and Tab. 12.

DOB is superior than “Proposed 1 in the maximum error, however, “Proposed 17 is better than
DOB in the settling time. The relation between the plant output and the command value satisfies (5-1)
in DOB because DOB has the property of Integral control. Thus the settling time of DOB is longer
than that of “Proposed 1”. In practice, the cut-off frequency of the LPF used in DOB is lower. Then
the disturbance suppression performance of DOB degrades because DOB can not estimate impulse

disturbance sufficiently. Therefore, “Proposed 17 is better control method than DOB to suppress the

impulse disturbance.
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Tab. 12: Propl vs DOB, Simulation results.

Settling time | Maximum error
Proposed 1 7.49 ms 8.1 us
DOB 53.1 ms 5.1 us

5.6 Conclusion of sudden disturbance suppression control con-

sidering with constraints

This chapter shows that the impulse input disturbance response is improved by modifying the ref-
erence signals properly. Next, this chapter proposes the disturbance suppression control based on
RG considering the controller output constraint. Finally, the effectiveness of the proposed methods
is demonstrated by experiments. This paper focuses on the disturbance suppression performance that
has not been discussed in the previous studies of RG and makes it possible to modify the reference sig-
nal in response to the disturbance. Unexpected disturbances with large amplitudes can be suppressed
by an extension of the proposed method. The verification of the robustness to modeling errors and of
the relationship between the magnitude of disturbance and the number of steps x to generate MAS

will be discussed in future works.
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Chapter 6

High-precision stage using wireless power

transfer

6.1 Background of Wireless High-Precision Stage (WHPS)

In chapter 1, this thesis classifies the causes of tracking error and mentions that the cable distur-
bance is the final problem to be solved in the high-precision stage. To address this issues, we designed
a high-precision stage with a moving coil wireless linear motor (Wireless High Precision Stage :
WHPS) [109]. Conventional high-precision stages require an electrical power supply as shown in
Fig. 37(a), and so the effect of cable disturbance cannot be avoided. On the other hand, WHPS avoids
the cable disturbance by sending the electrical power wirelessly to actuators and sensors. The merits
of WHPS are shown as follows:

e WHPS solves the cable disturbance drastically.

e The control performance of WHPS can be improved by increasing the number of sensors be-

cause of increasing space of the stage.
e The control performance of WHPS can be improved by lightening of actuator.
e Work period is reduced because WHPS has less cables.

e (Cleanrooms are classified according to the number and size of particles permitted per volume
of air shown in Tab. 13. In the high-precision stage used in the semiconductor or FPD manufac-
turing, a cleanroom needs to satisfy ’Class 10-1,000”. To achieve cleanliness, contamination
arising from sliding parts such as cable carriers in the coarse part is problem. WPT solves this

problem to reduce the cable carriers.
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Tab. 13: Cleanroom classification.

Maximum particles [1/m?3]
Class | > 0.1pym | >02pum | >03pum | >05um | >1.0um | > 5.0 um | FED STD 209E equivalent
ISO 1 10
ISO 2 100 24 10
ISO 3 1,000 237 102 35 Class 1
ISO4 | 10,000 2,370 1,020 352 83 Class 10
ISO5 | 100,000 23,700 10,200 3,520 832 Class 100
ISO 6 | 1,000,000 | 237,000 | 102,000 35,200 8,320 293 Class 1,000
ISO7 352,000 83,200 2,930 Class 10,000
ISO 8 3,520,000 | 832,000 29,300 Class 100,000
ISO0 35,200,000 | 8,320,000 | 293,000 Room air

We designed and produced two WHPSs shown in following sections. One is the single-axis WHPS,
and the other is the multi-axis WHPS. The mechanical structures and electrical circuits of these stages

will be introduced.

6.2 Single-axis high precision stage using a moving coil wireless

linear motor (WHPS1)

6.2.1 Mechanical structure for WHPS1

The structure of the single-axis WHPS is shown in Fig. 38. WHPSI is guided by a busher and
driven by a linear motor. The position of the stage is measured by a linear incremental encoder whose
resolution is 0.5 ym (HEIDENHAIN : LIDA27). A coil to receive power wirelessly, an electrical
circuit to control transmission power and DC voltage, and a motor driver are on the stage. In addi-
tion, an influence of a cable can be measured by attaching a cable carrier to the stage. In parallel
with the guide of the stage, a coil to transmit power wirelessly is arranged, and the gap between the

transmission and the receiving coils can be adjusted.

6.2.2 Circuit structure for WHPS1

Electrical diagrams of Fig. 49 are shown in Fig. 39(a) and Fig. 39(b). In Fig. 39(a), the power is
supplied from the power source via the power cable, and the linear motor receives the power through
the smoothing capacitor and the motor driver. Thus, the cable disturbance cannot be avoided. In Fig.
39(b), the power is transmitted from the transmission coil to the receiving coil and is converted to DC

through the rectifier circuit. After that, the linear motor receives the power through the smoothing
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Fig. 37: Conceptual diagram of the high precision stage with wireless power transfer.

capacitor and the motor driver. Thus, there are no cable disturbance because the power cable is not
connected to the receiving side from the outside. In Fig. 39(b), R is a resistance of the coil, L is the
self-inductance of the coil, L,, is a mutual inductance, V' and [ is a voltage and current, and /. is a

current in the motor driver.
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Fig. 38: Experimental high precision stage with moving coil wireless linear motor.

6.3 Wireless multi-axis high precision stage (WHPS2)

6.3.1 Mechanical structure of the WHPS2

The structure of WHPS2 is shown in Fig. 43(a). WHPS2 has two coarse stages whose axes are
orthogonal to each other and one fine stage. The coarse stages are driven by linear motors and the fine
stage is driven by a voice coil motor. Each stage is guided by an air guide. The position of each stage
is measured by a linear encoder with 1 nm resolution.

Fig. 66 shows the bode diagrams of the stages.

1 82 4 28y War + W2

P(s) = -
(5) Ms?+ Ds 5?2 4 26w, + w?

(6-1)

The mechanical parameters are identified shown in Tab. 14 by fitting the models to experimental data.

6.3.2 Circuit structure for WHPS2

The overall circuit diagram is shown in Fig. 44(a). A rectangular wave is generated from a direct
current voltage source by operating the inverter at a predetermined resonance frequency. In this study,

the inverter on the transmission side of each axis is designed to give a rectangular wave of 85 kHz
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Fig. 39: Electrical circuit diagram of a wired stage and the stage using WPT.

with a duty ratio of 0.5. Generally speaking, the size of coil becomes smaller when the resonance
frequency is higher, so this stage does not need to persist the frequency of 85 kHz. However, this
stage uses 85 kHz because the resonance frequency should be up to 100 kHz from the point of view of
SiC performance and the WPT device for EV is developing at 85 kHz. Next, WPT is performed for
the Y-axis coarse stage, and the power is smoothed on the receiving side to convert it into a DC voltage
Vbey, which is applied to the Y-axis motor driver. Vpcy 1s used as the power transmission side voltage
on the X-axis and converted to a rectangular wave by the inverter. Then, WPT is performed for the
X-axis coarse and fine stages, and smoothed on the X-axis receiving side before being converted to
DC voltage Vpcx and applied to the X-axis motor driver. In addition, FPGA 1is used to control voltage
and power fast, and Arduino transmits important information wirelessly, for example voltage, turn on
signal, and so on. The characteristics of power flow of WHPS2 is the primary voltage of X-axis is
provided from secondary voltage of Y-axis. Thus, multistage wireless power transfer is required. The

control strategy of WHPS2 will be discussed in chapter 9.

72—



Magnitude [dB]

Phase [deg|

9
=]

=)
3

%3
S

180
90

-90

-180

Bode diagram (Coarse X-axis)

—— Mesurement
—— Model

10' 10?
Frequency [Hz]

10°

(a) Plant of coarse stage (Y-axis)

Bode diagram (Coarse Y-axis)

Bode diagram (Fine Y-axis)

m 150 M 150
= =
% : \M
Z 100 £ 100
= —— Mesurement = —— Mesurement
%0 —— Model @0 Model
= 50 S 50
10! 102 10° 10' 10? 10°
__ 180 180
0 &0
i 90 i 90
:‘é 0 PAS ! % 0
= -90 = -9 —
A 180 . 180
10! 10? 10° 10! 102 10°

Frequency [He]

(b) Plant of coarse stage (X-axis)

Fig. 40: Frequency responce of the system.

Tab. 14: Mechanical parameter.

Frequency [He]

(c) Plant of fine stage (X-axis)

Name Unit | Symbol | Coarse | Coarse Fine
(X-axis) | (Y-axis) | (Y-axis)

Mass kg M 40 16 3

Coefficience of viscosity m?/s D 125 125 0.0
Anti-Resonance frequency Hz Way 22 28 -
Damping coefficient of anti-resonance - Ear 0.07 0.3 -
Resonance frequency Hz Wy 31 42 -
Damping coefficient of resonance - & 0.1 0.35 -

Fig. 41:
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Chapter 7

Colil design method for wireless power

transfer considering required specifications

7.1 Importance of coil design for wireless power transfer

In recent years, wireless power transfer (WPT) is applied to many applications : a dynamic wireless
charging system for electric vehicles (EVs), high-precision stage, robot. [110, 111, 112]. Magnetic
resonance coupling of WPT has attracted attention with its long-distance and highly efficient power
transmission compared with electromagnetic induction of WPT. In this method, it is necessary to
equalize the resonance frequencies of the transmission and receiving sides by using a resonance ca-
pacitor.

For industrial applications, machine and circuit design specifications are often given in advance.
Therefore, a coil design method that satisfy those specifications is necessary in order to apply WPT
to the industrial applications. In WPT, transmission power, efficiency, direct current (DC) voltage
in transmission/receiving side, etc, are used as an index for coil design, however, the coil design is
performed empirically and there are few studies on theoretical design methods.

Noda, Nagashima, and Sekiya proposed the coil and power converter design method to achieve the
maximum efficiency [113]. However, this method considers only the efficiency and the result is a
suboptimal solution because design variables are discrete values and these are selected to maximize
the efficiency. Furthermore, a solid wire is used as a wire material because they studies wireless
power transmission in the MHz band. The resonance frequency of WPT used in electrical vehicle is
defined at 85 kHz, and it is known that a litz wire is suitable to achieve the high efficiency because the
resistance of it is smaller than that of the solid wire at the frequency.

Bosshard and Kolar proposed a coil design method considering with the efficiency, transmission
power, etc [114]. In this method, the coil is designed based on the electromagnetic field analysis

by the finite element method, however, this method takes long time to determine the coil parameters
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because a very large amount of electromagnetic field analysis is necessary. In addition, the result
is a suboptimal solution because the coil parameters are discrete values. Furthermore, this method
uses the theoretical formula to calculate alternating current (AC) resistance of the litz wire, however,
The analytical solution often differs from the measured value, so the produced coil may be greatly
deviated from the designed value.

A simple coil design method considering with required specifications is important to apply WPT
in many applications. Therefore, this chapter proposes a coil design method considering efficiency,
transmission power, and transmission/receiving side voltage. In section 7.2, we introduce power
transmission characteristics in wireless power transmission system with magnetic field resonance
coupling and formulate the optimization problem to solve in coil design. Next, in section 7.3, the
calculation method of mutual inductance of the coil will be described. Furthermore, section 7.4 will
describe how to calculate the AC resistance of the coil. Then, a comparison with two cases of a
solid wire and a litz wire will be performed. Finally, we will design the coil satisfying the required

specifications by solving the optimization problem based on the results of section 7.3 and 7.4.

7.2 Wireless power transfer using magnetic resonance coupling

7.2.1 Power Transmission Characteristics in Wireless Power Transmission Sys-

tem with Magnetic Field Resonant Coupling Method

Several circuit topology are known how to insert the resonant capacitor [115, 116]. This paper
adopts a series-series (SS) system in which the resonance capacitor and the coil are connected in se-
ries because a regeneration can be easily performed from the symmetry of the circuit in this system.
Fig. 45 shows an equivalent circuit of a series-series system, which is a system in which a coil and
a capacitor are connected in series on both transmission and receiving sides. Here, R is a coil resis-

tance, L is a coil inductance, C' is a capacitance of the resonance capacitor, R, is an equivalent load

—78 —



resistance, L,, is the mutual inductance, and the subscripts 1 and 2 represent the transmission side and
the receiving side, respectively. In the magnetic resonance coupling system, the resonance frequency
wo 1s determined by the following equation using the inductance of both coils and the resonance
capacitors.

11
VLG VLG

Then, from Fig. 45, the transmission power P,., the transmission efficiency 7, and the voltage ratio

(7-1)

wo

for WPT are, respectively, given as follows:

j2) o (woLm)gRac VQ (7 2)
“ (Ri(Ra+ Ruo) + (woLm)?)®
o (WOLm)2Rac (7 3)
T = (Ry+ Ru) (RyRae + RiRa + (woLum)?)
Av _ Wo Lm Rac (7_4)

RiRye + RiRy + (woLim)?
The condition maximizing the efficiency is when the equivalent load resistance R, satisfies the fol-

lowing equation.

on Ro(woLi)?
=0 & R =R} + ——— 7-5
aRac MNmazx \/ 2 + Rl ( )
Then, the transmission power, efficiency, and voltage ratio are represented, respectively, by

R R)? + Ry Ry(woL)?(woLy, )? 2

P = v/ (R1R2)? + Ry Ro(woLn)?(woLim) : ;_1 (7-6)
(((JJoLm)2 + R]_R2 + \/(R1R2)2 + RlRQ((JJoLm)2> 1

Ly)?
n = Eolin) -7)

2
(\/RlRQ + /RiRs + (woLm)2>
OJoLm

| Ry
Ay = 5 (7-8)
Ri\/RiRy 4+ \/RiR; + (woLm)?

This thesis assumes that the system is operated at the maximum efficiency point, so (7-6), (7-7), and

(7-8) are used for analysis. Note that the transmission power, efficiency, and voltage ratio are thus
calculated from the resistance of the transmitting and receiving coils R;, Ry, mutual inductance L,,,

and power transmission side voltage V;.

7.2.2 Formulation of coil design problem

As described above, coils must be designed to support required specifications such as the trans-
mission power, efficiency, and the receiving-side voltage. The coil design problem can be expressed

as follows. As described above, coils must be designed to support required specifications such as
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the transmission power, efficiency, and the receiving-side voltage. The coil design problem can be

expressed as follows:

Minimize (Maximize)

f(R1,Ra, Ly, Vi), (7-9a)
subject to
My = Mylim; (7-9b)
Nz 2 Nalim; (7-9¢)
Pacy 2 Pacytim, (7-9d)
Focw 2 Pocatim, (7-9e)
Viplowlim < Vboy < Viauplim, (7-91)
Viztowtim < Vbez < Viouplim- (7-92)

Here, (7-9a) and (7-9b) are efficiency constraints, (7-9¢) and (7-9d) are transmission power con-
straints, and (7-9f) and (7-9g) are receiving-side voltage constraints. Also, Py, Mim are, respec-
tively, the required transmission power and efficiency, and Vigwiim, Vipiim are, respectively, the upper
and lower limits of the receiving-side voltage.

From (7-6), (7-7), (7-8), the transmission power, efficiency, and receiving-side voltage are func-
tions of Ry, Ry, L,,, and V}, so the above problem is an optimization problem with variables of
Ry, Ry, L,,, and V,;;. However, >y, Ry, L,, are unfortunately not independent of each other because
they are determined by the shape of the coils and the distance between the transmission and receiving
coils. These relationships are explained in later sections.

From (7-6), (7-7), (7-8), the transmission power, efficiency, and receiving-side voltage are func-
tions of Ry, Ry, L,,, and Vj, so the above problem is an optimization problem with variables of
Ry, Ry, Ly, and V. However, >y, Ry, L,, are unfortunately not independent of each other because
they are determined by the shape of the coils and the distance between the transmission and receiving

coils.

7.3 Modeling of mutual inductance

7.3.1 Mutual inductance between opposing rectangular coils

The rectangular coils are arranged to face each other as shown in Fig. 46, and current flows in coil
T, which represents the i-th coil from the inside of the transmission coil Coil R represents the j-th

coil from the inside of the receiving coil. The magnetic flux passing through the coil R caused by the

— 80—



Fig. 46: Rectangular coil.

current flowing in a side C'D is expressed by the following equation.

e {RCA/ — (a+ c)arctanha e Repr + (a — c)arctanha i
2 cA cD!
(7-10)
a—+c a—c
—Rep + (a + c)arctanh + Reer — (a — ¢)arctanh
Rep cer

where R4 represents the distance between points A and A’. The mutual inductance of the coil T

and coil R is

M;; = ®ap + Ppc + Pep + Ppa. (7-11)

The total mutual inductance is taken as the sum of (7-11), as follows:

M— Z S (7-12)

The mutual inductance of the coil whose number of turns is three, and the size is 148 mm x 280 mm
shown in Fig. 47(a) is measured. The experimental result is shown in Fig. 47(b). From this result, the

analytical solution and measured value are matched well.

7.3.2 The method of image and change of self inductance by mirror image

Fig. 48(a) shows a half space of permeability 11, p» in contact with the plane with the current [y

parallel to the interface flowing through the magnetics ;. Then, the magnetic field in the magnetics yiq
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Fig. 47: Experimental results.

is equal to the magnetic field formed by the original current /; and the image current [, = —’;i—;’ﬁ] 1.
A schematic diagram is shown in Fig. 48(b).
Consider the round-trip current parallel to the complete conductor. Then the combined self induc-

tance is
L:LS—I—L;—QM, (7-13)

where L, is the self-inductance of original coil, L/, is the self-inductance of mirror coil, and M is the

mutual inductance with the mirror current.
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Fig. 48: Image method.

7.3.3 Assumption of virtual mirror plane

The increment of self-inductance is verified by the experiment under the condition shown in Fig.
49(a). By transforming (7-13), the mutual inductance between the original and image coils is ex-
pressed by the following equation.

L+ L L

M) = =

(7-14)

L, is the self-inductance without the ferrite, and L is the self-inductance with the ferrite, then the
right-hand side is known. The mutual inductance between the original and image coils is a function
of the distance d (Distance from Coil to Image : DCI) between the coil and the mirror image plane
from (7-10). The thickness of the acrylic plate is 2 mm, however, the increment of self-inductance
does not match when substituting d = 2mm to (7-14).

Therefore, we assume that DCI is treated as a tuning parameter like Fig. 49(b). In the field of
overhead transmission lines, a virtual mirror image plane to the earth is often used to considering the
electric field because the earth is not an ideal conductor [117]. The influence of ferrite may be able to
consider in the same way. When d = 27 mm, the increment of self-inductance matched the equation.

Thus, we consider the influence of ferrite by using d = 27 mm in our calculations.

7.3.4 Mutual inductance when the ferrite exists above and below

We consider a rectangular loop sandwiched between two semi-infinite blocks of high-permeability
material. The distances from the coil to the upper and lower ferrite are dypper, diower, respectively.

Then the position of the i-th order current for the upper and lower ferrite is given in the following set
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Fig. 50: Experimental result of the mutual inductance. Both coils have the ferrites.

of equations[118].
1+1 i
Zupper — 2 |:T:| dupper - |:§:| dlowera (7'15)
1+ 1 7
Rlower — 2 |: 9 :| dlower - |:§:| dupper (7'16)

In this analysis, up to the 100th order of image currents are used for mutual inductance calculation.
Fig. 50(b) shows the experimental result when the ferrites are placed on both the transmission and
receiving coils as in Fig. 50(a). From Fig. 50(b), the experimental value and analytical solution are
almost in agreement.

Thus, mutual inductance considering ferrite can be calculated by the following procedure in which

the mutual inductance is calculated based only on the simple self-inductance measurement.

Step 1 Measures the self-inductance of the coil itself
Step 2 Measure the self-inductance when ferrite is attached

Step 3 Calculate the position of the virtual mirror plane corresponding to the increment in self-

inductance by using (7-14) from the results of steps 1 and 2

Step 4 Calculate mutual inductance using the value of step 3
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Self inductance [¢H] | DCI[mm)]
Number of turns | w ferrite | w/o ferrite
4 15.1 9.16 33.1
6 27.1 17.0 33.2
8 39.6 254 333
10 52.7 34.5 33.5
12 66.7 44.1 339

Tab. 15: Coil (150 mm x 280 mm).

Self inductance [¢H] | DCI[mm)]
Number of turns | w ferrite | w/o ferrite
6 50.8 31.8 36.3
8 79.4 50.4 36.8
10 112 71.1 37.6
12 143 92.4 37.7

Tab. 16: Coil (150 mm x 580 mm).

Self inductance [¢H] | DCI[mm)]
Number of turns | w ferrite | w/o ferrite
6 85.1 54.5 35.2
8 133 86.1 35.7
10 186 122 36.0
12 247 163 36.4

Tab. 17: Coil (150 mm x 1040 mm).
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7.3.5 Consideration about distance from coil to image

Change of DCI is measured when changing a shape of coil and number of turns of coils. Here, DCI
is calculated in three coils whose size is 150 mm x 280, 580, 1040 mm, and pitch width is 2.5 mm.
The calculation results from measurement values are shown in Tab. 15, 16, 17. From these result, DCI
is almost same even when number of turns is changed. Therefore, it is considered that the distance
calculated under certain conditions can be used in another condition because DCI is constant if the

geometric arrangement of ferrite and the outer circumference of the coil do not change.

7.3.6 Comparison with electromagnetic field analysis

The proposed estimation method of the mutual inductance requires an experimental measurement

of self inductance, however, it is better to calculate self inductance by electromagnetic field analysis.




Experimental result | Electromagnetic field analysis

Number of turns | w ferrite | w/o ferrite | w ferrite
4 8.01 11.1 10.3
8 22.0 32.1 30.5
12 35.2 53.6 50.4

Tab. 18: Comparison of self inductance [pH].

(a) Analysis model (4 turns). (b) Analysis model (8 turns).

(c) Analysis model (12 turns).

Fig. 51: Models of electromagnetic field analysis.

This section compares the experimental result and the electromagnetic field analysis result.

In this experiment, the size of coil is 150 mm x 280 mm, pitch width is 4 mm, gap between coil and
ferrite is 4 mm, and material of ferrite is PE90. The electromagnetic field analysis is performed by
using JMAG, and models of coil are shown in Fig. 51. The analysis results and experimental results
are shown in Tab. 18. From Tab. 18, the error between the electromagnetic field analysis and measured
values are about 5 %. This thesis claims that only one electromagnetic field analysis (or experiment)
is required to estimate the mutual inductance of the coil because the distance from coil to image is not
so changed even if the number of turns, pitch width, and the gap are changes when the relationship of
the outer of coil and ferrite does not change. By functionalizing the mutual inductance, the coil can
be designed by optimization. The functionalization saves the time for designing coil comparing with

using electromagnetic field analysis even when discrete design values are given.
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7.4 Modeling of resistance

The resistance is classified into the direct current resistance, the influence of the skin effect caused
by the flow of AC, and the influence of the proximity effect by the internal/external magnetic field.
Many windings are composed of round conductors for lower price, but they have large loss due to
a skin effect. On the other hand, a foil wire or litz wire is usually used to reduce a loss in the
high frequency, however, the loss may be further increased by using these wires depending on the
frequency band. The winding configuration is one degree of freedom to tune the winding loss, and
there are many researches about proper winding configuration. This section describes skin effect and

proximity effect, and introduce resistance models of the solid and litz wires.

7.4.1 Factor of AC resistance
Skin effect

The magnetic field due to the current flowing inside the conductor is expressed by the following

equation according to Ampere’s law.

%Hdl://JdS. (7-17)
c S

Here, H is the strength of the magnetic field, and J is the current density. The magnetic field induces
an electric field inside the conductor when the alternative current flows in the conductor. Most of the
current flows through the outer layer of the conductor because the current generated by the induced
electric field and original current are canceled. The current density decreases from the conductor
surface toward the center, and the distance until the current density becomes % of the maximum
current density is called the skin depth ¢. The skin depth is approximated as follows:
)= ;, (7-18)
Voo f
when relative permeability is . ~ 1. Here, 1 is the permeability of the vacuum, o is the conductivity
of the conductor, f is the frequency of the current. For simplicity, it is often assumed that a current
with a constant power density flows from the conductor surface to the skin depth.
The loss per unit length due to the skin effect including the DC resistance can be represented by

the following equation.
Ps = Frys(f) - Roc - I*. (7-19)

Here, R ,,0:nrmpc 18 the DC resistance, [ is the peak current, F',,uinr-mr = Rac/RDC is the increase
of resistance due to the skin effect. Fr/s depends on a cross-section of the conductor. Generally
speaking, the loss of the solid wire due to the skin effect is larger than that of the litz wire because the

litz wire reduces the influence of the skin effect by twisting many strands.
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Fig. 52: Cross section of a round conductor that is influenced by an external magnetic field in x-di-

rection. The conductor is infinitely long in z-direction.

Proximity effect

The proximity effect is a loss caused by the change in the current distribution of the conductor by
penetrating the magnetic field to the conductor. The loss due to the proximity effect is represented as

follows:
A2 A2
Pp = Grys(f) - Rpc - (He + H; > (7-20)

Here, H, is the peak value of the external magnetic field, H, is the peak value of the internal magnetic
field, G s represents the increase of resistance due to the proximity effect. Generally speaking, the
loss of the litz wire due to the proximity effect is larger than that of the solid wire because H; which is
the magnetic field between the strands of the conductor is zero in the solid wire, however, an internal

magnetic field depending on the number of strands and the twisting method occurs in the litz wire.

7.4.2 AC resistance of solid wire [3]

It is known that the solid wire is less expensive and has a large loss due to the skin effect. It is
necessary to select the optimum conductor diameter because the loss of the skin effect decreases as
the conductor diameter increases, however, the loss of the proximity effect increases as increasing
diameter.

A crosssection of the solid wire is shown in Fig. 52. Here, d is a diameter of conductor, and [ is
a length of wire. It can be assumed that the solid wire has an infinite length with respect to the z
direction when d << [.

First, the skin effect of the solid wire is described. The skin effect per unit length is expressed as
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follows:

jz
Ps = FR(f)'RDC'? (7-21)
with
s |
a Voo f
¢ = L
= 7y
A
e
and
Fr = 3 L
7 2y/2ber(€)2 + beiy (€)2
(—berg(&§)ber: (§) + berg(&)beis ()
—beig(§)ber; (§) — beig(€)bei; (£)) (7-22)

Here, ber, (), bei,(x) are Kelvin functions, and they represent the real part and the imaginary part
of the first kind of n order Bessel function Jn(xe¥), respectively.
Next, the proximity effect is described. The proximity effect per unit length is given by the follow-

ing equation when the external magnetic field is H mc:thrme.

~ 2

Pp = Gg(f)- Rpc- He (7-23)
with
5 - 1
Voo f
¢ = d
V26
4
R - =
DC U’/TdZ’
and
2?2 1
Gn = T

202 berg(€)? + beig(€)?
(bery(&)ber; (§) + bery(§)bei; (§)

—beiy(&)bery (&) + beiz(€)beiy (£)) (7-24)

7.4.3 AC resistance of litz wire [3]

The cross section of litz wire is shown in Fig. 53. d, is a total diameter, and d; is a diameter of one
strand. H, is an external magnetic field, and H; is an internal magnetic field between strands. 7 is a
number of strands.

Ideally, the strands are twisted such that each strand equally occupies each position in the bundle.
This greatly reduces the effect of bundle level, so it is ignored in the following equation. However,

the influence of bundle level may affect winding loss if the litz wire is not ideally twisted.
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Fig. 53: Cross-sectional area of litz-wire winding.

The skin effect of litz wire is described. The loss due to the skin effect of the litz wire with the

number of strands n is given by the following equation.

A,

12
Psi, = n-Fg(f) - Roc- o2 (7-25)
4
Rpc = (7-26)
omd;e

Here, Fy is a value which subsutitutes d = d;to(7-22).

Next, the proximity effect of litz wire is described. The proximity effect on the litz wire can be
regarded as the sum of the external magnetic field H, and the internal magnetic field H; between
strands. The loss due to the proximity effect of the litz wire with the number of strands n is given as

follows:

Ppr,=Ppre+ PrLi

A2 12 (7-27)
=n-Gr(f) Rpc- | He + ;

4m2d?
where, G is a value which substitutes d = d; to (7-24). The internal magnetic field H? = ZJTQdQ is

calculated on the assumption of a uniform current flow in the conductor.

7.4.4 An increase of resistance when using ferrite

It is known that the resistance of coil increase when using the ferrite. In general, total loss of the

coil is sum of capper loss of the coil and iron loss of the ferrite given in

P=P,+ P, =k,fB*>+k.f*B?,

(7-28)
= (knf + ke f)B?,

P.=I°R. (7-29)
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Fig. 54: Equivalent circuit of the coil with ferrite.

Here, P is total loss, P, P., P, are loss of hysteresis, eddy current, and capper. B is magnetic flux
density, and kj,, k. are coefficients of the loss of hysteresis and eddy current. The effect of the ferrite
can be measured by LCE meter because the an equivalent circuit of the inductor with ferrite is shown
in Fig. 54. [119] considers only the capper loss because the iron loss is enough smaller than the capper

loss, however, consideration of the iron loss is important for designing the coil more strictly.

7.4.5 Verification of solid and litz wire by simulation and experiment
Verification by simulation

Simulations are conducted under the following four conditions. The number of strands of the litz
wire and the diameter of the strand are determined so that the total cross-section of litz wire is same
as the cross-section of the solid wire. In this simulation, the coil size is 150 x 250 mm, pitch width

is 5 mm, and number of turns of coil is three.
e Solid wire : Diameter:2.5 mm
e Litz wire : Number of strands:25, Diameter of each strands:0.5 mm
e Litz wire : Number of strands:50, Diameter of each strands:0.35 mm
e Litz wire : Number of strands:100, Diameter of each strands:0.25 mm

The simulation result is shown in Fig. 55. Fig. 55(a), 55(b) represents the AC resistance of the solid
wire and litz wire (25 strands), respectively. From these results, AC resistance of the solid wire is
increased mainly due to the skin effect, however, that of the litz wire is increased mainly due to the
proximity effect. It is also understood that the influence by the internal magnetic field is larger than

the influence by the external magnetic field. From Fig. 55(c), the AC resistance becomes smaller as
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Fig. 55: Simulation result

the number of strands of litz wire is larger In addition, litz wire is better at the low frequency and the

solid wire is better in the high frequency.

Verification by experiment

The resistance of the solid wire is verified by experiment. We design a coil which is made by the
solid wire whose diameter is 2 mm, and whose size, pitch width, and number of turns is 150 x 250 mm,
5 mm, and three, respectively. Experiment results and theoretical values are shown in Fig. 56(b). The
measured value and the theoretical value almost same.

Next, the resistance of the litz wire is verified by experiment. The AC resistance of litz wire whose
number of strand is 0.1 mm x 160, total diameter is 1.5 mm, and length is 1 m. Experiment results and
theoretical values are shown in Fig. 57. It can be seen that the theoretical value of the litz wire is much
smaller than the measured value. One of the reason of the difference between the analytical solution
and the measured value is an unbalance current flow in the strands which is pointed out by the litz
wire analysis using earth simulator [120, 121], despite calculating the internal magnetic field on the

assumption that a uniform current flows in the conductor in analytical model of litz wire. Therefore,
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Fig. 56: Measurement result of resistance of the solid wire.

the analytical solution is not enough to estimate the AC resistance of the litz wire, and it is necessary

to consider the structure of the litz wire.

7.4.6 Numerical calculation method of AC resistance of Litz wire

This section estimates the influence of the internal magnetic field on the litz wire by using a nu-
merical calculation method of the AC resistance considering the structure of the litz wire proposed by
Zhang [4, 5].

Outline of numerical calculation method [4, 5]

[4, 5] proposed a AC resistance method of litz wire by improving Partial element equivalent circuit
(PEEC) method. The magnetic field is calculated by solving the integral Maxwell equations in an
electromagnetic field analysis, however, PEEC method divide an object into meshes and analyze the
integral equation by regarding as Kirchhoff’s voltage law for each mesh as shown in Fig. 58. Self-
inductance of each element and mutual inductance between elements can be expressed by using a
Green function by considering the object as a multilayer. The Green function is effective only for
a single z in in multilayered objects, thus they use the Toeplitz and Hankel matrix to correlate each
layer. Finally, the resistance at each frequency is obtained by performing frequency sweep.

These papers make a model of litz wire and mention that the calculation result and the experimental
result are matched well. The calculation method proposed in [4, 5] seems to be more reliable than the

conventional model because the theoretical value is far from the measured value as shown in Fig. 57.

Comparison between experimental value and numerical calculation result

This experiment uses the litz wire whose number of strand is 0.1 mm x 160, total diameter is

1.5mm, and length is 1 m. Comparison results with the measurement value of the litz wire and the
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Fig. 57: Measurement result of resistance of the litz wire.

numerical calculation result proposed in [4, 5] is shown in Fig. 59(b). In this calculation, a litz wire
model whose length is 1.0cm shown in Fig. 59(a) is used, and the calculation result is multiplied
by 100 according to experimental conditions. The numerical calculation result and the experimental
result is matched well.

In this experiment result and numerical calculation result, the effect of the skin effect and the
proximity effect by the internal magnetic field is taken into consideration. In the case of the litz wire,
the loss due to the skin effect is very small, so the increase in AC resistance is mainly the effect of the
proximity effect by the internal magnetic field. The framework combining the effect of the internal
magnetic field which is obtained by the simple numerical calculation and the external magnetic field
which is calculated theoretically is useful from the point of view shortening the design time because
making a model of the whole coil needs long time. From the above, it is possible to model AC
resistance in the litz wire.

In this experiment result and numerical calculation result, the effect of the skin effect and the
proximity effect by the internal magnetic field is considered. In the case of the litz wire, the loss due
to the skin effect is very small, so the increase in AC resistance is mainly caused by the proximity
effect by the internal magnetic field. The influence of the proximity effect by the internal magnetic

field can be estimated by using the numerical calculation.

Validation of resistance of rectangular coil using Litz wire

Next, it is verified whether the resistance of the rectangular coil can be estimated from the above
result. The internal magnetic field which is difficult to model is calculated by using numerical sim-

ulation. The increment of the AC resistance due to the external magnetic field depends only on the
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Fig. 58: Modeling and resistance calculation of litz wire in [4, 5].

shape of the coil. We design a coil whose number of turns is three, pitch width is 5 mm, and the size is
148 mm x 150 mm by using litz wire whose number of strand is 0.1 mm x 160 and total diameter is
1.5 mm. The analytical solution and the experimental result are shown in Fig. 59(c). From Fig. 59(c),
the analytical solution and the experimental result are matched well. Therefore, it is shown function-
alization of the AC resistance of litz wire is possible. From above result, the mutual inductance and

AC resistance are modeled, thus the coil design considering specification becomes possible.

7.5 Coil design satisfying required specifications

The coils are designed considering the requirement specifications calculated mutual inductance and

resistance, including:
e Optimized efficiency of each axis: more than 90 %

e Y axis load power: 102 W
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Fig. 59: Resistance of the litz wire.

X axis load power: 77 W

Y axis transmission side voltage: 60 — 120V
e Y axis receiving side voltage: 24 — 60V
e X axis receiving side voltage: 24 — 36V

There are usually 8 variables for the coil design: the size of the coils (width and height, 4 variables),
the number of turns of each coil (2 variables), the pitch of each coil (2 variables), the distance between
both coils, and the source voltage. In this paper, the frame shape is given in advance and the litz wire
has a twist of 7 x 43 = 301 strands. Therefore, our design variables are the number of turns (1 to 10
turns), the gap of coils (5 to 50 mm), and the source voltage (60 to 120V).

Tab. 19, 20 show the measured values in Fig. 60 and the designed values obtained by optimization.
The measured values of the resistance and mutual inductance are close to the designed values, and

the resulting coils satisfy all constraints.
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Fig. 60: Designed coil.

7.6 Conclusion of coil design considering required specifications

In this chapter, the coil design method considering required specifications such as transmission
power, efficiency, and secondary side voltage is proposed in order to further disseminate wireless
power transmission technology. First, we formulated an optimization problem to be solved for coil
design, and modeled the mutual inductance and AC resistance of the coil using litz wire. Then, the
coil design satisfying the required specification was realized by performing optimization calculation

based on these modeling.

Future tasks include selections of evaluation function in optimization problem and analysis of its

convexity.
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Tab. 19: Coil parameters (Y axis).

Designed | Measured | Constraint
Width(1st) [mm] 600 - -
Height(1st) [mm)] 150 - -
Number of turns(1st) 10 10 -
Resistance(1st) [€2] 0.17 0.192 -
Self inductance(2nd) [uH] - 94 -
Width(2nd) [mm] 280 - -
Height(2nd) [mm] 150 - -
Number of turns(2nd) 10 10 -
Resistance(2nd) [€2] 0.09 0.1 -
Self inductance(2nd) [ H ] - 55 -
Gap [mm] 10 10 -
Self inductance [ H ] 39 35 -
Voltage(1st) [V] 90 90 60-120
Voltage(2nd) [V] 58.5 58.3 24-60
Voltage ratio 0.72 0.72 -
Efficienty [%] 98.8 98.5 90—
Transmission power [W] 224 251 214-251

Tab. 20: Coil parameters (X axis).

Designed | Measured | Constraint

Width(1st) [mm] 1040 - -
Height(1st) [mm] 150 - -
Number of turns(1st) 8 8 -
Resistance(1st) [(2] 0.227 0.255 -
Self inductance(2nd) [puH ] - 111 -
Width(2nd) [mm] 280 - -
Height(2nd) [mm] 150 - -
Number of turns(2nd) 10 10 -
Resistance(2nd) [€2] 0.09 0.09 -
Self inductance(2nd) [ H ] - 52 -
Gap [mm] 10 10 -
Self inductance [ H] 34 28 -

Voltage(1st) [V] 58.3 58.3 24-60

Voltage(2nd) [V] 32.9 30.7 24-36
Voltage ratio 0.63 0.59 -

Efficienty [%] 98.5 98.0 90—
Transmission power [W] 93 107 93-108
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Chapter 8

Drastic solution of cable disturbance by

WHPS1

This chapter shows that cable disturbance can be suppressed by WHPS1. The control performance

is discussed after introducing load voltage stabilization control and coil design of WHPSI1.

8.1 Load voltage stabilization control on the receiving side

It is known that a system of the DC link voltage is unstable when the load is constant power load
like a motor [122]. Thus, the stabilization control of the DC link voltage is required. It is better that
the stabilization control is implemented only in the receiving side to avoid a performance degradation
due to the communication delay. Several methods are proposed to keep the DC link voltage constant
by using only the receiving side information: a) two mode method using HAR as a AC/DC converter
in the receiving side [122], b) a synchronous pulse width modulation (PWM) rectification method
using synchronous rectification [123]. This paper uses the former method to control the DC link
voltage.

The HAR circuit is a AC/DC converter circuit whose upper arms are diodes and lower arms are
switching devices. This circuit operates in two modes according to the state of the lower arm shown
in Fig. 61(a), Fig. 61(b). In the rectification mode shown in Fig. 61(a), the electric power is transmitted
from the transmission side to the load. On the other hand, in the short mode shown in Fig. 61(b), the
electric power is not transmitted from the transmission side because the receiving side is shorted. The
transmission power is controlled to switch these two modes properly.

The DC link voltage is controlled using a hysteresis comparator on the receiving side [122]. The

upper threshold voltage V};4, and the lower threshold voltage Vj,,, of the hysteresis comparator are
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Fig. 61: Operation state of 2-mode method.
defined as follows:
Vhigh = Ve + AVpign (8-1)
Viow - th; - AViow (8'2)

Here, V. is a reference of the load voltage, and AVygen, AVioy are upper and lower hysteresis width
of the voltage. The HAR circuit is driven as the rectification mode when V. becomes smaller than
Viow- Then the electrical power is supplied to the load, and the DC link voltage V. increases if the
transmission power is larger than the power consumption of the load. The mode of the HAR circuit is
switched to the short mode when V. becomes larger than V},;,1,. Then the DC link voltage V. decrease
because the load power is supplied from the smoothing capacitor. The DC link voltage is kept within
the hysteresis width by switching operation modes properly. The DC link voltage waveform using
2-mode method is shown in Fig. 62. The rate of increase and decrease of the voltage is determined
by the input and output power and the capacity of the smoothing capacitor. Therefore, 7ot and 7iect
can be adjusted considering with the switching response property of the switching device by making

the capacity of the smoothing capacitor sufficiently large.

8.2 Verification of cable disturbance rejection by experiment

8.2.1 Coil design for WHPS1

In this experiment, spiral rectangular coils are designed for WPT. Parameters of the coils are shown
in Tab. 21. The mutual inductance between the transmission and receiving coils is decided consid-
ering the efficiency and the transmission power. An equivalent circuit of wireless power transfer

using magnetic field resonance coupling is represented in Fig. 63. From the equivalent circuit, the
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Fig. 63: Equivalent circuit of WPT using magnetic field resonance coupling.

transmission power P and the efficiency 7 are defined as follows:

(wolm)*Rr, 2
Pr = 8-3
R RlRQ -+ RlRL + (WQLm)2 L ( )
L 2
(woLm)* Ry, (8-4)

"= Ry + R{R1Rs + RiRy + (woLm )2}

Here, R}, is an equivalent load resistance, and wy, = 85 kHz in this experiment. The equivalent load

resistance [?;, is represented in (8-5).

Ry = V;—Qjc (8-5)
Here, V54, is the DC link voltage of the receiving side, and P, is the power consumption in the receiv-
ing side. In this paper, Py, is a maximum power consumption of the motor which is calculated from
a trajectory of the stage. The relationship between the efficiency and the equivalent load resistance
is shown in Fig. 64. The mutual inductance L,, needs to be more than 30 uH to achieve that the
efficiency is more than 90%.

The position relation between the transmitting and receiving coils is shown in Fig. 65(a). Mea-

surement result of the mutual inductance when changing the relative position and gap of each coil
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Tab. 21: Coil parameter.

Unit | Transmitting coil | Receiving coil
Outer size mm 1040 x 150 178 x 115

Inner size mm 925 x 37 75 x 15
Number of turns 22 17.5
Resistance Q 2.52 0.22
Self inductance | pH 413 35.0

0o e L =10 [uH]|
—-=-L_=20[uH]
- = L_=30[uH]

90+ —L_=40[uH] ||

S
> 807 S, S
8 \‘\ T~ ~
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Fig. 64: The relationship between the efficiency and the equivalent load resistance.

is shown in Fig. 65(b). From this measurement, the gap between both coils is set to 5 mm, then the

mutual inductance is about 30 pH at all positions.

8.2.2 Experiment of trajectory tracking by WHPS1

This section indicates that cable disturbance exists by comparing the case of wired and that of

wireless. Experimental results demonstrate the effectiveness of W-HPS.

Experimental conditions

Fig. 68(g) shows the target position and velocity trajectories of the stage. The target position
trajectory whose movement distance is 300 mm is based on a trapezoidal velocity trajectory whose
maximum velocity is 200 mm/s. The trajectories during 0.0s to 0.5s are in the acceleration region.

The trajectories during 0.5s to 1.5s are in the constant velocity region. The trajectories during 1.5s
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Fig. 65: Position dependency of the mutual inductance.

to 2.0s are in the deceleration region. Bode diagrams of the plant of the stage and the closed loop
system are shown in Fig. 66. A Proportional-Integral (PI) current controller, a PI velocity controller,
and P position controller are designed for W-HPS, so that the closed-loop bandwidth of the current,
velocity, and position loop can be 2500 Hz, 100 Hz, and 30 Hz, respectively. The DC link voltage is
controlled to be 36 V by using 2-mode methods.

Experimental results

Fig. 68 shows the experimental results. Fig. 67(f) shows the DC link voltage in the case of WPT.
The DC link voltage is stabilized around 36.5V by 2-mode method and it slightly rises due to re-
generation during the deceleration region. Fig. 67(d) and Fig. 67(e) show g-axis current in the case
of wired and wireless, respectively. The current can be reduced in the case of WPT. Fig. 67(b) is the

position error in time domain and Fig. 67(c) is a result of fast fourier transform (FFT) of it. From Fig.
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67(b), the tracking error of the stage is less than 50 ym in every region, so the W-HPS can track the
target trajectory. In addition, Fig. 67(b) and Fig. 67(c) show that tracking performance is improved in
the case of wireless, and especially, the error around 92 Hz is greatly reduced. In this experiment, it
is expected that a main frequency of the cable disturbance is 92 Hz.

From these results, it showed that the cable disturbance actually exists and that the cable disturbance

can be greatly reduced in W-HPS.

8.3 Conclusion of WHPS1

This chapter proposed a novel moving coil wireless linear motor using the resonant magnetic cou-
pling which relax the trade-off between the moving coil linear motor and the moving magnet linear
motor. Experimental results show that the concept of MC-WLM is feasible, the cable disturbance

exists when wired, and it can be reduced radically by using MC-WLM.
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Fig. 66: Frequency response of the system.
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Chapter 9

Control for multi-axis high-precision stage

using wireless power transfer

9.1 Experimental verification of disturbance caused by cable ten-

sion in WHPS2

First, this chapter analyzes the cable disturbance of Y-axis coarse stage. Fig. 68(g) shows the
target position and velocity trajectories of the stage. The target position trajectory whose movement
distance is 160 mm is based on a trapezoidal velocity trajectory with maximum velocity 160 mm/s.
The trajectories from 0.0s to 0.5 s are in the acceleration region. The trajectories from 0.5s to 1.0's
are in the constant velocity region. The trajectories from 1.0s to 1.5 s are in the deceleration region.
A proportional-integral (PI) current controller, PI velocity controller, and P position controller are
designed for WHPS2 so that the closed-loop bandwidth of the current, velocity, and position can be
2500 Hz, 100 Hz, 15 Hz, respectively. The DC link voltage is controlled to be 30 V by using 2—-mode
methods on the Y-axis.

Experimental results in the constant velocity region are shown in Fig. 68. Experiments are con-
ducted three times to verify the reproducibility, and these are shown in black solid line, red solid line,
and blue dotted line. From Fig. 68(a), 69(b), tracking error is obviously improved by using WPT
technogoly. Fig. 68(e), 68(f) show the disturbance estimated by a disturbance observer by using the
plant model of WHPS2 shown in Fig. 9. The disturbance is mainly caused by the tension of cable
because the friction disturbance is included in the plant model. From these figures, the amplitude of
disturbance is reduced by multi-axis WHPS.

Fig. 70 shows a frequency analysis of the estimated disturbance. From Fig. 69(a), the disturbance
caused by the cable tension happens in the low frequency region (less than 10 Hz) without repro-

ducibly and at 70 Hz. On the other hand, the disturbance caused by the cable tension is significantly
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reduced by multi-axis WHPS shown in Fig. 69(b) and Fig. 69(c).

From Fig. 69(b) and Fig. 69(c), the estimated disturbance has large peak at a relatively high fre-
quency. This experiment uses the cable carrier which connects many links shown in Fig. 70(a), thus
vibration may occur when the link grounds. Fig. 70(b) shows a frequency analysis result when the
different speed. From Fig. 70(b), the frequency of estimated disturbance is shifted as the speed of the
stage increases. For this reason, it is believed that the grounding of the links causes the disturbance at
the relatively high frequency.

From the above analysis, the experimental results show WHPS drastically solve the disturbance

caused by the tension of cables.
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9.2 Transmitting power feedforward control using target trajec-

tory in WHPS2

9.2.1 Power consumption of the primary side when using 2-mode method

In the precision positioning stage, it is important to increase the power transmission efficiency
of WPT to avoid an increase in temperature. Therefore, this section derives the target trajectory of
required power from the target trajectory of the stage to achieving higher efficiency.

The RMS values of current of the primary side in the short mode [;, and the rectification mode [,

are

RyVpe
L, ~ , 9-1
! RlRQ + (UJOLm)z ( )

RoVoo + 22w L,V

Iy, 9-2
! RlRQ + (OJOLm>2 ( )
From these equations, the power supplied by the primary inverter are given as
RyVpee
P S ) 9‘3
' RiRy + (woLim)? ©=)
RoVie + 22w L, Vy
Py, a Vbe. 9-4
The RMS value of the input voltage is calculated by the fourier series of the DC input voltage.
2v/2
Vbe = Vi (9-5)

T
The ratio of short and rectification modes is defines as follows to calculate the overall input power.

t
_ b 9-6
my T (9-6)

In (M)
_ - V“PV — (9-7)
In <\}_§) +1n (wZiJrRLLI(Z)

Here, V,,;, and V), are the upper and lower limit of hysteresis comparator. /, which is the output

current of the secondary converter is given as

B 2v/2 woLmVbe — %ﬁRle

a 9-8
m R1R2 + (woLm)2 ( )

The overall input power is derived by
P1 = mpPls -+ (1 — mp)Plr (9'9)
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9.2.2 Input voltage control based on load power trajectory

This section assumes the DC link voltage on the secondary side is constant. Then, the relation ship

between the input voltage and the load power is given in

2 2
14 2=y Ry P,
AL V2+( mir,) el (9-10)
wOLm ‘/2

Conceptual diagram of power reference signal is shown in Fig. 72. The required load power trajectory
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Tab. 22: Trade-off of the transmission efficiency and loss.

Proposed | Conventional
Vi Time-variant Constant
%43 2-mode 2-mode
Short mode loss Large Small
WPT efficiency High Low

Tab. 23: Experimental result.

Method Overall input power [W]
Conventional (40 V) 46.8
Conventional (24 V) 40.4

Proposed 39.0

is given in advance. The input voltage trajectory of the proposed method is determined by (9-10), and
that of the conventional method is constant value which matches maximum value of the proposed
method. The proposed method can reduce the loss in the short mode by modifying voltage reference,
however, the WPT efficiency of the proposed method becomes worse than that of the conventional

method. Comparison of each method is summarized in Tab. 22.

9.2.3 Experimental verification of input voltage control based on load power

trajectory

The experimental setup is shown in Fig. 73. This experiment only uses the Y-axis of WHPS2 for
simplicity. Signals of the time-variant input voltage is generated by Arduino, and the signals are
amplified by voltage amplifier. Input voltage and current are measured by calculating transmission
power.

The experimental results are shown in Fig. 74. The velocity trajectory of the stage shown in Fig.
74(a) consists of acceleration, constant velocity, and deceleration region. From Fig. 74(b), the input
voltage signal is modified based on the target power trajectory. Then, the time of short mode becomes
small shown in Fig. 74(d). From Fig. 74(c), the overall input power is calculated and summaried in
Tab. 23. The overall transmission power of the proposed method is smaller than that of the conven-
tional method. It is shown that the voltage signal modification can improve the total efficiency of

whole system.
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9.3 Conclusion of control system design for WHPS2

In this study, a novel multi-axis high precision stage using WPT technology was proposed. The
paper focused on a coil design method considering the required specifications for WHPS2. The
designed coil satisfied all requirements and the experimental result demonstrates the effectiveness of
WHPS2. Future research could consider the performance associated with optimal voltage control on

the receiving side and the regeneration to the transmission side.
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Chapter 10

Conclusion

Semiconductor and liquid crystal manufacturing equipment is a equipment to produce semicon-
ductors and liquid crystal displays, and to increase the size, speed, and accuracy of the equipment is
required to produce high performance and low price products. There are several causes which degrade
the position accuracy of the high-precision stage. This thesis focused on the mechanical resonance
and the cable disturbance, and solved these problems by proposing high-precision stages with novel
mechanical structure.

In chapter 1, the background of the high-precision control was introduced and the error factors
in the high-precision stage are classified. This thesis is roughly divided into two parts, which are
described about the mechanical resonance in chapter 2-5, and the cable disturbance in chapter 6-9.

Chapter 2 introduces a novel high-precision stage called a catapult stage which has a new mechan-
ical structure with the coarse and fine motion coupling and separation mechanism to improve the
mechanical resonance. The conventional high-precision stage aims to reduce the weight of fine part
by using dual-actuator structure, however, an actuator for driving the fine part becomes large because
the fine and coarse parts should have same acceleration to avoid contact with each other. Therefore, it
is difficult to increase the FB bandwidth of the fine part in conventional high-precision stage because
the fine part need to have a large motor to accelerate itself, and it is expected that the limit of the
throughput is close. Our laboratory designed the catapult stage which allows contact between the
coarse and fine stages to solve this problem. The thrust of the fine stage becomes small because the
fine stage does not need to accelerate and decelerate itself. As a result, the control performance of the
fine stage is improved by reducing the weight of the actuator in the fine stage.

Next, chapter 3 proposed a basis control system design for the catapult stage which considers the
characteristics of the catapult stage. However, the basic control system cannot avoid a tracking error
at the beginning of the constant velocity region because the control system drives the fine stage after
entering the constant velocity region. Therefore, chapter 4 proposes a feedforward control considering

with constraints in the acceleration region. This chapter derives the mode switching condition using
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final state control with constraints and generates the trajectory at the end of acceleration region. Then,
the tracking error at the beginning of the constant velocity region becomes zero considering with thrust
limitations.

In addition, in chapter 5, a feedback control method considering with constraints in the constant
velocity region to improve a disturbance suppression performance was proposed. In general, a two-
degrees-of-freedom control that combines feedforward and feedback control is widely used in a tra-
jectory tracking control for a high-precision stage. The FF control is mainly used to improve the
tracking performance, and the FB controller is usually designed to optimize its performance related
to suppression of disturbance that is analyzed and expected in advance. In this case, the controller
achieves good suppression of expected disturbances. However, performance related to the suppression
of sudden and unexpected disturbances may degrade because of actuator saturation. Therefore, the
FB controller should be able to manage not only expected disturbances but also sudden disturbances.
Chapter 5 proposed a suppression control method for sudden disturbances based on model predictive
control and RG. The proposed method makes it possible to improve the disturbance suppression per-
formance within the constraints by modifying the reference signals properly. A basic control methods
described in chapters 3, 4 and 5 establish for the practical catapult stage.

Chapter 6 introduced previous studies about the cable disturbance which is an another cause of
tracking error in the high-precision stage. To reduce the cable disturbance, contactless actuators (e.g.
linear motors and voice coil motors) and contactless gravity compensation (e.g. air bearings and
magnetic levitation) are commonly used to avoid floor vibrations and friction of the high-precision
stages. However, in reality, power cables, sensor cables, and cooling pipes are all connected. The
power cable issue can be addressed by the moving magnet design, but the moving component becomes
heavier, which is problematic because its control bandwidth is limited by the resonance frequency
inversely proportional to the mass. In order to solve this problem, chapter 6 proposed novel high-
precision stages using wireless power transfer (WPT) with magnetic resonance coupling. One is a
single-axis wireless high-precision stage driven by WPT (Wireless High Precision Stage 1 : WHPS1),
and the other is a multi-axis wireless high-precision stage (WHPS2). WHPS1 was designed to verify
the required technology and conditions for applying WPT to the high-precision stage. WHPS2 has
the feature of performing WPT over two stages, and system design considering its characteristics
is important. In addtion, coil design considering required specifications is necessary because the
required specifications such as power and efficiency are given in advance from the target trajectory
and the rating of the motor driver.

Therefore, chapter 7 proposed a coil design method considering the required specification for
85 kHz WPT system. In many studies on WPT, the coil design is performed empirically, and there are
few studies on theoretical coil design method. Chapter 7 described a coil design method considering
various required specifications such as efficiency, transmission power, and transmitting and receiving

side voltage. For that purpose, chapter 7 first formulated the optimization problem to be solved for
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coil design, and describe the calculation method of mutual inductance and AC resistance of the coil.
Finally, the coil satisfying the desired condition can be designed by solving the optimization problem.

In chapter 8,9, the effect of the cable disturbance is discussed by driving WHPS1 and WHPS2.
In this system, S-S circuit topology is used, however in general, the system becomes unstable if the
constant power load is connected to the S-S circuit topology. Thus, the DC link voltage is stabilized by
performing 2-mode method using the hysteresis comparator on the power receiving side in WHPS1
and WHPS2. It is shown that the tracking performance is greatly improved by using WHP in the
high-precision stage by analyzing the tracking error in the case of using or not using the cable carrier.

Finally, chapter 9 describes the control method of WHPS2. WHPS2 has the characteristics of
performing multi-stage WHP, and control system design considering its characteristics is important.
Therefore, chapter 9 derives the optimal power trajectory from the target position trajectory to achieve
higher power transmission efficiency. The concept of multi-axis high-precision stage using WHP can
be realized by using WHPS2, and WHPS2 drastically solves the cable disturbance which has been
considered difficult to solve.

From the above, this thesis solved two major causes of tracking error which are mechanical reso-
nance and the cable disturbance by proposing high-precision stages with novel mechanical structure.
Studies of chapters 2—5 made it possible to drive the catapult stage on the actual target trajectory, and
the fundamental methods for the practical catapult stage were established. In addition, the control
method proposed in chapters 3—5 can be widely applied to another control systems with constraints. A
series of studies proposed a control system design that considers constraints both feedforward control
and feedback control, and a new framework of the control system with constraints was established.
The method proposed in this thesis can be applied to real industrial machines because not only the-
oretical proposal and verification by simulation but also experimental verifications were performed.
The control method proposed in this thesis will improve the performance of the industrial machines
because conservativeness of mechanical design can be reduced by explicitly considering constraints.

The studies of chapters 6-9 codified the system design methods for WHPS by examined various
technologies of WPT. The multi-axis high-precision stage using WPT can be realized, and its effec-
tiveness is shown by experiment. In addition, the coil design method for WPT proposed in this thesis
is also applicable to general systems having required specifications. WPT technology will be further
expanded because the proposed coil design method reduces labor of coil design.

I hope that the ultimate high-precision stage which eliminates all causes of tracking error will be

completed by integrating these two novel high-precision stages.
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Chapter 11

Appendix

11.1 Derivations of coefficient in (4-11)

Coefficients of a discrete-time state-space equation A, B and C are given by (11-1) because the

plant model P(s) is defined in (5-8).

A:[é 1] B=|z 5. c=1 9 (11-1)

Here, T is the control period. First of all, let us consider @ 'S (X Q'X™)~'. Q is an unit matrix to

minimize the energy consumption. A", A" ' B need to be calculated because X is given in (4-10).

a;j and b; are expressed in (11-2) by A" and A" B.

A" — 1 nr A"B — 1 nr QT—;I _ ;—j{%+n}
0 1] 0 1|z -

M M

7 {au alz} — A*|, {Zl} = A"B|_n(11-2)
2

a1 (22

Thus, 3, is given by (11-3)

Y = [AN*QB B] - [M{z i 2} - Z;{;)JF(NN)}} (11-3)

M M

Therefore, EtrEg is provided in (11-4).

o . B2y 2] (B0 B e
Ztrzg 7{§+Sf—2)} M{z+(TN‘N)}] : D= "}'?f’z %:O (11-4)
i a ZOLN-N)) & i (kt3)  FE(N-1)

k=0

and a cofactor matrix adj(2,3.) should be calculated in order to

Next, a determinant |, 3]
obtain the inverse matrix (2, %;)~'. The determinant | X, 3;,| and the cofactor matrix adj(Z, 2,

are shown in (11-5), respectively.

T L6 N2 1\ 2 N-2 2 . T ,\TTZZ(’\ -1) 7‘*—;2\’2722 (k %)
‘Etrztr == {Z <k+ ) N+1) { ( )} , adj(BX,) = - i (11-5)
r=0 k=0 —m (k+3) T (k+1)
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Finally, £7 (2, 27) " is derived in (11-6).

N-2
—1 1\1{2 \*2)} i = (N -1) e (k‘*'%) A4
= (2,31) :[ ‘ S - PR e L (11-6)
SN} 3] |ESY) EX 64D [ weproven- [ }}
k=0 k=0 k=0 k=0

Besides, the sum of the 1th, 2nd, 3rd and 4th power of a natural number is expressed by (11-7),
respectively.

k—ﬂz n+1), 1)(2n + 1), . RPN (n+1)% ” k' =
4

= k=1 k=1

By substituting (11-7) into (11-6), (11-8) is obtained.

%n(n +1)@2n+1)Bn*+3n—1) (11-7)

6M

e Ew g Y (11
U= TN 2%\[ TN {—2N?+ (=5 + 6i)N + (6 — 6i)}

11.2 Derivations of coefficient in (4-16)

Coefficients of a state-space equation of an augment system A,,,, Bay,, and C,, are given by
(11-9).

7_2

2M

1 7
Apg= 101 = ,Baug:[o 0 1}1‘,(1&%:[1 0 o} (11-9)
00 1

First of all, let us consider @~ IE;Fug( aug @~ 12§ug) Lin (4-14). Q is an unit matrix to minimize the
jerk. Aaug and AgugBaug need to be calculated because 3, is given in (4-3). a;; is expressed in
(11-10) by A}, and A} Bay,-

. 1 nr ";]C}Z . 1 nr ;AT; 0 % ay; G a3
A = 1 AaugBaug =10 1 47 0l =14% 1> Qg1 Qg2 Qo3 | = Aﬁuglk:i\/ ( 11-1 0)
0 0 1 1 1 asz; Gz ass

aug
00 1
Thus, X, 1s given by (11-11)

(N-1)272  (N-2)272 0
2M 2M

— N-1 N-2 — (N-1)T (N=2)1 _
Yawg = [Aaug B.wg Agg Bang Baug} = | &b e (11-11)
1 1 e 1
T . . .
Therefore, 3,32, 1 provided in (11-12).
r N-1 N-1 N-1 7
7'4 TS B TZ
(N-1)2r2 (N-Dr 4 mzk4 2/»122:]CS Wzk2
(N=1)272  (N=2)%72 0 2M M =0 =0 =0
2M 2M (N=2)%72  (N-2)1 1 N-1 N-1 N-1
T T —2) oM M 3 2 -
ol = | ST @A : A B = N = N S Y (11-12)
1 T ' - = 5 =
0 0o 1 2 O - N\
oK Gk N
L k=0 k=0
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T
aug

| and a cofactor matrix adj(EaugET ) should be calculated in order

Next, a determinant |X,,, % g

to obtain the inverse matrix (3., 2. ,)"!. The determinant ‘ZaugEaTug| and the cofactor matrix

aug
adj (EaugEang) are shown in (11-13), (11-14), respectively.
s [N-1 N-1 N-1 N-1 N-1 N-1 \ 3 N-1 \ 2 N-1 N-1 \ 2
}Eaugzgug - 47‘([4 { Y ESN42Y R Ry K - < k2> - < k> K- < k'"‘> \} (1 1—13)
k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0
N-1 N-1 0\ 2 N-1 N-1 N-1 N-1 N-1 N1\ 2
e[Sk N 7< k) ) —5 (Zk‘ N — A:Zk:2> %( EY K- <Zk2> )
k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0
. N-1 N-1 N-1 N-1 N-1 2 N-1 N-1 N-1 N-1
adJ(EaugZEu ) = s (Zkﬁ-;\*'— ka*) o k"»:\*’—( k2) 7m< ka"—ZMZk") (1 1—14)
g k=0 k=0 k= k=0 k=0 k=0 k=0 k=0 k=0

Finally, £7, (L. X5,) " is derived in (11-15).

aug aug

(127t (Nopr g
2M M

T T -1 f— (N;ﬁ (\;72% 1 4Mm* !
Eaug (ZaUgEaug) - ” Agl : e N-1 N-1 N-1 N-1 N-1 N-1 3 N-1 \ 2 N-1 N-1 2
0 o 1 { B2 RN 42Y kR Ry k- <Zk-2> - <Zk> k- ( k-3> m}
k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0
et SN ( ~ ) . (fkd N -~ ikik) Eal ( e < e )
k\:fl ."\"i:() N-1 '\l‘:0 k.‘:'\"ofl kzoz A'\:fl "\:fl ijn N-1 (1 1-15)
-5 ( BN =Yk k”) = (Z/& N - (Zk"’) ) i (Zk By k3>
=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0
2 ('\71]{‘ '\7lkz B (“71]‘2> 2 <1\71k \711‘:1 B 1\71k2 1\71k2> 4\76 (\71‘z \71}'1 B N71k3> >
k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0 k=0
By substituting (11-7) into (11-15), (11-16) is obtained.
= M 360(N — i) + 360(N — 1)(N — i) — 60(N — 2)(N — 1
= VDNV TV ) OO 7 360N — (N — ) — 60(N — 2)(N ~ 1)}
— -M — )2 — N — N — — N — N — — -
TGy o T {180(N — 1)(N — )2 — 12(2N — 1)(8N — 11)(N — i) + 18(N — 2)(N — 1)(2N — 1)} (11-16)

g3 = ! ] {30(NV —i)* = 18(2N — 1)(N — i) + 3(3N* = 3N +2)}
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