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ABSTRACT

Human leukocyte antigen (HLA) genes are essential components of the immune sys-
tem, which facilitate the elimination of virus-infected cells. HLA genes must be highly
diverse and have a lot of single nucleotide polymorphisms (SNPs) in the human genome to
protect against various kinds of viruses. These polymorphism patterns in DNA sequences
define HLA types, or alleles, in each HLA gene. Different HLA types show different im-
mune responses because the binding affinity of an HLA molecule and a peptide differs
depending on the HLA type, resulting in high individual variation in immune responses
including disease susceptibility. Therefore, HLA genotyping, in which the specific pair
of HLA types is identified for each HLA locus, is essential to understand the immune
system. In addition, researchers have focused on the interaction between cancer and the
immune system because tumor cells could be also killed by the immune system. Recent
studies have shown that somatic mutations in HLA genes tend to accumulate in specific
cancer types. Since these HLA somatic mutations have the potential to change immune
responses, HLA somatic mutation calling as well as HLA genotyping can further help to
understand the link between cancer and immunity.

Recently, HLA genotyping from next-generation sequencing (NGS) data has attracted
attention as NGS technologies have become an essential tool to analyze DNA or RNA
because they have achieved high throughput sequence data at low costs. There are
several types of NGS data such as whole exome sequence (WES) data, whole genome
sequence (WGS) data, and RNA sequence (RNA-seq) data. A lot of NGS data have
been generated, stored, and shared, and hence it is important to take advantage of such
a large amount of NGS data. However, HLA genotyping from NGS data is difficult due
to some reasons. First, the number of possible combinations of HLA types is enormous.
Therefore, it is impractical to obtain the best HLA genotype of a sample by checking all
of the possible HLA genotypes. Second, there are several dozens of HLA genes and HLA
pseudogenes in total, and they have quite similar DNA sequences to each other. Hence,
it is difficult to judge which HLA gene or HLA pseudogene produced each sequence read.

A number of methods have been developed to tackle these problems and perform
HLA genotyping from NGS data. Some of these methods have achieved sufficiently
high accuracy for HLA genotyping from WES and RNA-seq data. However, it has been
reported that these methods cannot accurately determine HLA genotypes from WGS
data. Besides, no methods have achieved accurate HLA mutation calling from WGS
data. In this thesis, we tackle these problems.

First, we introduce a method to extract and classify sequence reads from HLA genes,
which is necessary for subsequent HLA analysis. The extraction and classification of
HLA reads are basically difficult because of the high similarity in HLA genes and HLA
pseudogenes. We deal with this problem using an original alignment scoring that reduces
misclassification of sequence reads by considering not only the number of mismatches but
also base qualities at the mismatch positions.

Second, we propose a new Bayesian method, called ALPHLARD, that accurately
determines HLA genotypes from WGS data as well as WES data. ALPHLARD conducts
HLA genotyping for each HLA locus independently by using reads that were classified into
the HLA locus. The model incorporates the parameters for not only HLA types but also
HLA sequences of the sample, which make it possible to detect HLA germline mutations
and identify new HLA types that are not registered in the HLA type database by checking
differences between the HLA types and the HLA sequences. Moreover, we add the
parameters of decoy HLA types and decoy HLA sequences to the model, which reduce
the influence of misclassified sequence reads that are really produced by other HLA genes
and HLA pseudogenes than the HLA gene of interest. ALPHLARD estimates the HLA
genotype and the HLA germline mutations by calculating the posterior distribution using
the Markov chain Monte Carlo (MCMC) method. To accelerate the MCMC convergence,
we introduce several proposal distributions that enable parameters to jump from mode
to mode of the posterior distribution. We compared ALPHLARD with other existing
methods using WES data and WGS data, and confirmed that ALPHLARD outperformed
the other methods in the accuracy of HLA genotyping.

Finally, we propose a method, called ALPHLARD-NT, to conduct HLA somatic
mutation calling as well as HLA genotyping and HLA germline mutation calling from



normal and tumor sequence data of cancer patients. ALPHLARD-NT performs HLA
genotyping, HLA germline mutation calling, and HLA somatic mutation calling through
simultaneous analysis of both normal and tumor sequence data, although existing meth-
ods conduct these procedures separately. The statistical model of ALPHLARD-NT is
obtained by extending ALPHLARD to include additional parameters for tumor sequence
data. We also add parameters that control the ratio of sequence reads that are produced
by each HLA sequence. As with ALPHLARD, ALPHLARD-NT also uses MCMC to es-
timate the posterior distribution of the parameters. We compared ALPHLARD-NT with
existing methods using WES data and WGS data, and validated that ALPHLARD-NT
could sensitively identify HLA somatic mutations even from WGS data.



論文要旨

ヒト白血球抗原（HLA）遺伝子は免疫系の重要な構成要素であり、ウイルス感染細胞を

排除する手助けをする。種々様々なウイルスから身を守るため、HLA遺伝子はヒトゲノム

の中でも非常に多様な領域であり、多くの一塩基多型（SNP）を持つ。DNA配列におけ

るこれらの多型のパターンによって、それぞれの HLA遺伝子において HLA型が定義さ

れる。HLA分子とペプチドの結合親和性は HLA型ごとに異なるため、HLA型ごとに免

疫反応は異なる。その結果、病気への罹りやすさをなどの免疫反応は個々人ごとに大きく

異なる。それゆえ、HLA遺伝子型決定、すなわちそれぞれの HLA遺伝子に対して一組の

HLA型を同定することは免疫系を理解する上で重要である。また、腫瘍細胞もまた免疫系

に排除されうるため、研究者たちはがんと免疫系の相互作用に注目している。近年の研究

により、HLA遺伝子における体細胞変異は特定のがん種に蓄積する傾向があることが分

かった。これらの HLA体細胞変異は免疫反応を変えうるため、HLA遺伝子型決定だけで

なく HLA体細胞変異同定もまたがんと免疫の繋がりを理解する手助けとなりうる。

近年、次世代シークエンス（NGS）の技術により安価に大量のデータが手に入るように

なり、NGS技術は重要なツールになってきたため、NGSデータからHLA遺伝子型決定を

行うことが注目されている。NGSデータには全エクソームシークエンス（WES）データ、

全ゲノムシークエンス（WGS）データ、RNAシークエンス（RNA-seq）データのような

いくつかの種類がある。多くの NGSデータが生成、保存、共有されてきているため、そ

のような大量の NGSデータを活用することが重要である。しかしながら、シークエンス

データを用いてHLA遺伝子型決定を行うことはいくつかの理由から困難である。まず、可

能なHLA型の組み合わせの数は膨大であることが挙げられる。そのため、全てのHLA遺

伝子型を探索することにより最適な HLA遺伝子型を得るのは現実的でない。また、HLA

遺伝子や HLA偽遺伝子は合わせて数十あり、それらはお互いに似た DNA配列を持つこ

とが挙げられる。それゆえ、それぞれのシークエンスリードがどの HLA遺伝子あるいは

HLA偽遺伝子によって生成されたのか判定するのが困難である。

これらの問題に取り組み、シークエンスデータを用いて HLA遺伝子型決定を行うため、

数多くの手法が開発されてきた。これらの手法の中にはWESデータや RNA-seqデータ

から十分高精度に HLA遺伝子型決定できるものがある。しかしながら、これらの手法は

WGSデータから高精度に HLA遺伝子型決定を行えないことが報告されている。加えて、

どの手法もWGSデータから精度の高い HLA変異同定を行えてはいない。この学位論文

ではこれらの問題に取り組む。

まず、我々は HLA遺伝子から生成されたシークエンスリードを抽出し、分類する手法

を紹介する。これは後の HLA解析に必要となることである。HLA遺伝子と HLA偽遺伝

子はお互いに非常に似ているため、HLAリードの抽出と分類は基本的に難しい。我々はミ

スマッチの数だけでなくミスマッチが起こった箇所におけるベースクオリティも考慮する

ことにより、シークエンスリードの誤分類を減らす独自のアライメントスコアリングを用

いてこの問題に対処する。

次に、我々はWESデータだけでなくWESデータからも正確にHLA遺伝子型を決定す

る新たなベイズ的手法、ALPHLARDを提案する。ALPHLARDは各 HLA遺伝子に分類

されたリードを用いることでそれぞれのHLA遺伝子ごとに独立にHLA遺伝子型決定を行

う。ALPHLARDのモデルは HLA型だけでなくそのサンプルの HLA配列に対するパラ



メータも含んでいる。これにより、HLA型とHLA配列の違いを確認することで、HLA生

殖細胞変異を検出し、HLA型データベースに登録されていない新たな HLA型を同定する

ことができる。さらに、我々はモデルにデコイHLA型とデコイHLA配列のパラメータを

追加する。これにより、実際には注目している HLA遺伝子以外の HLA遺伝子や HLA偽

遺伝子から生成されたリードの誤分類の影響を減らすことができる。ALPHLARDではマ

ルコフ連鎖モンテカルロ法（MCMC）を用いて事後分布を計算することにより、HLA遺

伝子型とHLA生殖細胞変異を推定する。MCMCの収束を加速するため、我々はパラメー

タが事後分布のモードからモードへ移動できるような提案分布をいくつか導入する。我々

はWESデータとWGSデータを用いて ALPHLARDと既存手法を比較し、ALPHLARD

が既存手法より精度の高い HLA遺伝子型決定を行えることを確認した。

最後に、我々はがん患者の正常細胞と腫瘍細胞のシークエンスデータから、HLA遺伝子型

決定やHLA生殖細胞変異同定だけでなくHLA体細胞変異同定も行う手法、ALPHLARD-

NTを提案する。既存手法では正常細胞と腫瘍細胞シークエンスデータを別々に解析する

が、ALPHLARD-NTはこれらを両方同時に解析することで HLA遺伝子型決定、HLA生

殖細胞変異同定、HLA体細胞変異同定を行う。ALPHLARD-NTの統計モデルは腫瘍細胞

のシークエンスデータに対する追加パラメータを含むように ALPHLARDを拡張するこ

とで得られる。さらに我々はそれぞれの HLA配列から生成されたシークエンスリードの

比を制御するパラメーラも追加する。ALPHLARDと同様に、ALPHLARD-NTでもパラ

メータの事後分布の推定にMCMCを用いる。我々はWESデータとWGSデータを用いて

ALPHLARD-NTと既存手法を比較し、ALPHLARD-NTがWGSデータからでも HLA

体細胞変異を高感度で同定することができることを確認した。
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Chapter 1

Introduction

1.1 Overview

Human leukocyte antigen (HLA) genes are essential components of the immune
system, which facilitate elimination of virus-infected cells. HLA genes are mainly
classified into two categories: HLA class I genes including the HLA-A, HLA-B,
and HLA-C genes, and HLA class II genes such as HLA-DPA1, HLA-DPB1,
HLA-DQA1, HLA-DQB1, and HLA-DRB1 genes. HLA class I genes are ex-
pressed in almost all cells, and the function is binding to peptides with high
affinity and bringing them to the cell surface. If a cell is infected by a virus,
HLA class I molecules could deliver viral peptides to the cell surface, and the
viral-peptide/HLA complexes would be recognized by killer T cells. As a result,
the virus-infected cells are attacked and destroyed by activated T cells. On the
other hand, although self peptides could be also presented to T cells, the self-
peptide/HLA complexes are not be recognized by T cells because T cells are
trained not to recognize self-peptide/HLA complexes in thymus, which means
that non-infected cells are not attacked by T cells. Thus, only virus-infected
cells are selectively eliminated by the immune system. HLA class II genes are
expressed only in specific types of cells, called antigen presenting cells, which
consist of dendritic cells, monocytes, macrophages, and B cells. If an APC in-
ternalizes a virus, HLA class II molecules could display viral peptides on the cell
surface, and the viral-peptide/HLA complexes would be recognized by helper T
cells. Then, helper T cells activate immune cells, including killer T cells and B
cells, and the activated immune cells work to remove viruses in the body.

Since an HLA molecule can bind to some viral peptides but cannot bind to
others, HLA genes must be highly diverse and have a lot of single nucleotide
polymorphisms (SNPs) in the human genome to protect against various kinds
of viruses (Figure 1.1). These polymorphism patterns in DNA sequences define
HLA types, or alleles, in each HLA gene. For example, in the case of HLA class
I genes, the HLA-A, HLA-B, and HLA-C genes have 4,638, 5,590, and 4,374
types registered in the IPD-IMGT/HLA Database (Release 3.34.0) [69], which
is one of the most popular databases of HLA types. On the other hand, HLA
class II genes are less polymorphic than HLA class I genes, and the HLA-DPA1,
HLA-DPB1, HLA-DQA1, HLA-DQB1, and HLA-DRB1 genes have 73, 1,097,
100, 1,316, 2,300 types registered in the IPD-IMGT/HLA Database. Different
HLA types show different immune responses because the binding affinity of an
HLA molecule and a peptide differs depending on the HLA type, resulting in
high individual variation in immune responses including disease susceptibility
[75, 65, 24, 59, 8, 17, 33, 22, 7, 52, 63, 67]. Since the human genome is diploid,
humans have two HLA types in each HLA locus, and identifying the specific pair
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…ACTCACCGAGTGGACCTGGGGACCCTGCGCGGC…

…ACTGACCGAGTGGACCTGGGGACCCTGCGCGGC…

…ACTGACCGAGTGGACCTGGGGACCCTGCGCGGC…

…ACTGACCGAGAGAACCTGCGGATCGCGCTCCGC…

…ACTGACCGAGCGAACCTGGGGACCCTGCGCGGC…

HLA-A*02:01:01:01

HLA-A*03:01:01:01

HLA-A*11:01:01:01

HLA-A*24:02:01:01

HLA-A*26:01:01:01

HLA type DNA sequence

Figure 1.1: An example of single nucleotide polymorphisms (SNPs) in the HLA-A
gene.

of HLA types for each HLA locus is called HLA genotyping. Figure 1.2 shows
an example of the result of HLA genotyping. HLA genotyping is essential to not
only research on diseases mentioned above but also organ transplantation because
HLA matching between the donor and the recipient would reduce the influence
of rejection caused by attacks from the donor’s T cells to the recipient’s organ.

In addition, researchers have focused on the interaction between cancer and
the immune system, and immune therapies for cancer [25, 76, 70, 40, 55] because
tumor cells could be also killed by T cells through the same mechanism as elimi-
nation of virus-infected cells, in which mutated peptides are used instead of viral
peptides. However, some tumor cells can evade the elimination by suppressing
the ability of the immune system [68, 42, 16], which is called tumor immune es-
cape. Recent studies have shown that somatic mutations in HLA genes tend to
accumulate in specific cancer types [84, 78, 83, 82, 20, 56]. These HLA somatic
mutations have potential to change immune responses, including tumor immune
escape. Especially, insertions, deletions, and nonsense mutations, which are mu-
tations that change an amino acid into a stop codon, are considered to be crucial
because they generally cause the loss of function of HLA genes. Hence, HLA

HLA-A

HLA-B

HLA-C

HLA-DPA1

HLA-DPB1

HLA-DQA1

HLA-DQB1

HLA-DRB1

HLA-A*26:03:01

HLA-B*35:01:01:01

HLA-C*03:03:01:01

HLA-DPA1*01:03:01:01

HLA-DPB1*02:02:01:01

HLA-DQA1*01:02:01:01

HLA-DQB1*03:02:01:01

HLA-DRB1*04:03:01:01

HLA-A*31:01:02:01

HLA-B*35:01:01:01

HLA-C*03:03:01:01

HLA-DPA1*02:02:02:01

HLA-DPB1*16:01:01

HLA-DQA1*03:01:01

HLA-DQB1*06:02:01:01

HLA-DRB1*15:01:01:01

HLA locus HLA type 1 HLA type 2

Figure 1.2: An example of the result of HLA genotyping.
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somatic mutation calling as well as HLA genotyping can further help to under-
stand the link between cancer and immunity, which would benefit personalized
medicine.

There are several approaches currently available for HLA genotyping. Conven-
tional approaches use polymerase chain reaction-based methods with sequence-
specific oligonucleotides [72], sequence-specific primers [66], and sequence-based
typing [73]. However, these methods are time-consuming and labor-intensive,
and can only provide information on targeted HLA genes. Also, the methods fre-
quently cannot determine HLA genotypes uniquely because they do not use phase
information on whether or not two SNPs are located on the same chromosome.

Recently, HLA genotyping from next-generation sequencing (NGS) data has
attracted attention as NGS technologies have become an essential tool to analyze
DNA or RNA because they have achieved high throughput sequence data at low
costs. NGS data consists of sequenced DNA or RNA fragments of a sample, which
are called sequence reads, and the number of sequenced base pairs of one sample
reaches millions to trillions. There are several types of NGS data such as whole
exome sequence (WES) data, whole genome sequence (WGS) data, and RNA
sequence (RNA-seq) data. Each type of NGS data has its own characteristics.
WES focuses only on exons, or protein coding regions, which account for 1-2%
of the human genome. On the other hand, WGS sequences the entire genome
including non-coding regions such as introns and intergenic regions. In the case
of WES, exonic regions can be sequenced more repeatedly at lower costs, so that
the influence of sequencing errors is relatively small. In other words, WES data
provides information only on limited regions but generally enable more accurate
analysis than WGS, which means that accurate genome analysis from WGS data
requires sophisticated methods. RNA-seq captures all transcripts including not
only messenger RNAs, which could be translated into proteins, but also non-
coding RNAs. As with WES data, RNA-seq captures only expressed regions
and can sequence the regions repeatedly at low costs. RNA-seq data is different
from WES and WGS data in that the amount of sequence reads of each gene is
different depending on the expression level of the gene.

In recent years, a lot of NGS data have been generated, stored, and shared.
The Cancer Genome Atlas [86] is such a big cancer genome project and has
NGS data of more than 11,000 patients across more than 30 cancer types. The
International Cancer Genome Consortium [32] is also a big project and stores
NGS data obtained from more than 15,000 patients across more than 20 cancer
types. Therefore, it is important to take advantage of such a large amount of
NGS data. However, HLA genotyping from NGS data is difficult due to some
reasons. First, the number of possible combinations of HLA types is enormous.
For example, the HLA-A gene has 10,757,841 possible HLA genotypes. Therefore,
it is impractical to obtain the best HLA genotypes of a sample by checking all
of the possible HLA genotypes. Second, there are several dozens of HLA genes
and HLA pseudogenes in total, and they have quite similar DNA sequences to
each other. Hence, it is difficult to judge which HLA gene or HLA pseudogene
produced each sequence read.

A number of methods have been developed to tackle these problems and
perform HLA genotyping from NGS data [15, 31, 88, 5, 51, 38, 3, 81, 62, 78,
11, 93, 45]. Some of these methods have achieved sufficiently high accuracy for
HLA genotyping from WES and RNA-seq data. With the existing methods,
information of both somatic mutations and HLA genotypes can be obtained from
the entire sequence, which can facilitate investigations on the relationship between
cancer and the immune system. In particular, methods that can specifically call
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germline or somatic mutations in HLA genes [78, 45] are valuable. However,
Bauer et al. has reported that these methods cannot reach 80% accuracy for
HLA genotyping fromWGS data [4]. Besides, no methods have achieved accurate
HLA mutation calling from WGS data. These are because WGS data is relatively
shallow and susceptible to the problem of high similarity among HLA genes and
HLA pseudogenes, and it is difficult to distinguish true HLA mutations from false-
positive mutations caused by similar HLA genes and HLA pseudogenes. Thus,
HLA genotyping, and HLA germline and somatic mutation calling from WGS
data remain a significant challenge, although this approach would provide more
information of HLA loci than possible with WES and RNA-seq data, including
details of the non-coding regions such as the introns and the untranslated regions.

1.2 Contributions of This Thesis

In this section, we briefly explain our contributions of this thesis.

1.2.1 Extraction, Classification, and Realignment of HLA Reads from
Sequence Data

Analysis of HLA genes from NGS data generally begins with extraction of se-
quence reads from HLA genes. However, due to the high similarity in HLA genes
and HLA pseudogenes, we also must judge which HLA gene or pseudogene pro-
duced each read. In Chapter 3, we introduce a method to extract, classify, and
realign sequence reads from HLA genes. The method is based on an original
alignment-based scoring that calculates how likely each read is to be produced
by each HLA type.

1.2.2 Bayesian Approach for HLA Genotyping from Whole Genome
Sequence Data

After realignment of HLA reads, we perform HLA genotyping using the realigned
reads. In Chapter 4, we describe a Bayesian model, ALPHLARD, to accurately
determines HLA genotypes. ALPHLARD also can identify HLA germline muta-
tions by introducing parameters for HLA sequences as well as parameters for HLA
types. In addition, ALPHLARD contains decoy parameters, which can reduce
the influence of misclassified reads that are really produced by the other HLA
genes and HLA pseudogenes than the HLA gene of interest. We use the Markov
chain Monte Carlo (MCMC) method to sample parameters from the posterior
distribution. We further introduce some efficient proposal distributions that en-
able parameters to jump from mode to mode. Experimental results show that
ALPHLARD outperforms existing methods in HLA genotyping from both WES
data and WGS data.

1.2.3 Bayesian Approach for HLA Somatic Mutation Calling from
Whole Genome Sequence Data

In Chapter 5, we further introduce a Bayesian model, ALPHLARD-NT, that can
identify HLA somatic mutations as well as HLA genotypes and HLA germline
mutations. ALPHLARD-NT is constructed by extending ALPHLARD to contain
some additional parameters: parameters for tumor sequence data and parameters
to control the ratio of sequence reads that are produced by each HLA sequence.
As with ALPHLARD, ALPHLARD-NT also uses MCMC to estimate the pos-
terior distribution. Experimental results show that ALPHLARD-NT achieves
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higher accuracy than other methods in HLA genotyping from paired normal and
tumor WGS data. They also demonstrate that ALPHLARD-NT can sensitively
identify HLA somatic mutations compared with existing methods.

1.3 Organization of This Thesis

The rest of this thesis is organized as follows. In Chapter 2, we provide prelimi-
nary information. In Chapter 3, we introduce an alignment-based scoring method
to extract, classify, and realign sequence reads from HLA genes. In Chapter 4,
we present a Bayesian model to accurately determines HLA genotypes and HLA
germline mutations from the realigned reads. In Chapter 5, we propose a Bayesian
model to identify HLA somatic mutations as well as HLA genotypes and HLA
germline mutations from the paired normal and tumor realigned reads. Finally,
in Chapter 6, we conclude this thesis.
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Chapter 2

Preliminaries

2.1 Nomenclature of HLA Types

HLA genes are located in a highly polymorphic region and have a lot of SNPs
in the human genome. The polymorphism pattern defines an HLA type for each
HLA locus, whose naming is managed by the WHO Nomenclature Committee for
Factors of the HLA System [54]. In this section, we explain the nomenclature of
HLA types. Figure 2.1 shows an example of an HLA type, HLA-A*02:01:01:02L.
The name of each HLA type is separated by an asterisk. What is written to
the left of the asterisk is the HLA gene. On the other hand, what is written
to the right of the asterisk is a unique number for the HLA type. This number
consists of up to four fields that are delimited by colons, each of which has its
own meaning. The first field defines the allele group of the HLA type, which is
determined by the serological antigens. The second field defines the proteins that
are produced by the HLA type, which means that if two HLA types have the
same first field but a different second field, the two HLA types produce different
proteins. The third field is used to distinguish synonymous mutations of the HLA
type, which means that if two HLA types have the same first and second fields
but a different third field, the two HLA types produce the same protein but have
different DNA sequences in the exons. The fourth filed is used to distinguish
mutations in non-coding regions of the HLA types, which means that if two HLA
types have the same first, second, and third fields but a different fourth field, the
two HLA types have the same DNA sequences in the exons but different DNA
sequences in the non-coding regions.

Some HLA types have an additional suffix such as N (Null), L (Low), S
(Secreted), C (Cytoplasm), A (Aberrant), and Q (Questionable), which indicates
the expression level of the HLA type compared with standard levels. The suffix
N means that the HLA type is not expressed, which means that the proteins
produced by the HLA type do not contribute the immune system. The suffix L

HLA-A*02:01:01:02L
Allele group

Gene Protein

Exons

Non-coding regions

Expression level

Figure 2.1: An example of an HLA type.
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means that the expression level of the HLA type is low on the cell surface. The
suffix S means that the HLA type produces soluble secreted proteins that are not
expressed on the cell surface. The suffix C means that the proteins produced by
the HLA type exist only in the cytoplasm but not on the cell surface. The suffix
A means that there is some doubt whether the HLA type is expressed. The suffix
Q means that the expression level of the HLA type is questionable because the
HLA type has a mutation that changes the expression levels of other HLA types.

The prefix “HLA-” is sometimes omitted for simplicity.

2.2 NGS-based Sequence Data

Recently, NGS technologies have become an essential tool as they have generated
a large amount of DNA and RNA sequence data with high throughput at low
costs. In this section, we explain what is NGS data and fundamental tools to
analyze NGS data. NGS data consists of sequenced DNA or RNA fragments from
a sample. There are two methods to sequence DNA or RNA fragments: paired-
ended sequencing and single-ended sequencing. Figure 2.2 shows the overview of
paired-ended sequencing and single-ended sequencing. Paired-ended sequencing
reads both ends of each DNA or RNA fragment (Figure 2.2(a)). On the other
hand, single-ended sequencing reads either end of each DNA or RNA fragment
(Figure 2.2(b)). These sequenced parts of DNA or RNA fragments are called
sequence reads. Sequence reads are stored as character strings to a sequence
data. Together with sequenced base pairs, the base qualities are also stored,
which indicate how accurately the base pairs are sequenced. An instance of
sequence data is shown in Figure 2.3. Each sequence read is written using four
lines. The first line indicates the name of the sequence read. The second line
indicates the sequenced base pairs. The third line is a delimiter. The fourth line
is the base qualities. Note that the length of the base qualities is the same as
that of the sequenced base pairs. The length of sequence reads is different by the
model of the sequencer, which ranges tens of base pairs to tens of thousands of
base pairs.

Sequence data is then processed according to the purpose of analysis. Gener-

DNA or RNA fragment

sequence reads

(a) Paired-ended sequencing

DNA or RNA fragment

sequence read

(b) Single-ended sequencing

Figure 2.2: The overview of paired-ended sequencing and single-ended sequenc-
ing.
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@Read1

ACCAGGTTACACCTTGATTTCTATAAAATC

+

GIG:BGECECHFFF<BECEC@CCDDCDCC@

@Read2

TGAACTACGCAATCTAATACTCG

+

HEFBDFFDCEABAACC:?BAC@;

...

Figure 2.3: An instance of sequence data.

ally, sequence reads are first aligned to a reference genome of the species. This
process is called sequence alignment, which provides the information on where
each read comes from in the genome. In recent years, a lot of sequence alignment
methods have been developed [48, 61, 46, 49, 92, 87, 23, 43, 89, 37, 13, 50, 36].
Sequence alignment is a fundamental step of sequence data analysis.

One purpose of sequence data analysis is somatic mutation calling, that is,
identifying somatic mutations of cancer patients. Somatic mutations can be called
by comparing sequence data of normal and tumor cells, and detecting mutations
that are seen only in tumor sequence data. Recently, several methods have been
developed to achieve high accuracy in somatic mutation calling [47, 57, 44, 1,
39, 74, 71, 12, 9, 77]. Somatic mutation calling is essential to understanding the
relationship between cancer and the immune system.

2.3 Markov Chain Monte Carlo Methods

In this section, we explain Markov chain Monte Carlo (MCMC) methods, which
are algorithms that are used to sample from a probability distribution. In MCMC,
a probability distribution of interest can be obtained as the limiting distribution
of a Markov chain. There are several MCMC methods according to how the
Markov chain is constructed. In the following sections, we introduce two MCMC
methods, Gibbs sampling [18] and the Metropois-Hastings algorithm [58, 26]. We
further describe parallel tempering [80, 19], which is also known as the replica
exchange method, that is a technique for improving convergence of MCMC.

2.3.1 Gibbs Sampling

Gibbs sampling is an MCMC method where each parameter at the next step
is sampled from its conditional distribution given all of the other parame-
ters. The algorithm of Gibbs sampling is shown in Algorithm 2.1. Let
θ = (θ1, · · · , θd) be parameters. First, all parameters are initialized. Although
this initialization is theoretically arbitrary, optimization techniques are some-
times used to search better initial parameters for quick convergence of MCMC.
Then, the ith parameter θti at the time t is sampled from the full conditional
p(θi | θt1, . . . , θti−1, θ

t−1
i+1 , . . . , θ

t−1
d ). This sampling is repeatedly conducted until

the MCMC chain converges. Note that Gibbs sampling requires that each pa-
rameter can be easily sampled from the full conditional.
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Algorithm 2.1 Gibbs sampling

1: Initialize θ01, · · · , θ0d
2: t← 1
3: repeat
4: for i← 1 to d do
5: θti ∼ p(θi | θt1, . . . , θti−1, θ

t−1
i+1 , . . . , θ

t−1
d )

6: end for
7: t← t+ 1
8: until convergence

Obtained parameters from Gibbs sampling approximately follow the proba-
bility distribution p(θ) of interest. However, parameters sampled in the early
period are not considered to follow the probability distribution because they are
affected by the initial parameters. Therefore, parameters sampled in the early
period are generally not used for the subsequent analysis. This period is called
burn-in.

2.3.2 Metropolis-Hastings Algorithm

The Metropolis-Hastings algorithm is another MCMC method where parameters
at the next step are sampled from a user-defined probability distribution, which
is called a proposal distribution. The Metropolis-Hastings algorithm is shown
in Algorithm 2.2. The Metropolis-Hastings algorithm can be used as long as
the probability distribution of interest can be calculated, even if each parameter
cannot be easily sampled from the full conditional. In the Metropolis-Hastings
algorithm, new parameters are sampled from a proposal distribution qt(θ∗ | θt−1)
at the time t. This algorithm is different from Gibbs sampling in that the new
parameters are not always accepted. The acceptance ratio r is given

r = min(1, r∗)

r∗ =
p(θ∗)qt(θt−1 | θ∗)

p(θt−1)qt(θ∗ | θt−1)
.

This acceptance process is required for MCMC convergence to the probability
distribution of interest.

In the Metropolis-Hastings algorithm, proposal distributions determine the
speed of MCMC convergence. Therefore, it is important to construct proposal

Algorithm 2.2 The Metropolis-Hastings algorithm

1: Initialize θ0

2: t← 1
3: repeat
4: θ∗ ∼ qt(θ∗|θt−1)

5: r∗ ← p(θ∗)qt(θt−1 | θ∗)

p(θt−1)qt(θ∗ | θt−1)
6: r ← min(1, r∗)

7: θt ←

{
θ∗ (with probabilityr)

θt−1 (otherwise)
8: t← t+ 1
9: until convergence
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distributions that lead to quick MCMC convergence. Also, as in the case of Gibbs
sampling, parameters sampled in the burn-in period should be discarded.

2.3.3 Parallel Tempering

Parallel tempering is a scheme to be used for acceleration of MCMC conver-
gence. Especially, it is effective when the probability distribution of interest is
multimodal, where it is difficult for parameters to move from a local optimum to
another. Parallel tempering runs multiple MCMC chains at different tempera-
tures (T1 = 1, T2, . . . , Tm). In other words, the ith MCMC chain samples parame-

ters from the probability distribution in proportion to p(θ)
1
Ti . Each MCMC chain

basically makes sampling independently of the other MCMC chains. Sometimes,
parameters of two MCMC chains are exchanged using the Metropolis-Hastings
algorithm. In the case of the ith and jth MCMC chains, the acceptance ratio r
of the exchange of the parameters θi and θj is given by

r = min(1, r∗)

r∗ =
p(θj)

1
Ti p(θi)

1
Tj

p(θi)
1
Ti p(θj)

1
Tj

=

(
p(θj)

p(θi)

) 1
Ti

− 1
Tj

.

After convergence, only the parameters sampled from the first MCMC chain are
used for posterior inference.

At high temperature, the probability distribution becomes flat, and hence the
influence of multimodality can be reduced. Through the exchange of parameters,
parameters can move from a local optimum to another even at low temperature.
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Chapter 3

Extraction, Classification, and Realignment

of HLA Reads from Sequence Data

3.1 Overview

When we analyze HLA genes from WES, WGS, or RNA-seq data, we must first
extract HLA reads from the sequence data since the sequence data contains reads
that were produced by not only HLA genes but also other regions. In addition,
for subsequent HLA analysis, we must judge which HLA gene produced each
extracted HLA read. However, the extraction and classification of HLA reads
must be carefully performed for various reasons. First, owing to the high poly-
morphism of HLA genes, it is insufficient to use only a human genome reference
such as GRCh37 or GRCh38 because these human genome references have only
one HLA type for each HLA locus. When a sample has an HLA type which is
not the same as the human reference genome, sequence reads from HLA genes
may not be correctly aligned to the reference genome, which can cause inaccu-
rate extraction and classification of HLA reads. Therefore, a specific database of
HLA types is required to deal with this problem. Second, HLA genes and HLA
pseudogenes are paralogs, and are therefore quite similar. Figure 3.1 shows an
example of the similarity among HLA genes and HLA pseudogenes. In such a
situation, it is difficult to determine which HLA gene produced a read, although
it is necessary for the following HLA genotyping. The first problem can be solved
simply by using a database of HLA types. However, the second problem is not
easy to solve, and a sophisticated method is required.

Most of existing methods cope with this problem by using the number of
mismatches between each read and each HLA type. This approach works well
when the quality of the sequence data is sufficiently high. In this case, we can
judge that a read with a few of mismatches to an HLA type was not produced
by the HLA type. However, if the sequence quality is low, we cannot determine

…AGCCCCGCTTCATCGCAGTGGGCTACGTGGACGACACGCAGTT…

…AGCCCCGCTTCATCGCAGTGGGCTACGTGGACGACACCCAGTT…

…AGCCCCACTTCATCGCAGTGGGCTACGTGGACGACACGCAGTT…

…AGCCCCGCTTCATCGCCATGGGCTACGTGGACGACACGCAGTT…

HLA-A*02:01:01:01

HLA-B*35:01:01:01

HLA-C*03:03:01:01

HLA-G*01:01:01:01

HLA type DNA sequence

Figure 3.1: An example of the similarity among HLA genes and HLA pseudo-
genes.
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whether the mismatches were caused because the read was not produced by the
HLA type or because the read was really produced by the HLA type but has
low base qualities. Therefore, we have developed a novel method to deal with
this problem using alignment scores, which considers not only the number of
mismatches but also base qualities at the mismatch positions.

The organization of this chapter is as follows. In section 3.2, we introduce
some reference data used for our method. Then, in section 3.3, we describe our
scoring method to extract and classify sequence reads from HLA genes.

The results in this chapter have been published as part of reference [28].

3.2 Reference Information on HLA Types

We use two databases as reference information on HLA types. The first one
is a database that stores frequencies of HLA types, which is used to calculate
prior probabilities of HLA types. The second one is a database that stores DNA
sequences of HLA types, which is used as reference sequences in our methods.

3.2.1 Prior Probabilities of HLA Types

We first focus on prior information on HLA types which is used in our methods.
We use the Allele Frequency Net Database [21] as prior information on frequencies
of HLA types, which provides how many times each HLA type has been identified
in studies done thus far. However, the database stores the frequencies of HLA
types at various resolutions. Hence, we first infer the frequencies of HLA types
at full resolution and then calculate prior probabilities of HLA types. Algorithms
3.1–3.6 show how this process is executed.

Algorithm 3.1 Calculate prior probabilities of HLA types

Input:
f : frequencies of HLA types
γ(f): a pseudocount for frequencies of HLA types

Output:
p: prior probabilities of HLA types

1: function CalcPrior(f , γ(f))
2: F ←MakeFreqTrie(f , γ(f))
3: g ← InferFreq(F )
4: p← Freq2Prior(g)
5: return p
6: end function
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Algorithm 3.2 Make a trie for frequencies of HLA types

Input:
f : frequencies of HLA types
γ(f): a pseudocount for frequencies of HLA types

Output:
F : a frequency trie

1: function MakeFreqTrie(f , γ(f))
2: T (p) ← a set of prefix HLA types
3: T (f) ← a set of HLA types at full resolution
4: F ← a trie whose keys are HLA types in T (p) and values are 0
5: for all t ∈ T (p) do
6: Search(F, t).freq ← ft
7: end for
8: for all t ∈ T (f) do
9: Search(F, t).freq ← Search(F, t).freq + γ(f)

10: end for
11: return F
12: end function

Algorithm 3.3 Infer frequencies of HLA types at full resolution

Input:
F : a frequency trie

Output:
g: inferred frequencies of HLA types at full resolution

1: function InferFreq(F )
2: CalcSubtrieFreq(F.root)
3: DistributeFreq(F.root, 0)
4: T (f) ← a set of HLA types at full resolution
5: for all t ∈ T (f) do
6: gt ← Search(F, t).freq
7: end for
8: return g
9: end function

Algorithm 3.4 Calculate the total frequency of the HLA types in the subtrie

Input:
n: a node of a frequency trie

Output:
Nothing

1: function CalcSubtrieFreq(n)
2: n.subtrie freq ← n.freq
3: for all c ∈ n.children do
4: CalcSubtrieFreq(c)
5: n.subtrie freq ← n.subtrie freq + c.subtrie freq
6: end for
7: end function

13



Algorithm 3.5 Distribute frequencies of HLA types to higher resolution

Input:
n: a node of a frequency trie
f : a distributed frequency from the parent node

Output:
Nothing

1: function DistributeFreq(n, f)
2: n.inferred freq ← n.freq + f
3: s← n.subtrie freq − n.freq
4: for all c ∈ n.children do

5: r ← c.subtrie freq

s
6: d← n.inferred freq × r
7: DistributeFreq(c, d)
8: end for
9: end function

Algorithm 3.6 Convert frequencies into prior probabilities

Input:
g: inferred frequencies of HLA types at full resolution

Output:
p: prior probabilities of HLA types

1: function Freq2Prior(g)

2: p← g

∥g∥
3: return p
4: end function

First, we make a trie to infer the frequencies of HLA types at full resolution.
This trie is made from the frequencies of HLA types that are obtained from
the Allele Frequency Net Database using Algorithm 3.2. Figure 3.2 shows an
instance of the constructed trie. In the trie, the keys are HLA types, and the
depth corresponds to the resolution, which means that the leaves represent the
HLA types at full resolution. Each node stores the frequency of the HLA type
that corresponds to the node. We further use a hyperparameter of a pseudocount
γ(f), which is added to frequencies of HLA types at full resolution. Next, the
frequencies of HLA types at full resolution are inferred by Algorithm 3.3. We
first calculate the total frequency of the HLA types in each subtrie by Algorithm
3.4. This total frequency of a node is equal to the sum of the frequency of the
node and the total frequencies of the child subtries. The result of this algorithm
in the instance is shown in Figure 3.3. Then, the frequency of each internal
node is distributed to its children in proportion to the total frequencies of the
child subtries by Algorithm 3.5. This distribution is made from the root to the
leaves, that is, from lower resolution to higher resolution in order. Note that in
Algorithm 3.5, s defined in line 3 is equal to the sum of the total frequencies of
the child subtries. Figures 3.4–3.6 show the overview of the distribution in the
instance. First, the frequency of the root should be distributed to its children,
A*02 and A*24, but no distribution occurs from the root because the frequency
of the root is always zero (Figure 3.4). Next, the frequency of the node A*02
is distributed to its children, A*02:01 and A*02:07 (Figure 3.5). Since the total
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frequencies of the subtries for A*02:01 and A*02:07 are 28 and 12, respectively,
the frequency of the node A*02 is distributed to A*02:01 and A*02:07 at the
ratio of 28:12 = 7:3, which means that the counts of 56 and 24 are added to
A*02:01 and A*02:07. Then, the inferred frequency of A*02:01 becomes 70 (=
14 + 56), and the distribution of the inferred frequency is performed in the same
way (Figure 3.6). By conducting the distribution recursively, we can obtain the
inferred frequencies of all HLA types in the trie. Finally, prior probabilities of
HLA types can be calculated from the inferred frequencies of HLA types at full
resolution by Algorithm 3.6. The prior probabilities are assigned in proportion
to the inferred frequencies.
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Figure 3.2: An instance of a frequency trie of the HLA-A gene.
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Figure 3.3: The frequency trie after calculation of the total frequencies for all
subtries.
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Figure 3.4: Distribution of the frequency of the root.
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Figure 3.5: Distribution of the frequency of the node A*02.
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Figure 3.6: Distribution of the frequency of the node A*02:01.

3.2.2 Reference Sequences of HLA Types

Next, we focus on reference sequences of HLA types in our methods. We use the
IPD-IMGT/HLA Database [69], from which we can obtain the DNA sequences
of HLA types. However, most of the HLA DNA sequences that are registered
in the database are incomplete, which have several exons and introns whose
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DNA sequences are unavailable and unknown. Therefore, we first impute the
unknown bases so that we can judge whether a read is derived from an HLA gene
even if the sample has an incomplete HLA type. To this end, we use multiple
sequence alignments (MSAs) of HLA types, which can be also obtained from the
IPD-IMGT/HLA Database. The IPD-IMGT/HLA Database provides two types
of MSAs for each HLA locus: an MSA at the genomic level and an MSA at
the exonic level. The genomic MSA is a sequence alignment of both exons and
introns for each HLA locus but includes only a part of the HLA types. On the
other hand, the exonic MSA is a sequence alignment of only exons but includes
all of the HLA types. We first integrate the genomic MSA and the exonic MSA
into an MSA that is consistent with the two MSAs. The integrated MSA has
the same exonic part as the exonic MSA. Also, it has the same intronic part as
the genomic MSA for the HLA types that are included in the genomic MSA. For
the HLA types that are not included in the genomic MSA, the intron sequences
are unknown, and hence the intronic part is filled with N, which indicates an
unknown base. Then, we impute the unknown bases by replacing each N with the
base of the most similar HLA type. The similarity is measured by the Hamming
distance in the combined MSA. If there are multiple HLA types that have the
smallest Hamming distance, the HLA type with the highest prior probability is
used. Thus, HLA reference sequences with no Ns can be obtained.

3.3 Extraction, Classification, and Realignment of HLA Reads

3.3.1 Rough Extraction of HLA Reads

Since sequence data contains reads from regions other than HLA genes, we first
conduct a rough extraction of HLA reads. This extraction consists of the following
two steps: aligning all reads in the sequence data to a human reference genome
and extracting reads that are aligned to the HLA region. In the alignment, we
use BWA-MEM [46] as the aligner and GRCh37 as the human reference genome.
BWA-MEM is a popular alignment tool for effectively aligning reads to a long
reference with Burrows–Wheeler Transform [6], which requires linear time with
respect to the length of the read and independent of the length of the reference
genome. Then, sequence reads are filtered by extracting the HLA region, which
is defined by the interval from the 28,477,797th base to the 33,448,354th base on
chromosome 6 for GRCh37. This region covers all of the HLA class I genes and
HLA class II genes, and most of HLA reads are considered to be included in the
extracted reads.

3.3.2 Scoring Method for Extraction and Classification of HLA Reads

Next, the extracted reads are mapped to reference sequences of HLA types of all
HLA loci, which are constructed in Section 3.2.2, using BWA-MEM. Since it is
possible that a read is aligned to multiple HLA types, we use BWA-MEM with
the -a option, which provides information on all identified alignments. Also, by
giving a sufficiently large clipping penalty, we do not allow that reads are not
aligned to the reference sequences from end to end. Then, each aligned read
is classified based on whether or not the HLA genes produced the read, and if
so, which specific gene was involved. Figure 3.7 shows this procedure. For each
aligned read and each HLA type, the HLA read score (HR score) is calculated,
which quantifies the likelihood that the read comes from the HLA type. Based
on the calculated HR scores, it is determined whether or not the read comes from
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Figure 3.7: The overview of our scoring approach. For each read and each HLA
type, the HLA read score (HR score) is calculated, which quantifies the likelihood
that the read comes from the HLA type. Based on the calculated HR scores, it
is determined whether or not the read comes from a specific HLA gene.

a certain HLA gene. Specifically, HR scores are calculated as follows. Let xi be
the ith read pair that consists of two single reads, xi,1 and xi,2. If the ith read
is single-ended, xi consists of one read, xi,1. In addition, tk is defined as the kth

HLA type. Then, for each read xi,j and each HLA type tk, we calculate the HR
score si,j,k, which indicates how likely the read xi,j was produced by the HLA
type tk , based on the alignment information. If the read xi,j is unmapped to
the HLA type tk, then the HR score si,j,k is −∞. Otherwise, x̃i,j,k and t̃i,j,k are
the aligned sequences of xi,j and tk, while x̃i,j,k,n and t̃i,j,k,n are the nth bases or
gaps of x̃i,j,k and t̃i,j,k, respectively. Besides, we define b̃i,j,k,n as the Phred base
quality of x̃i,j,k,n. Then, the mismatch probability q̃i,j,k,n of x̃i,j,k,n and t̃i,j,k,n can
be calculated by

q̃i,j,k,n = 10−
b̃i,j,k,n

10 .

Using the above definitions, the HR score si,j,k is given by

si,j,k =
∑
n

(s
(r)
i,j,k,n + s

(p)
i,j,k,n),
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where

s
(r)
i,j,k,n =

{
α(r) (if x̃i,j,k,n ∈ B(N))

0 (if x̃i,j,k,n = -)
,

s
(p)
i,j,k,n =



0 (if x̃i,j,k,n, t̃i,j,k,n ∈ B and x̃i,j,k,n = t̃i,j,k,n)

log
(
q̃i,j,k,n

3

)
(if x̃i,j,k,n, t̃i,j,k,n ∈ B and x̃i,j,k,n ̸= t̃i,j,k,n)

α(d,o) (if x̃i,j,k,n = - and x̃i,j,k,n−1 ̸= -)

α(d,e) (if x̃i,j,k,n = - and x̃i,j,k,n−1 = -)

α(i,o) (if t̃i,j,k,n = - and t̃i,j,k,n−1 ̸= -)

α(i,e) (if t̃i,j,k,n = - and t̃i,j,k,n−1 = -)

α(N)

(
if x̃i,j,k,n = N and t̃i,j,k,n ∈ B(N)

or x̃i,j,k,n ∈ B(N) and t̃i,j,k,n = N)

)
.

Here, B = {A, C, G, T}, and B(N) = {A, C, G, T, N}. s(r)i,j,k,n is a reward for the length

of the read, and α(r) is a positive hyperparameter for the reward for one base. By

contrast, s
(p)
i,j,k,n is a penalty for a mismatch between the read and the HLA type,

and α(d,o), α(d,e), α(i,o), α(i,e), and α(N) are negative hyperparameters for deletion
opening, deletion extension, insertion opening, insertion extension, and an un-
known base N in the read or the HLA type, respectively. These formulas suggest
that a longer read with fewer mismatches, insertions, and deletions achieves a
higher HR score. Also, a mismatch with a lower base quality is preferable and
gives a smaller penalty.

Then, by using the calculated HR scores, we judge whether the read pair was
produced by the HLA genes. For each read xi,j and each HLA locus l, the score
s∗i,j,l is defined by

s∗i,j,l = max
k:tk∈Tl

si,j,k,

where Tl is a set of HLA types of the HLA locus l. Then, we define the score s∗i,l
for the read pair xi and the HLA locus l by

s∗i,l =
∑
j

s∗i,j,l.

The score s∗i,l indicates the possibility that the read pair xi was produced by the
HLA locus l.

Based on the calculated scores, we judge whether each read should be used
for HLA genotyping for a specific HLA locus. When xi is a paired-ended read,
the read pair is used for genotyping the HLA locus l if the following two criteria
are satisfied:

s∗i,l > θ(p,s),

s∗i,l −max
l′ ̸=l

s∗i,l′ > θ(p,d).

Here, θ(p,s) is a hyperparameter of a threshold for the maximum HR score of the
locus, and θ(p,d) is a hyperparameter of a threshold for the difference between the
maximum HR scores of the locus and other loci. The first condition guarantees
that the read pair xi is well aligned to the HLA locus l. This condition is necessary
to collect reads that were likely to be produced by the locus. The second condition
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guarantees that the read pair xi is not well aligned to HLA loci other than l. This
condition is necessary because of the high similarity among HLA genes and HLA
pseudogenes. Even if the first condition is satisfied, we cannot decide whether
the read pair xi was produced by the HLA locus l or another HLA locus l′ if
the two scores s∗i,l and s∗i,l′ have similar values. Therefore, the second condition
is needed to exclude reads that might be produced by other HLA loci. On the
other hand, if xi is a single-ended read, different thresholds are used; in other
words, xi is used for genotyping the HLA locus l if

s∗i,l > θ(s,s),

s∗i,l −max
l′ ̸=l

s∗i,l′ > θ(s,d).

Note that θ(s,s) and θ(s,d) should be larger than or equal to θ(p,s) and θ(p,d),
respectively. This is because even if a paired-ended read has the same length as
a single-ended read, the paired-ended read can cover a broader region than the
single-ended read, which means that paired-ended reads are more unlikely to be
well aligned to HLA loci other than the HLA locus that produced them. Thus,
HLA reads are extracted and classified into HLA loci.

3.3.3 Realignment of HLA Reads

In this section, we focus on realignment of the extracted HLA reads that are
aligned to the HLA locus l. This realignment is necessary for the subsequent
HLA genotyping step mentioned in the following chapters. For each read xi,j ,
the realignment is performed using the HLA type that achieves the best HR score,
whose index is given by

k∗ = argmax
k:tk∈Tl

si,j,k.

If there are multiple HLA types that achieve the best HR score, the HLA type
with the highest prior probability is adopted. Then, the read xi,j is realigned
to the HLA type tk∗ . Specifically, the realigned read x̂i,j is obtained by aligning
xi,j to the aligned sequence t̂k∗ in the combined MSA, which was constructed
in Section 3.2.2, based on the alignment (x̃i,j,k∗ , t̃i,j,k∗). This is done by simply
translating the positions of bases and gaps in t̃i,j,k∗ into those in t̂k∗ .
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Chapter 4

Bayesian Approach for HLA Genotyping

from Whole Genome Sequence Data

4.1 Overview

HLA genotyping is essential to a lot of research fields related to immunology.
Recent advances in sequencing technology have facilitated HLA genotyping from
NGS data such as WES, WGS, and RNA-seq data. A lot of methods have
been developed and have achieved high accuracy for WES and RNA-seq data.
However, HLA genotyping from WGS data is still challenging because the data
is relatively shallow.

In this chapter, we introduce a new Bayesian method, called ALPHLARD,
that accurately determines HLA genotypes for each of the HLA-A, HLA-B, HLA-
C, HLA-DPA1, HLA-DPB1, HLA-DQA1 HLA-DQB1, and HLA-DRB1 genes at
third field resolution from WGS data as well as WES data. ALPHLARD con-
ducts HLA genotyping for each HLA locus independently by using reads that were
classified into the HLA locus in Chapter 3. We can estimate the HLA genotype
of a sample by calculating the posterior distribution of the Bayesian model. In
ALPHLARD, the posterior distribution is calculated using MCMC. ALPHLARD
can also detect germline variants, which means that ALPHLARD can identify
novel HLA types that are not stored in the IPD-IMGT/HLA Database. In ad-
dition to germline variants, ALPHLARD can call somatic mutations by using
paired normal and tumor sequence data.

The organization of this chapter is as follows. First, in Section 4.2, we explain
three existing methods, OptiType [81], PHLAT [3], and HLA-VBSeq [62], that
are used for performance comparison. Then, we introduce a specific Bayesian
model of ALPHLARD in Section 4.3. In Section 4.4, we explain how parameters
are sampled from the Bayesian model. Lastly, we show some experimental results
in 4.5.

The results in this chapter have been published as reference [28].

4.2 Related Work

4.2.1 OptiType

OptiType [81] is a method for HLA genotyping at second field resolution from
WES, WGS, and RNA-seq data. OptiType identifies HLA genotypes simultane-
ously for the HLA-A, HLA-B, HLA-C, HLA-G, HLA=H, and HLA-J genes on
the assumption that the HLA genotypes to which the largest number of reads
are mapped is correct. In OptiType, this problem is formulated as integer linear
programming, which is known as an NP-hard problem. Bauer et al. has reported
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that OptiType achieves the best accuracy for HLA class I genotyping from all of
WES (98%), WGS (71%), and RNA-seq (99%) data [4]. However, there are some
HLA types that cannot be identified by OptiType because OptiType uses only
exons 2 and 3 in the HLA reference sequences. In addition, OptiType outputs
the results of HLA class I genes only.

4.2.2 PHLAT

PHLAT [3] performs HLA genotyping at full resolution from WES and RNA-seq
data. PHLAT predicts HLA genotypes for the HLA-A, HLA-B, HLA-C, HLA-
DQA1, HLA-DQB1, and HLA-DRB1 genes. HLA genotyping in PHLAT consists
of two steps. At the first step, PHLAT narrows down candidate HLA types by
counting the number of mapped reads based on the results of alignment. At the
second step, PHLAT searches for the best pair of the candidate HLA types based
on the likelihoods. Bauer et al. has reported that PHLAT achieves the best
accuracy for HLA genotyping from WES (73%) and RNA-seq (81%) data [4].

4.2.3 HLA-VBSeq

HLA-VBSeq [62] is a method for HLA genotyping at full resolution from WES,
WGS, and RNA-seq data. HLA-VBSeq determines HLA genotypes for the HLA-
A, HLA-B, HLA-C, HLA-DQA1, HLA-DQB1 and HLA-DRB1 genes by default,
but it can be easily extended to other HLA genes such as HLA-DPA1 and HLA-
DPB1. HLA-VBSeq uses a Bayesian model to estimate the HLA genotype and
calculates the posterior distribution using variational Bayesian inference [34],
which produces an approximation of the posterior distribution by factorizing it.
Bauer et al. has reported that HLA-VBSeq achieves the best accuracy for HLA
genotyping from WGS (52%) [4].

4.3 Bayesian Model for HLA Genotyping

Hereafter in this chapter, we fix an HLA locus of interest to be genotyped. We
first introduce the statistical representation of our Bayesian model ALPHLARD.
Figure 4.1 shows the graphical model of ALPHLARD. Let xi be the i

th realigned
paired reads or unpaired read obtained in Chapter 3. Note that we use xi instead
of x̂i for simplicity. We define xi,j,n as the nth base or gap of the read xi,j ,
and pi,j,n as the mismatch probability of xi,j,n. Note that the first position of
each realigned read is not the beginning of the read but rather the beginning of
the combined MSA, and xi,j,n and pi,j,n are undefined if the nth position is not
covered by the read.

Suppose that R
(r)
1 and R

(r)
2 are HLA types of the sample. We also define

S
(r)
1 and S

(r)
2 as HLA sequences of the sample, which are introduced because

the sample might have a novel HLA type which is not registered in the IPD-
IMGT/HLA database. In addition to the parameters that are defined above,
we introduce decoy parameters for robust inference of HLA genotyping. Let

R
(d)
1 , . . . , R

(d)

ν(d)
be decoy HLA types, where ν(d) is a hyperparameter of the num-

ber of the decoy parameters. Similarly, we define S
(d)
1 , . . . , S

(d)

ν(d)
as decoy HLA

sequences. These parameters are essential to make a robust inference because
their presence can reduce the influence of misclassified reads in Chapter 3 that
were actually produced by other HLA genes and HLA pseudogenes. For con-
venience, we sometimes use (R1, R2, R3, . . . , Rν(d)+2) and (S1, S2, S3, . . . , Sν(d)+2)
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Figure 4.1: Graphical representation of ALPHLARD.

instead of (R
(r)
1 , R

(r)
2 , R

(d)
1 , . . . , R

(d)

ν(d)
) and (S

(r)
1 , S

(r)
2 , S

(d)
1 , . . . , S

(d)

ν(d)
), respectively.

We also denote the nth base or gap of Rm in the combined MSA by Rm,n, and the
nth base or gap of Sm by Sm,n. Note that all of the Rm’s and Sm’s have the same
sequence length as aligned sequences in the combined MSA, which we denote by
N . We next define Ii as a parameter to indicate which HLA sequence produced
the read pair xi; that is, Ii = m means that xi was produced by Sm. Therefore,
the influence of misclassified reads from other HLA genes and HLA pseudogenes
can be ignored by assigning the corresponding indicator variables to decoy HLA
sequences.

Then, the posterior probability of the parameters is given by

p(R,S, I | X ) ∝ p(X | S, I)p(S | R)p(R)p(I),

where R = (R1, . . . , Rν(d)+2), S = (S1, . . . , Sν(d)+2), I = (I1, I2, . . . ), and X =
(x1, x2, . . . ).

p(X | S, I) is the likelihood of realigned read pairs and is defined by

p(X | S, I) =
∏
i

p(xi | SIi)

=
∏
i

∏
j

p(xi,j | SIi)

=
∏
i

∏
j

∏
n

p(xi,j,n | SIi,n),
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where

p(xi,j,n|Sm,n ∈ B)

=


(1− π(e,d))(1− π(e,N))(1− pi,j,n) (if xi,j,n = Sm,n)

(1− π(e,d))(1− π(e,N))
pi,j,n
3 (if xi,j,n ∈ B and xi,j,n ̸= Sm,n)

(1− π(e,d))π(e,N) (if xi,j,n = N)

π(e,d) (if xi,j,n = -)

,

p(xi,j,n | Sm,n = -)

=


π(e,i)(1− π(e,N))14 (if xi,j,n ∈ B)

π(e,i)π(e,N) (if xi,j,n = N)

1− π(e,i) (if xi,j,n = -)

,

p(xi,j,n | Sm,n = N)

=

{
(1− π(e,N))15 (if xi,j,n ∈ B or xi,j,n-)

π(e,N) (if xi,j,n = N)
.

Here, π(e,d), π(e,i), and π(e,N) are hyperparameters of the probabilities of a deletion
error, an insertion error, and an N in a sequence read, respectively.

p(S | R) is the prior probability of HLA sequences and is defined by

p(S | R) =

(∏
m

p(S(r)
m | R(r)

m )

)(∏
m

p(S(d)
m | R(d)

m )

)

=

(∏
m

∏
n

p(S(r)
m,n | R(r)

m,n)

)(∏
m

∏
n

p(S(r)
m,n | R(r)

m,n)

)
,

where

p(S(r)
m,n | R(r)

m,n ∈ B,R(r)
m,n is original)

=



(1− π(g,r,o,N))(1− π(g,r,o,d))(1− π(g,r,o,s)) (if S
(r)
m,n = R

(r)
m,n)

(1− π(g,r,o,N))(1− π(g,r,o,d))π
(g,r,o,s)

3

(
if S

(r)
m,n ∈ B

and S
(r)
m,n ̸= R

(r)
m,n

)
(1− π(g,r,o,N))π(g,r,o,d) (if S

(r)
m,n = -)

π(g,r,o,N) (if S
(r)
m,n = N)

,

p(S(r)
m,n | R(r)

m,n = -, R(r)
m,n is original)

=


(1− π(g,r,o,N))π(g,r,o,i) 1

4 (if S
(r)
m,n ∈ B)

(1− π(g,r,o,N))(1− π(g,r,o,i)) (if S
(r)
m,n = -)

π(g,r,o,N) (if S
(r)
m,n = N)

,

p(S(r)
m,n | R(r)

m,n = R(r)
m,n is original)

=

{
(1− π(g,r,o,N))15 (if S

(r)
m,n ∈ B or S

(r)
m,n = -)

π(g,r,o,N) (if S
(r)
m,n = N)

,
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p(S(r)
m,n | R(r)

m,n ∈ B,R(r)
m,n is imputed)

=



(1− π(g,r,i,N))(1− π(g,r,i,d))(1− π(g,r,i,s)) (if S
(r)
m,n = R

(r)
m,n)

(1− π(g,r,i,N))(1− π(g,r,i,d))π
(g,r,i,s)

3

(
if S

(r)
m,n ∈ B

and S
(r)
m,n ̸= R

(r)
m,n

)
(1− π(g,r,i,N))π(g,r,i,d) (if S

(r)
m,n = -)

π(g,r,i,N) (if S
(r)
m,n = N)

,

p(S(r)
m,n | R(r)

m,n = -, R(r)
m,n is imputed)

=


(1− π(g,r,i,N))π(g,r,i,i) 1

4 (if S
(r)
m,n ∈ B)

(1− π(g,r,i,N))(1− π(g,r,i,i)) (if S
(r)
m,n = -)

π(g,r,i,N) (if S
(r)
m,n = N)

,

p(S(r)
m,n | R(r)

m,n = R(r)
m,n is imputed)

=

{
(1− π(g,r,i,N))15 (if S

(r)
m,n ∈ B or S

(r)
m,n = -)

π(g,r,i,N) (if S
(r)
m,n = N)

,

p(S(d)
m,n | R(d)

m,n ∈ B,R(d)
m,n is original)

=



(1− π(g,d,o,N))(1− π(g,d,o,d))(1− π(g,d,o,s)) (if S
(d)
m,n = R

(d)
m,n)

(1− π(g,d,o,N))(1− π(g,d,o,d))π
(g,d,o,s)

3

(
if S

(d)
m,n ∈ B

and S
(d)
m,n ̸= R

(d)
m,n

)
(1− π(g,d,o,N))π(g,d,o,d) (if S

(d)
m,n = -)

π(g,d,o,N) (if S
(d)
m,n = N)

,

p(S(d)
m,n | R(d)

m,n = -, R(d)
m,n is original)

=


(1− π(g,d,o,N))π(g,d,o,i) 1

4 (if S
(d)
m,n ∈ B)

(1− π(g,d,o,N))(1− π(g,d,o,i)) (if S
(d)
m,n = -)

π(g,d,o,N) (if S
(d)
m,n = N)

,

p(S(d)
m,n | R(d)

m,n = R(d)
m,n is original)

=

{
(1− π(g,d,o,N))15 (if S

(d)
m,n ∈ B or S

(d)
m,n = -)

π(g,d,o,N) (if S
(d)
m,n = N)

,
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p(S(d)
m,n | R(d)

m,n ∈ B,R(d)
m,n is imputed)

=



(1− π(g,d,i,N))(1− π(g,d,i,d))(1− π(g,d,i,s)) (if S
(d)
m,n = R

(d)
m,n)

(1− π(g,d,i,N))(1− π(g,d,i,d))π
(g,d,i,s)

3

(
if S

(d)
m,n ∈ B

and S
(d)
m,n ̸= R

(d)
m,n

)
(1− π(g,d,i,N))π(g,d,i,d) (if S

(d)
m,n = -)

π(g,d,i,N) (if S
(d)
m,n = N)

,

p(S(d)
m,n | R(d)

m,n = -, R(d)
m,n is imputed)

=


(1− π(g,d,i,N))π(g,d,i,i) 1

4 (if S
(d)
m,n ∈ B)

(1− π(g,d,i,N))(1− π(g,d,i,i)) (if S
(d)
m,n = -)

π(g,d,i,N) (if S
(d)
m,n = N)

,

p(S(d)
m,n | R(d)

m,n = R(d)
m,n is imputed)

=

{
(1− π(g,d,i,N))15 (if S

(d)
m,n ∈ B or S

(d)
m,n = -)

π(g,d,i,N) (if S
(d)
m,n = N)

.

Here, π(g,r,o,s), π(g,r,o,d), π(g,r,o,i), π(g,r,o,N) are hyperparameters of the probabili-
ties of a germline substitution, a germline deletion, a germline insertion, and an
N, respectively, in a non-decoy HLA sequence at the position where the reference
is an original base. Similarly, π(g,r,i,s), π(g,r,i,d), π(g,r,i,i), π(g,r,i,N) are hyper-
parameters of the probabilities of a germline substitution, a germline deletion, a
germline insertion, and an N, respectively, in a non-decoy HLA sequence at the po-
sition where the reference is an imputed base. Also, π(g,d,o,s), π(g,d,o,d), π(g,d,o,i),
π(g,d,o,N) are hyperparameters of the probabilities of a germline substitution, a
germline deletion, a germline insertion, and an N, respectively, in a decoy HLA
sequence at the position where the reference is an original base. Lastly, π(g,d,i,s),
π(g,d,i,d), π(g,d,i,i), π(g,d,i,N) are hyperparameters of the probabilities of a germline
substitution, a germline deletion, a germline insertion, and an N, respectively, in
a decoy HLA sequence at the position where the reference is an imputed base.
These hyperparameters determine how likely germline mutations in HLA genes
are to occur. The probabilities for an imputed reference base should be larger
than or equal to those for an original base to reduce the influence of misimpu-
tation. In addition, the probabilities for a decoy HLA sequence should also be
larger than or equal to those for a non-decoy HLA sequence to achieve robustness
against misclassified reads. Moreover, Sm,n can be N, and tends to be N when
Sm,n cannot be uniquely determined, which can occur when the realigned read
pairs X includes a number of misclassified reads from other HLA genes and HLA
pseudogenes that cannot be ignored. In this case, allowing Sm,n to be N can make
HLA genotyping robuster.

p(R) is the prior probability of HLA types and is defined by

p(R) =

(∏
m

p(R(r)
m )

)(∏
m

p(R(d)
m )

)
.

Here, p(R
(r)
m ) is the prior probability of the HLA type and is given from the result

of Section 3.2.1. On the other hand, p(R
(d)
m ) is the prior probability of the decoy

HLA type, which we assume as constant.
p(I) is the prior probability of indicator variables and is defined by

p(I) =
∏
i

p(Ii),
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where

p(Ii) =

{
1−π(d)

2 (if Ii ∈ {1, 2})
π(d)

ν(d)
(if Ii ∈ {3, . . . , νd + 2})

.

Here, π(d) is a hyperparameter that reflects how many misclassified reads are
included in the realigned read pairs X . Note that Ii ∈ {1, 2} means that the read
pair xi is assigned to a non-decoy HLA sequence, and Ii ∈ {3, . . . , νd +2} means
that xi is assigned to a decoy HLA sequence.

4.4 MCMC Sampling of Parameters

To calculate the posterior distribution that is mentioned above, we use MCMC
methods to sample parameters from the posterior distribution with parallel tem-
pering to make the parameter sampling efficient. Gibbs sampling is mainly used
to sample each parameter for local search. In addition, we periodically use the
Metropolis-Hastings algorithm that allows parameters to move from mode to
mode. In the following sections, we introduce how parameter sampling is con-
ducted.

4.4.1 Gibbs Sampling of HLA Types R

The conditional distribution of HLA types is given by

p(R | S, I,X ) ∝ p(S | R)p(R)

=
∏
m

(∏
n

p(Sm,n | Rm,n)

)
p(Rm).

Therefore, each HLA type Rm can be sampled independently from the probability
distribution in proportion to

p(Sm | Rm)p(Rm),

using Gibbs sampling. The Gibbs sampling of each HLA type is shown in Algo-
rithm 4.1.

4.4.2 Gibbs Sampling of HLA Sequences S

The conditional distribution of HLA sequences is given by

p(S | R, I,X ) ∝ p(X | S, I)p(S | R)

=

∏
i

∏
j

∏
n

p(xi,j,n | SIi,n)

(∏
m

∏
n

p(Sm,n | Rm,n)

)
.

Here, the likelihood of realigned read pairs can be rewritten as∏
i

∏
j

∏
n

p(xi,j,n | SIi,n) =
∏
m

∏
n

∏
i:Ii=m

∏
j

p(xi,j,n | Sm,n).

As a result, The conditional distribution of HLA sequences can be calculated by

p(S | R, I,X ) ∝
∏
m

∏
n

 ∏
i:Ii=m

∏
j

p(xi,j,n | Sm,n)

 p(Sm,n | Rm,n).

28



Algorithm 4.1 Gibbs sampling of each HLA type in ALPHLARD

Input:
Sm: the mth HLA sequence

Output:
Rm: the mth HLA type

1: T ← a set of HLA types
2: for all t ∈ T do
3: pt ← 1
4: end for
5: for all t ∈ T do
6: for n← 1 to N do
7: pt ← pt × p(Sm,n | Rm,n, Rm = t)
8: end for
9: pt ← pt × p(Rm = t)

10: end for
11: Sample Rm with probability in proportion to p
12: return Rm

Therefore, each HLA base Sm,n can be sampled independently from the proba-
bility distribution in proportion to ∏

i:Ii=m

∏
j

p(xi,j,n | Sm,n)

 p(Sm,n | Rm,n),

using Gibbs sampling. The Gibbs sampling of each HLA base is shown in Algo-
rithm 4.2.

4.4.3 Gibbs Sampling of Indicator Variables I

The conditional distribution of indicator variables is given by

p(I | R,S,X ) ∝ p(X | S, I)p(I)

=
∏
i

∏
j

∏
n

p(xi,j,n | SIi,n)

 p(Ii).

Therefore, each indicator variable Ii can be sampled independently from the
probability distribution in proportion to∏

j

∏
n

p(xi,j,n | SIi,n)

 p(Ii),

using Gibbs sampling. The Gibbs sampling of each indicator variable is shown
in Algorithm 4.3.

4.4.4 Metropolis-Hastings Algorithm for HLA Bases Not Covered
with Reads

In addition to Gibbs sampling, we use the Metropolis-Hastings algorithm with a
proposal distribution that enables the parameters to jump from mode to mode
and leads to more efficient sampling. This proposal distribution is focused on
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Algorithm 4.2 Gibbs sampling of each HLA base in ALPHLARD

Input:
R: HLA types
I: indicator variables
X : realigned read pairs

Output:
S: HLA sequences

1: K ← the number of realigned read pairs
2: B ← {A, C, G, T, -, N}
3: for m← 1 to ν(d) + 2 do
4: for n← 1 to N do
5: for b ∈ B do
6: pm,n,b ← 1
7: end for
8: end for
9: end for

10: for i← 1 to K do
11: m← Ii

12: J ←

{
1 (if xi is a paired read)

2 (if xi is an unpaired read)
13: for j ← 1 to J do
14: r ← a set of positions covered by the read xi,j
15: for n ∈ r do
16: for b ∈ B do
17: pm,n,b ← pm,n,b × p(xi,j,n | Sm,n = b)
18: end for
19: end for
20: end for
21: end for
22: for m← 1 to ν(d) + 2 do
23: for n← 1 to N do
24: for b ∈ B do
25: pm,n,b ← pm,n,b × p(Sm,n = b | Rm,n)
26: end for
27: end for
28: end for
29: for m← 1 to ν(d) + 2 do
30: for n← 1 to N do
31: Sample Sm,n with probability in proportion to pm,n

32: end for
33: end for
34: return S
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Algorithm 4.3 Gibbs sampling of each indicator variable in ALPHLARD

Input:
S: HLA sequences
xi: the ith realigned read pair

Output:
Ii: the ith indicator variable

1: J ←

{
1 (if xi is a paired read)

2 (if xi is an unpaired read)

2: for m← 1 to ν(d) + 2 do
3: pm ← 1
4: end for
5: for j ← 1 to J do
6: r ← a set of positions covered by the read xi,j
7: for m← 1 to ν(d) + 2 do
8: for n ∈ r do
9: pm ← pm × p(xi,j,n | Sm,n)

10: end for
11: end for
12: end for
13: for m← 1 to ν(d) + 2 do
14: pm ← pm × p(Ii = m)
15: end for
16: Sample Ii with probability in proportion to p
17: return Ii

positions not covered with any read. We first explain a problem when there is
ambiguity in HLA types that is caused by some uncovered regions. For example,
let t and t′ be HLA types that have only one different base at the nth position. If
a sample has the HLA type t, but there are no reads that were produced by t and
cover the nth position, we cannot determine whether the sample has t or t′. In
this case, once Rm becomes t′, the next Gibbs sampling of Sm,n gives Rm,n, or the
nth base of t′, with high probability. Then, the next Gibbs sampling of Rm gives
t′ again with high probability. This process would be repeated, and it is difficult
to move Rm from t′ to t. This problem is caused by high correlation of the HLA
type Rm and the HLA sequence Sm. To tackle the problem, we introduce the
Metropolis-Hastings algorithm where the HLA type Rm and the HLA sequence

Sm are simultaneously sampled. First, we define S
(N)
m by

S(N)
m,n =

{
Sm,n (if ∃i; Ii = m and the nth base of xi is defined)

N (otherwise)
.

In other words, S
(N)
m are basically the same as Sm, but bases that are not covered

by any read are replaced with N’s. Then, A candidate HLA type R∗
m and a

candidate HLA sequence S∗
m are sampled by

R∗
m ∼ p(R∗

m | S(N)
m ),

S∗
m ∼ p(S∗

m | R∗
m,S−m, I,X ).

Since S
(N)
m have N’s at the positions where no reads cover, R∗

m can easily move
among multiple types in the case that there is ambiguity mentioned above.
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The acceptance ratio r is given by

r = min(1, r∗),

r∗ =
p(R∗

m, S∗
m | R−m,S−m, I,X )

p(Rm, Sm | R−m,S−m, I,X )
p(R∗

m, S∗
m → Rm, Sm | R−m,S−m, I,X )

p(Rm, Sm → R∗
m, S∗

m | R−m,S−m, I,X )
.

Each term can be obtained by

p(Rm, Sm | R−m,S−m, I,X )
∝ p(X | Sm,S−m, I)p(Sm | Rm)p(Rm),

p(Rm, Sm → R∗
m, S∗

m | R−m,S−m, I,X )
= p(R∗

m | S(N)
m )p(S∗

m | R∗
m, I,X )

∝ p(S(N)
m | R∗

m)p(R∗
m)× p(X | S∗

m,S−m, I)p(S∗
m | R∗

m)

p(X | R∗
m,S−m, I)

.

As a result,

r∗ =
p(S

(N)
m | Rm)

p(S
(N)
m | R∗

m)

p(X | R∗
m,S−m, I)

p(X | Rm,S−m, I)
.

Here, p(X | Rm,S−m, I) can be calculated by

p(X | Rm,S−m, I)

=
∑
S

p(X | Sm = S,S, I)p(Sm = S | Rm)

∝
∑
S

 ∏
i:Ii=m

p(xi | Sm = S)

 p(Sm = S | Rm)

=
∑
S

 ∏
i:Ii=m

∏
j

∏
n

p(xi,j,n | Sm,n = Sn)

(∏
n

p(Sm,n = Sn | Rm,n)

)

=
∑
b1

· · ·
∑
bN

∏
n

 ∏
i:Ii=m

∏
j

p(xi,j,n | Sm,n = bn)

 p(Sm,n = bn | Rm,n)

=
∏
n

∑
bn

 ∏
i:Ii=m

∏
j

p(xi,j,n | Sm,n = bn)

 p(Sm,n = bn | Rm,n).

4.4.5 Metropolis-Hastings Algorithm for Swapping Non-Decoy Pa-
rameters and Decoy Parameters

In addition, we use the Metropolis-Hastings algorithm with another proposal
distribution that swaps non-decoy and decoy parameters, which helps to judge
which HLA types and HLA sequences are non-decoy parameters. First, a non-
decoy index m and a decoy index m′ are uniformly sampled, that is,

m ∼ U(m | 1, 2),
m′ ∼ U(m′ | 3, ν(d) + 2),

where U is a discrete uniform distribution. Then, the candidate HLA types R∗
m

and R∗
m′ and the candidate HLA sequences S∗

m and S∗
m′ are obtained by swapping
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the mth and m′th HLA types and HLA sequences, that is,

R∗
m = Rm′ ,

R∗
m′ = Rm,

S∗
m = Sm′ ,

S∗
m′ = Sm.

The acceptance ratio r is given by

r = min(1, r∗),

r∗ =
p(R∗

m, R∗
m′ , S∗

m, S∗
m′ | R−m,m′ ,S−m,m′ , I,X )

p(Rm, Rm′ , Sm, Sm′ | R−m,m′ ,S−m,m′ , I,X )

×
p(R∗

m, R∗
m′ , S∗

m, S∗
m′ → Rm, Rm′ , Sm, Sm′ | R−m,m′ ,S−m,m′ , I,X )

p(Rm, Rm′ , Sm, Sm′ → R∗
m, R∗

m′ , S∗
m, S∗

m′ | R−m,m′ ,S−m,m′ , I,X )
,

where

p(Rm, Rm′ , Sm, Sm′ | R−m,m′ ,S−m,m′ , I,X )
∝ p(X | Sm, Sm′ ,S−m,m′ , I)p(Sm | Rm)p(Sm′ | Rm′)p(Rm),

p(Rm, Rm′ , Sm, Sm′ → R∗
m, R∗

m′ , S∗
m, S∗

m′ | R−m,m′ ,S−m,m′ , I,X )
∝ 1.

As a result, since

p(X | Sm, Sm′ ,S−m,m′ , I) = p(X | S∗
m, S∗

m′ ,S−m,m′ , I),

r∗ is given by

r∗ =
p(S∗

m | R∗
m)p(S∗

m′ | R∗
m′)p(R∗

m)

p(Sm | Rm)p(Sm′ | Rm′)p(Rm)
.

4.4.6 Strategies in the Burn-in Period

Other strategies were further used in the burn-in period to obtain better pa-
rameters. First, at the beginning of sampling, a multi-start strategy is used to
obtain better initial parameters. Specifically, some MCMC chains are carried
out, and initial parameters are sampled from the last parameters of the MCMC
chains. Second, sequences of HLA types are sometimes copied to HLA sequences.
This works well to get better parameters because there are many local optima
where HLA sequences are twisted as if some crossovers occurred. Although this
approach does not satisfy the detailed balance condition, which is a sufficient
condition to obtain samples from the correct posterior distribution in MCMC,
sampled parameters correctly reflect the posterior distribution since the approach
is carried out only in the burn-in period.

4.4.7 HLA Analysis Using Sampled Parameters

After sampling the parameters, the posterior distribution of the HLA genotype

can be calculated by counting sampled R
(r)
1 and R

(r)
2 . The posterior distribution

of the HLA sequences can be also inferred by counting S
(r)
1 and S

(r)
2 . In the case

that a sample has a novel HLA type, we can detect the fact from mismatches
between HLA types and HLA sequences.
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4.5 Experimental Results

In this section, we illustrate the capability of ALPHLARD using WES data and
WGS data. First, we describe the detailed information on the used WES and
WGS datasets. Then, we show the performance of ALPHLARD for HLA geno-
typing compared with other existing methods. In addition, we demonstrate that
ALPHLARD can detect somatic mutations even from WGS data. Lastly, we
discuss the effectiveness of decoy parameters in ALPHLARD.

In the following sections, we used the most sampled HLA genotype in the
MCMC process as the candidate HLA genotype in ALPHLARD.

4.5.1 WES and WGS Datasets

To evaluate the capability of our method, we obtained 253 WES data with the
HLA genotypes from the International HapMap Project [85] that had been used
by Szolek et al. [81] and Shukla et al. [78]. We further downsampled these data
to 1/2, 1/4, 1/8, and 1/16 to simulate low-coverage data.

We also used paired normal and tumor WGS data of 25 Japanese cancer pa-
tients, including 20 liver cancer and 5 microsatellite-unstable colon cancer sam-
ples. These data were obtained from an Illumina HiSeq system with a 101-bp
pair-end read length.

The sequence-based typing (SBT) approach, which is guaranteed to be ac-
curate at second field resolution, was used for validation of the 20 liver cancer
samples. Additional HLA genotyping using the TruSight HLA Sequencing Pan-
els [90], which are theoretically guaranteed to be accurate at full resolution, was
performed for 7 out of the above 20 liver cancer samples to reduce ambiguity
of the SBT genotyping. The 5 microsatellite-unstable samples were genotyped
using the TruSight HLA Sequencing Panels, in order to verify not only the HLA
genotypes but also the presence of somatic mutations. We regarded the results
of the SBT approach and/or the TruSight HLA Sequencing Panels as the correct
information. If the results differed between the two methods, we assumed that
the result of the TruSight HLA Sequencing Panel was correct.

4.5.2 WES-based and WGS-based HLA Genotyping

For performance comparison, we used three existing methods, OptiType [81],
PHLAT [3], and HLA-VBSeq [62] because it has been reported that they achieve
the highest accuracy for WES-based and WGS-based HLA genotyping [4]. First,
we applied ALPHLARD and the existing methods to the original and the down-
sampled WES data. Because the gold standard HLA genotypes were deter-
mined from exon 2 and 3, we used only the exons as the reference sequences
in ALPHLARD. Figure 4.2 shows the performance of the methods. ALPHLARD
keeps higher accuracy compared with the other methods even when the down-
sampling ratio is low. The accuracy of the existing methods seems consistent
with the preceding paper [4].

We also applied the methods to the normal WGS data and compared the
determined HLA genotypes with those obtained by the SBT approach and the
TruSight HLA Sequencing Panel. The performance of the four methods is shown
in Tables 4.1 and 4.2. Table 4.1 shows how many HLA types were correctly
determined, and Table 4.2 shows how many samples were fully correctly geno-
typed. The tables demonstrate that ALPHLARD achieved a higher accuracy
rate than the other methods for all of the HLA genes at any resolution. In ad-
dition, ALPHLARD correctly identified an HLA-B type in a sample, which was
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Figure 4.2: WES-based HLA genotyping of ALPHLARD, OptiType, PHLAT,
and HLA-VBSeq. Each WES data was downsampled to 1/2, 1/4, 1/8, and 1/16,
and the four methods were applied to all of the original and the downsampled
WES data.

determined differently by the SBT approach and the TruSight HLA Sequencing
Panel. This suggests that ALPHLARD could be potentially superior to the SBT
approach in some cases. OptiType achieved the best performance for HLA class
I genotyping among the existing methods. Also, The results of WES-based and
WGS-based HLA genotyping show that HLA-VBSeq achieved relatively high ac-
curacy for the WGS data compared with the WES data, which means that HLA-
VBSeq would take advantage of sequence reads from non-coding regions such as
the introns and the untranslated regions. The accuracy of the existing methods
was consistent with the preceding paper [4].
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Table 4.1: WGS-based HLA genotyping accuracy that indicates how many HLA
types were correctly determined with ALPHLARD, OptiType, PHLAT, and
HLA-VBSeq. N/A indicates that the method does not support the HLA gene or
the resolution.

ALPHLARD OptiType PHLAT HLA-VBSeq

HLA-A
1st 100% (50/50) 100% (50/50) 76.0% (38/50) 96.0% (48/50)
2nd 98.0% (49/50) 98.0% (49/50) 60.0% (30/50) 82.0% (41/50)
3rd 98.0% (49/50) N/A 46.0% (23/50) 82.0% (41/50)

HLA-B
1st 100% (48/48) 87.5% (42/48) 72.9% (35/48) 89.6% (43/48)
2nd 100% (48/48) 85.4% (41/48) 56.3% (27/48) 75.0% (36/48)
3rd 95.8% (46/48) N/A 39.6% (19/48) 72.9% (35/48)

HLA-C
1st 100% (50/50) 100% (50/50) 78.0% (39/50) 96.0% (48/50)
2nd 98.0% (49/50) 94.0% (47/50) 56.0% (28/50) 66.0% (33/50)
3rd 98.0% (49/50) N/A 44.0% (22/50) 66.0% (33/50)

HLA-DPA1
1st 100% (24/24) N/A N/A 87.5% (21/24)
2nd 100% (24/24) N/A N/A 87.5% (21/24)
3rd 100% (24/24) N/A N/A 87.5% (21/24)

HLA-DPB1
1st 100% (22/22) N/A N/A 86.4% (19/22)
2nd 100% (22/22) N/A N/A 86.4% (19/22)
3rd 100% (22/22) N/A N/A 86.4% (19/22)

HLA-DQA1
1st 100% (24/24) N/A 70.8% (17/24) 100% (24/24)
2nd 95.8% (23/24) N/A 62.5% (15/24) 95.8% (23/24)
3rd 95.8% (23/24) N/A 62.5% (15/24) 95.8% (23/24)

HLA-DQB1
1st 100% (18/18) N/A 77.8% (14/18) 100% (18/18)
2nd 94.4% (17/18) N/A 61.1% (11/18) 88.9% (16/18)
3rd 94.4% (17/18) N/A 38.9% (7/18) 88.9% (16/18)

HLA-DRB1
1st 100% (24/24) N/A 70.8% (17/24) 95.8% (23/24)
2nd 100% (24/24) N/A 50.0% (12/24) 58.3% (14/24)
3rd 100% (24/24) N/A 45.8% (11/24) 58.3% (14/24)

Total
1st 100% (260/260) 95.9% (142/148) 74.8% (160/214) 93.8% (244/260)
2nd 98.5% (256/260) 92.6% (137/148) 57.5% (123/214) 78.1% (203/260)
3rd 97.7% (254/260) N/A 45.3% (97/214) 77.7% (202/260)
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Table 4.2: WGS-based HLA genotyping accuracy that indicates how many sam-
ples were fully correctly genotyped with ALPHLARD, OptiType, PHLAT, and
HLA-VBSeq. N/A indicates that the method does not support the HLA gene or
the resolution.

ALPHLARD OptiType PHLAT HLA-VBSeq

HLA-A
1st 100% (25/25) 100% (25/25) 64.0% (16/25) 92.0% (23/25)
2nd 96.0% (24/25) 96.0% (24/25) 36.0% (9/25) 72.0% (18/25)
3rd 96.0% (24/25) N/A 20.0% (5/25) 72.0% (18/25)

HLA-B
1st 100% (24/24) 79.2% (19/24) 66.7% (16/24) 79.2% (19/24)
2nd 100% (24/24) 75.0% (18/24) 45.8% (11/24) 54.2% (13/24)
3rd 91.7% (22/24) N/A 25.0% (6/24) 50.0% (12/24)

HLA-C
1st 100% (25/25) 100% (25/25) 76.0% (19/25) 92.0% (23/25)
2nd 96.0% (24/25) 92.0% (23/25) 44.0% (11/25) 40.0% (10/25)
3rd 96.0% (24/25) N/A 28.0% (7/25) 40.0% (10/25)

HLA-DPA1
1st 100% (12/12) N/A N/A 75.0% (9/12)
2nd 100% (12/12) N/A N/A 75.0% (9/12)
3rd 100% (12/12) N/A N/A 75.0% (9/12)

HLA-DPB1
1st 100% (11/11) N/A N/A 81.8% (9/11)
2nd 100% (11/11) N/A N/A 81.8% (9/11)
3rd 100% (11/11) N/A N/A 81.8% (9/11)

HLA-DQA1
1st 100% (12/12) N/A 66.7% (8/12) 100% (12/12)
2nd 91.7% (11/12) N/A 50.0% (6/12) 91.7% (11/12)
3rd 91.7% (11/12) N/A 50.0% (6/12) 91.7% (11/12)

HLA-DQB1
1st 100% (9/9) N/A 77.8% (7/9) 100% (9/9)
2nd 88.9% (8/9) N/A 44.4% (4/9) 77.8% (7/9)
3rd 88.9% (8/9) N/A 33.3% (3/9) 77.8% (7/9)

HLA-DRB1
1st 100% (12/12) N/A 58.3% (7/12) 91.7% (11/12)
2nd 100% (12/12) N/A 33.3% (4/12) 41.7% (5/12)
3rd 100% (12/12) N/A 33.3% (4/12) 41.7% (5/12)

Total
1st 100% (130/130) 93.2% (69/74) 68.2% (73/107) 88.5% (115/130)
2nd 96.9% (126/130) 87.8% (65/74) 42.1% (45/107) 63.1% (82/130)
3rd 95.4% (124/130) N/A 29.0% (31/107) 62.3% (81/130)

4.5.3 Detection of Somatic Mutations

Next, we searched for somatic point mutations in the HLA genes. They can be
detected by comparing the inferred HLA sequences between paired normal and
tumor samples of each patient. We detected three somatic point mutations in
the microsatellite-unstable samples: two single-base deletions and one single-base
insertion (Figures 4.3–4.5). One of the deletions occurred in a homopolymeric
region in exon 1 of the HLA-A gene, and the other occurred in a homopolymeric
region in exon 1 of the HLA-B gene. Both of these mutations caused a frameshift,
leading to an early stop codon and ultimate loss of function of the HLA allele. It
is known that the HLA-A and HLA-B genes are paralogous, and we found that
the two deletions occurred at paralogously the same position. Moreover, an HLA-
A type A*68:11N has a single-base deletion at exactly the same homopolymeric
position. These observations suggest that the homopolymeric region is a deletion
hotspot. Also, the insertion occurred in a homopolymeric region at the beginning
of exon 4 of the HLA-A gene, which changed the HLA-A type from A*31:01:02
to A*31:14N. This region is known as an insertion hotspot in some HLA types
such as A*01:04N and B*51:11N, and the insertion causes no expression of the
allele [41, 53, 79, 14]. The three insertions and deletions identified were validated
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by the TruSight HLA Sequencing Panels.
We further sought cases of loss of heterozygosity (LOH), which is a genetic

event that causes loss of a region in a chromosome, in the HLA genes as follows.
First, we focused on two types of patients: (i) those for which HLA genotypes were
uniquely determined for the normal sample but not for the tumor sample, and (ii)
those for which HLA genotypes of both the normal and the tumor samples were
uniquely but not identically determined. Then, we checked whether the collected
reads of the tumor sample supported the HLA genotype inferred for the normal
sample. We were able to detect one likely case of LOH in the tumor sample of a
patient, RK069. At each heterozygous SNP position in each HLA locus, the log
odds ratio was calculated for the WGS data and the TruSight HLA Sequencing
Panels based on the number of reads that supported the SNP (Figures 4.6–4.11).
These figures suggest that A*26:01:01, B*35:01:01, C*03:03:01, DPA1*01:03:01,
DQA1*03:02, and DRB1*12:01:01 might be lost in the tumor sample of RK069.
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a

b

Figure 4.3: A single-base deletion in exon 1 of the HLA-A gene of patient RK249.
IGV screenshots were taken at the position for (a) the WGS data and (b) the
TruSight HLA Sequencing Panel data. In each of the screenshots, the upper and
lower tracks correspond to the normal and tumor samples, respectively.
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b

Figure 4.4: A single-base insertion in exon 4 of the HLA-A gene of patient RK363.
IGV screenshots were taken at the position for (a) the WGS data and (b) the
TruSight HLA Sequencing Panel data. In each of the screenshots, the upper and
lower tracks correspond to the normal and tumor samples, respectively.
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b

Figure 4.5: A single-base deletion in exon 1 of the HLA-B gene of patient RK363.
IGV screenshots were taken at the position for (a) the WGS data and (b) the
TruSight HLA Sequencing Panel data. In each of the screenshots, the upper and
lower tracks correspond to the normal and tumor samples, respectively.
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Figure 4.6: The log odds ratios of the depths at heterozygous SNP positions in
the HLA-A gene of patient RK069. The log odds ratios were calculated for (a)
the WGS data and (b) the TruSight HLA Sequencing Panel data. These log odds
ratios correspond to the relative quantities of observed A*26:01:01 SNPs in the
tumor sample compared with the normal sample. The red dots indicate the mean
values of the log odds ratios, and the vertical lines indicate the 95% confidence
intervals.

42



0 200 400 600 800 1000 1200

−
6

−
4

−
2

0
2

4

Position

L
o
g
 O
d
d
s
 R
a
ti
o

0 200 400 600 800 1000 1200

−
6

−
4

−
2

0
2

4

Position

L
o
g
 O
d
d
s
 R
a
ti
o

0 200 400 600 800 1000 1200

−
3

−
2

−
1

0
1

2

Position

L
o
g
 O
d
d
s
 R
a
ti
o

0 200 400 600 800 1000 1200

−
3

−
2

−
1

0
1

2

Position

L
o
g
 O
d
d
s
 R
a
ti
o

b

a

Figure 4.7: The log odds ratios of the depths at heterozygous SNP positions in
the HLA-B gene of patient RK069. The log odds ratios were calculated for (a)
the WGS data and (b) the TruSight HLA Sequencing Panel data. These log odds
ratios correspond to the relative quantities of observed B*35:01:01 SNPs in the
tumor sample compared with the normal sample. The red dots indicate the mean
values of the log odds ratios, and the vertical lines indicate the 95% confidence
intervals.
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Figure 4.8: The log odds ratios of the depths at heterozygous SNP positions in
the HLA-C gene of patient RK069. The log odds ratios were calculated for (a)
the WGS data and (b) the TruSight HLA Sequencing Panel data. These log odds
ratios correspond to the relative quantities of observed C*03:03:01 SNPs in the
tumor sample compared with the normal sample. The red dots indicate the mean
values of the log odds ratios, and the vertical lines indicate the 95% confidence
intervals.
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Figure 4.9: The log odds ratios of the depths at heterozygous SNP positions in
the HLA-DPA1 gene of patient RK069. The log odds ratios were calculated for
(a) the WGS data and (b) the TruSight HLA Sequencing Panel data. These log
odds ratios correspond to the relative quantities of observed DPA1*01:03:01 SNPs
in the tumor sample compared with the normal sample. The red dots indicate
the mean values of the log odds ratios, and the vertical lines indicate the 95%
confidence intervals.
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Figure 4.10: The log odds ratios of the depths at heterozygous SNP positions in
the HLA-DQA1 gene of patient RK069. The log odds ratios were calculated for
(a) the WGS data and (b) the TruSight HLA Sequencing Panel data. These log
odds ratios correspond to the relative quantities of observed DQA1*03:02 SNPs
in the tumor sample compared with the normal sample. The red dots indicate
the mean values of the log odds ratios, and the vertical lines indicate the 95%
confidence intervals.
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Figure 4.11: The log odds ratios of the depths at heterozygous SNP positions
in the HLA-DRB1 gene of patient RK069. The log odds ratios were calculated
for (a) the WGS data and (b) the TruSight HLA Sequencing Panel data. These
log odds ratios correspond to the relative quantities of observed DRB1*12:01:01
SNPs in the tumor sample compared with the normal sample. The red dots
indicate the mean values of the log odds ratios, and the vertical lines indicate the
95% confidence intervals.
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Figure 4.12: WES-based HLA genotyping accuracy of ALPHLARD with decoy
parameters and without decoy parameters. Each WES data was downsampled
to 1/2, 1/4, 1/8, and 1/16, and the two approaches were applied to all of the
original and the downsampled WES data.

4.5.4 Effectiveness of Decoy Parameters

We next demonstrate the effectiveness of decoy parameters in ALPHLARD. First,
we applied two versions of ALPHLARD, ALPHLARD with decoy parameters and
ALPHLARD without decoy parameters, to the WES data used in the previous
section. Figure 4.12 shows the performance of the two versions. At any HLA locus
and any downsampling ratio, ALPHLARD with decoy parameters outperformed
ALPHLARD without decoy parameters. This suggests that decoy parameters
would reduce the influence of misclassified reads from other HLA genes and HLA
pseudogenes. Also, the difference in the performance is significant when the
downsampling ratio is high. This implies that the influence of misclassified reads
cannot be ignorant when the sequence data contains a lot of reads.

We also applied the two approaches to the normal WGS data used above.
Tables 4.3 and 4.4 show the performance of the approaches. These tables demon-
strate that the performance of ALPHLARD with decoy parameters is higher than
that of ALPHLARD without decoy parameters also for the WGS data.
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Table 4.3: WGS-based HLA genotyping accuracy that indicates how many HLA
types were correctly determined by ALPHLARD with decoy parameters and
without decoy parameters.

with decoy without decoy

HLA-A
1st 100% (50/50) 100% (50/50)
2nd 98.0% (49/50) 94.0% (47/50)
3rd 98.0% (49/50) 94.0% (47/50)

HLA-B
1st 100% (48/48) 100% (48/48)
2nd 100% (48/48) 97.9% (47/48)
3rd 95.8% (46/48) 93.8% (45/48)

HLA-C
1st 100% (50/50) 100% (50/50)
2nd 98.0% (49/50) 98.0% (49/50)
3rd 98.0% (49/50) 98.0% (49/50)

HLA-DPA1
1st 100% (24/24) 100% (24/24)
2nd 100% (24/24) 100% (24/24)
3rd 100% (24/24) 100% (24/24)

HLA-DPB1
1st 100% (22/22) 100% (22/22)
2nd 100% (22/22) 100% (22/22)
3rd 100% (22/22) 100% (22/22)

HLA-DQA1
1st 100% (24/24) 100% (24/24)
2nd 95.8% (23/24) 91.7% (22/24)
3rd 95.8% (23/24) 91.7% (22/24)

HLA-DQB1
1st 100% (18/18) 88.9% (16/18)
2nd 94.4% (17/18) 72.2% (13/18)
3rd 94.4% (17/18) 72.2% (13/18)

HLA-DRB1
1st 100% (24/24) 100% (24/24)
2nd 100% (24/24) 95.8% (23/24)
3rd 100% (24/24) 95.8% (23/24)

Total
1st 100% (260/260) 99.2% (258/260)
2nd 98.5% (256/260) 95.0% (247/260)
3rd 97.7% (254/260) 94.2% (245/260)
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Table 4.4: WGS-based HLA genotyping accuracy that indicates how many sam-
ples were fully correctly genotyped by ALPHLARD with decoy parameters and
without decoy parameters.

with decoy without decoy

HLA-A
1st 100% (25/25) 100% (25/25)
2nd 96.0% (24/25) 88.0% (22/25)
3rd 96.0% (24/25) 88.0% (22/25)

HLA-B
1st 100% (24/24) 100% (24/24)
2nd 100% (24/24) 95.8% (23/24)
3rd 91.7% (22/24) 87.5% (21/24)

HLA-C
1st 100% (25/25) 100% (25/25)
2nd 96.0% (24/25) 96.0% (24/25)
3rd 96.0% (24/25) 96.0% (24/25)

HLA-DPA1
1st 100% (12/12) 100% (12/12)
2nd 100% (12/12) 100% (12/12)
3rd 100% (12/12) 100% (12/12)

HLA-DPB1
1st 100% (11/11) 100% (11/11)
2nd 100% (11/11) 100% (11/11)
3rd 100% (11/11) 100% (11/11)

HLA-DQA1
1st 100% (12/12) 100% (12/12)
2nd 91.7% (11/12) 83.3% (10/12)
3rd 91.7% (11/12) 83.3% (10/12)

HLA-DQB1
1st 100% (9/9) 77.8% (7/9)
2nd 88.9% (8/9) 55.6% (5/9)
3rd 88.9% (8/9) 55.6% (5/9)

HLA-DRB1
1st 100% (12/12) 100% (12/12)
2nd 100% (12/12) 91.7% (11/12)
3rd 100% (12/12) 91.7% (11/12)

Total
1st 100% (130/130) 98.5% (128/130)
2nd 96.9% (126/130) 90.8% (118/130)
3rd 95.4% (124/130) 89.2% (116/130)
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Chapter 5

Bayesian Approach for HLA Somatic

Mutation Calling from Whole Genome

Sequence Data

5.1 Overview

Recently, the interaction between cancer and the immune system has attracted
attention. Recent studies have shown that somatic mutations in HLA genes
tend to accumulate in specific cancer types. Since these somatic mutations can
contribute to suppressing the ability of the immune system and developing the
tumor, it is considered to be important to accurately call HLA somatic mutations.
However, Identification of HLA somatic mutations is generally difficult because
true HLA mutations must be distinguished from false-positive mutations caused
by similarity in HLA genes and HLA pseudogenes. This is true of ALPHLARD,
which is our method introduced in Chapter 4.

To resolve this issue, we extend ALPHLARD, which was described in Chapter
4, to construct a new Bayesian model, named ALPHLARD-NT, for accurate HLA
analysis from WGS data including both HLA germline and somatic mutation
calling as well as HLA genotyping. ALPHLARD-NT conducts HLA analysis
for each HLA locus independently by using both normal and tumor reads that
were classified into the HLA locus in Chapter 3.3. ALPHLARD-NT infers HLA
genotypes, HLA germline mutations, and HLA somatic mutations from sampled
parameters in MCMC.

The organization of this chapter is as follows. First, in Section 5.2, we intro-
duce an existing method, POLYSOLVER [78], that is used for performance com-
parison. Then, in Section 5.3, we explain how ALPHLARD-NT is constructed in
detail. In Section 5.4, we explain how parameters are sampled from the Bayesian
model. Lastly, we show some experimental results in 5.5.

The results in this chapter have been accepted as reference [27].

5.2 Related Work

5.2.1 POLYSOLVER

POLYSOLVER [78] is a method that can identify HLA somatic mutations as
well as HLA genotypes at second field resolution from paired-ended WES data.
POLYSOLVER performs HLA genotyping and HLA somatic mutation calling
for the HLA-A, HLA-B, and HLA-C genes. First, POLYSOLVER determines
HLA genotypes using a Bayesian approach. As in the case of our methods, the
Allele Frequency Net Database [21] is used to calculate prior probabilities of
HLA types. One of the significant characteristics of POLYSOLVER is that it can
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take as input the ethnicity information of samples. The ethnicity information
is helpful for HLA genotyping because distributions of HLA types are different
among human populations [10]. For each HLA type, in addition to the prior
probability, the likelihood of reads given the HLA type is also calculated. Based
on the prior probability and the likelihood, the posterior probability of each HLA
type given reads can be obtained. POLYSOLVER employs the HLA type that
achieves the highest posterior probability as the first HLA type of the sample.
The second HLA type is also chosen in a similar way, except that the likelihoods
are weighted using the likelihoods for the first HLA type to prefer HLA type.
This weighting is designed to prefer HLA types that are not similar to the first
HLA type. Consequently, the second HLA type is chosen in such a way that
reads are exclusively aligned to the first and the second HLA types.

After HLA genotyping, POLYSOLVER realigns reads to the identified HLA
genotypes. Then, POLYSOLVER conducts HLA somatic mutation calling using
MuTect [9] and Strelka [74], which are standard mutation callers that are not
limited to HLA genes. MuTect is used to detect HLA somatic substitutions. On
the other hand, Strelka is used to identify insertions and deletions.

5.3 Bayesian Model for HLA Analysis

ALPHLARD-NT has partially the same structure as ALPHLARD except for
some additional parameters. Figure 5.1 shows the graphical model. Input data

of the model include both the normal and tumor realigned reads. Let x
(n)
i be

the ith normal realigned paired reads or unpaired read, and x
(t)
i be the ith tumor

realigned paired reads or unpaired read, both of which are obtained in Chapter 3.
Here, n and t indicate parameters for the normal and tumor samples, respectively.

We define x
(n)
i,j,n and x

(t)
i,j,n as the nth bases or gaps of x

(n)
i,j and x

(t)
i,j , respectively,

and p
(n)
i,j,n and p

(t)
i,j,n as the mismatch probabilities of x

(n)
i,j,n and x

(t)
i,j,n, respectively.

Note that the first position of each realigned read is not the beginning of the read

but rather the beginning of the combined MSA. Also, let r
(n)
i,j and r

(t)
i,j be sets of

positions covered by the reads x
(n)
i,j and x

(t)
i,j , respectively.

We denote HLA types of the sample by R
(r)
1 and R

(r)
2 , normal HLA sequences

by S
(n,r)
1 and S

(n,r)
2 . In addition to normal HLA sequences, we introduce new

parameters for tumor HLA sequences S
(t,r)
1 and S

(t,r)
2 , which are used to consider

somatic mutations in the tumor sample. We also introduce decoy HLA types

R
(d)
1 , . . . , R

(d)

ν(d)
, decoy normal HLA sequences S

(n,d)
1 , . . . , S

(n,d)

ν(d)
, and decoy tumor

HLA sequences S
(t,d)
1 , . . . , S

(t,d)

ν(d)
, where ν(d) is a hyperparameter of the number of

the decoy parameters. Here, the sequences of R
(r)
1 and R

(r)
2 are the MSAs of the

HLA types. S
(n,r)
1 and S

(n,r)
2 are used to consider germline variants in R

(r)
1 and

R
(r)
2 , and S

(t,r)
1 and S

(t,r)
2 are used to reflect somatic mutations. As in the case

of ALPHLARD, these decoy parameters are essential to make a robust inference
because their presence can reduce the influence of misclassified reads that were
actually produced by other HLA genes and HLA pseudogenes. For convenience,

we sometimes use (R1, R2, R3, . . . , Rν(d)+2), (S
(n)
1 , S

(n)
2 , S

(n)
3 , . . . , S

(n)

ν(d)+2
),

and (S
(t)
1 , S

(t)
2 , S

(t)
3 , . . . , S

(t)

ν(d)+2
) instead of (R

(r)
1 , R

(r)
2 , R

(d)
1 , . . . , R

(d)

ν(d)
),

(S
(n,r)
1 , S

(n,r)
2 , S

(n,d)
1 , . . . , S

(n,d)

ν(d)
), and (S

(t,r)
1 , S

(t,r)
2 , S

(t,d)
1 , . . . , S

(t,d)

ν(d)
), respec-

tively. In addition, in some cases, (S1, ..., S2ν(d)+4) is used instead of

(S
(n)
1 , . . . , S

(n)

ν(d)+2
, S

(t)
1 , . . . , S

(t)

ν(d)+2
). We also denote the nth base or gap of
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Figure 5.1: Graphical representation of ALPHLARD-NT.

Rm in the combined MSA by Rm,n, and the nth base or gap of Sm by Sm,n.
Note that all of the Rm’s and Sm’s have the same sequence length as aligned

sequences in the combined MSA, which we denote by N . Next, let I
(n)
i and I

(t)
i

be parameters that indicate the specific HLA sequence that produced x
(n)
i and

x
(t)
i , respectively. In other words, I

(n)
i = m means that x

(n)
i was produced by Sm,

and I
(t)
i = m means that x

(t)
i was produced by Sm. Similarly to ALPHLARD,

the influence of misclassified reads from other HLA genes and HLA pseudogenes
can be ignored by assigning the corresponding indicator variables to decoy HLA

sequences. Note that I
(n)
i ∈ {1, . . . , ν(d) + 2} because tumor HLA sequences

cannot produce normal sequence reads, and that I
(t)
i ∈ {1, . . . , 2ν(d)+4} because

the tumor sample might also contain normal cells.
In addition to parameters for the tumor sample, we also introduce pa-

rameters of the prior distribution of indicator variables I
(n)
i ’s and I

(t)
i ’s.

Each of the indicator variables is assumed to be independently gen-

erated from a distribution that is governed by F
(r)
1 , F

(r)
2 , F

(d)
1 , . . . , F

(d)

ν(d)
,
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G, and V
(r)
1 , V

(r)
2 , V

(d)
1 , . . . , V

(d)

ν(d)
. Again, we sometimes use convenient

notations of (F1, F2, F3, . . . , Fν(d)+2) and (V1, V2, V3, . . . , Vν(d)+2) instead of

(F
(r)
1 , F

(r)
2 , F

(d)
1 , . . . , F

(d)

ν(d)
), and (V

(r)
1 , V

(r)
2 , V

(d)
1 , . . . , V

(d)

ν(d)
). Here, Fm is a posi-

tive real parameter that expresses the likelihood that a read is produced by S
(n)
m

or S
(t)
m . G is also a positive real parameter and expresses the ratio of normal cells

contained in the tumor sample. Vm is a tuple (Vm,1, . . . , Vm,N ), where Vm,n is a

validity flag for S
(n)
m,n and S

(t)
m,n; in other words, Vm,n takes 0 or 1, and indicates

whether S
(n)
m,n and S

(t)
m,n are valid, as described in more detail below.

Then, the posterior probability of the parameters is given by

p(R,S(n),S(t),F , G,V, I(n), I(t) | X (n),X (t))

∝ p(X (n) | S(n), I(n))p(X (t) | S(n),S(t), I(t))
p(S(t) | S(n))p(S(n) | R)p(R)

p(I(n) | F ,V)p(I(t) | F , G,V)p(F)p(G)p(V),

where R = (R1, . . . , Rν(d)+2), S(n) = (S
(n)
1 , . . . , S

(n)

ν(d)+2
), S(t) = (S

(t)
1 , . . . , S

(t)

ν(d)+2
),

F = (F1, . . . , Fν(d)+2), V = (V1, . . . , Vν(d)+2), I(n) = (I
(n)
1 , I

(n)
2 , . . . ), I(t) =

(I
(t)
1 , I

(t)
2 , . . . ), X (n) = (x

(n)
1 , x

(n)
2 , . . . ), and X (t) = (x

(t)
1 , x

(t)
2 , . . . ).

p(X (n) | S(n), I(n)) and p(X (t) | S(n),S(t), I(t)) are the likelihoods of normal
and tumor realigned read pairs and are defined by

p(X (n) | S(n), I(n)) =
∏
i

∏
j

∏
n

p(x
(n)
i,j,n | SI

(n)
i ,n

),

p(X (t) | S(n),S(t), I(t)) =
∏
i

∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

),

where

p(xi,j,n | Sm,n ∈ B)

=


(1− π(e,d))(1− π(e,N))(1− pi,j,n) (if xi,j,n = Sm,n)

(1− π(e,d))(1− π(e,N))
pi,j,n
3 (if xi,j,n ∈ B and xi,j,n ̸= Sm,n)

(1− π(e,d))π(e,N) (if xi,j,n = N)

π(e,d) (if xi,j,n = -)

,

p(xi,j,n | Sm,n = -)

=


π(e,i)(1− π(e,N))14 (if xi,j,n ∈ B)

π(e,i)π(e,N) (if xi,j,n = N)

1− π(e,i) (if xi,j,n = -)

,

p(xi,j,n | Sm,n = N)

=

{
(1− π(e,N))15 (if xi,j,n ∈ B or xi,j,n-)

π(e,N) (if xi,j,n = N)
.

Here, π(e,d), π(e,i), and π(e,N) are hyperparameters of the probabilities of a deletion
error, an insertion error, and an N in a sequence read, respectively.

p(S(t) | S(n)) is the prior probability of tumor HLA sequences and is defined
by

p(S(t) | S(n)) =
∏
m

∏
n

p(S(t)
m,n | S(n)

m,n),
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where

p(S(t)
m,n | S(n)

m,n ∈ B)

=


(1− π(s,N))(1− π(s,d))(1− π(s,s)) (if S

(t)
m,n = S

(n)
m,n)

(1− π(s,N))(1− π(s,d))π
(s,s)

3 (if S
(t)
m,n ∈ B and S

(t)
m,n ̸= S

(n)
m,n)

(1− π(s,N))π(s,d) (if S
(t)
m,n = -)

π(s,N) (if S
(t)
m,n = N)

,

p(S(t)
m,n | S(n)

m,n = -)

=


(1− π(s,N))π(s,i) 1

4 (if S
(t)
m,n ∈ B)

(1− π(s,N))(1− π(s,i)) (if S
(t)
m,n = -)

π(s,N) (if S
(t)
m,n = N)

,

p(S(t)
m,n | S(n)

m,n = N)

=

{
(1− π(s,N))15 (if S

(t)
m,n ∈ B or S

(t)
m,n = -)

π(s,N) (if S
(t)
m,n = N)

.

Here, π(s,s), π(s,d), π(s,i), and π(s,N) are hyperparameters of the probabilities of a
somatic substitution, somatic deletion, a somatic insertion, and an N in a tumor
HLA sequence, respectively.

p(S(n) | R) is the prior probability of normal HLA sequences and is defined
by

p(S(n) | R) =

(∏
m

∏
n

p(S(n,r)
m,n | R(r)

m,n)

)(∏
m

∏
n

p(S(n,d)
m,n | R(d)

m,n)

)
,

where

p(S(n,r)
m,n | R(r)

m,n ∈ B,R(r)
m,n is original)

=



(1− π(g,r,o,N))(1− π(g,r,o,d))(1− π(g,r,o,s)) (if S
(n,r)
m,n = R

(r)
m,n)

(1− π(g,r,o,N))(1− π(g,r,o,d))π
(g,r,o,s)

3

(
if S

(n,r)
m,n ∈ B

and S
(n,r)
m,n ̸= R

(r)
m,n

)
(1− π(g,r,o,N))π(g,r,o,d) (if S

(n,r)
m,n = -)

π(g,r,o,N) (if S
(n,r)
m,n = N)

,

p(S(n,r)
m,n | R(r)

m,n = -, R(r)
m,n is original)

=


(1− π(g,r,o,N))π(g,r,o,i) 1

4 (if S
(n,r)
m,n ∈ B)

(1− π(g,r,o,N))(1− π(g,r,o,i)) (if S
(n,r)
m,n = -)

π(g,r,o,N) (if S
(n,r)
m,n = N)

,

p(S(n,r)
m,n | R(r)

m,n = N, R(r)
m,n is original)

=

{
(1− π(g,r,o,N))15 (if S

(n,r)
m,n ∈ B or S

(n,r)
m,n = -)

π(g,r,o,N) (if S
(n,r)
m,n = N)

,
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p(S(n,r)
m,n | R(r)

m,n ∈ B,R(r)
m,n is imputed)

=



(1− π(g,r,i,N))(1− π(g,r,i,d))(1− π(g,r,i,s)) (if S
(n,r)
m,n = R

(r)
m,n)

(1− π(g,r,i,N))(1− π(g,r,i,d))π
(g,r,i,s)

3

(
if S

(n,r)
m,n ∈ B

and S
(n,r)
m,n ̸= R

(r)
m,n

)
(1− π(g,r,i,N))π(g,r,i,d) (if S

(n,r)
m,n = -)

π(g,r,i,N) (if S
(n,r)
m,n = N)

,

p(S(n,r)
m,n | R(r)

m,n = -, R(r)
m,n is imputed)

=


(1− π(g,r,i,N))π(g,r,i,i) 1

4 (if S
(n,r)
m,n ∈ B)

(1− π(g,r,i,N))(1− π(g,r,i,i)) (if S
(n,r)
m,n = -)

π(g,r,i,N) (if S
(n,r)
m,n = N)

,

p(S(n,r)
m,n | R(r)

m,n = N, R(r)
m,n is imputed)

=

{
(1− π(g,r,i,N))15 (if S

(n,r)
m,n ∈ B or S

(n,r)
m,n = -)

π(g,r,i,N) (if S
(n,r)
m,n = N)

,

p(S(n,d)
m,n | R(d)

m,n ∈ B,R(d)
m,n is original)

=



(1− π(g,d,o,N))(1− π(g,d,o,d))(1− π(g,d,o,s)) (if S
(n,d)
m,n = R

(d)
m,n)

(1− π(g,d,o,N))(1− π(g,d,o,d))π
(g,d,o,s)

3

(
if S

(n,d)
m,n ∈ B

and S
(n,d)
m,n ̸= R

(d)
m,n

)
(1− π(g,d,o,N))π(g,d,o,d) (if S

(n,d)
m,n = -)

π(g,d,o,N) (if S
(n,d)
m,n = N)

,

p(S(n,d)
m,n | R(d)

m,n = -, R(d)
m,n is original)

=


(1− π(g,d,o,N))π(g,d,o,i) 1

4 (if S
(n,d)
m,n ∈ B)

(1− π(g,d,o,N))(1− π(g,d,o,i)) (if S
(n,d)
m,n = -)

π(g,d,o,N) (if S
(n,d)
m,n = N)

,

p(S(n,d)
m,n | R(d)

m,n = N, R(d)
m,n is original)

=

{
(1− π(g,d,o,N))15 (if S

(n,d)
m,n ∈ B or S

(n,d)
m,n = -)

π(g,d,o,N) (if S
(n,d)
m,n = N)

,
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p(S(n,d)
m,n | R(d)

m,n ∈ B,R(d)
m,n is imputed)

=



(1− π(g,d,i,N))(1− π(g,d,i,d))(1− π(g,d,i,s)) (if S
(n,d)
m,n = R

(d)
m,n)

(1− π(g,d,i,N))(1− π(g,d,i,d))π
(g,d,i,s)

3

(
if S

(n,d)
m,n ∈ B

and S
(n,d)
m,n ̸= R

(d)
m,n

)
(1− π(g,d,i,N))π(g,d,i,d) (if S

(n,d)
m,n = -)

π(g,d,i,N) (if S
(n,d)
m,n = N)

,

p(S(n,d)
m,n | R(d)

m,n = -, R(d)
m,n is imputed)

=


(1− π(g,d,i,N))π(g,d,i,i) 1

4 (if S
(n,d)
m,n ∈ B)

(1− π(g,d,i,N))(1− π(g,d,i,i)) (if S
(n,d)
m,n = -)

π(g,d,i,N) (if S
(n,d)
m,n = N)

,

p(S(n,d)
m,n | R(d)

m,n = N, R(d)
m,n is imputed)

=

{
(1− π(g,d,i,N))15 (if S

(n,d)
m,n ∈ B or S

(n,d)
m,n = -)

π(g,d,i,N) (if S
(n,d)
m,n = N)

.

Here, π(g,r,o,s), π(g,r,o,d), π(g,r,o,i), π(g,r,o,N) are hyperparameters of the probabil-
ities of a germline substitution, a germline deletion, a germline insertion, and
an N, respectively, in a non-decoy normal HLA sequence at the position where
the reference is an original base. Similarly, π(g,r,i,s), π(g,r,i,d), π(g,r,i,i), π(g,r,i,N)

are hyperparameters of the probabilities of a germline substitution, a germline
deletion, a germline insertion, and an N, respectively, in a non-decoy normal HLA
sequence at the position where the reference is an imputed base. Also, π(g,d,o,s),
π(g,d,o,d), π(g,d,o,i), π(g,d,o,N) are hyperparameters of the probabilities of a germline
substitution, a germline deletion, a germline insertion, and an N, respectively, in
a decoy normal HLA sequence at the position where the reference is an original
base. Lastly, π(g,d,i,s), π(g,d,i,d), π(g,d,i,i), π(g,d,i,N) are hyperparameters of the
probabilities of a germline substitution, a germline deletion, a germline insertion,
and an N, respectively, in a decoy normal HLA sequence at the position where
the reference is an imputed base. These hyperparameters determine how likely
germline mutations in HLA genes are to occur. The probabilities for an imputed
reference base should be larger than or equal to those for an original base to
reduce the influence of misimputation. In addition, the probabilities for a decoy
normal HLA sequence should also be larger than or equal to those for a non-decoy
normal HLA sequence to achieve robustness against misclassified reads. More-

over, S
(n)
m,n can be N, and tends to be N when Sm,n cannot be uniquely determined,

which can occur when the realigned read pairs X includes a number of misclas-
sified reads from other HLA genes and pseudogenes that cannot be ignored. In

this case, allowing S
(n)
m,n to be N can make HLA genotyping robuster.

p(R) is the prior probability of HLA types and is defined by

p(R) =

(∏
m

p(R(r)
m )

)(∏
m

p(R(d)
m )

)
.

Here, p(R
(r)
m ) is the prior probability of the HLA type and is given from the result

of Section 3.2.1. On the other hand, p(R
(d)
m ) is the prior probability of the decoy

HLA type, which we assume as constant.
p(I(n) | F ,V) is the prior probability of normal indicator variables and is
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defined by

p(I(n) | F ,V) =
∏
i

p(I
(n)
i | F ,V),

where

p(I
(n)
i = m | F ,V) ∝

 max
n∈

∪
j r

(n)
i,j

Vm

Fm.

This formula means that the read cannot be produced by the HLA sequence
without a valid position covered by the read, which is controlled by V.

Similarly, p(I(t) | F , G,V) is the prior probability of tumor indicator variables
and is defined by

p(I(t) | F , G,V) =
∏
i

p(I
(t)
i | F , G,V),

where

p(I
(t)
i = m ∈M (n) | F , G,V) ∝

 max
n∈

∪
j r

(t)
i,j

Vm

FmG,

p(I
(t)
i = m ∈M (t) | F , G,V) ∝

 max
n∈

∪
j r

(t)
i,j

Vm−(ν(d)+2)

Fm−(ν(d)+2),

M (n) = {1, . . . , ν(d) + 2},
M (t) = {ν(d) + 3, . . . , 2ν(d) + 4}.

Note that I
(t)
i ∈ M (n) indicates that the read was derived from a normal cell,

and I
(t)
i ∈ M (t) indicates that the read was derived from a tumor cell. Further,

matched normal-tumor HLA sequences S
(n)
m and S

(t)
m share Vm and Fm.

p(F) is the prior probability of likelihoods of indicator variables and is defined
by

p(F) =

(∏
m

p(F (r)
m )

)(∏
m

p(F (d)
m )

)
,

where

p(F (r)
m ) = LN (F (r)

m | µ(f,r), (σ(f,r))2),

p(F (d)
m ) = LN (F (d)

m | µ(f,d), (σ(f,d))2).

Here, LN is a log-normal distribution, µ(f,r) and (σ(f,r))2 are hyperparameters
of the mean and the variance for non-decoy parameters, and µ(f,d) and (σ(f,d))2

are hyperparameters of the mean and the variance for decoy parameters. µ(f,d)

should be smaller than or equal to µ(f,r) because realigned read pairs that are
mapped to decoy HLA sequences should be basically removed at the extraction
and classification step described in Chapter 3.

p(G) is the prior probability of the ratio of normal cells contained in the tumor
sample and is defined by

p(G) = LN (G | µ(g), (σ(g))2),
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where µ(g) and (σ(g))2 are hyperparameters of the mean and the variance for
normal contamination.

p(V) is the prior probability of validity flags and is defined by

p(V) =

(∏
m

p(V (r))

)(∏
m

p(V (d))

)

=

(∏
m

∏
n

p(V (r)
m,n)

)(∏
m

∏
n

p(V (d)
m,n | V

(d)
m,n−1)

)
,

where

p(V (r)
m,n) =

{
0 (if V

(r)
m,n = 0)

1 (if V
(r)
m,n = 1)

,

p(V (d)
m,n | V

(d)
m,n−1 = 0) =

{
1− π(v,o) (if V

(d)
m,n = 0)

π(v,o) (if V
(d)
m,n = 1)

,

p(V (d)
m,n | V

(d)
m,n−1 = 1) =

{
1− π(v,e) (if V

(d)
m,n = 0)

π(v,e) (if V
(d)
m,n = 1)

.

Here, π(v,o) and π(v,e) are hyperparameters of the probabilities of validity flag

opening and validity flag extension, respectively. Note that V
(r)
m,n must always be

1.

5.4 MCMC Sampling of Parameters

Similarly to ALPHLARD, we use MCMC to sample parameters from the posterior
distribution with parallel tempering. Gibbs sampling is primarily used to sample
all parameters except for Fm’s, G, and Vm’s. Fm’s, G, and Vm’s are sampled
using the Metropolis-Hastings algorithm. In addition, we also periodically use
the Metropolis-Hastings algorithm that allows parameters to move from mode
to mode. In the following sections, we introduce how parameter sampling is
conducted.

5.4.1 Gibbs Sampling of HLA Types R

Gibbs Sampling of HLA Types R is similar to that in ALPHLARD. The condi-
tional distribution of HLA types is given by

p(R | S(n),S(t),F , G,V, I(n), I(t),X (n),X (t))

∝ p(S(n) | R)p(R)

=
∏
m

(∏
n

p(S(n)
m,n | Rm,n)

)
p(Rm).

Therefore, each HLA type Rm can be sampled independently from the probability
distribution in proportion to

p(S(n)
m | Rm)p(Rm),

using Gibbs sampling. The Gibbs sampling of each HLA type is shown in Algo-
rithm 5.1.
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Algorithm 5.1 Gibbs sampling of each HLA type in ALPHLARD-NT

Input:

S
(n)
m : the mth normal HLA sequence

Output:
Rm: the mth HLA type

1: T ← a set of HLA types
2: for all t ∈ T do
3: pt ← 1
4: end for
5: for all t ∈ T do
6: for n← 1 to N do
7: pt ← pt × p(S

(n)
m,n | Rm,n, Rm = t)

8: end for
9: pt ← pt × p(Rm = t)

10: end for
11: Sample Rm with probability in proportion to p
12: return Rm

5.4.2 Gibbs Sampling of normal HLA Sequences S(n)

The conditional distribution of normal HLA sequences is given by

p(S(n) | R,S(t),F , G,V, I(n), I(t),X (n),X (t))

∝ p(X (n) | S(n), I(n))p(X (t) | S(n),S(t), I(t))p(S(t) | S(n))p(S(n) | R)

=

∏
i

∏
j

∏
n

p(x
(n)
i,j,n | SI

(n)
i ,n

)

∏
i

∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

)


×

(∏
m

∏
n

p(S(t)
m,n | S(n)

m,n)

)(∏
m

∏
n

p(S(n)
m,n | Rm,n)

)
.

Here, the likelihoods of normal realigned read pairs and tumor realigned read
pairs can be rewritten as∏

i

∏
j

∏
n

p(x
(n)
i,j,n | SI

(n)
i ,n

) =
∏
m

∏
n

∏
i:I

(n)
i =m

∏
j

p(x
(n)
i,j,n | S

(n)
m,n),

∏
i

∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

) ∝
∏
m

∏
n

∏
i:I

(t)
i =m

∏
j

p(x
(t)
i,j,n | S

(n)
m,n).

As a result, The conditional distribution of normal HLA sequences can be calcu-
lated by

p(S(n) | R,S(t),F ,V, I(n), I(t),X (n),X (t))

∝
∏
m

∏
n

 ∏
i:I

(n)
i =m

∏
j

p(x
(n)
i,j,n | S

(n)
m,n)


 ∏

i:I
(t)
i =m

∏
j

p(x
(t)
i,j,n | S

(n)
m,n)


× p(S(t)

m,n | S(n)
m,n)p(S

(n)
m,n | Rm,n).
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Therefore, each normal HLA base S
(n)
m,n can be sampled independently from the

probability distribution in proportion to ∏
i:I

(n)
i =m

∏
j

p(x
(n)
i,j,n | S

(n)
m,n)


 ∏

i:I
(t)
i =m

∏
j

p(x
(t)
i,j,n | S

(n)
m,n)


× p(S(t)

m,n | S(n)
m,n)p(S

(n)
m,n | Rm,n),

using Gibbs sampling. The Gibbs sampling of each normal HLA base is shown
in Algorithm 5.2.

5.4.3 Gibbs Sampling of tumor HLA Sequences S(t)

The conditional distribution of tumor HLA sequences is given by

p(S(t) | R,S(n),F , G,V, I(n), I(t),X (n),X (t))

∝ p(X (t) | S(n),S(t), I(t))p(S(t) | S(n))

=

∏
i

∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

)

(∏
m

∏
n

p(S(t)
m,n | S(n)

m,n)

)
.

Here, the likelihood of tumor realigned read pairs can be rewritten as∏
i

∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

) ∝
∏
m

∏
n

∏
i:I

(t)
i =m+ν(d)+2

∏
j

p(x
(t)
i,j,n | S

(t)
m,n),

where the addition by ν(d) + 2 means that the reads are produced by not nor-
mal HLA sequences but tumor HLA sequences. As a result, The conditional
distribution of tumor HLA sequences can be calculated by

p(S(n) | R,S(t),F ,V, I(n), I(t),X (n),X (t))

∝
∏
m

∏
n

 ∏
i:I

(t)
i =m+ν(d)+2

∏
j

p(x
(t)
i,j,n | S

(t)
m,n)

 p(S(t)
m,n | S(n)

m,n).

Therefore, each tumor HLA base S
(t)
m,n can be sampled independently from the

probability distribution in proportion to ∏
i:I

(t)
i =m+ν(d)+2

∏
j

p(x
(t)
i,j,n | S

(t)
m,n)

 p(S(t)
m,n | S(n)

m,n),

using Gibbs sampling. The Gibbs sampling of each tumor HLA base is shown in
Algorithm 5.3.
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Algorithm 5.2 Gibbs sampling of each normal HLA base in ALPHLARD-NT

Input:
R: HLA types
I(n): normal indicator variables
I(t): tumor indicator variables
X (n): normal realigned read pairs
X (t): tumor realigned read pairs

Output:
S(n): normal HLA sequences

1: K(n) ← the number of normal realigned read pairs
2: K(t) ← the number of tumor realigned read pairs
3: B ← {A, C, G, T, -, N}
4: for m← 1 to ν(d) + 2 do
5: for n← 1 to N do
6: for b ∈ B do
7: pm,n,b ← 1
8: end for
9: end for

10: end for
11: for s ∈ {n, t} do
12: for i← 1 to K(s) do
13: continue if I

(s)
i > ν(d) + 2

14: m← I
(s)
i

15: J ←

{
1 (if x

(s)
i is a paired read)

2 (if x
(s)
i is an unpaired read)

16: for j ← 1 to J do

17: r ← a set of positions covered by the read x
(s)
i,j

18: for n ∈ r do
19: for b ∈ B do
20: pm,n,b ← pm,n,b × p(x

(s)
i,j,n | S

(n)
m,n = b)

21: end for
22: end for
23: end for
24: end for
25: end for
26: for m← 1 to ν(d) + 2 do
27: for n← 1 to N do
28: for b ∈ B do
29: pm,n,b ← pm,n,b × p(S

(t)
m,n | S(n)

m,n = b)

30: pm,n,b ← pm,n,b × p(S
(n)
m,n = b | Rm,n)

31: end for
32: end for
33: end for
34: for m← 1 to ν(d) + 2 do
35: for n← 1 to N do
36: Sample S

(n)
m,n with probability in proportion to pm,n

37: end for
38: end for
39: return S(n)
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Algorithm 5.3 Gibbs sampling of each tumor HLA base in ALPHLARD-NT

Input:
S(n): normal HLA sequences
I(t): tumor indicator variables
X (t): tumor realigned read pairs

Output:
S(t): tumor HLA sequences

1: K(t) ← the number of normal realigned read pairs
2: B ← {A, C, G, T, -, N}
3: for m← 1 to ν(d) + 2 do
4: for n← 1 to N do
5: for b ∈ B do
6: pm,n,b ← 1
7: end for
8: end for
9: end for

10: for i← 1 to K do
11: continue if I

(t)
i ≤ ν(d) + 2

12: m← I
(t)
i − (ν(d) + 2)

13: J ←

{
1 (if x

(t)
i is a paired read)

2 (if x
(t)
i is an unpaired read)

14: for j ← 1 to J do

15: r ← a set of positions covered by the read x
(t)
i,j

16: for n ∈ r do
17: for b ∈ B do
18: pm,n,b ← pm,n,b × p(x

(t)
i,j,n | S

(t)
m,n = b)

19: end for
20: end for
21: end for
22: end for
23: for m← 1 to ν(d) + 2 do
24: for n← 1 to N do
25: for b ∈ B do
26: pm,n,b ← pm,n,b × p(S

(t)
m,n = b | S(n)

m,n)
27: end for
28: end for
29: end for
30: for m← 1 to ν(d) + 2 do
31: for n← 1 to N do
32: Sample S

(t)
m,n with probability in proportion to pm,n

33: end for
34: end for
35: return S(t)
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Algorithm 5.4 Gibbs sampling of each normal indicator variable in
ALPHLARD-NT
Input:
S(n): normal HLA sequences
F : likelihoods of indicator variables
V: validity flags

x
(n)
i : the ith normal realigned read pair

Output:

I
(n)
i : the ith normal indicator variable

1: J ←

{
1 (if x

(n)
i is a paired read)

2 (if x
(n)
i is an unpaired read)

2: for m← 1 to ν(d) + 2 do
3: pm ← 1
4: end for
5: for j ← 1 to J do

6: r ← a set of positions covered by the read x
(n)
i,j

7: for m← 1 to ν(d) + 2 do
8: for n ∈ r do
9: pm ← pm ∗ p(x(n)i,j,n | S

(n)
m,n)

10: end for
11: end for
12: end for
13: for m← 1 to ν(d) + 2 do
14: pm ← pm ∗ p(I(n)i = m | F ,V)
15: end for
16: Sample I

(n)
i with probability in proportion to p

17: return I
(n)
i

5.4.4 Gibbs Sampling of Normal Indicator Variables I(n)

The conditional distribution of normal indicator variables is given by

p(I(n) | R,S(n),S(t),F , G,V, I(t),X (n),X (t))

∝ p(X (n) | S(n), I(n))p(I(n) | F ,V)

=
∏
i

∏
j

∏
n

p(x
(n)
i,j,n | S

(n)

I
(n)
i ,n

)

 p(I
(n)
i | F ,V).

Therefore, each normal indicator variable I
(n)
i can be sampled independently from

the probability distribution in proportion to∏
j

∏
n

p(x
(n)
i,j,n | SI

(n)
i ,n

)

 p(I
(n)
i | F ,V),

using Gibbs sampling. The Gibbs sampling of each normal indicator variable is
shown in Algorithm 5.4.
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Algorithm 5.5 Gibbs sampling of each tumor indicator variable in ALPHLARD-
NT
Input:
S: HLA sequences
F : likelihoods of indicator variables
G: the ratio of normal cells contained in the tumor sample
V: validity flags

x
(t)
i : the ith tumor realigned read pair

Output:

I
(t)
i : the ith tumor indicator variable

1: J ←

{
1 (if x

(t)
i is a paired read)

2 (if x
(t)
i is an unpaired read)

2: for m← 1 to 2ν(d) + 4 do
3: pm ← 1
4: end for
5: for j ← 1 to J do

6: r ← a set of positions covered by the read x
(t)
i,j

7: for m← 1 to 2ν(d) + 4 do
8: for n ∈ r do
9: pm ← pm ∗ p(x(t)i,j,n | Sm,n)

10: end for
11: end for
12: end for
13: for m← 1 to 2ν(d) + 4 do
14: pm ← pm ∗ p(I(t)i = m | F , G,V)
15: end for
16: Sample I

(t)
i with probability in proportion to p

17: return I
(t)
i

5.4.5 Gibbs Sampling of Tumor Indicator Variables I(t)

The conditional distribution of tumor indicator variables is given by

p(I(t) | R,S(n),S(t),F , G,V, I(n),X (n),X (t))

∝ p(X (t) | S(n),S(t), I(t))p(I(t) | F , G,V)

=
∏
i

∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

))

 p(I
(t)
i | F , G,V).

Therefore, each tumor indicator variable I
(t)
i can be sampled independently from

the probability distribution in proportion to∏
j

∏
n

p(x
(t)
i,j,n | SI

(t)
i ,n

))

 p(I
(t)
i | F , G,V),

using Gibbs sampling. The Gibbs sampling of each tumor indicator variable is
shown in Algorithm 5.5.
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5.4.6 Metropolis-Hastings Algorithm for Likelihoods F of Indicator
Variables

For each Fm, a candidate parameter F ∗
m is first sampled using the Metropolis-

Hastings algorithm whose proposal distribution is given by

F ∗
m ∼ LN (F ∗

m | logFm, (σ(f,p)
m )2),

where (σ
(f,p)
m )2 is a hyperparameter of the variance of the proposal distribution.

The acceptance ratio r is calculated by

r = min(1, r∗),

r∗ =
p(F ∗

m | R,S(n),S(t),F−m, G,V, I(n), I(t),X (n),X (t))

p(Fm | R,S(n),S(t),F−m, G,V, I(n), I(t),X (n),X (t))

× p(F ∗
m → Fm | R,S(n),S(t),F−m, G,V, I(n), I(t),X (n),X (t))

p(Fm,→ F ∗
m | R,S(n),S(t),F−m, G,V, I(n), I(t),X (n),X (t))

.

Each term can be obtained by

p(Fm | R,S(n),S(t),F−m, G,V, I(n), I(t),X (n),X (t))

∝ p(I(n) | Fm,F−m,V)p(I(t) | Fm,F−m, G,V)p(Fm),

p(Fm,→ F ∗
m | R,S(n),S(t),F−m, G,V, I(n), I(t),X (n),X (t))

∝ 1.

As a result,

r∗ =
p(I(n) | F ∗

m,F−m,V)
p(I(n) | Fm,F−m,V)

p(I(t) | F ∗
m,F−m, G,V)

p(I(t) | Fm,F−m, G,V)
p(F ∗

m)

p(Fm)
.

5.4.7 Metropolis-Hastings Algorithm for the Ratio G of Normal Cells
Contained in the Tumor Sample

A candidate parameter G∗ is first sampled using the Metropolis-Hastings algo-
rithm whose proposal distribution is given by

G∗ ∼ LN (G∗ | logG, (σ(g,p))2),

where (σ(g,p))2 is a hyperparameter of the variance of the proposal distribution.
The acceptance ratio r is calculated by

r = min(1, r∗)

r∗ =
p(G∗ | R,S(n),S(t),F ,V, I(n), I(t),X (n),X (t))

p(G | R,S(n),S(t),F ,V, I(n), I(t),X (n),X (t))

× p(G∗ → G | R,S(n),S(t),F ,V, I(n), I(t),X (n),X (t))

p(G,→ G∗ | R,S(n),S(t),F ,V, I(n), I(t),X (n),X (t))
.

Each term can be obtained by

p(G | R,S(n),S(t),F ,V, I(n), I(t),X (n),X (t))

∝ p(I(t) | F , G,V)p(G),

p(G,→ G∗ | R,S(n),S(t),F ,V, I(n), I(t),X (n),X (t))

∝ 1.

As a result,

r∗ =
p(I(t) | F , G∗,V)
p(I(t) | F , G,V)

p(G∗)

p(G)
.
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5.4.8 Metropolis-Hastings Algorithm for Validity Flags V

For each Vm, a candidate parameter V ∗
m is sampled using Algorithm 5.6, whose

proposal distribution is analogous to the Wolff algorithm [91], which is used for
sampling of the Ising model. Then, I(n)∗ and I(t)∗ are also sampled using Gibbs
sampling given V ∗

m. The acceptance ratio r is calculated by

r = min(1, r∗)

r∗ =
p(V ∗

m, I(n)∗, I(t)∗ | R,S(n),S(t),F ,V−m,X (n),X (t))

p(Vm, I(n), I(t) | R,S(n),S(t),F ,V−m,X (n),X (t))
,

× p(V ∗
m, I(n)∗, I(t)∗ → Vm, I(n), I(t) | R,S(n),S(t),F ,V−m,X (n),X (t))

p(Vm, I(n), I(t) → V ∗
m, I(n)∗, I(t)∗ | R,S(n),S(t),F ,V−m,X (n),X (t))

=
p(X (n) | S(n), V ∗

m,V−m)

p(X (n) | S(n), Vm,V−m)

p(X (t) | S(n),S(t), V ∗
m,V−m)

p(X (t) | S(n),S(t), Vm,V−m)

× (π
(v,p)
v )r−l(1− π

(v,p)
v )[l ̸=1∧Vl−1 ̸=v]+[r ̸=N∧Vr+1 ̸=v]

(π
(v,p)
1−v )

r−l(1− π
(v,p)
1−v )

[l ̸=1∧Vl−1 ̸=v]+[r ̸=N∧Vr+1 ̸=v]

×
∏r+1

n=l p(V
∗
m,n | V ∗

m,n−1)∏r+1
n=l p(Vm,n | Vm,n−1)

,

where v is a validity flag given in Algorithm 5.6. We set 1 − π(v,o) and π(v,e) to

π
(v,p)
0 and π

(v,p)
1 , respectively, so that r∗ can be calculated by

r∗ =
p(X (n) | S(n), V ∗

m,V−m)

p(X (n) | S(n), Vm,V−m)

p(X (t) | S(n),S(t), V ∗
m,V−m)

p(X (t) | S(n),S(t), Vm,V−m)

× p(Vm,n ̸= v | Vm,n−1 = v)[l ̸=1∧Vl−1 ̸=v]+[r ̸=N∧Vr+1 ̸=v]

p(Vm,n = v | Vm,n−1 ̸= v)[l ̸=1∧Vl−1=v]+[r ̸=N∧Vr+1=v]

×
p(Vm,l ̸= v | Vm,l−1)p(Vm,r+1 | Vm,r ̸= v)

p(Vm,l = v | Vm,l−1)p(Vm,r+1 | Vm,r = v)
.

5.4.9 Metropolis-Hastings Algorithm for HLA Bases Not Covered
with Reads

In addition to Gibbs sampling, we use the Metropolis-Hastings algorithm with a
similar proposal distribution to that mentioned in Section 4.4.4, which considers
HLA bases not covered with reads. First, for all m ∈ {1, . . . , ν(d) + 2}, we define

S
(n,N)
m and S

(t,N)
m by

S(n,N)
m,n =

{
S
(n)
m,n (if Dm,n > 0)

N (if Dm,n = 0)
,

S(t,N)
m,n =

{
S
(t)
m,n (if Dm,n > 0)

N (if Dm,n = 0)
,

Dm,n = D(n)
m,n +D(t)

m,n +D
(t)

m+ν(d)+2,n
,

D(n)
m,n = |{(i, j) | I(n)i = m,n ∈ r

(n)
i,j }|,

D(t)
m,n = |{(i, j) | I(t)i = m,n ∈ r

(t)
i,j }|.
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Algorithm 5.6 Generate a candidate parameter V ∗ using the Wolff algorithm

Input:
V : the current parameter

π
(v,p)
0 : probability for 0-cluster extension

π
(v,p)
1 : probability for 1-cluster extension

Output:
V ∗: candidate parameter

1: function Wolff(V, π
(v,p)
0 , π

(v,p)
1 )

2: Sample a position p uniformly
3: v ← Vp

4: b← p
5: while b > 1 and Vb−1 = v do

6: break with probability 1− π
(v,p)
v

7: b← b− 1
8: end while
9: e← p

10: while e < N and Ve+1 = v do

11: break with probability 1− π
(v,p)
v

12: e← e+ 1
13: end while
14: V ∗ ← V
15: for n← b to e do
16: V ∗

n ← 1− v
17: end for
18: return V ∗

19: end function

Here, D
(n)
m,n is the number of normal realigned read pairs that cover Sm,n, D

(t)
m,n

is the number of tumor realigned read pairs that cover Sm,n, and Dm,n is the

number of realigned read pairs that cover S
(n)
m,n or S

(t)
m,n. Thus, S

(n,N)
m and S

(t,N)
m

are basically the same as S
(n)
m and S

(t)
m , but bases that are not covered by any

read are replaced with N’s. Then, A candidate HLA type R∗
m, a candidate normal

HLA sequence S
(n)∗
m , and a candidate tumor HLA sequence S

(t)∗
m are sampled by

R∗
m ∼ p(R∗

m | S(n,N)),

S(n)∗
m ∼ p(S(n)∗

m | R∗
m,S(n)−m, S(t,N)

m ,S(t)−m, I(n), I(t),X (n),X (t)),

S(t)∗
m ∼ p(S(t)∗

m | S(n)∗
m ,S(n)−m,S(t)−m, I(t),X (t)).

The acceptance ratio r is given by

r = min(1, r∗),

r∗ =
p(R∗

m, S
(n)∗
m , S

(t)∗
m | R−m,S(n)

−m,S(t)
−m, I(n), I(t),X (n),X (t))

p(Rm, S
(n)
m , S

(t)
m | R−m,S(n)

−m,S(t)
−m, I(n), I(t),X (n),X (t))

×
p(R∗

m, S
(n)∗
m , S

(t)∗
m → Rm, S

(n)
m , S

(t)
m | R−m,S(n)

−m,S(t)
−m, I(n), I(t),X (n),X (t))

p(Rm, S
(n)
m , S

(t)
m → R∗

m, S
(n)∗
m , S

(t)∗
m | R−m,S(n)

−m,S(t)
−m, I(n), I(t),X (n),X (t))

.

68



Each term can be obtained by

p(Rm, S(n)
m , S(t)

m | R−m,S(n)−m,S(t)−m, I(n), I(t),X (n),X (t))

∝ p(X (n) | S(n)
m ,S(n)−m, I(n))p(X (t) | S(n)

m ,S(n)−m, S(t)
m ,S(t)−m, I(t))

× p(S(t)
m | S(n)

m )p(S(n)
m | Rm)p(Rm),

p(Rm, S(n)
m , S(t)

m → R∗
m, S(n)∗

m , S(t)∗
m | R−m,S(n)−m,S(t)−m, I(n), I(t),X (n),X (t))

= p(R∗
m | S(n,N))p(S(n)∗

m | R∗
m,S(n)−m, S(t,N)

m ,S(t)−m, I(n), I(t),X (n),X (t))

× p(S(t)∗
m | S(n)∗

m ,S(n)−m,S(t)−m, I(t),X (t)),

where

p(R∗
m | S(n,N))

∝ p(S(n,N) | R∗
m)p(R∗

m),

p(S
(n)∗
m | R∗

m,S(n)
−m, S

(t,N)
m ,S(t)

−m, I(n), I(t),X (n),X (t))

∝
p(X (n) | S(n)∗

m ,S(n)
−m, I(n))p(X (t) | S(n)∗

m ,S(n)
−m, S

(t,N)
m ,S(t)

−m, I(t))p(S
(t,N)
m | S(n)∗

m )p(S
(n)∗
m | R∗

m)

p(S
(t,N)
m ,X (n),X (t) | R∗

m, I(n), I(t))
,

p(S
(t)∗
m | S(n)∗

m ,S(n)
−m,S(t)

−m, I(t),X (t))

∝
p(X (t) | S(n)∗

m ,S(n)
−m, S

(t)∗
m ,S(t)

−m, I(t))p(S
(t)∗
m | S(n)∗

m )

p(X (t) | S(n)∗
m ,S(n)

−m,S(t)
−m, I(t))

.

As a result,

r∗ =
p(S(n,N) | Rm)

p(S(n,N) | R∗
m)

p(X (t) | S(n)
m ,S(n)−m, S

(t,N)
m ,S(t)−m, I(t))

p(X (t) | S(n)∗
m ,S(n)−m, S

(t,N)
m ,S(t)−m, I(t))

p(S
(t,N)
m | S(n)

m )

p(S
(t,N)
m | S(n)∗

m )

× p(S
(t,N)
m ,X (n),X (t) | R∗

m, I(n), I(t))
p(S

(t,N)
m ,X (n),X (t) | Rm, I(n), I(t))

p(X (t) | S(n)∗
m ,S(n)−m,S(t)−m, I(t))

p(X (t) | S(n)∗
m ,S(n)−m,S(t)−m, I(t))

.

5.4.10 Metropolis-Hastings Algorithm for Swapping Non-Decoy Pa-
rameters and Decoy Parameters

In addition, we introduce the Metropolis-Hastings algorithm with a similar pro-
posal distribution to that mentioned in Section 4.4.5, which swaps non-decoy
parameters and decoy parameters to determine which HLA types and HLA se-
quences should be decoy parameters. However, we must modify the proposal
distribution because ALPHLARD-NT has new parameters V, which are not in-
troduced in ALPHLARD. First, a non-decoy index m and a decoy index m′ are
uniformly sampled, that is,

m ∼ U(m | 1, 2),
m′ ∼ U(m′ | 3, ν(d) + 2).
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We also uniformly sample an interval i such that ∀n ∈ i.Vm′,n = 1. This interval
defines the swapped region; that is,

S(n)∗
m,n =

{
S
(n)
m,n (if n /∈ i)

S
(n)
m′,n (if n ∈ i)

,

S
(n)∗
m′,n =

{
S
(n)
m′,n (if n /∈ i)

S
(n)
m,n (if n ∈ i)

,

S(t)∗
m,n =

{
S
(t)
m,n (if n /∈ i)

S
(t)
m′,n (if n ∈ i)

,

S
(t)∗
m′,n =

{
S
(t)
m′,n (if n /∈ i)

S
(t)
m,n (if n ∈ i)

.

Then, R∗
m, R∗

m′ , I(n)∗, and I(t)∗ are sampled using Gibbs sampling by

R∗
m ∼ p(R∗

m | S(n)∗
m ),

R∗
m′ ∼ p(R∗

m′ | S(n)∗
m′ ),

I(n)∗ ∼ p(I(n)∗ | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ ,F ,V,X (n)),

I(t)∗ ∼ p(I(t)∗ | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ , S

(t)∗
m , S

(t)∗
m′ ,S(t)−m,m′ ,F , G,V,X (t)).

The acceptance ratio r is given by

r = min(1, r∗),

r∗ =
p(θ∗

m,m′ | R−m,m′ ,S(n)−m,m′ ,S(t)−m,m′ ,F , G,V,X (n),X (t))

p(θm,m′ | R−m,m′ ,S(n)−m,m′ ,S(t)−m,m′ ,F , G,V,X (n),X (t))

×
p(θ∗

m,m′ → θm,m′ | R−m,m′ ,S(n)−m,m′ ,S(t)−m,m′ ,F , G,V,X (n),X (t))

p(θm,m′ → θ∗
m,m′ | R−m,m′ ,S(n)−m,m′ ,S(t)−m,m′ ,F , G,V,X (n),X (t))

,

θm,m′ = (Rm, Rm′ , S(n)
m , S

(n)
m′ , S

(t)
m , S

(t)
m′ , I(n), I(t)),

θ∗
m,m′ = (R∗

m, R∗
m′ , S(n)∗

m , S
(n)∗
m′ , S(t)∗

m , S
(t)∗
m′ , I(n)∗, I(t)∗).

Each term can be obtained by

p(θm,m′ | R−m,m′ ,S(n)−m,m′ ,S(t)−m,m′ ,F , G,V,X (n),X (t)))

∝ p(X (n) | S(n)
m , S

(n)
m′ ,S(n)−m,m′ , I(n))

× p(X (t) | S(n)
m , S

(n)
m′ ,S(n)−m,m′ , S

(t)
m , S

(t)
m′ ,S(t)−m,m′ , I(t))

× p(S(t)
m | S(n)

m )p(S
(t)
m′ | S(n)

m′ )p(S
(n)
m | Rm)p(S

(n)
m′ | Rm′)p(Rm)

× p(I(n) | F ,V)p(I(t) | F , G,V),

p(θm,m′ → θ∗
m,m′ | R−m,m′ ,S(n)−m,m′ ,S(t)−m,m′ ,F , G,V,X (n),X (t))

∝ p(R∗
m | S(n)∗

m )p(R∗
m′ | S(n)∗

m′ )

× p(I(n)∗ | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ ,F ,V,X (n))

× p(I(t)∗ | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ , S

(t)∗
m , S

(t)∗
m′ ,S(t)−m,m′ ,F , G,V,X (t)),
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where

p(R∗
m | S(n)∗

m )

=
p(S

(n)∗
m | R∗

m)p(R∗
m)

p(S
(n)∗
m )

,

p(R∗
m′ | S(n)∗

m′ )

∝
p(S

(n)∗
m′ | R∗

m′)

p(S
(n)∗
m′ )

,

p(I(n)∗ | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ ,F ,V,X (n))

=
p(X (n) | S(n)∗

m , S
(n)∗
m′ ,S(n)−m,m′ , I(n)∗)p(I(n)∗ | F ,V)

p(X (n) | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ ,F ,V)

,

p(I(t)∗ | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ , S

(t)∗
m , S

(t)∗
m′ ,S(t)−m,m′ ,F , G,V,X (t))

=
p(X (t) | S(n)∗

m , S
(n)∗
m′ ,S(n)−m,m′ , S

(t)∗
m , S

(t)∗
m′ ,S(t)−m,m′ , I(t)∗)p(I(t)∗ | F , G,V)

p(X (t) | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ , S

(t)∗
m , S

(t)∗
m′ ,S(t)−m,m′ ,F , G,V)

.

Consequently, the acceptance ratio r∗ is given by

r∗ =
p(S∗

m)

p(Sm

p(S∗
m′)

p(Sm′

p(X (n) | S(n)∗
m , S

(n)∗
m′ ,S(n)−m,m′ ,F ,V)

p(X (n) | S(n)
m , S

(n)
m′ ,S(n)−m,m′ ,F ,V)

×
p(X (t) | S(n)∗

m , S
(n)∗
m′ ,S(n)−m,m′ , S

(t)∗
m , S

(t)∗
m′ ,S(t)−m,m′ ,F , G,V)

p(X (t) | S(n)
m , S

(n)
m′ ,S(n)−m,m′ , S

(t)
m , S

(t)
m′ ,S(t)−m,m′ ,F , G,V)

.

5.4.11 Strategies in the Burn-in Period

Other strategies were further used in the burn-in period to obtain better pa-
rameters. Some of the approaches are the same as those described in 4.4.6: the
multi-start strategy and copying HLA sequences. In addition, we also use an-
other approach that sequence reads are assigned to decoy sequences if there are
mismatches between the sequence reads and the reference sequences. This ap-
proach helps to reduce the incidence of false-positive mutations and retains only
the mutations that seem true.

5.4.12 HLA Analysis from Sampled Parameters

HLA analysis is conducted based on the sampled parameters. HLA genotyping
is performed by counting the numbers of sampled HLA types. HLA germline
mutation calling can be done by finding different bases between sampled HLA
types and normal HLA sequences. In addition, we can also identify HLA somatic
mutations by finding different bases between sampled normal HLA sequences and
tumor HLA sequences.

5.5 Experimental Results

In this section, we illustrate the capability of ALPHLARD-NT using WGS data
and WES data. First, we demonstrate the performance of ALPHLARD-NT
for HLA genotyping from WGS data compared with ALPHLARD and POLY-
SOLVER [78]. We also show that ALPHLARD-NT can identify HLA somatic
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mutations that cannot be detected by other methods. Next, we show the results
of HLA mutation calling from WES data. Lastly, we also discuss the effectiveness
of decoy parameters in ALPHLARD-NT.

In the following sections, we used the most sampled HLA genotype in
the MCMC process as the candidate HLA genotype in ALPHLARD-NT and
ALPHLARD.

5.5.1 HLA Genotyping from WGS Data

We first evaluated the accuracy of ALPHLARD-NT for HLA genotyping from
the WGS dataset used in Section 4.5 For comparison, we applied ALPHLARD-
NT, ALPHLARD, and POLYSOLVER [78] to the WGS data. The performance
comparison is summarized in Tables 5.1 and 5.2. Table 5.1 shows how many
HLA types were correctly determined, and Table 5.2 shows how many samples
were fully correctly genotyped. Overall, ALPHLARD-NT outperformed POLY-
SOLVER at all resolutions for all HLA loci. ALPHLARD-NT also achieved
slightly higher accuracy than ALPHLARD because ALPHLARD-NT can use in-
formation from both normal and tumor samples, whereas ALPHLARD can only
use information from normal samples.
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Table 5.1: WGS-based HLA genotyping accuracy that indicates how many
HLA types were correctly determined with ALPHLARD-NT, ALPHLARD, and
POLYSOLVER. N/A indicates that the method does not support the HLA gene
or the resolution.

ALPHLARD-NT ALPHLARD POLYSOLVER

HLA-A
1st 100% (50/50) 100% (50/50) 100% (50/50)
2nd 100% (50/50) 98.0% (49/50) 98.0% (49/50)
3rd 98.0% (49/50) 98.0% (49/50) 90.0% (45/50)

HLA-B
1st 100% (48/48) 100% (48/48) 91.7% (44/48)
2nd 100% (48/48) 100% (48/48) 85.4% (41/48)
3rd 97.9% (47/48) 95.8% (46/48) 81.3% (39/48)

HLA-C
1st 100% (50/50) 100% (50/50) 100% (50/50)
2nd 100% (50/50) 98.0% (49/50) 90.0% (45/50)
3rd 100% (50/50) 98.0% (49/50) 86.0% (43/50)

HLA-DPA1
1st 100% (24/24) 100% (24/24) N/A
2nd 100% (24/24) 100% (24/24) N/A
3rd 100% (24/24) 100% (24/24) N/A

HLA-DPB1
1st 100% (22/22) 100% (22/22) N/A
2nd 100% (22/22) 100% (22/22) N/A
3rd 100% (22/22) 100% (22/22) N/A

HLA-DQA1
1st 100% (24/24) 100% (24/24) N/A
2nd 95.8% (23/24) 95.8% (23/24) N/A
3rd 95.8% (23/24) 95.8% (23/24) N/A

HLA-DQB1
1st 100% (18/18) 100% (18/18) N/A
2nd 94.4% (17/18) 94.4% (17/18) N/A
3rd 94.4% (17/18) 94.4% (17/18) N/A

HLA-DRB1
1st 100% (24/24) 100% (24/24) N/A
2nd 100% (24/24) 100% (24/24) N/A
3rd 100% (24/24) 100% (24/24) N/A

Total
1st 100% (260/260) 100% (260/260) 97.3% (144/148)
2nd 99.2% (258/260) 98.5% (256/260) 91.2% (135/148)
3rd 98.5% (256/260) 97.7% (254/260) 85.8% (127/148)
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Table 5.2: WGS-based HLA genotyping accuracy that indicates how many sam-
ples were fully correctly genotyped with ALPHLARD-NT, ALPHLARD, and
POLYSOLVER. N/A indicates that the method does not support the HLA gene
or the resolution.

ALPHLARD-NT ALPHLARD POLYSOLVER

HLA-A
1st 100% (25/25) 100% (25/25) 100% (25/25)
2nd 100% (25/25) 96.0% (24/25) 96.0% (24/25)
3rd 96.0% (24/25) 96.0% (24/25) 80.0% (20/25

HLA-B
1st 100% (24/24) 100% (24/24) 83.3% (20/24
2nd 100% (24/24) 100% (24/24) 70.8% (17/24)
3rd 95.8% (23/24) 91.7% (22/24) 62.5% (15/24)

HLA-C
1st 100% (25/25) 100% (25/25) 100% (25/25)
2nd 100% (25/25) 96.0% (24/25) 80.0% (20/25)
3rd 100% (25/25) 96.0% (24/25) 72.0% (18/25)

HLA-DPA1
1st 100% (12/12) 100% (12/12) N/A
2nd 100% (12/12) 100% (12/12) N/A
3rd 100% (12/12) 100% (12/12) N/A

HLA-DPB1
1st 100% (11/11) 100% (11/11) N/A
2nd 100% (11/11) 100% (11/11) N/A
3rd 100% (11/11) 100% (11/11) N/A

HLA-DQA1
1st 100% (12/12) 100% (12/12) N/A
2nd 91.7% (11/12) 91.7% (11/12) N/A
3rd 91.7% (11/12) 91.7% (11/12) N/A

HLA-DQB1
1st 100% (9/9) 100% (9/9) N/A
2nd 88.9% (8/9) 88.9% (8/9) N/A
3rd 88.9% (8/9) 88.9% (8/9) N/A

HLA-DRB1
1st 100% (12/12) 100% (12/12) N/A
2nd 100% (12/12) 100% (12/12) N/A
3rd 100% (12/12) 100% (12/12) N/A

Total
1st 100% (130/130) 100% (130/130) 94.6% (70/74)
2nd 98.5% (128/130) 96.9% (126/130) 82.4% (61/74)
3rd 96.9% (126/130) 95.4% (124/130) 71.6% (53/74)

5.5.2 Detection of HLA Mutations from WGS Data

We also searched for HLA class I somatic mutations among the WGS data from
the 25 colon cancer samples using ALPHLARD-NT, POLYSOLVER, and EBCall
[77], which is a standard mutation caller. ALPHLARD-NT called one substitu-
tion, two insertions, and two deletions, all of which were verified by the TruSight
HLA Sequencing Panels [90]. All of the insertions and the deletions are known
to lead to the loss of function of the HLA types, and might contribute to im-
mune escape. On the other hand, POLYSOLVER and EBCall detected no and
one mutation, respectively, which would be likely due to the shallowness of the
WGS data. In addition, ALPHLARD-NT is considered to be more sensitive
than ALPHLARD because ALPHLARD can identify only two deletions and one
insertion.
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(a) (b)

(c) (d)

Figure 5.2: Venn diagrams of HLA somatic mutations identified by ALPHLARD-
NT, POLYSOLVER, and EBCall for (a) substitutions, (b) insertions, (c) dele-
tions, and (d) all mutations.

5.5.3 Detection of HLA Mutations from WES Data

Next, we applied ALPHLARD-NT, POLYSOLVER, and EBCall to a WES
dataset of 343 colon adenocarcinoma cases from The Cancer Genome Atlas. Fig-
ure 5.2 shows the Venn diagrams of the identified HLA class I somatic mutations
with each method. This figure demonstrates the high sensitivity of ALPHLARD-
NT (88 mutations) compared to POLYSOLVER (60 mutations) and EBCall (80
mutations), which is especially remarkable for insertions. ALPHLARD-NT de-
tected seven insertions at the beginning of exon 4 of HLA class I genes, which
is a known hotspot of insertions and deletions [60], whereas POLYSOLVER
and EBCall identified no and three insertions at this hotspot, respectively.
ALPHLARD-NT also identified 12 deletions at the same position. These re-
current frameshift insertions and deletions seemed to be positively selected for
immune escape caused by loss of function of the HLA types.

In addition, ALPHLARD-NT detected a novel HLA-B type whose exon se-
quence is the same as HLA-B*35:08:01 except that the 25th base is C rather
than G, which changes the 9th amino acid from V to L. The protein produced
by the new HLA type is also novel and not registered in the IPD-IMGT/HLA
Database, indicating that the HLA type defines a new HLA type name at second
field resolution.
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5.5.4 Effectiveness of Decoy Parameters

We next demonstrate the effectiveness of decoy parameters in ALPHLARD-
NT. We applied ALPHLARD-NT with decoy parameters and ALPHLARD-NT
without decoy parameters to the WGS data. Tables 5.3 and 5.4 show the
performance of the two approaches. These tables illustrate that the perfor-
mance of ALPHLARD-NT with decoy parameters is slightly higher than that
of ALPHLARD-NT without decoy parameters for the WGS data, but the dif-
ference is not significant. However, ALPHLARD-NT without decoy parameters
failed to accurately identify HLA somatic mutations.

Figure 5.3 shows the Venn diagrams of the identified HLA class I somatic
mutations from the WGS data using the two approaches. This figure indi-
cates that the two versions identify the same insertions and deletions. However,
ALPHLARD without decoy parameters call 20 additional substitutions, and we
verified from the TruSight HLA Sequencing Panels that all of them are false-
positive mutations. This suggests that ALPHLARD-NT without decoy parame-
ters can accurately detect insertions and deletions but cannot identify substitu-
tions. This is because the influence of misclassified reads could not be ignorant
without decoy parameters.
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Table 5.3: WGS-based HLA genotyping accuracy that indicates how many HLA
types were correctly determined by ALPHLARD-NT with decoy parameters and
without decoy parameters.

with decoy without decoy

HLA-A
1st 100% (50/50) 100% (50/50)
2nd 100% (50/50) 100% (50/50)
3rd 98.0% (49/50) 98.0% (49/50)

HLA-B
1st 100% (48/48) 100% (48/48)
2nd 100% (48/48) 100% (48/48)
3rd 97.9% (47/48) 95.8% (46/48)

HLA-C
1st 100% (50/50) 100% (50/50)
2nd 100% (50/50) 100% (50/50)
3rd 100% (50/50) 100% (50/50)

HLA-DPA1
1st 100% (24/24) 100% (24/24)
2nd 100% (24/24) 100% (24/24)
3rd 100% (24/24) 100% (24/24)

HLA-DPB1
1st 100% (22/22) 100% (22/22)
2nd 100% (22/22) 100% (22/22)
3rd 100% (22/22) 100% (22/22)

HLA-DQA1
1st 100% (24/24) 100% (24/24)
2nd 95.8% (23/24) 91.7% (22/24)
3rd 95.8% (23/24) 91.7% (22/24)

HLA-DQB1
1st 100% (18/18) 100% (18/18)
2nd 94.4% (17/18) 100% (18/18)
3rd 94.4% (17/18) 100% (18/18)

HLA-DRB1
1st 100% (24/24) 100% (24/24)
2nd 100% (24/24) 95.8% (23/24)
3rd 100% (24/24) 95.8% (23/24)

Total
1st 100% (260/260) 100% (260/260)
2nd 99.2% (258/260) 98.8% (257/260)
3rd 98.5% (256/260) 97.7% (254/260)
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Table 5.4: WGS-based HLA genotyping accuracy that indicates how many sam-
ples were fully correctly genotyped by ALPHLARD-NT with decoy parameters
and without decoy parameters.

with decoy without decoy

HLA-A
1st 100% (25/25) 100% (25/25)
2nd 100% (25/25) 100% (25/25)
3rd 96.0% (24/25) 96.0% (24/25)

HLA-B
1st 100% (24/24) 100% (24/24)
2nd 100% (24/24) 100% (24/24)
3rd 95.8% (23/24) 91.7% (22/24)

HLA-C
1st 100% (25/25) 100% (25/25)
2nd 100% (25/25) 100% (25/25)
3rd 100% (25/25) 100% (25/25)

HLA-DPA1
1st 100% (12/12) 100% (12/12)
2nd 100% (12/12) 100% (12/12)
3rd 100% (12/12) 100% (12/12)

HLA-DPB1
1st 100% (11/11) 100% (11/11)
2nd 100% (11/11) 100% (11/11)
3rd 100% (11/11) 100% (11/11)

HLA-DQA1
1st 100% (12/12) 100% (12/12)
2nd 91.7% (11/12) 83.3% (10/12)
3rd 91.7% (11/12) 83.3% (10/12)

HLA-DQB1
1st 100% (9/9) 100% (9/9)
2nd 88.9% (8/9) 100% (9/9)
3rd 88.9% (8/9) 100% (9/9)

HLA-DRB1
1st 100% (12/12) 100% (12/12)
2nd 100% (12/12) 91.7% (11/12)
3rd 100% (12/12) 91.7% (11/12)

Total
1st 100% (130/130) 100% (130/130)
2nd 98.5% (128/130) 97.7% (127/130)
3rd 96.9% (126/130) 95.4% (124/130)
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(a) (b)

(c) (d)

Figure 5.3: Venn diagrams of HLA somatic mutations identified by ALPHLARD-
NT with decoy parameters and without decoy parameters for (a) substitutions,
(b) insertions, (c) deletions, and (d) all mutations.
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Chapter 6

Conclusion

6.1 Summary

Advances in next generation sequencing (NGS) technologies have promoted the
research that focuses on the relationship between cancer and the immune sys-
tem. Accordingly, human leukocyte antigen (HLA) analysis, including HLA
genotyping, HLA germline mutation calling, and HLA somatic mutation call-
ing, from NGS data has become essential to the research field. However, it is
difficult to accurately analyze HLA genes from NGS data, such as whole exome
sequence (WES), whole genome sequence (WGS), and RNA sequence (RNA-seq)
data, mainly because HLA genes and HLA pseudogenes are similar to each other.
Therefore, although it is relatively easy to extract reads that are produced by
HLA genes and HLA pseudogenes, it is difficult to judge which HLA gene or
HLA pseudogene produced each read. Especially, this problem is crucial when
we conduct HLA analysis from WGS data due to the shallowness. Hence, we
tackled the problem in this thesis.

In Chapter 4, we introduced an alignment-based scoring method to extract
and classify sequence reads from HLA genes. The method begins with alignment
of all sequence reads to all HLA types. We used the IPD-IMGT/HLA Database
[69] to construct the reference sequences of HLA types. For each read and each
HLA type, the HLA read score (HR score) is calculated. A read is classified into
an HLA gene (i) if the maximum HR score in the HLA gene is sufficiently high
and (ii) if the difference of the maximum scores between the HLA gene and the
others is sufficiently large. The first condition (i) means that the read is likely
to be produce by the HLA gene. On the other hand, the second condition (ii)
means that the read is unlikely to be produced by the other HLA genes and HLA
pseudogene than the HLA gene. The second condition is necessary because we
should exclude sequence reads that are really produced by HLA genes and HLA
pseudogenes that are similar to the HLA gene of interest. After extraction and
classification of HLA reads, each read is realigned to the HLA type that achieved
the highest HR score.

In Chapter 4, we presented a new Bayesian method, ALPHLARD, which per-
forms accurate HLA genotyping from the realigned reads. ALPHLARD incorpo-
rates not only parameters for HLA types but also parameters for HLA sequences,
which make it possible to call HLA germline mutations as well. ALPHLARD
estimates the HLA genotype and the HLA germline mutations by calculating the
posterior distribution using the Markov chain Monte Carlo (MCMC) method.
The experimental results showed that ALPHLARD achieved higher accuracy for
HLA genotyping from both WES and WGS data than existing methods. We
presume that the high performance of ALPHLARD originates from the follow-
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ing reasons. First, the search space of ALPHLARD is all pairs of possible HLA
types. Some methods treat an HLA genotype as two independent HLA types;
that is, they give a score to each HLA type and output the most and the second
most probable HLA types without directly considering the combinations. This
approximation can reduce the computation time but works well only when the
sequence data is sufficiently deep. Therefore, such methods would not achieve
high accuracy for HLA genotyping from WGS data. Second, ALPHLARD uses
decoy parameters in addition to non-decoy parameters. Hence, ALPHLARD can
robustly and accurately perform HLA genotyping even if there exist some misclas-
sified reads that are really produced by other HLA genes and HLA pseudogenes
than the HLA gene of interest. We demonstrated that decoy parameters would
enhance the performance of HLA genotyping.

In Chapter 5, we proposed a method, called ALPHLARD-NT, to conduct
HLA somatic mutation calling as well as HLA genotyping and HLA germline mu-
tation calling through simultaneous analysis of both normal and tumor sequence
data of cancer patients. The statistical model of ALPHLARD-NT is obtained by
extending ALPHLARD to include additional parameters for tumor sequence data.
ALPHLARD-NT also contains parameters that control the ratio of sequence reads
that are produced by each HLA sequence. As with ALPHLARD, ALPHLARD-
NT also uses MCMC to estimate the posterior distribution of the parameters.
The experimental results demonstrate that ALPHLARD-NT achieved higher per-
formance for HLA genotyping from WGS data than other methods when both
normal and tumor sequence data are available. Also, ALPHLARD-NT identified
five HLA class I somatic mutations from the WGS data, although existing meth-
ods detected at most one somatic mutation. This suggests that ALPHLARD-NT
can sensitively call HLA somatic mutation even from shallow sequence data. In
addition, ALPHLARD-NT detected more insertions and deletions than the exist-
ing methods at a region which is known as a mutation hotspot, which indicates
that the insertions and deletions seem true. We also showed that decoy pa-
rameters were effective for HLA somatic mutation calling in that they reduced
false-positive mutations.

6.2 Future Work

6.2.1 Somatic Mutation Calling in HLA Class II Genes

Although we demonstrated that ALPHLARD-NT can identify somatic mutations
in HLA class I genes, somatic mutation calling in HLA class II genes is still
challenging because the IPD-IMGT/HLA database [69] is relatively incomplete
for HLA class II pseudogenes, which leads to a large number of misclassified reads
in analysis of HLA class II genes. One solution to this problem is identifying HLA
sequences of HLA class II pseudogenes from a lot of samples using ALPHLARD-
NT and registering the identified HLA sequences to the database.

6.2.2 Identification of Loss of Heterozygosity in HLA Genes

In addition to point mutations, there is another type of somatic mutations, loss
of heterozygosity (LOH), which causes loss of a region in a chromosome. LOHs
in HLA genes give a significant impact on the immune system because lost HLA
types cannot work as components of the immune system. In addition, since the
range of an LOH event is generally wide enough to cover all HLA genes, all of HLA
types in a chromosome are lost if an LOH occurs in the HLA region. However,
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there is only one method to identify HLA LOHs, whose name is LOHHLA [56].
We would be able to construct a method to detect HLA LOHs by extending
ALPHLARD-NT to include parameters for LOH events.

6.2.3 Calculation of Binding Affinity between an HLA Molecule and
a Peptide

After HLA genotyping, it is important to calculate the binding affinities between
identified HLA types and specific peptides such as viral peptides and mutated
peptides to check which peptides are presented to T cells. There are some meth-
ods to calculate the binding affinity of an HLA type and a peptide [2, 35, 64].
These methods are based on neural network, but the structures are quite simple.
Therefore, there remains room to improve by using more complicated structure
such as long short-term memory [30] and residual connection [29].
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