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Abstract

This study addresses generating multimodal explanations for the categorization of visual
information. Although most researches focus on explanation by the single modal information,
it can be insufficient when what is explained cannot be represented by single modal, or
when interpretability degrades when attempting to output faithful explanation. Even though
an existing work treats multimodality on generating explanations, it requires supervised
information of correct explanations for all modalities. Collecting such dataset is costly, and
even impossible for some modalities, preventing the application of the explanation system
to the real problem. An important aspect of multimodal explanations is complementarity,
that is, how one explanation improve the quality of the others. Thus, as well as general
requirements for generated explanations: (a) interpretable, (b) fidelity to the target, the system
generating multimodal explanations are required to be (c) applicable to modals regardless of
with/without supervised information, and (d) able to generate explanations where different
modals are complemental to each other. To satisfy (a)-(d) simultaneously, we propose a novel
framework based on information theory. Defining distributions of variables to explain and to
be explained, explanations holding high interaction information is selected. To apply it to
different types of explanations utilizing different domains, we propose practical algorithms
corresponding to each case of realistic application, and demonstrate their effectiveness by
conducted experiments.
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Chapter 1

Introduction

1.1 Background

The explanation is an intellectual act of replacing the basis of a certain fact or decision with
a different expression interpretable for the other. Two subjects involved in the act: who
explains and who is explained, and we ask for an explanation when (1) we need to obtain
knowledge on the event, or when (2) we require to check whether the other subject makes a
conclusion by the correct reasoning.

Explanations are also important for visual recognition. Considering the recognition
process of by humans or machines where a visual instance, e.g., image or video, is classified
into a certain category, the process is often opaque. Those who obtain the recognition result
requires an explanation mainly in the following two situations related to the cases mentioned
above:

• when the decision made by one subject is not obvious by the other, and he/she demands
to acquire detailed knowledge of the event. A possible situation is that the decision
is made by the expert, such as when a medical doctor assigns labels of diagnosis to
medical images. Another situation is when the decision is subjective when asking
someone’s preference or sentiment to images.

• when one would like to verify whether the result is obtained by the correct reasoning.
For example, the decision process is complicated and hard to interpret by humans in
the object recognition system based on deep Convolutional Neural Networks (CNNs).
Even though it performs well in the test dataset, it does not necessarily mean the system
works desirably in the real application because the possibility of exploiting dataset-bias
remains. In such situation, explanation helps us to verify trustability of the reasoning
process.



Existing researches have focused on generating explanations on visual data. Some of
them attempt to provide explanations for complicated machine learning model, by exploiting
the natural language or parts of target instance. On the other hand, researches for extracting
representative and discriminative information from the visual instances labeled by humans
can also be regarded as a kind of explanation.

Almost all researches utilize the information on the single modal; however, it can be
insufficient in some situations. A possible situation is when what is explained cannot be
represented by single modal, or when interpretability degrades when attempting to output
faithful explanation. For example, it may require tons of words for explaining the reason for
an image being categorized to a specific class utilizing only natural language.

This study addresses exploiting multimodal information for the explanations to overcome
the difficulty. Even though an existing work [56] treats multimodality on generating explana-
tions, it requires supervised information of correct explanations for all modalities. Collecting
such dataset is costly, and even impossible for some modalities, preventing the application of
the explanation system to the real problem. Moreover, it only treats the positiveness of the
label, and cannot deal with negativeness of it, which is another important application of the
explanation.

One important factor on the multimodal explanation is complementarity. By combining
multiple information holding different characteristics, it can be expected that they com-
plement to each other. In the example stated above, it may improve the fidelity and/or
interpretability of the explanation not only by adhering to the language but also by utilizing
visual information such as pointing appropriate regions in the target image. This is a simple
example of achieving complementarity of visual and linguistic information, provided that
they are good at representing low-level and high-level information respectively.

In summary, we require a framework for multimodal explanations, which can deal with
several modalities regardless with/without supervised information, and which can achieve
complementarity of different modalities.

1.2 Scope of Thesis

In this thesis, we especially focus on the classification problem as the target of the explanation,
where a visual instance x (e.g., image or video) is categorized to a class y by the process
f : x ! y. Under this premise, the task of explanation is divided by the two axes as follows:

• The difference of the decision process f. One is when humans perceive visual in-
formation and categorize it. The other is by machines. We especially deal with the



complicated machine learning models such as deep CNNs utilized as the de-facto
standard in the current visual recognition task.

• The difference of dealing with positiveness/negativeness of the label y. In other words,
the difference of explaining “why x is categorized to y” or “why x is not categorized
to y.”

By these axes, explanation task is divided into four parts, those are, machine-positiveness /
machine-negativeness / human-positiveness / human-negativeness. This thesis tackles former
three i.e., machine-positiveness / machine-negativeness / human-positiveness, provided that
the remaining one is considered to be achieved by combining them.

1.3 Objective

The goal of this thesis is to build a system that can generate explanations with multimodal
information for categorization of a visual instance, and we propose a general framework to
achieve it.

We first need to discuss the requirements of the system. The desired explanation is the
one which satisfies following two properties as:

(a) explanations should be interpretable for humans, and

(b) explanations should have fidelity to the target to be explained. As we especially treat
classification problem represented by x ! y in this study, the fidelity can be rephrased
by discriminativeness. In other words, the explanation should retain information useful
to identify the category to which the instance is predicted to belong.

In addition to generating explanations satisfying above, requirements of the proposed frame-
work for generating multimodal explanations are:

(c) it should be applicable to modals regardless with/without supervised information,

(d) its outputted explanations of different modals should be complemental to each other.

We propose a novel framework for generating multimodal explanations based on the
information theory, especially on the maximization of the interaction information, which is
an extension of the mutual information defined on more than two variables.

To guarantee the output explanations are (a) interpretable for humans, we limit modalities
used for explanations. As the interpretability depends heavily on the humans’ ability of
perception, this work makes an assumption that a set of (or parts of) linguistics, real images,



and videos are interpretable. To achieve (b) discriminativeness of output explanations to
the category information, we generate it by taking the interaction information into account.
We define distributions of variables to explain, and to be explained. The latter represents
the process of a instance being categorized by the subject, e.g., humans or machines. The
interactive information defined on these distributions provides the quantity measuring how the
category is identifiable from explanations. By selecting explanations holding high interaction
information, discriminative explanations can be generated. Further, considering (c), because
the explanations are generated to make the category information identifiable, not to attempt
to match the supervised information in our framework, it is applicable to modals without
supervised information. The (d) complementarity is naturally satisfied by the definition of
interaction information. The interaction information is defined recursively by the difference
between interactive information with/without being conditioned on one variable, providing
a natural definition on the complementarity: the increase of the dependency of the other
explanations to the target category when one explanation is conditioned. As observed, this
extension enables to satisfy (a)-(d) simultaneously. Details are discussed in the subsequent
chapter.

We apply the proposed framework to each case in the realistic applications of explanation
task mentioned above as:

• whether the decision is made by humans, or made by machines, and

• whether the explanation is made for the positiveness, or the negativeness of the target
category,

and propose algorithms specific to them. We also demonstrate the effectiveness of these
algorithms by the experiments. Contributions of this thesis are summarized as follows:

• propose a general framework for generating multimodal explanations based on the
information theory,

• propose novel algorithms based on the proposed framework for applying it to different
kinds of realistic explanation tasks, and

• demonstrate the effectiveness of proposed algorithms by the experiments.

1.4 Structure of Thesis

In this thesis, we propose a framework for generating multimodal explanations on a prediction
of visual information to the category. The remainder of this paper is organized as follows. In



Chapter 2, existing works related to our task are discussed. In Chapter 3, after illustrating
the proposed framework for explanation generations, we describe two axes by which the
explanation task is divided: (1) whether the decision is made by humans, or made by
machines, and (2) whether the explanation is made for the positiveness or the negativeness
of the target category. From Chaper 4 to Chapter 6, we propose practical algorithms when
applying the framework to realistic applications following that taxonomy on the explanation
task. Particularly, we focus on the generating explanations for

• the positiveness of labels predicted by machines in Chaper 4,

• the negativeness of labels predicted by machines in Chaper 5,

• the positiveness of labels predicted by humans in Chaper 6,

and we demonstrate the effectiveness of the proposed method in each task by the conducted
experiments. Finally, we conclude our work and discuss future works in Chapter 7.



Chapter 2

Related Work

Recently, several works have addressed generating explanations for the prediction of visual
information. The main motivation of them are either or / both of (1) obtaining detailed
knowledge, (2) validating trustability of the reasoning. In this chapter, we discuss previous
works related to our task.

2.1 Single modal explanations

Almost all existing researches focus on the explanation utilizing the single modal information.
We divide them by two axes mentioned in the Section 1.1 as:

• whether the decision is made by humans, or made by machines, and

• whether the explanation is made for the positiveness, or the negativeness of the target
category.

2.1.1 Explanation for the positiveness of the machines’ prediction

The visual cognitive ability of machines has improved significantly primarily because of the
recent development in deep-learning techniques. Owing to its high complexity, the decision
process is inherently a black-box; therefore, many researchers have attempted to make a
machine explain the reason for the decision to verify its trustability.

The primary stream is visualizing where the classifier weighs for its prediction by
assigning an importance to each element in the input space by rule-based [66, 5, 83, 63, 85,
19, 86] approach or learning-based approach [8, 11]. Methods in the former category decide
the rule of propagating importance between two layers, and apply it recursively from the
output prediction to the input. For example, [63] proposed to calculate the gradient of the



output with regard to the elements of mid-level features in interest by back-propagation,
and to aggregate them following the multiplication to the input to make the importance.
[5] proposed a technique Layer-wise Relevance Propagation (LRP) which propagates the
element of the output of each layer to the input by the propagation rule determined by
the kind of input domain. Also, recently [86] attempted to enhance interpretability of the
result by decomposing the importance propagated between layers to those belong to human-
interpretable concepts, by train the mapping function on the auxiliary densely annotated
dataset.

Methods belong to the latter attempts to learns the instance-wise importance of elements
with an auxiliary model, and they are further divided by how the model is trained, those
are element-wise or instance-wise. [60] is the representative research belonging to the first
category. Under an assumption that the decision function around the target input can be
approximated as locally linear, and they approximated the complex decision function by
training the sparse linear regression model by pairs of input data dropping some elements
and its prediction. The assumption that complex decision function can be considered as
locally linear even though it cannot be approximated globally by the simple function is often
utilized in other works such as gradient-based method mentioned above. Although the above
approaches aim to show the region where the classifier weights in the target, the goal of [38]
was to detect a training sample on which the prediction heavily relies on. They proposed an
approach to use the influence function to assess the influence of the sample’s absence on the
classifier’s prediction.

Unlike the former approaches, the latter approaches train instance-wise model which
predicts the importance of the input element. A merit of learning instance-wise importance
is one can obtain the importance relative to other samples even though the former focus on
the importance of element only inside the target sample. [8] proposed to utilize the mutual
information. In their work, the method holds two different neural network models which
predict the importance of each element of input as well as the classifier which predicts the
class the masked input belongs to. [11] demonstrated that the importance predicted in a
similar way can be used well as saliency map.

The main goal of these works is to show where the model actually “looks” in a human-
interpretable manner, it is important to show the region where the model focuses for prediction
rather than whether the prediction is true for humans. The evaluation is often performed
by the investigating before/after the output of the model when the element considered to be
important is changed.

As a different stream, some works trained the generative model that projects the mid-level
feature of the classifier to be explained onto the other information obtained from outside in a



post-hoc manner. The representative work is [29], which exploits natural language. They
claimed that the explanation by natural language is different from the description in that the
explanation is required to be both of discriminative to class and relevant to the input target,
although the description only needs to satisfy relevance. To guarantee the explanation is
discriminative to the target category, they proposed to use an additional classification model
as well as explanation generation model, which verifies whether the generated explanation is
class specific. Owing to the inability of backpropagation, they are trained by reinforcement
learning in their work. Also, the work utilizing multimodal [56] information belong to this
category. It exploits not only natural language but also visual information, that is a pointing
supervision on the image. As described later section, as it requires supervised information of
the correct explanation for all modalities, collecting data is costly or impossible for some
domain. True explanations, as by humans, are expected to be generated regardless of the
type of model in these type of explanation. In this sense, [61] can be considered as a part
of this stream. It introduced a loss which imposes a penalty on the difference from the
ground-truth explanation in addition to the ordinal classification loss when training classifier
to render it not only predict correctly but also predicts with right reason. In most case, as the
desired output is obtained, the quantitative evaluation is often performed by comparison with
ground-truth supervision.

2.1.2 Explanation for the negativeness of the machines’ prediction

Few works attempted to generate explanation being aware to the class different from the
one the classifier provides. [3] stated an application for grounding visual explanation to
counterfactual explanation, that is the explanation of “why the target is not predicted to a
specific category”, where the textual explanations are generated by comparing the output
of generated explanations for target sample and the nearest sample to it. [73] proposed
the method to compute the minimum change of the input leading the different decision
of classifier (e.g., positive ! negative), and applied it to the improvement of Internet
advertisement. They mainly focused on Random Forest models whose input element is
interpretable for a human. Thus, this can not be easily computer vision task where the input is
usually raw pixels or high-dimensional feature, whose each element does not have a meaning
itself. [62] resorted on Generative Adversarial Networks (GANs), which is known to perform
well in the image generation task, to change the input image in a meaningful way, by which
the target classifier’s decision changes. It can be regarded as a kind of explanation for the
negative class.



2.1.3 Explanation for the positiveness of the humans’ prediction

Prototype selection [68, 43, 31, 13–15] can be considered as example-based explanations.
The essential idea of these researches it to extract information that is representative to
the sample distribution, and is discriminative to the category the target image belongs.
For example, [68] proposed an algorithm extracting the center of clusters constructed by
discriminative clustering [80], and [31] applied this idea to the video. Subsequently, [13]
proposed a more efficient algorithm using mode seeking. [43] focused on the CNN features
and extended the association rule mining, which is a pattern mining algorithm aiming to
discover a set of if-then rules. In other words, they attempt to obtain examples that represent
p(x|c), which is the distribution of sample x conditioned on the category c. Our work is
different in that we attempt to explain the black-box posterior distribution p(c|x) such as that
represented by deep CNN.

Similarly, [48], which tackled the visual explanation task from the viewpoint of machine
teaching, is also a type of example-based explanations. In the machine teaching, regarding
weak classifier as humans model, the teacher model, that knows all answers on given dataset,
learns to teach how to the student efficiently improve the classification performance. In
addition, providing a feedback of category label to students as in the ordinal machine teaching
setting, they provide the pixel-level importance on the image to enhance interpretability, and
they state the application to visual explanation tasks.

Although most studies are focused on the single modality; however, it can be insufficient
in some situations. A possible situation is when what is explained cannot be represented
sufficiently by single modal, or when interpretability degrades when attempting to output
faithful explanation. To overcome this difficulty, our work particularly treats multimodal
information for the explanation.

2.2 Multimodal explanations

There exist a research which has treated multimodality for explanation [56], that is visual and
linguistic. It requires supervised information for all modalities of explanations. it requires
supervised information of correct explanations for all modalities. Collecting such dataset is
costly, and even impossible for some modalities, preventing the application of the explanation
system to the real problem. Moreover, it only treats the positiveness of the label, and cannot
deal with negativeness of it, which is another important application of the explanation.



Chapter 3

Methodology

3.1 Framework for generating multimodal explanations

The goal of this thesis is to build a system that can generate explanations with multimodal
information for categorization of a visual instance. Requirements of our explanation system
and its output satisfy are as follows:

(a) explanations should be interpretable for humans, and

(b) explanations should have fidelity to the target to be explained. As we especially treat
classification problem represented by x ! y in this study, the fidelity can be rephrased
by discriminativeness. In other words, the explanation should retain information useful
to identify the category to which the instance is predicted to belong.

(c) it should be applicable to modals regardless with/without supervised information,

(d) its outputted explanations of different modals should be complemental to each other.

Denoting the variable which is the target of the explanation as y, and the variables
representing different modality utilized for the explanation as e1, e2,. . . ,eN . We consider the
distributions of these variables, and attempt to maximize the interaction information, which
is an extension of mutual information defined on more than two variables as:

max
e1,e2,...,eN

MI(e1,e2, . . . ,eN ,y|x) (3.1)

where MI(e1,e2, . . . ,y|x) is conditional interactive information. This framework can satisfy
abovelisted requirements simultaneously.

To guarantee the output explanations are (a) interpretable for humans, we limit modalities
used for explanations. As the interpretability depends heavily on the humans’ ability of



perception, this work makes an assumption that a set of (or parts of) linguistics, real images,
and videos are interpretable. To achieve (b) discriminativeness of output explanations to
the category information, we generate it by considering interaction information. We define
distributions of variables to explain e1,e2, . . . ,eN , and to be explained y. The latter represents
the process of an instance being categorized by the subject, e.g., humans or machines. The
interactive information defined on these distributions provides the quantity measuring how
the category is identifiable from explanations. By selecting the explanation holding high
interaction information, the discriminative explanation can be generated. To observe it, we
consider utilizing single modal, where a special case of N = 1. The mutual information of
two variables can be written as:

MI(e,y|x) = Ex,y,e


p(e|x,y)
p(e|x)

�
= Ex,y,e


p(e|x,y)

Ey [p(e|x,y)]

�
. (3.2)

Intuitively, explanations e, by which the denominator gets small and the numerator gets large,
is discriminative information, which is specific for the target category and not important for
other possible categories, is selected.

In this study, we further considering because the explanations are generated to make the
category information identifiable, not to attempt to match the supervised information in our
framework, it is applicable to modals without supervised information.

MI(e1,e2, . . . ,eN ,y|x) = MI(e1,e2, . . . ,eN�1,y|x,eN)�MI(e1,e2, . . . ,eN�1,y|x) (3.3)

The interaction information is defined recursively by the difference between interactive
information with/without being conditioned on one variable. For other variables, it can be
written in the same way.

interaction information provides a natural definition on complementarity: the increase of
the dependency between y and explanations e1,e2, . . . ,eN�1 of the other explanations to the
target category when one explanation en is conditioned.



Chapter 6

Multimodal Explanations for the
Positiveness of Humans’ Prediction

This paper introduces a novel variant of video summarization, namely building a summary
that depends on the particular aspect of a video the viewer focuses on. We refer to this
as viewpoint. To infer what the desired viewpoint may be, we assume that several other
videos are available, especially groups of videos, e.g., as folders on a person’s phone or
laptop. The semantic similarity between videos in a group vs. the dissimilarity between
groups is used to produce viewpoint-specific summaries. For considering similarity as
well as avoiding redundancy, output summary should be (A) diverse, (B) representative of
videos in the same group, and (C) discriminative against videos in the different groups. To
satisfy these requirements (A)-(C) simultaneously, we proposed a novel video summarization
method from multiple groups of videos. Inspired by Fisher’s discriminant criteria, it selects
summary by optimizing the combination of three terms (a) inner-summary, (b) inner-group,
and (c) between-group variances defined on the feature representation of summary, which
can simply represent (A)-(C). Moreover, we developed a novel dataset to investigate how
well the generated summary reflects the underlying viewpoint. Quantitative and qualitative
experiments conducted on the dataset demonstrate the effectiveness of proposed method.

6.1 Introduction

Owing to the recent spread of Internet services and inexpensive cameras, an enormous
number of videos have become available, making it difficult to verify all content. Thus, video
summarization, which compresses a video by extracting the important parts while avoiding
redundancy, has attracted the attention of many researchers.
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Viewpoint1

Viewpoint2

Figure 6.1: Many types of summaries can exist for one video based on the viewpoint toward
it.

The information deemed important can be varied based on the particular aspect the viewer
focuses on, which hereafter we will refer to as viewpoint in this paper1. For instance, given
the video in which the running events take place in Venice, as shown in Fig. 6.1, if we watch
it focusing on the “kind of activity,” the scene in which many runners come across in front of
the camera is considered to be important. Alternatively, if the attention is focused on “place,”
the scene that shows a beautiful building may be more important. Such viewpoints may
not be limited to explicit ones stated in the above examples, and in this sense, the optimal
summary is not necessarily determined in only one way.

Most existing summarization methods, however, assume there is only one optimal for
one video. Even though the variance between subjects are considered by comparing mul-
tiple human-created summaries during evaluation, it is difficult to determine how well the
viewpoint is considered.

Although several different ways may exist for interpreting a viewpoint, this paper takes
the approach of dealing with it by considering the similarity, which represents what we feel is
similar or dissimilar, and has a close relationship with the viewpoint. For example, as shown
in Fig. 6.2, “running in Paris” is closer to “running in Venice” than “shopping in Venice”
from the viewpoint of the “kind of activity,” but such a relationship will be reversed when
the viewpoint changes to “place.” Here, we use the word similarity to indicate the one that
captures semantic information rather than the appearance, and importantly, it is changeable

1Note it does not mean the physical position.
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Figure 6.2: Conceptual relationship between a viewpoint and similarity. This paper assumes
a similarity is derived from a corresponding viewpoint.

depending on the viewpoint. We aim to generate a summary considering such similarities. A
natural question here is “where does the similarity come from?”

We may be able to obtain it by asking someone whether two frames are similar or
dissimilar for all pairs of frames (or short clips). Given that similarity changes depending
on its viewpoint, it is unrealistic to obtain frame-level similarity for all viewpoints in this
manner.

This paper particularly focuses on video-level similarities. More concretely, we utilize
the information of how multiple videos are divided into groups as an indicator of similarity
because of its accessibility. For example, we have multiple video folders on our PCs or
smart-phones, or we sometimes categorize videos on an Internet service. They are divided
according to a reason, but in most cases, why they are grouped the way they are is unknown,
or irrelevant to criteria, such as preference (liked or not liked). Thus, a viewpoint is not
evident, but such video-level similarity can be measured as a mapping of one viewpoint.

In this paper, we assume the situation that multiple groups of videos that are divided
based on one similarity are given, and we investigate how to introduce unknown underlying
viewpoint to the summary. It is worth noting that, as we assume there are multiple possible
ways to divide videos into groups depending on a viewpoint given the same set of videos,
some overlap of content can exist between videos belonging to different groups, leading to
technical difficulties, as we will state in Section 6.2.

For considering similarity, summaries extracted from similar videos should be similar,
and ones extracted from different videos should be different from each other in addition to
avoiding the redundancy derived from the original motivation of video summarization. In
other words, given multiple groups of videos, the output summary of the video summarization



algorithm should be: (A) diverse, (B) representative of videos in the same group, and (C)
discriminative against videos in the different groups.

To satisfy the requirements (A)-(C) simultaneously, we proposed a novel video summa-
rization method from multiple groups of videos. Inspired by Fisher’s discriminant criteria,
it selects a summary by optimizing the combination of three terms the (a) inner-summary,
(b) inner-group, and (c) between-group variance defined based on the feature representation
of the summary, which can simply represent (A)-(C). In addition, we developed a novel
optimization algorithm, which can be easily combined with feature learning, such as using
convolutional neural networks (CNNs).

Moreover, we developed a novel dataset to investigate how well the generated summary
reflects an underlying viewpoint. Because knowing individual viewpoint is generally impos-
sible, we fixed it to two types of topics for each video. We also collected multiple videos
that can be divided into groups based on these viewpoints. Quantitative and qualitative
experiments were conducted on the dataset to demonstrate the effectiveness of proposed
method.

The contributions of this paper are as follows:

• Propose a novel video summarization method from multiple groups of videos where
their similarity are taken into consideration,

• Develop a novel dataset for quantitative evaluation

• Demonstrate the effectiveness of proposed method by quantitative and qualitative
experiments on the dataset.

The remainder of this chapter is organized as follows. In Section 6.2, we discuss the
related work of video summarization. Further, we explain the formulation and optimization
of our video summarization method in Section 6.3. We state the detail of the dataset we
created in Section 6.5, and describe and discuss the experiments that we performed on it in
Section 6.6.

6.2 Methods for Video Summarization

Many recent studies have tackled the video summarization problem, and most of them can
be categorized into either unsupervised or supervised approach. Unsupervised summariza-
tion [52, 46, 45, 47, 7, 18, 87, 30, 36, 37, 69, 50, 16] that creates a summary using specific
selection criteria, has been conventionally studied. However, owing to the subjective property
of this task, a supervised approach [42, 71, 59, 44, 25, 58, 26, 40, 21, 84], that trains a
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Figure 6.3: Overview of matrices D, C, and A, which are similarity matrices of inner-video,
inner-group, and all videos. Non-zero elements of each matrix are colored pink and zero
elements are colored gray.

summarization model which takes human-created summaries as the supervision, became
standard because of its better performance. Most of their methods aim to extract one optimal
summary and do not consider the viewpoint, which we focus on in this study.

The exception is query extractive summarization [64, 65] whose model takes a keyword
as input and generates a summary based on it. It is similar to our work in that it assumes
there can be multiple kinds of summaries for one video. However, our work is different in
that we estimate what summary is created base on from the data instead of taking it as input.
Besides, training model requires frame-level importance annotation for each keyword, which
is unrealistic for real applications.

Some of the previous research worked on video summarization utilizing only other videos
to alleviate the difficulty of building a dataset [10, 54, 55]. [10, 55] utilized other similar
videos and aims to generate a summary that is (A) diverse, and (B) representative of videos
in a similar group, but it is not considered to be (C) discriminative against videos in different
groups. Given that not only what is similar but also what is dissimilar is essential to consider
similarity, we attempt to generate a summary that meets all of the conditions, (A)-(C).

The research most relevant to ours is [54], which attempted to introduce discriminative
information by utilizing a trained video classification model. It generates a summary with
two steps. In the first step, it trains a spatio-temporal CNN that classifies the category of
each video. In the second step, it calculates importance scores by spatially and temporally
aggregating the gradients of the network’s output with regard to the input over clips.

The success of this method has a strong dependence on the training in the first step. In
this step, training is performed clip-by-clip by assigning the same label as that the video
belongs to, to all clips of the video. Thus, it implicitly assumes all clips can be classified
to the same group, and if there are some clips that are difficult to classify, it suffers from



over-fitting caused by trying to classify it correctly. Such a strong assumption does not
apply in general, because generic videos (such as ones on YouTube) include various types of
content. This assumption does not also apply in our case because we are interested in the
situation where there are multiple possible ways to divide videos into groups given the same
set of videos, as stated in Section 6.1, where some parts of videos can overlap with ones
belonging to different groups for some viewpoints.

Unlike this, we do not assume all clips in the video can be classified correctly. Instead,
our method considers the discrimination for only parts of videos. This makes it easy to find
discriminative information even when there are visually similar clips across different groups.

We also acknowledge methods for discovering mid-level discriminative patches [68, 43,
31, 13–15] as related works because it attempts to find representative and discriminative
elements from grouped data. Our work can be regarded as an extension of them to general
videos.

6.3 Method

First, we introduce three quantities, that is, the (a) inner-summary, (b) within-group, and (c)
between-group variances in subsection 6.3.1. Subsequently, we formulate our method by
defining a loss function to meet the requirements discussed in Section 6.1. The optimization
algorithm is described in subsection 6.3.2, and how to combine it with CNN feature learning
is mentioned in subsection 6.3.3. The detailed derivation can be found in the supplemental
material.

6.3.1 Formulation

Let Xi = [x1,x2, ...,xTi ]
> 2 RTi⇥d be a feature matrix for a video i with Ti segment (or frame)

features x. Our goal is to select s segments from the video. We start by defining the feature
representation of the summary for video i as vi =

1
s X>

i zi, where zi 2 {0,1}Ti is the indicator
variable and zit = 1 if the t-th segment is selected, and otherwise 0. It also has a constraint
||zi||0 = s indicating that just s segments are selected as a summary. We can define a variance
SV

i for the summary of a video i as

SV
i =

Ti

Â
t=1

zt(xt �vi)(xt �vi)
>. (6.1)



Algorithm 2 Optimization algorithm of (6.11)
0: INPUT: data matrix Q = Q1 �Q2, the number of selected clips s.
0: INITIALIZE: zi = (1/s) 1Ti for all video index i.
0: repeat
0: Calculate upper bound L̂(t) = ẑ>Q1ẑ�2 ẑ>

(t)Q2ẑ
0: Replace loss with L̂(t) and solve QP problem.
0: until convergence
0: RETURN ẑ =0

Thus, its trace can be written as:

Tr(SV
i ) =

Ti

Â
t=1

ztx>
t xt �

1
s

z>
i XiX>

i zi. (6.2)

Placing all N videos together by using a stacked variable ẑ = [z>
1 ,z>

2 , ...,z>
N ]

> 2 {0,1}ÂN
i=1 Ti ,

we can rewrite

Tr(SV ) =
N

Â
i=1

Tr(SV
i ) = ẑ>(F �D)ẑ. (6.3)

where F is a diagonal matrix whose element corresponds to x>
t xt , and D = 1

s �ÂN
i=1 XiX>

i
is a block diagonal matrix containing a similarity matrix of segments in the video i as i-th
block elements.

By exploiting categorical information, we can also compute within-group variance SW

and between-group variance SB. To compute them, we define the mean vector µµµk for group
k 2 {1 : K} and global mean vector µ̄µµ as:

µµµk =
1
nk

Â
i2L(k)

vi =
1

nks
X̂>
(k)ẑ(k), (6.4)

µ̄µµ =
1
N

N

Â
i=1

vi =
1

Ns
X̂>ẑ, (6.5)

respectively. In these equations, L(k) is the set of indices of videos belonging to group
k and nk = |L(k)| (i.e., N = Âk nk). In addition, X̂ = [X>

1 |X>
2 |...|X>

N ]
> 2 R(ÂN

i=1 Ti)⇥d is the
matrix stacking all segment features of all videos. X̂(k) and ẑ(k) are parts of X̂ and ẑ,
respectively, corresponding to videos contained by group k. We assume that a video index
is ordered to satisfy X̂ = [X̂>

(1)|X̂
>
(2)|...|X̂

>
(K)]

> . Here, the trace of within-group variance for



group k can be written as:

Tr(SW
(k)) = Tr( Â

i2L(k)

s(vi � µµµk)(vi � µµµk)
>)

=
1
s Â

i2L(k)

z>
i XiX>

i zi �
1

nks
ẑ>
(k)X̂(k)X̂>

(k)ẑ(k). (6.6)

Aggregating them over all groups, the trace of within-group variance takes the following
form:

Tr(SW ) =
K

Â
k=1

Tr(SW
(k)) = ẑ>(D�C)ẑ. (6.7)

C = 1
s �ÂK

k=1
1
nk

X̂(k)X̂>
(k) is a block diagonal matrix containing a similarity matrix of segments

in the video belonging to group k as a k-th block element. Similarly, the trace of between-
group variance is:

Tr(SB) = Tr(
K

Â
k=1

nks(µµµk � µ̄µµ)(µµµk � µ̄µµ)>)

= ẑ>(C �A)ẑ. (6.8)

In addition, matrix A is defined by A = 1
NsX̂X̂>. We show the overview of matrices D, C,

and A in Fig. 6.3.

Loss function: We designed an optimization problem to meet the requirements discussed
in Section 6.1: (A) diverse, (B) representative of videos in the same group, and (C) discrim-
inative against videos in different groups. To simultaneously satisfy them, we minimized
the within-group variance while maximizing the between-group and inner-video variances
inspired by the concept of linear discriminant analysis. Thus, we maximized the following
function, which is the weighted sum of the aforementioned three terms:

l1Tr(SV )�l2Tr(SW )+l3Tr(SB)

s.t. l1 � 0, l2 � 0, l3 � 0, (6.9)

where l1, l2, l3 are hyper-parameters that control the importance of each term. We empiri-
cally fixed l1 = 0.05 in our experiments.



By substituting (6.3), (6.34), and (6.39) into (6.9), the optimization problem can be solved
as:

min ẑ>Qẑ
Q , �l1F +(l1 +l2)D� (l2 +l3)C+l3A

s.t. ||zi||0 = s, zi 2 {0,1}Ti , 8i 2 {1 : N} (6.10)



Table 6.1: The list of names for video groups (target group, related group1, related
group2), and individual concepts of target group (concept1, concept2). We omit the
article (e.g., the) before nouns due to the lack of space. We use the abbreviation of target
group as [RV, RB, BS, DS, RD, SR, CC, RN, SC, RS] from top to bottom.
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6.3.2 Optimization

Given that minimizing (6.10) directly is infeasible, we relaxed it to a continuous problem as
follows:

min ẑ>Qẑ
s.t. Pẑ = s1N , ẑ 2 [0,1]Â

N
i=1 Ti

where P> =

2

66664

1T1 0 · · · 0
0 1T2 · · · ...
...

... . . . ...
0 0 · · · 1TN

3

77775
. (6.11)

1a indicates a vector whose elements are all ones and whose size is a, and the size of matrix
P is N ⇥ ÂN

i=1 Ti. The designed optimization problem is the difference of convex (DC)
programming problem because all matrices that compose Q in (6.11) are positive semi-
definite. We utilized a well-known CCCP (concave convex procedure) algorithm [81, 82]
to solve it. Given the loss function represented by L(x) = f (x)�g(x) where f (·) and g(·)
are convex functions, the algorithm iteratively minimizes the upper bound of loss calculated
by the linear approximation of g(x). Formally, in the iteration t, it minimizes: L̂(x) =
f (x)� ∂xg(x(t))>x � L(x). In our problem, the loss function can be decomposed into the
difference of two convex functions: ẑ>Qẑ = ẑ>Q1ẑ� ẑ>Q2ẑ, where Q1 , (l1+l2)D+l3A
and Q2 , l1F + (l2 + l3)C. We optimized the following quadratic programming (QP)
problem in t-th iteration,

min ẑ>Q1ẑ�2 ẑ>
(t)Q2ẑ

s.t. Pẑ = s1N , ẑ 2 [0,1]Â
N
i=1 Ti , (6.12)

where ẑ(t) is the estimation of ẑ in the t-th iteration. In our implementation, we used a CVX
package [23, 22] to solve the QP problem (6.12). An overview of our algorithm is shown in
Algorithm 2. Please refer [41] for the convergence property of CCCP.

6.3.3 Feature learning

To obtain the feature representation that is more suitable for video summarization, feature
learning is applied. Firstly, we replace the visual feature x in subsection 6.3.1 to f (x;w)

where f (·) is a feature extractor function that is differentiable with regard to the parameter w
and the input x is a sequence of raw frames in the RGB space. Specifically, we exploited the



C3D network [74] as a feature extractor. Fixing ẑ, the loss function (6.11) can be written as:

L = Â
i, j

ẑiẑ jmi j f (xi)
> f (x j), (6.13)

where ẑi is i-th element of ẑ. Also, mi j is the i j-th element of matrix M written as follows:

M = �l11F +(l1 +l2)1D � (l2 +l3)1C +l31A.

Here, 1X represents an indicator matrix whose element takes 1 where the corresponding
element of X is not 0, and takes 0 otherwise. We optimize the loss function with regard to
the parameter by stochastic gradient decent (SGD). Because many of ẑi are small values
or zeros, minimizing (6.13) directly is not efficient. We avoid the inefficiency by sampling
samples xi based on their weight ẑi. Given Â ẑi = Ns, we sample xi from the distribution
p(xi) = ẑi/Ns (� 0) and stochastically minimize the expectation:

Exi,x j⇠p(x)[mi j f (xi)
> f (x j)]. (6.14)

In an iteration when updating parameters, the model fetches pairs (xi,x j) and computes the
dot product of the feature representations. The loss for this batch is calculated by summing
up the dot product weighted by mi j. We repeatedly and alternately compute the summary via
the Algorithm 2 and optimize the parameter of the feature extractor.

6.4 Relationship with Mutual Information

Proposed method can be seen as a special case of mutual information maximization. We
assume underlying distribution as an isotropic gaussian-distribution. Formally, with positive
constant values a and b ,

c ⇠ N (µµµ, a�1

2
I) (6.15)

v | c ⇠ N (c, b�1

2
I) (6.16)

x | v ⇠ N (v, g�1

2
I) (6.17)



Table 6.2: statistics of dataset

group # of videos # of frames duration
TG 50 243,873 8,832(s)

RG1 + RG2 100 440,330 15,683(s)

From the relationship of marginal distribution of gaussian distribution, we obtain

p(v) = N (µµµ, r�1

2
I) (6.18)

p(x) = N (µµµ, s�1

2
I) (6.19)

where r�1 = a�1 +b�1, s�1 = a�1 +b�1 + g�1, and t�1 = b�1 + g�1

Given observed variables x, an unbiased estimator of the expectation of above three distribu-
tions are obtained by simply taking mean because they are gaussian. In our case, we have s
shot features for each video, nk videos for each group, and K groups in total. Thus, they can
be estimated by v̂ j =

1
s Âs

i=1 xi, ĉk =
1
nk

Ânk
j=1 v̂ j, µ̂µµ = 1

K ÂK
k=1 ĉk.

The mutual information of two random variables c,v are

MI(c,x) = Ec,x


log

p(x|c)
p(x)

�
(6.20)

= Ec,x


log

exp(�t||x� c||2)
exp(�s ||x� µµµ||2)

�
+ const (6.21)

= Ec,x
⇥
s ||x� µµµ||2 � t||x� c||2

⇤
(6.22)

(6.23)

Terms that data selection affects is empirically estimated.

s(Tr(S(V ))+Tr(S(W ))+Tr(S(B)))� t(Tr(S(V ))+Tr(S(W )))) (6.24)

(s � t)Tr(S(V ))+(s � t)Tr(S(W ))+sTr(S(B)) (6.25)

� t2

at
Tr(S(V ))� t2

at
Tr(S(W ))+sTr(S(B)) (6.26)

With appropriate resetting hyper-parameters, the problem of jointly maximizing two
mutual informations comes down to

MI(c,x) = l1Tr(S(V ))�l2Tr(S(W ))+l3Tr(S(B)), (6.27)

which is coincident with optimization problem in the previous section.



(a) safari (above) and riding horse (below) (b) slackline (above) and rock climbing (below)

(c) NewYork (above) and riding helicopter (be-
low) (d) catching fish (above) and cooking fish (below)

Figure 6.4: Example human-created summary of video whose target group are “riding horse
in safari” (upper left), “slackline and rock climbing” (upper right), “riding helicopter in
NewYork” (lower left), and “catching and cooking fish” (lower right) based on the concept
written in each figure.

Figure 6.5: Mean cosine similarity of human-assigned scores for each target group. We
denote the value computed from the score pairs that are assigned to the same concept and
different concepts as inner concepts (blue) and inter concepts (orange), respectively. When
referring to the abbreviated names of groups, please refer to the Table 6.1.

6.5 Dataset

The motivation of this study is the claim that an optimal summary should be varied depending
on a viewpoint, and this paper deals with this by considering the similarities. To investigate
how well the underlying viewpoint are taken into consideration, given multiple groups of
videos that are divided based on the similarity, we compiled a novel video summarization
dataset2. Quantitative evaluation is challenging because the viewpoint is generally unknown.
Thus, for the purpose of quantitative evaluation, we collected a set of videos that can have two
interpretable ways of separation assuming they have corresponding viewpoint. In addition,

2Dataset is available at https://akanehira.github.io/viewpoint/.



we collected human-created summaries fixing the importance criteria to two concepts based
on each viewpoint. The procedure of building the dataset is as follows:

First, we collected five videos that match the topics written in target group (TG), related
group1 (RG1), related group2 (RG2) of Table 6.1 by retrieving them in YouTube3 using a
keyword. Each of TG, RG1, RG2 has two explicit concepts such that they can be visually
confirmed; e.g., location, activity, object, and scene. The concepts of TG are written in
concept1 and concept2 columns in the table, and both RG1 and RG2 were chosen to share
either one of them. There are two interpretable ways to divide these sets of videos, i.e., (TG
+ RG1) vs. (RG2) and (TG + RG2) vs. (RG1) because RG1 and RG2 share one topic
with TG. Assuming these divisions are based on one viewpoint, we collected the summary
based on it using two concepts for videos belonging to TG. For example, if we are given two
groups, one of which contains “running in Venice” and “running in Paris” videos, and the
other group includes “shopping in Venice” videos, the underlying viewpoint is expected to be
“kind of activity.” For such a scenario, we collected summaries based on “running” for the
videos of “running in Venice.”

For annotating the importance of each frame of the video belonging to TG, we used
Amazon Mechanical Turk (AMT). Firstly, videos were evenly divided into clips beforehand so
that the length of each clip was two seconds long following the setting of [69]. Subsequently,
after workers watched a whole video, they were asked to assign a importance score to each
clip of the video, assuming that they created a summary based on a pre-determined topic,
which corresponds to the concept written in concept1 or concept2 columns in the Table 6.1.
Importance scores are chosen from 1 (not important) to 3 (very important), and workers were
asked to guarantee the number of clips having a score of 3 falls in the range between 10%
and 20% of the total number of clips in the video. For each video and each concept, five
workers were assigned.

We display the statistics of the dataset and some example of the human-created summary
in Table 6.2 and Fig. 6.4, respectively. Also, in order to investigate how similar the assigned
score between subjects is, we calculated the similarity of the score vector. After subtracting
the mean value from each score, the mean cosine similarity for the pair of scores that
are assigned for the same concepts (e.g., concept1 and concept1) and different concepts
(concept1 and concept2) were separately computed, and the result is shown in Fig. 6.5. As
we can see in the table, the similarity of scores that comes from the inner-concept is higher
than that of inter-concept, which indicates that the importance depends on the viewpoint of
the videos.

3https://www.youtube.com/



6.6 Experiment

6.6.1 Preprocessing

To compute the segment used as the smallest element for video summarization, we followed
a simple method proposed in [10]. After counting the difference of two consecutive frames
in the RGB and HSV space, the points on which the total amount of change exceeds 75% of
all pixels were regarded as change points. Subsequently, we combined short clips into the
following clip and evenly divided the long clips in order such that the number of frames in
each clip was more than 32 and less than 112.

6.6.2 Visual features

For obtaining frame-level visual features, we exploited the intermediate state of the C3D [74]
network, which is known to be so generic that it can be used for other tasks, including video
summarization [55]. We extracted the features from an fc6 layer of a network pre-trained
on a Sports1M [35] dataset. The length of the input was 16 frames, and features were
extracted every 16 frames. The dimension of the output feature vector was 4,096. Clip-
level representations were calculated by performing an average pooling over all frame-level
features in each clip followed by a l2 normalization.

6.6.3 Evaluation

For a quantitative evaluation, we compared automatically generated summaries with human
made ones. First, we explain the grouping setting of videos. There are two interpretable
ways of grouping that include each target group as stated in Section 6.5:

• regarding related group2 (RG2) as the same group as target group (TG) and related
group1 (RG1) as the different group (setting1).

• regarding related group1 (RG1) as the same group as target group (TG) and related
group2 (RG2) as the different group (setting2).

In the case that the grouping setting1 was used, we evaluated it with the summary annotated
for concept1. Alternatively, when videos are divided like setting2, the summary for concept2
was used for the evaluation. Note we treated each TG independently in throughout this
experiment.

We set the ground-truth summary in the following procedure. The mean of the importance
scores were calculated over all frames in each clip, which was determined by the method de-
scribed in the previous subsection. The top-30% of the number of all clips whose importance



scores are highest were extracted from each video and regarded as ground-truth. As an evalu-
ation metric, we computed the mean Average Precision (MAP) from a pair of summaries, and
reported the mean value. Formally, for each TG, 1/(CIJ)ÂC

c=1 ÂJ
j=1 ÂI

i=1 AP(li j
(c), l̂

i
(c)) was

calculated where l and l̂ are ground-truth summaries and the predicted summary, respectively.
C indicates the number of concepts on which the summary created by the annotators is based
on. I,J are the number of subjects and the number of videos in the group respectively. In
particular, (C, I,J) were (2, 5, 5) as written in Section 6.5 in this study.

6.6.4 Implementation detail

As stated in Section 6.3, we used a C3D network [74] pre-trained on a Sports1M dataset [35],
which has eight convolution layers followed by three fully connected layers. During fine-
tuning, the initial learning rate was 10�5. Weight decay and momentum were set to 10�4 and
0.9 respectively. The number of repetitions of the feature learning and summary estimation
was set to 5. The number of epochs for each repetition was 10, and the learning rate was
multiplied by 0.9 for every epoch. Here, epoch indicates {# of all clips}/{batch size} iteration
even though clips were not uniformly sampled.

6.6.5 Comparison with other methods

To investigate the effectiveness of the proposed method, we compared it with other baseline
methods as follows:

Sparse Modeling Representative Selection (SMRS) [17]: SMRS computes a repre-
sentation of video clips such that a small number of clips can represent an entire video by
group sparse regularization. We selected clips whose l2 norm of representation was the
largest.

kmeans (CK) and spectral clustering (CS): One simple solution to extract represen-
tative information between multiple videos is applying clustering algorithm. We applied
two clustering algorithms, namely kmeans (CK) and spectral clustering (CS), for all clips
of video which was regarded as the same groups. RBF kernel was used to build an affinity
matrix necessary for computation of spectral clustering. The number of clusters was set to
20 as in [54]. Summaries were generated by selecting clips that are the closest to the cluster
center of the largest clusters.

Maximum Bi-Clique Finding (MBF) [10]: The MBF is a video co-summarization
algorithm that extracts a bi-clique from a bi-partite graph with a maximum inner weight.
MBF algorithms were applied to each pair of videos within a video group, and the quality



scores were computed by aggregating the results of all pairs. We used hyper-parameters
same as the ones suggested in the original paper [10].

Collaborative Video Summarization (CVS) [55]: CVS is the method that computes
a representation of a video clip based on sparse modeling, similar to SMRS. The main
difference is that CVS aims to extract a summary that is representative of other videos
belonging to the same group as well as the video. We selected the clips whose l2 norm
of representation was the largest. The decision of hyper-parameters follows the original
paper [55].

Weakly Supervised Video Summarization (WSVS) [54] : Similar to our method,
WSVS creates a summary using multiple groups. It computes the importance score by
calculating the gradient of the classification network with regard to the input space, and
aggregating it over a clip. The techniques for training the classification network such as
network structure, learning setting, and data augmentation, followed the original paper [54].
For a fair comparison, we leveraged the same network as the one we used as well as the one
proposed in the original paper pre-trained on split-1 of the UCF101 [70] dataset (denoted
as WSVS (large) and WSVS respectively). Moreover, all clips were used for training, and
gradients were calculated for them.

The top-5 and top-10 MAP are shown in Table 6.3. First, our method performed better
than the other methods, which consider only the representativeness from a single group, in
most of the target groups, and showed competitive performance in the other. It implies that
discriminative information is the key to estimating the viewpoint.

Secondly, the performance of our methods with feature learning was better than that
without it as a whole. We found it works well even though we exploited a large network
with enormous parameters and the number of samples was relatively small in many cases,
except in a few categories. When considering “riding bike on beach (RB)” or “boarding on a
snow mountain (BS)”, we noticed a drop in the performance. Our feature learning algorithm
works in a kind of self-supervised manner; It trains the feature extractor to explain the current
summary better, and therefore, it is dependent on the initial summary selection. If outliers
have a high importance score in that step, no matter whether it is discriminative, the parameter
update is likely to be strongly affected by such outliers, which causes a performance drop.

Thirdly, we found the performance of WSVS and WSVS (large) were worse than our
method and even than CSV, which uses only one group. We assume the reason is that it failed
to train the classification model. This method trains the classification model clip-by-clip by
assigning the same label to all video clips. It implicitly assumes all clips can be classified
into the same group, which is unrealistic when using generic videos such as ones on the web
as stated in Section 6.2. If there are some clips that are difficult or impossible to classify, it



Table 6.3: Top-5 mean AP computed from human-created summary and predicted summary
for each method. Results are shown for each target group. For referring to the abbreviated
names of groups, please see the Table 6.1.
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0.278
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0.355
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0.324
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0.324
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C

V
S

[55]
0.339
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0.359
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0.303
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W
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S
[54]

0.333
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0.310
0.331

0.272
0.335

0.336
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0.329
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S

(large)[54]
0.331

0.350
0.322

0.294
0.304

0.306
0.308

0.322
0.342

0.310
0.319

ours
0.373

0.382
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0.327

0.497
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0.368
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0.372
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0.403
0.373
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0.388

0.338
0.408

0.378
0.385

suffers from over-fitting caused by attempting to correctly classify them. In our case, we
assume there are multiple possible ways to divide videos into groups given the same set of



Table 6.4: Top-10 mean AP computed from human-created summary and predicted summary
for each method. Results are shown for each target group. For referring to the abbreviated
names of groups, please see the Table 6.1.
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0.423
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0.540
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0.430
0.363

0.545
0.423

0.375
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videos, as stated earlier. Therefore, parameters cannot be appropriately learned because some
clips in videos belonging to different groups can appear to be similar. Given that our method



Table 6.5: User study results for the quality evaluation.

method MBF [10] CVS [55] ours
score 1.07 1.22 1.32

Table 6.6: User study results for topic selection task. The accuracy takes the value in the
range [0,1].

method MBF [10] CVS [55] ours
accuracy 0.47 0.60 0.76

considers the discrimination of the generated summary, not all clips, it worked better even
when using CNN with large parameters.

6.6.6 User study

Because video summarization is a relatively subjective task, we also evaluated the perfor-
mance with a user study. We asked crowd-workers to assign the quality score to summaries
generated from MBF, CVS, and proposed method. They chose the score from -2 (bad) to
2 (good), and for each video and concept, 10 workers were assigned. The mean results are
shown in Table 6.5. It indicates that the quality of summaries of our method is the best
among three methods.

6.6.7 Visualizing the reason of group division

One possible application of our method is visualizing the reason driving group divisions.
Given multiple groups of videos, why they are grouped in such way is unknown, our
algorithm works to visualize an underlying visual concept that is a criterion of the division.
To determine how well our algorithm has the ability of this, we performed a qualitative
evaluation using AMT. We asked crowd-workers to select the topic out of either concept1
or concept2 for summaries created in the group setting1 and setting2. We evaluated the
performance of how well workers can answer questions about a topic correctly. We set
the ground-truth topic as concept1 when setting1 was used and concept2 for setting2. We
assigned 10 workers for each summary and each setting. As shown in the Table 6.6, our
method performed better than other methods, which indicates the ability to explain the reason
behind grouping.



6.7 Relationship with other methods

The maximum bi-clique finding (MBF) technique [10] for video co-summarization builds
a bi-partite graph for two videos, on which each segment corresponds to a node. Let
u 2 {0,1}N ,v 2 {0,1}M be a vector indicating a selection of segments from video U and
V , and C 2 RN⇥M be the similarity matrix between the segments of two videos used as an
edge weight. This method finds a bi-clique from the graph with the maximum summation of
weight. Formally, it maximizes uTCv by using the constraint ui + v j  1+ I(Ci j � e), where
the indicator is I(·) = 1 when the condition is met, otherwise it is 0, and e is the predefined
threshold value.

The connection between this and our proposed methods can be observed. If we set l3 = 0
in (10) in the main paper by ignoring the videos in other groups and assume that we treat
only two samples (i.e., nk = 2) denoting their selection vector as u 2 {0,1}N ,v 2 {0,1}M,
the optimization problem in (10) in the main paper can be rewritten as

max
h

uT vT
i"�(l1 � 1

2l2)KUU
1
4l2KUV

1
4l2K>

UV �(l1 � 1
2l2)KVV

#"
u
v

#

where KUU ,KUV ,KVV indicate the kernel matrices of shots features in the video U and U , U
and V , and V and V respectively. (In this paper, we utilized linear kernel instead of rbf kernel
used in [10].) For simplicity, we assume features are normalized to meet k(x,x) = 1 for all
shot features x. If we set l2 = 2l1, the block diagonal matrix will become 0, and the problem
is simplified to the selection of a set of nodes from a bi-partite graph with the maximum
inner weight, corresponding to e = 0 in the MBF technique. From this, our algorithm can be
regarded as a kind of generalization of MBF algorithm.

Furthermore, by only considering the first term (i.e., (l2 = 0,l3 = 0)), we can find an
analogy to methods that aim to preserve diversity. For example, the DPP [40] extracts a
subset whose determinant of the kernel matrix is the maximum, and Lu et al. [46] aims to
minimize the similarity of consecutive frames in the summary. Our approach is different in
that it minimizes the summation of all similarities in the summary, but it shares the same
motivation as them.

6.8 Further results of user study

In the main paper, we fixed the viewpoint, and we compared the generated summaries with
the ones created based on one explicit concept, which can be expressed with a few words,
due to the difficulty of quantitative evaluation. We also conducted user study that measures



the ability to estimate underlying viewpoint with weaker constraint using the same dataset.
For this purpose, we developed AMT-like web page as shown in Fig. 6.6a and Fig. 6.6b.

Firstly, four videos were randomly picked from each of TG, RG1, RG2, and they were
shown to the subjects. Subjects were asked to split them into two groups based on one
criterion which they decided on their own. Subsequently, they watched summaries of those
videos belonging to TG generated by MBF [10], CVS [55], and ours (without feature
learning). The summary which most reflects the criterion that was used to divide videos into
groups was selected. (It was allowed to choose multiple summaries. Moreover, if there were
not appropriate one, subjects do not need to choose anything.) For each task, five workers
were assigned.

Table 6.7: The ratio that the summary generated from each method were selected. N/A means
no method were selected.

N/A MBF [10] CVS [55] ours
score 0.09 0.37 0.38 0.50

We show the number that each method were selected divided by the number of videos in
the Table 6.7, and the score of our method is better than the others in it. This result indicates
that our method can generate the summary that explains the criteria of grouping when the
viewpoint changes person to person.



(a) The screenshot image of the web page used for
dividing videos to groups.

(b) The screenshot image of the web page used
for the evaluation of summaries.

Figure 6.6: The screenshot of web pages developed for the user study evaluation.

6.9 Detailed result of topic selection task

Per-group accuracy of the topic selection task in the subsection 5.7 are displayed in the
Fig. 6.7. We can see the topic of the summary generated by our algorithm is correctly
answered with higher probability than other methods, which demonstrates the ability to
recover the criteria of grouping. The performance of MBF was near random rate (0.5), and
worse than that in several groups. We conjecture the reason attributes to the fact that MBF
uses only two videos to find the visual co-occurrence. If the feature representation of shots
which is representative to topics are similar each other, it may fail to find the common pattern
within the group.

6.10 Additional Analysis

Applicability for long videos: To investigate the applicability of the proposed method to
long videos, 2 out of 5 videos in each group were expanded to 5 times longer by synthesizing
it with randomly selected clips in other irrelevant videos and set their scores to 0. The top-5
mAP of MBF, CSV, and ours got 0.217, 0.221, and 0.275 respectively. Results showed the
applicability of proposed algorithm for long videos.



Figure 6.7: Per-group accuracy of topic selection task. Each bar corresponds to the each
method, namely, MBF [10] (orange), CVS [55] (blue), and ours (purple). Please note 0.5
(random rate) are set to the center of this graph. For referring to the abbreviated names of
groups, please see the Table 1 in the main paper.

Comparison with human performance: We also compared the performance with that
of the summary created by human. Treating a summary for one user as a prediction, we
computed mAP in the same way with the main experiment, and we regarded the human
performance by averaging them. The average score of the human summary was 0.456, and
0.498 respectively. The performance of our method was approximately 80% compared with
it.

Computation time: Average computation time per video of MBF, CVS, ours, and ours
(feature learning) are 0.02(s), 36.82(s), 42.82(s), and 3562.34(s) with 1 CPU (Intel Xeon,
2.60GHz) and 2 GPUs (Tesla K40).

Ablation study: The top-5 mAP when dropping l1, l2, l3, and nothing are 0.370, 0.365,
0.336, and 0.379, which reveals the importance of discriminativeness.

Choosing hyper-parameters and their sensitivity: Fixing l3 to 1.0, and empirically
setting l1 to 0.05, we changed l2 in [0.0, 1.0] at 0.1 interval. and we found performance
is not sensitive to l2 unless it reaches to 0.0 or 1.0. For fair comparison, we showed the
performance of best parameter (l2 = 0.1) in the same way as other methods.



6.11 Detailed derivation of equations

6.11.1 Trace of inner-video variance
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(6.29) and (6.30) are derived by an identity Tr(Âi Ai) = Âi Tr(Ai), and Tr(aa>) = a>a. To
derive (6.32), we utilize the definition vi =

1
s X>

i zi and constraint ||zi||0 = s.

6.11.2 Trace of within-class variance
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6.11.3 Trace of between-class variance
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ẑ>X̂X̂>ẑ+ 1
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6.12 Examples of dataset

We show randomly selected frames of videos of our dataset in the following figures. The
order of figure corresponds to the ones written in the Table. 1 in the main paper, namely, in the
order of TG, RG1, RG2, and from top-row to bottom-row. Each row of figures corresponds
to one video.



(a) Randomly selected frames from videos belonging to class run venice (TG). Each row corresponds
to one video.

(b) Randomly selected frames from videos belonging to class run paris (OG1). Each row corresponds
to one video.

(c) Randomly selected frames from videos belonging to class shopping venice (OG2). Each row
corresponds to one video.



(a) Randomly selected frames from videos belonging to class ride bike beach (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class ride bike city (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class surf beach (OG2). Each row corresponds
to one video.



(a) Randomly selected frames from videos belonging to class boarding snow mountain (TG). Each
row corresponds to one video.

(b) Randomly selected frames from videos belonging to class boarding dry sloop (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class hiking snow mountain (OG2). Each
row corresponds to one video.



(a) Randomly selected frames from videos belonging to class dog chase sheep (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class dog play with kids (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class sheep graze grass (OG2). Each row
corresponds to one video.



(a) Randomly selected frames from videos belonging to class racing desert (TG). Each row corre-
sponds to one video.

(b) Randomly selected frames from videos belonging to class racing circuit (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class riding camel desert (OG2). Each row
corresponds to one video.



(a) Randomly selected frames from videos belonging to class swim riding bike (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class riding bike trick (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class swim dive (OG2). Each row corresponds
to one video.



(a) Randomly selected frames from videos belonging to class fishing cook fish (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class cook fish village (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class fishing river (OG2). Each row corre-
sponds to one video.



(a) Randomly selected frames from videos belonging to class helicopter NewYork (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class helicopter Hawaii (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class NewYork cruse (OG2). Each row
corresponds to one video.



(a) Randomly selected frames from videos belonging to class slackline rock climbing (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class rock climbing camping (OG1). Each
row corresponds to one video.

(c) Randomly selected frames from videos belonging to class slcakline jaggling (OG2). Each row
corresponds to one video.



(a) Randomly selected frames from videos belonging to class ride horse safari (TG). Each row
corresponds to one video.

(b) Randomly selected frames from videos belonging to class ride horse mountain (OG1). Each row
corresponds to one video.

(c) Randomly selected frames from videos belonging to class ride vehicle safari (OG2). Each row
corresponds to one video.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

The goal of this thesis is to build a system that can generate explanations with multimodal
information for categorization of a visual instance, and we propose a general framework to
achieve it.

The desired explanation is the one which satisfies following two properties as:

(a) output explanations should be interpretable for humans,

(b) output explanations should be discriminative to the target category,

(c) the system should be applicable to modals regardless with/without supervised informa-
tion,

(d) output explanations of different modals should be complemental to each other.

We proposed a novel framework for generating multimodal explanations based on the
information theory, especially on the maximization of the interaction information, which is
an extension of the mutual information defined on more than two variables.

In this thesis, we especially focus on the classification problem as the target of the
explanation, where a visual instance x (e.g., image or video) is categorized to a class y by the
process f : x ! y. Under this premise, the task of explanation is divided by the two axes as
follows:

• The difference of the decision process f. One is when humans perceive visual in-
formation and categorize it. The other is by machines. We especially deal with the
complicated machine learning models such as deep CNNs utilized as the de-facto
standard in the current visual recognition task.



• The difference of dealing with positiveness/negativeness of the label y. In other words,
the difference of explaining “why x is categorized to y” or “why x is not categorized
to y.”

Explanations for the Positiveness of Machines’ Prediction (Chapter 4)

We considered the complementarity of multimodal explanations. We specifically treated
the combination of linguistic and set of examples, where assigning supervised information
is impossible. We discuss what the complementarity actually is from the viewpoint of
interaction information on this task, and claimed that a complemental set to a linguistic
explanation is a “discriminative set” of examples by which not only category label but
also the linguistic explanation is identifiable from it. We proposed to parameterize the
joint probability of variables to explain, and to be explained by the three neural networks.
To explicitly treat the complementarity, auxiliary models responsible for the explanations
were trained simultaneously to maximize the approximated lower bound of the interaction
information. We empirically demonstrated the effectiveness of the method by the experiments
conducted on the two visual recognition datasets.

Explanations for the Negativeness of Machines’ Prediction (Chapter 5)

We particularly focused on the explanation for the negativeness of the prediction. In other
words, we attempted to build a model that not only categorizes a sample but also generates
multi-modal explanations the reason for “why X is not predicted not A but B,” referring this
type of explanations as counter-factual explanations. Especially, we treated a video as the
target instance dealing with a spatiotemporal region of the target video and (the existence of)
an attribute as elements.

The expected output of the visual-linguistic explanation should have the following two
properties: (1) Visual explanation is the region which retains high positiveness/negativeness
on model prediction for specific positive/negative classes, (2) Linguistic explanation is
compatible with the visual counterpart. The score to measure how the requirements above
are fulfilled is referred to as the counterfactuality, and we proposed a novel algorithm to
predict counterfactuality while identifying the important region for the linguistic explanation.
The proposed algorithm can be seen as the maximization of the lower-bound of the proposed
framework. We demonstrated the effectiveness of the approach on two existing datasets
extended in this work.



Explanations for the Positiveness of Humans’ Prediction (Chapter 6)

We investigated generating multimodal explanations, which is the combination of linguistic
and example-based explanations, for the positiveness of humans’ prediction.

As a use case when the explanation is required, we considered the situation that the
subjective label is provided by a human. Particularly, we set our goal to generate example-
based explanations by video summarization when we have several groups (such as by
preference) of videos and we cannot know why they are divided in such way they are.

To obtain a summarization containing interpretable and important parts, we assumed the
properties the desired output should be are (1) diverse, (2) representative, and (3) discrimina-
tive. To satisfy (1)-(3) simultaneously, we proposed a novel criterion for video summarization,
that is, the weighted sum of inner-video, inner-class, between-class variances inspired by
Fisher criterion defined on the features of each segment of videos. To solve it efficiently, We
also proposed a novel algorithm based on Concave-Convex Procedure (CCCP), which can be
simply solved and the convergence is guaranteed.

This practical algorithm can be obtained from our framework based on interaction
information when assuming that all segments are sampled hierarchically from the Gaussian
distribution.

We compiled a novel dataset for evaluating this task, we demonstrated the effectiveness
of proposed method under the limitation of the discriminative linguistic information can be
obviously detected from the category labels, by performing the qualitative and quantitative
experiments on it.
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