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Abstract 

 

The atmospheric particles, such as cloud, precipitation and aerosol, have fundamental influences on the 

formation and change of the Earth’s climate system. Such climatic effects of the atmospheric particles are 

largely determined by their phase and shape, along with the interactions among the particles. However, 

physical properties of these particles and their roles in climate are not yet fully understood on a global scale, 

making it uncertain to predict the climate change. This calls a need for the satellite observation, which is 

the only effective means to measure the microphysical properties, such as particle phase and shape, and 

their spatiotemporal variabilities on a global scale. 

 

During the last decades, significant progresses have been made in satellite remote sensing of cloud and 

aerosol microphysics, particularly given the vertical measurement capability by the active sensors and high-

frequency measurements by the so-called next generation geostationary satellites. These technical 

advancements added new vertical and temporal dimensions to the atmospheric observation, taking one step 

further toward the ultimate goal of satellite observing system to monitor four-dimensional variability of the 

atmospheric particulate environment over the globe. These new capabilities of satellite observations 

motivate this dissertation study that exploits the vertical and temporal measurement information to develop 

more complete and comprehensive algorithms for retrieving cloud, precipitation and aerosol microphysical 

properties with those different particles appropriately distinguished. Specifically, this study aims at 

observational analysis of how the microphysical properties of cloud, precipitation and aerosol vary in 

various spatiotemporal scales, and development of algorithms for discriminating different particles based 

on the observational findings. This dissertation study is comprised of three major parts: (a) analysis to reveal 

the vertical characteristics of cloud phase and ice crystal shape on a global scale using a satellite-borne lidar 

(Chapter 3); (b) development of algorithm that discriminates cloud/precipitation phase and cloud particle 

shape (hereafter referred to as the cloud or hydrometeor particle type) by combining radar measurement 

information with the lidar-based classification method (Chapter 4); and (c) development of algorithm that 

discriminates clouds from aerosols based on significant differences in their spatiotemporal variabilities by 

employing the high-frequency measurement capability offered by the next generation geostationary satellite 

(Chapter 5). 

 

In Chapter 3, global and seasonal characteristics of cloud particle type were investigated using 

depolarization and backscattering measurements from satellite observations of Cloud-Aerosol Lidar and 

Infrared Pathfinder Satellite Observations (CALIPSO). This study revised the cloud particle type 

classification algorithm developed by a previous study to assign appropriate ice particle type to the 

unknown type and to extend the analysis period from three months to one entire year to investigate the 
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seasonal characteristics of the particle types. In contrast to the most widely used CALIPSO cloud phase 

product by National Aeronautics and Space Administration (NASA), the cloud particle type classification 

in this study has an advantage of fully resolving vertical inner structure of clouds and thus representing 

more detailed cloud structures as it avoids applying the horizontal averaging scheme. The statistical analysis 

based on the algorithm was performed to reveal how the cloud phase/type characteristics tend to vary with 

environmental conditions such as temperature and humidity on a global scale. In particular, the strong 

temperature dependence of ice plates concentrating at temperature range of -15 C identified in the previous 

study was found to be the ubiquitous nature of ice plates climatology. 

 

In Chapter 4, the lidar-based classification was then combined with radar observations by CloudSat satellite 

to explore how the cloud particle types vary globally depending on both temperature and particle size. 

Given the large sensitivity of radar reflectivity, an observable by CloudSat, to cloud particle size, the 

consistent characteristic of temperature – particle size dependency identified in the classical laboratory 

experiments were revealed for the first time on the global scale. The relationship thus found was then 

utilized to develop CloudSat – CALIPSO synergy hydrometeor particle type classification. Here, the 

complementary nature of CloudSat and CALIPSO sensitivity was employed to derive vertical particle type 

structures of hydrometeors for a wide range of cloud systems from thin cirrus to deep convective cloud and 

light precipitation. The uniqueness of the present analysis is in its effective use of the more realistic 

multivariable dependence of radar reflectivity and temperature, instead of assuming solid thresholds of 

reflectivity and temperature in assigning the particle types as done in previous studies. As a result, the 

algorithm provides a comprehensive breakdown of the total hydrometeor occurrence, often derived in 

previous studies, into relative contributions from different particle types, offering microphysics-based 

insight into the general idea of cloud occurrence. 

 

In Chapter 5, an algorithm to discriminate aerosols from clouds was developed by utilizing 10-minute 

frequency measurement of the Japanese next generation geostationary satellite, Himawari-8. Based on the 

fact that aerosols and clouds have significantly different characteristics of spatiotemporal variability, the 

algorithm exploits the high-frequency measurement capability of Himawari-8 to discriminate the two 

particles, thereby addressing a long-standing issue of cloud contamination in aerosol remote sensing with 

traditional passive sensors. The results were validated against the ground-based observations to demonstrate 

improved retrievals of aerosols in the form of the statistics such as the root mean square error, correlation 

and bias. The methodology developed is regarded as a scheme to discriminate different atmospheric 

particles by using their differences in the spatiotemporal characteristics. 
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In summary, the state-of-the-art satellite observations offering vertical and temporal dimensions to the 

atmospheric measurement were exploited in this thesis study to analyze microphysical characteristics 

(particle types and phases) and spatiotemporal characteristics of the atmospheric particles. The findings 

obtained from the analysis were then employed to develop new algorithms for discriminating different 

particle types. Future studies include more intensive validations of the algorithms using aircraft in-situ 

measurements, ground-based networks and other satellite measurements. The hydrometeor particle type 

algorithm developed are applicable to future satellite missions, such as Earth, Clouds and Aerosols 

Radiation Explorer, to construct three-dimensional global long-term dataset of hydrometeor particle types. 

The aerosol – cloud discrimination scheme will also be applied to other existing and upcoming series of the 

next generation geostationary satellites (such as the Geostationary Operational Environmental Satellite-R 

Series and Meteosat Third Generation) to extend the observational analysis from Asia-Oceania to the whole 

globe. The observation-based knowledge obtained from this study also has an implication for evaluation 

and improvement in representations of atmospheric particles in numerical climate models for mitigating 

uncertainties of climate projection relevant to atmospheric particles. The synergistic analysis of the vertical 

and temporal dimensions explored in this study will further advance our understanding of fundamental 

processes governing microphysical structures of the atmospheric particles that vary in various temporal and 

spatial scales. 
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Chapter 1 General Introduction 

 

1.1 Background 

The particles in the Earth’s atmosphere are principally composed of three elements—cloud, precipitation 

and aerosols. They are the key determinants of the radiation budget and water cycle in the Earth, thereby 

giving significant influence to the climate system. Cloud and aerosol affect the Earth’s radiation field by 

scattering and absorbing solar radiation and re-emitting their thermal radiation. Another source of energy 

supply to the atmosphere is the release of latent heat through thermodynamic phase change between liquid 

droplets and ice crystals. This latent heat release acts to invigorate cloud convection system, thereby 

changing lifetime of cloud and further influencing the radiation field. Life of a cloud is initiated by 

condensation of water vapour on to aerosol nuclei, grow through collision and collection processes, and 

finally dissipated by evaporation or precipitation. The aerosol influence on microphysical properties of 

warm clouds are well known as the “Twomey Effect”, which refers to the increase of aerosol (or cloud 

condensation nuclei; CCN) enhancing number of cloud droplets and reducing cloud particle size if cloud 

water content is conserved, leading the cloud to become optically thicker and increase solar reflection back 

to space [Twomey, 1974]. Consequently, smaller water droplets extend lifetime of its cloud, suppress 

precipitation and keep its water content [Albrecht, 1989]. However, smaller water droplets also induce an 

opposite effect by increased dry air entrainment, causing evaporation to lose its moisture [Ackerman et al., 

2004]. In the case of ice nuclei (IN) injecting into a mixed phase cloud, water droplets start to glaciate 

though contact or immersion/condensation freezing, leading clouds to break up and increase amount of 

solar radiation reaching the surface [Christensen et al., 2014]. Here, the freezing processes are also 

accelerated by the so-called Wegener-Bergeron-Findeisen process [Bergeron, 1935; Findeisen, 1938], 

where ice formation is enhanced at the expense of surrounding supercooled water due to the lower 

saturation vapour pressure of ice compared to liquid. In addition, larger ice particles grow more rapidly 

through collection of surrounding particles. These mechanisms induce clouds to precipitate efficiently and 

shorten its lifetime [Christensen et al., 2014; Storelvmo et al., 2015]. The above physical processes play a 

key role particularly in cloud phase response to a warmed atmosphere, where the altitude of the freezing 

temperature generally rises, partly converting ice clouds to water, leading to cool the Earth’s surface. This 

“cloud-phase negative feedback” is known to be a possible major factor for compensating temperature rise 

by CO2 warming.  

 

A work by McCoy et al. [2015] evaluated 19 Coupled Model Intercomparison Project Phase 5 (CFMIP5) 

climate models, focusing particularly on the thermodynamic phase representation within the models. In 

general, climate models determine cloud phase diagnostically (as a function of temperature), prognostically 
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(employing more complex microphysical processes) or the combination of the two [Cesana et al., 2015]. 

McCoy et al. [2015] evaluated the cloud phase representation in the models by investigating the partitioning 

of cloud water and ice as a function of temperature and showed that the freezing temperature (at which 

liquid and ice particles are equally mixed) varied as much as 40 K among the models, generally 

underestimating liquid water and producing ice instead, causing clouds to become optically thinner and 

increase solar radiation penetration. They discussed that this is partly subjected to the long-standing large 

warm bias of the surface shortwave radiance over the Southern Ocean found in climate models [Kay et al. 

2016a]. Another study by Tan et al. [2016] showed constraining cloud phase partitioning observationally to 

the Community Atmosphere Model (CAM) climate model would increase liquid and decreased ice, in a 

sense to tune the underestimation found in McCoy et al. [2015], leading to depress glaciation process in a 

warmed climate (as the cloud is already in liquid phase). This resulted to weaken the negative cloud-phase 

feedback and, consequently, increase the climate sensitivity by up to 1.3K.  

 

Although Tan et al. [2016] clearly demonstrated the sensitiveness of cloud phase to climate and identified 

that the freezing temperature assumption significantly affects the strength of the negative cloud phase 

feedback, the climate sensitivity response to cloud phase is yet to be investigated and evaluated with various 

climate models based on cloud phase observations in detail, given the variability in cloud phase 

representation shown by McCoy et al. [2015]. From the discussion above, cloud phase exerts different 

responses to aerosol perturbation in changing microphysical and radiation properties of clouds, along with 

associated precipitation processes, influencing the radiation balance and precipitation formation in the Earth. 

Hence this calls for the need to the satellite observations, which are considered to be the only effective way 

to acquire the microphysical properties (such as particle phase and shape) and the spatiotemporal 

variabilities of atmospheric particulates on a global scale. 

 

1.2 Observations from Space 

1.2.1 Conventional Passive Satellite Instruments 

To better constrain cloud, precipitation and aerosol microphysical properties and processes in numerical 

models, their detailed observations over the globe are required. Passive remote sensing was the basis of the 

atmospheric observation over time. Cloud phase was traditionally detected by measuring visible and near-

infrared radiances or brightness temperature differences of two infrared bands [Baum et al., 2000; Platnick 

et al., 2003] or by using the polarization sensitivity difference between liquid and ice particles [Goloub et 

al., 2000; Riedi et al., 2010]. The polarization information has also been employed to characterize shapes 

of ice crystals [Chepfer et al. 2001; Sun et al. 2006]. Precipitation observation also started by passive 

microwave radiometers. For example, precipitation rate estimation method was developed by Liu and Curry 
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[1992] and Liu and Curry [1996] from the Advanced Microwave Scanning Radiometer for the Earth 

Observation Satellite (AMSR-E) and Kummerow et al. [1996] and Kummerow et al. [2001] from 

Microwave Imager (TMI) onboard the Tropical Rainfall Measuring Mission (TRMM). Aerosols properties 

by passive imagers were primarily retrieved over ocean by Kaufman et al. [1997], Tanre et al. [1997] and 

Levy et al. [2003] using the MODerate Resolution Imaging Spectroradiometer (MODIS). Hsu et al. [2004, 

2006] developed an algorithm that enable the aerosol retrieval over land using blue wavelength 

measurements. Gordon and Wang [1994] and Higurashi and Nakajima [2002] developed the retrieval 

schemes for the Sea-viewing Wide Field-of-view Sensor (SeaWiFS). Dubovik et al. [2011] showed a new 

algorithm using statistical optimization in inversion and Fukuda et al. [2013] used the Cloud and Aerosol 

Imager (CAI) onboard the Greenhouse gases Observing SATellite (GOSAT) to retrieve aerosol optical 

thickness over land.  

 

The passive remote sensing from space was a significant advancement at the time and offered detailed 

measurements of atmospheric and surface states over the globe. Their observation projected profound 

implications in the complexity of the Earth’s system with interactions and feedbacks between various 

components within and among atmosphere, land and ocean. This emerged the necessity to improve our 

understanding in the processes that governs the interactions and feedbacks, rather than just monitoring the 

atmosphere and surface states as a result of those processes. Since hydrological cycle is a dynamic system 

accompanying phenomena in both vertical and temporal dimensions, limiting to the conventional horizontal 

distribution observations of atmospheric particles is insufficient to fully understand their processes. In 

recent decades, two types of satellites have been developed that offer a vertical dimension and a temporal 

dimension to the atmospheric observation. One is the polar-orbiting satellites with active instruments, 

providing the vertical dimension, and the other is the so-called next-generation geostationary satellites with 

passive instruments, providing the temporal dimension to the conventional horizontal observations. 

 

1.2.2 Active Satellite Instruments 

Active remote sensing of cloud started from the launch of the CloudSat and Cloud–Aerosol Lidar and 

Infrared Pathfinder Satellite Observations (CALIPSO) satellites in April 2006. The precipitation 

measurement started beforehand by the TRMM in November 1997, followed by its successor, the Global 

Precipitation Measurement (GPM) Core Observatory, which was launched in February 2014. These 

measurements offered detailed vertical structure of the global cloud and precipitation. Their new 

capabilities have been extensively exploited to develop algorithms for retrieving cloud and precipitation 

microphysical properties. Cloud phase discrimination is one such algorithm for identifying cloud water 

droplets and ice crystal habits. Hu et al. [2009] developed the first algorithm that discriminates cloud phase 

and horizontal ice plates from the Cloud-Aerosol LIdar with Orthogonal Polarization (CALIOP) backscatter 
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and polarization measurements and is provided as the National Aeronautics and Space Administration 

(NASA) Level 2 Vertical Feature Mask (VFM) product. Their algorithm demonstrated the capability of 

estimating vertical features of cloud phase from space, although it should be noted that, to date, they 

generate layer type classification (i.e. one phase per cloud layer). Yoshida et al. [2010] and Cesana and 

Chepfer [2013] later developed their own algorithms that fully resolved vertical inner structure of clouds 

to generate the maximum capability of CALIOP measurement.  

 

Although CALIOP has the advantage in detecting thin cirrus, its signal is strongly attenuated against water 

and thick ice clouds, making it difficult to detect clouds underneath. On the contrary, the Cloud Profiling 

Radar (CPR) onboard the CloudSat has the advantage of penetrating into thick clouds, although it is not 

sensitive to optically thin clouds. These two characteristics of the CALIOP and CPR are complementary to 

each other so that their combined use can be powerful to detect a wide range of clouds from cirrus to 

precipitation. Cloud phase identification using the CPR and CALIOP has been provided in the NASA 

official product of 2B-CLDCLASS-LIDAR, although the cloud layer is not vertically resolved [Wang et 

al., 2013]. In contrast, Ceccaldi et al. [2013] developed a vertically resolved cloud phase algorithm from 

the synergetic observation of the CPR and CALIOP. 

 

1.2.3 Next Generation Geostationary Satellites 

Another type of the new satellite is the next generation geostationary satellites, which load multispectral 

imagers with high temporal resolution, giving a potential capability of capturing the horizontal movement 

of cloud and aerosols. The Japanese geostationary satellite, Himawari-8, was launched in October 2014, 

taking the lead in this series [e.g. Geostationary Operational Environmental Satellite-R (GOES-R) by 

National Oceanic and Atmospheric Administration (NOAA) and Meteosat Third Generation (MTG) by 

European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT)]. The technical 

progress in these satellites from the conventional geostationary satellites can be summarized in the 

following three points: (1) higher temporal resolution, (2) higher spatial resolution, and (3) increased 

number of observation wavelengths. The Advanced Himawari Imager (AHI), a payload on the Himawari-

8, equips 16 observation bands from visible to infrared wavelength, observing the full disk image over Asia 

and Oceania every 10 minutes. With regard to the visible wavelength range, for example, the AHI has 0.47, 

0.51, and 0.64 m channels with the spatial resolution of 0.5 km at 0.64 m channel, in contrast to the 

previous Himawari-6/7 satellites that had only a 0.64 m channel with the spatial resolution of 1 km 

[Bessho et al., 2016].  
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1.3 Objective 

Cloud, precipitation and aerosol behave dynamically in a complex system with interactions and feedbacks 

among them and between the ambient atmosphere and surface. The 4-dimensional global observation of 

the atmospheric particles would be an ideal measurement concept that would contribute to untangle the 

intricate system for deepening our understanding in the physics behind the processes. Towards this goal, 

this dissertation study exploits the vertical and temporal atmospheric observations offered by the active 

satellite and next generation geostationary satellites for a more comprehensive understanding of the 

behaviors of atmospheric particles. Hence the main objective of this study is to reveal spatiotemporal 

distribution and variability characteristics of cloud, precipitation and aerosol in various temporal and spatial 

scales — from tens of minutes and a few kilometers to seasonal and global scale. To this end, this study is 

mainly organized in three sections after the explanations on the analyzed dataset in Chapter 2. The 

respective objective of the sections are: (a) to reveal global and seasonal characteristics of cloud phase and 

ice crystal orientation using CALIPSO (Chapter 3), (b) to investigate the dependence of the cloud phase 

and ice crystal shape on particle size and temperature and to develop an algorithm for discriminating phase 

and types of hydrometeors by introducing the CloudSat measurement to the CALIPSO classification 

(Chapter 4), and (c) to develop a scheme to discriminate clouds from aerosol estimation using the difference 

in spatiotemporal variability characteristics between cloud and aerosol by employing the high-frequency 

observation of the Himawari-8 (Chapter 5). Finally, the main findings and future perspectives are 

summarized in Chapter 6. 
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Chapter 2 Description of Data 

 

This chapter compiles information on the satellite and numerical model data used in the respective chapters 

of this thesis study.  

 

2.1 CloudSat and CALIPSO 

The main data used in Chapters 3 and 4 is the satellite measurements obtained from two satellites, CloudSat 

and Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO). They fly as a part of 

the satellite constellation known as “the A-Train” and this formation flight enables synergistic data 

retrievals with a combined use of their instruments [Stephens et al., 2002]. CloudSat carries a W-band (94 

GHz) cloud profiling radar (CPR), which measures backscatter signals from cloud and precipitation. 

CALIPSO carries 532-nm and 1064-nm dual-length depolarization lidar, the Cloud-Aerosol Lidar with 

Orthogonal Polarization (CALIOP), and measures backscatter signals from clouds and aerosols. In this 

study, I used radar reflectivity data from the CPR Level 2B GEOPROF product (Release 04), with vertical 

and horizontal resolutions of 240 m and 1.1 km, respectively [Mace, 2007; Marchand et al., 2008]. The 

minimum detectability of the CPR radar reflectivity factor is approximately -28 dbZe [Miller and Stephens, 

2001; Stephens et al., 2008]. For CALIOP, it has a capability to not only observe backscattering from 

particles, but also to receive the depolarization information using an onboard polarization beam splitter to 

separate parallel and perpendicular components of the 532 nm wavelength. 532 nm total and perpendicular 

attenuated backscatter data was used from CALIPSO Level 1B products (version 3). Below an altitude of 

8.2 km, the resolution is 30 m × 333 m vertically and horizontally, respectively; above 8.2 km, the respective 

resolution is 60 m × 1000 m [Vaughan et al., 2005]. Minimum detectable backscatter coefficients for the 

respective altitude range are shown in Table 2.1. CALIOP has a sufficient sensitivity to detect clouds with 

optical thicknesses as low as 0.01 [McGill et al., 2007], but cannot penetrate optically thick clouds.  

 

Table 2.1  Minimum detectable backscatter coefficient of CALIOP for both day and night (modified from 

Vaughan et al. [2005]). The maximum altitude used in this study was 20 km, so only altitudes below this 

are shown.  

Altitude Range 

[km] 

Horizontal 

Resolution [m] 

Vertical 

Resolution [m] 

 min [km/sr] 

(Day) 

 min [km/sr] 

(Night) 

0.0 ~ 8.2 333 30 1.91105  1.67 105  

8.2 ~ 20.0 1000 60 5.54 106  4.57 106  
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2.2 MODIS and ECMWF 

For the comparison of the retrievals with a different satellite measurement, the observation data of 

MODerate resolution Imaging Spectroradiometer (MODIS) was used. MODIS is a passive imager loaded 

on Aqua satellite, also flying over the A-Train. MODIS cloud phase estimation in MAC06S0 product was 

employed in this study, which is a subset of Aqua/MODIS L2 product (MYD06_L2) along the CloudSat 

footprint. The original cloud phase classification by MODIS combine two methods: one using the 

brightness temperature difference between the two thermal infrared bands and the other using the ratio for 

the near infrared and visible bands [King et al., 2004]. The detailed information on MODIS-AUX is given 

in the CloudSat Project document [2008].  

The ambient field data from the numerical model of European Centre for Medium Range Weather Forecast 

was employed in the algorithm development of satellite retrievals and in the comparisons of the retrievals 

with environmental conditions. The atmospheric temperature, pressure and specific humidity profiles were 

used in the CloudSat auxiliary product (ECMWF-AUX) provided by the CloudSat project, which is 

ECMWF ambient data interpolated to each CloudSat bin [Beneditte, 2003]. ECMWF produces global 

analysis for the four synoptic hours of 00, 06, 12 and 18 UTC each day. The numerical scheme is a 

TL511L60 (i.e., triangular truncation, resolving up to wavenumber 511 in spectral space and 60 vertical 

levels), and the horizontal resolution approximately is 40 km. Relative humidity with respect to ice is 

derived in Chapter 3 from the temperature, pressure and specific humidity profiles of ECMWF-AUX 

(Appendix 2.1). The detailed description of ECMWF-AUX is presented in Beneditte [2003] and CloudSat 

Project document [2008]. 

 

2.3 CloudSat and CALIPSO Hydrometeor Mask 

The CloudSat and CALIPSO data described above were then analyzed to discriminate and classify the 

particle phase and shape. For this purpose, hydrometeor pixels were selected by the radar and lidar 

hydrometeor mask algorithm developed by Hagihara et al. [2010]. This mask was originally developed for 

ship-borne radar and lidar measurements and validated against the sky-camera data by Okamoto et al. 

[2007] and Okamoto et al. [2008] in the western Pacific Ocean near Japan and in the western tropics, 

respectively. Hagihara et al. [2010] later adjusted and extended this masking algorithm to CloudSat and 

CALIPSO measurements. 

All the CloudSat, CALIPSO, MODIS and ECMWF data used in Chapters 3 and 4 are collocated onto 

CloudSat 240-m vertical and 1.1-km horizontal pixels according to the procedure described in Hagihara et 

al. [2010]. These data are known as “The CloudSat-CALIPSO Merged Dataset” and distributed from JAXA 
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A-Train Product Monitor 

(http://www.eorc.jaxa.jp/EARTHCARE/research_product/ecare_monitor_e.html). 

 

2.4 Himawari-8 Aerosol Optical Thickness 

For the development of the hourly combined aerosol algorithm in Chapter 5, aerosol optical thickness 

retrievals, named as ܱܣ ௢ܶ௥௜௚௜௡௔௟ in Chapter 5, were employed using L2 Aerosol Product (version ) from 

the JAXA Himawari Monitor (http://www.eorc.jaxa.jp/ptree/index.html). The product is in equal latitude-

longitude grid of 0.02 with temporal resolution of 10 minutes. The aerosol pixels were discriminated from 

cloudy pixels using a cloud flag algorithm, CLoud and Aerosol Unbiased Decision Intellectual Algorithm 

(CLAUDIA), developed by Ishida and Nakajima [2009] and Ishida et al. [2011]. The CLAUDIA is a 

“neutral” cloud detection algorithm that avoid biased discrimination on either clear (including aerosol) or 

cloudy by using a number of pixel-by-pixel threshold tests. The aerosol optical thickness retrieval was 

based on the 2-channel method developed by Higurashi and Nakajima [1998] over ocean and Fukuda et al. 

[2013] over land. The details on the retrieval algorithm of ܱܣ ௢ܶ௥௜௚௜௡௔௟ is described in Appendix 2.2. In 

not specified, only minimum quality control was conducted in the ܱܣ ௢ܶ௥௜௚௜௡௔௟ dataset to extract as much 

aerosol information as possible for the hourly combined algorithm, where the following pixels were 

excluded: (1) pixels that were next to cloud pixels and (2) pixels whose solar zenith angle was more than 

70 to avoid retrievals with low accuracy. 
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Appendix 2.1 Relative Humidity Respect to Ice 

For the purpose to analyze ice supersaturation in Chapter 3, relative humidity respect to ice was derived 

from the temperature, pressure and specific humidity profiles of the ECMWF-AUX product, which 

provides ECMWF atmospheric state data interpolated along CloudSat pixels. The definition of relative 

humidity respect to ice, RHice, is 

௜௖௘ܪܴ ൌ
௘ೢೡ
௘ೞ೔

ൈ 100  (A2.1) 

where ݁௦௜  [Pa] is ice saturation pressure and ݁௪௩  [Pa] is water vapor pressure. In this study, the ice 

saturation pressure ݁௦௜ is derived from Marti and Mauersberger [1993] 

݁௦௜ ൌ 10ሺ
ೌ
೅
ା௕ሻ

   (A2.2) 

where ܽ ൌ െ2663.5	ܽ݊݀	ܾ ൌ 12.537. Note that Eq. (A2.2) is valid over the range -273.15°C < T < 0°C. 

The water vapor pressure ݁௪௩ [Pa] is derived from the equation of state for water vapor 

݁௪௩ ൌ  ௪௩ܴ௩ܶ   (A2.3)ߩ

where, ܶ  [K] is temperature and ܴ௩  [J/g/K] is the individual gas constant for water vapor (= 0.4615 

J/g/K). Here, the water mass density ߩ௪௩ [g/m3] is calculated from the specific humidity, ݍ, from the 

ECMWF-AUX product. The specific humidity ݍ is the mass of water vapor per unit mass of moist air, 

which is described as 

ݍ ൌ ఘೢೡ
ఘ೏ାఘೢೡ

   (A2.4) 

where ߩௗ [g/m3] is the mass density of dry air. Rearranging Eq. (A2.4) gives 

௪௩ߩ ൌ ௗߩ
௤

ଵି௤
   (A2.5) 

From the equation of state for dry air, 

ௗߩ ൌ
௣೏
ோ೏்

ൌ ௣ି௘ೢೡ
ோ೏்

  (A2.6) 

in which ݌ௗ  [Pa] is partial pressure of dry air and ݌  [Pa] is atmospheric pressure. ܴௗ  [J/g/K] is the 

individual gas constant for dry air (= 0.287 J/g/K). Therefore, substituting Eq. (A2.6) into Eq. (A2.5) gives 

௪௩ߩ ൌ
௣ି௘ೢೡ
ோ೏்

௤

ଵି௤
ൎ ௣

ோ೏்

௤

ଵି௤
 (A2.7) 

assuming ݁௪௩ ≪  ,Eq. (A2.7) is substituted into Eq. (A2.3) to calculate ݁௪௩ .[Rogers and Yau, 1989] ݌

which is then used to derive RHice from Eq. (A2.1).  

  



11 
 

Appendix 2.2 Himawari-8 Snapshot Aerosol Algorithm 

The aerosol optical thickness from 10-minute observations of AHI (ܱܣ ௢ܶ௥௜௚௜௡௔௟) used in Chapter 5 was 

derived based on the algorithms by Higurashi and Nakajima [1998] and Fukuda et al. [2013], with 

adjustments to AHI’s wavelength, geometry, and time interval. The details of the algorithms and its 

application to Himawari-8 are described in the following sections. 

 

Appendix 2.2.1 Aerosol Model 

The algorithm assumes the aerosol size distribution as a bimodal log-normal function [Dubovik et al., 2002; 

Smimov et al., 2003], which is described in the following equation: 

 

ௗ௏

ௗ ୪୬௥
ൌ ∑ ܿ௡	݁݌ݔ ൤െ

ଵ

ଶ
ቀ
୪୬௥ି୪୬௥೘೙

୪୬ఙ೙
ቁ
ଶ
൨ଶ

௡ୀଵ    (A2.8) 

 

where ܸ is the column volume, r is the particle radius, and n is the mode number. On the basis of WCP-

55 [1983], respective mode radius over land and ocean was defined as ݎ௠ଵ ൌ 0.17	μm (fine mode) and 

௠ଶݎ ൌ 3.44	μm  (coarse mode) with deviations ߪଵ ൌ 1.96  and ߪଶ ൌ 2.37 , respectively. The complex 

refractive index over ocean was set to 1.5 െ 0.005݅  [Higurashi and Nakajima, 1998]. The complex 

refractive index over land was referenced from Fukuda et al. [2013], which used the sulfate model by WCP-

55 [1983]. 

 

Appendix 2.2.2 Surface Reflectance Model 

The estimation of the surface reflectance, ܴ௦௥௙, is one of the essential challenges in retrieving land aerosols 

from imagers. On the basis of Fukuda et al. [2013], the second lowest gas-corrected reflectance (hereafter 

referred to as the second minimum, ܴଶ௡ௗ௠௜௡) was used as ܴ௦௥௙ (i.e., ܴ௦௥௙ ൌ ܴଶ௡ௗ௠௜௡) to avoid occasional 

interference by cloud shadows in the lowest reflectance. Furthermore, even taking the second minimum, 

ܴଶ௡ௗ௠௜௡ tended to be higher than expected due to residual aerosols over urban areas such as in China and 

Southeast Asia. Therefore, if the second minimum in the blue band (0.47 m) was higher than the second 

minimum in the red band (0.64 m), aerosol contamination was suspected, and the algorithm estimated 

ܴ௦௥௙ by using the modified Kaufman method described in Fukuda et al. [2013]. This method derives ܴ௦௥௙ 

by fitting a fourth-order function of the normalized difference vegetation index (NDVI) using the second 

minimum pixels from Australia (assuming aerosol loadings in Australia are more negligible compared with 

those in the Asian regions). To take into account the bidirectional reflectance distribution function (BRDF), 

the surface reflectance was calculated at every hour (i.e., the current 00 UTC minute’s surface reflectance 
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was derived from the data of the previous hour’s 10, 20, 30, 40, 50, and the current 00 UTC minutes) using 

the last 30 days of data and updated at every eight days. 

 

Appendix 2.2.3 Lookup Table Construction 

Based on the aerosol and surface model setting described above, the look-up-table (LUT) over land and 

ocean for each component in the following equation was constructed by using a radiative transfer simulation 

package called “the STAR series” [Nakajima and Tanaka, 1986; Ota et al., 2009]: 

ܴ௦௜௠ ൌ ൝
ܴ௔ ൅

௧బ∙௧భ∙ோೞ
ଵି௦∙ோೞ

				݈݀݊ܽ	ݎ݁ݒ݋													  

ܴ௔ ൅ ଴ܶ ∙ ଵܶ ∙ ܴ௚   ݎ݁ݒ݋	݊ܽ݁ܿ݋
ൡ   (A2.9) 

where ܴ௦௜௠  is the apparent reflectance with gas absorption correction at top-of-atmosphere, ܴ௔  is the 

atmospheric reflectance, ݐ଴  is the total transmittance from the sun to the surface, ݐଵ  is the total 

transmittance from the surface to the satellite sensor, ݏ is the spherical albedo of the atmosphere, and ܴ௦ 

is the surface reflectance. ଴ܶ  is the direct transmittance from the sun to the surface, ଵܶ  is the direct 

transmittance from the surface to the satellite sensor, and ܴ௚ is the specular reflectance from the ocean 

surface. The spectral response function of AHI provided by the Japan Meteorological Agency (JMA) 

(http://www.data.jma.go.jp/mscweb/ja/himawari89/space_segment/spsg_ahi.html) was used to apply the 

algorithm to the AHI. 

 

Appendix 2.2.4 AOT Estimation 

ܱܣ ௢ܶ௥௜௚௜௡௔௟ was retrieved by using AHI’s full disk image at every 10 minutes. The original resolution of 

Himawari Standard Product distributed from the JMA was 0.5 km for the 0.64 m band, 1 km for the 0.47, 

0.51, and 0.86 m bands, and 2 km for the longer wavelength bands. The radiances were averaged to 2km 

and then resampled to 0.02 grid for each wavelength of 0.47–0.86 m to make the spatial 

representativeness consistent with the other bands. AOT over ocean was estimated from the 0.64 and 0.86 

m bands, and AOT over land was estimated from the combination of the 0.46, 0.51, and 0.64 m channels. 

The 0.46 m radiance was refrained from using in the ocean retrievals because it is often influenced by 

water leaving radiance and the shorter wavelengths were used for land since they are more sensitive to 

aerosol signals and the surface is too bright for aerosol retrieval at the near-infrared channel. The measured 

radiances were compared with the simulated ܴ௦௜௠ given in Eq. (A2.9) to search for the best estimate of 

AOT by the optimal estimation [Rogers, 2000] based on Bayes’ theory, which was implemented by using 

the Levenberg–Marquardt method. 
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Chapter 3 Comparison of Global and Seasonal Characteristics 

of Cloud Phase and Horizontal Ice Plates Derived from CALIPSO 

with MODIS and ECMWF 

 

3.1 Motivation 

Building upon the advancement in the remote sensing technique of cloud particle habit from space during 

the last decade, the global and seasonal characteristics of cloud phase and its orientation was first studied 

for deeper and more comprehensive understanding of their behaviors in the atmosphere. The cloud phase 

and ice crystal shape (hereafter, cloud particle type) classification is estimated using CALIPSO/CALIOP 

observation and a retrieval algorithm originally developed by Yoshida et al. [2010] with a few additional 

modifications considered in this study. The objective of this chapter is to investigate the fundamental 

characteristics of cloud particle habit in various temporal (e.g. daytime/nighttime, seasonal) and spatial (e.g. 

land /ocean, zonal) scales. The cloud particle types are compared with (1) a different discrimination scheme 

from the same CALIOP observation [NASA Vertical Feature Mask (VFM) product]; (2) a different 

observation [MODIS imaging sensor onboard Aqua satellite]; and (3) environmental conditions offered by 

a numerical model (ECMWF). The analysis period was extended to one year (September 2006 to August 

2007) from the three months analysis in Yoshida et al. [2010], enabling to reveal for the first time the global 

seasonal characteristics of the particle habits. Note that the context of this chapter is published in Hirakata* 

et al. [2014]. 

 

3.2 CALIPSO Cloud Particle Type Discrimination 

Several cloud phase/particle type estimations have been developed based on the lidar measurement of the 

depolarization ratio and the backscattering coefficient from CALIOP observations [Hu et al., 2009; Yoshida 

et al., 2010; Cesana and Chepfer, 2013]. In this study, the cloud particle type classification algorithm 

originally developed by Yoshida et al. [2010] was employed. In this section, I briefly describe the algorithm 

and the changes made from Yoshida et al. [2010].  

 

3.2.1 Algorithm Basis 
In Yoshida et al. [2010], cloud particle types are discriminated by calculating two parameters, depolarization 

ratio  and total backscattering attenuation , for each cloudy pixel defined by Hagihara et al. [2010] 

Hirakata is Kikuchi’s maiden name. 
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(Chapter 2.3) in 1.1km horizontal and 240m vertical resolutions. The first parameter, , is defined as 

[%]100
parallel

perp




    (3.1) 

where perp and parallel are the attenuated backscattering coefficients at the 532 nm perpendicular and 

parallel channels, respectively. parallel is derived by subtracting perp from the total attenuated backscattering 

coefficient.  is known to vary significantly with the particle orientation: horizontally oriented ice plates 

give lower , whereas randomly oriented ice crystals give higher . It should be noted, however, that 

although spherical water droplets give low  values in single scattering regimes, large values are observed 

in satellite observations where the penetration depths were large (as in the 240 m vertical resolution of this 

study) due to the larger footprint and resultant greater multiple scattering as opposed to ground-based lidar 

observations [Yoshida et al., 2010]. This makes it difficult to discriminate water and randomly oriented ice 

from satellite measurements using  alone. 

 

Hence this issue was overcame by introducing the second parameter . The parameter quantifies the lidar 

attenuation that discriminates water and randomly oriented ice for a given .  is defined as 


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   (3.2) 

where total(Ri) and total(Ri+1) are the attenuated backscattering coefficients from ith and i+1th layer, 

respectively. Assuming the microphysical properties of the two vertically successive layers are 

homogeneous, the ratio of attenuated backscattering of two successive layers could be related to the 

extinction () of the target layer: 
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   (3.3) 

 

From Eq. (3.2) and (3.3), the relationship between and  can be obtained: 

 

)(
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
    (3.4) 

 

This equation indicates that the parameter can be used as a proxy of extinction at the wavelength of 532 

nm in a target cloud layer. If the two vertically successive layers have similar homogeneity, ice clouds are 

expected to have a smaller extinction, meaning lower , than water clouds.   
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One may argue that the vertical inhomogeneity within 240 m bin could induce large value of  in ice cloud, 

which may exceed the threshold of the water detection, leading to the misclassification of ice to water. 

However, Yoshida et al. [2010] suggest that the misclassifications due to vertical inhomogeneity of cloud 

are exceptionally rare (see their Figs. 2 and 3). Their Fig. 2 is the χ- diagram of frequency distributions of 

clouds and in Fig. 2a (where temperature  0C and liquid water particles were dominant), the majority of 

cloud frequency ( 0.075 in yellow) lay in   0.5. In contrast, Fig. 2c (where temperature  -20C and ice 

particles were dominant), the majority of cloud frequency lay in   0.25, showing a clear difference from 

water. Even near  = 0.25 where water and ice may share the same  values, the lidar classification also 

uses  to separate water and ice (as in their Fig. 3). In fact, the water-ice separation line was set at  over 

0.5 (and not at 0.0) which implies that the vertical inhomogeneity was taken into account. The region which 

can induce the most ambiguity was assigned as an unknown type. 

 

The second step of the particle type discrimination is the spatial continuity test, which is very similar to the 

procedure taken in the cloud-masking scheme. Here, 15 bins (3 vertical bins × 5 horizontal bins) around 

the target bin are considered. Then, the particle type that are most prevalent in the 15 bins is assigned to the 

target bin in the center. If there are more than two types that dominated within the 15 bins, then the target 

cloud type is assigned in the following order: water, 3-D ice, 2-D plate, mixture, unknown1, and unknown2. 

To check the adequacy of this minor rule, I used one month of data (June 2006) and found that the ratio of 

water cloud to ice cloud decreased from 18.1% to 16.7% when the preference order was changed to 

unknown2, unkown1, mixture, 2-D plate, 3-D ice and water, showing that even if there were two dominant 

particles, the type assignment did not significantly change the water versus ice cloud discrimination. Note 

that 2-D plate defined here refers to clouds that include quasi horizontally oriented ice plates. 3-D ice is 

accepted to be included in the 2-D plate category because even a small amount of 2-D plate induces small 

depolarization ratio due to its strong backscatter [Zhou et al., 2012] and there is a possibility that 3-D ice is 

included in the volume. Lastly, the “water” pixels that are above 0°C was further discriminated into “warm 

water”, and that are below 0°C are discriminated into “supercooled water”. 

 

Consequently, the original version of cloud particle type discrimination (i.e., Yoshida et al. [2010] 

algorithm) discriminates particle types into warm water, supercooled water, 3-D ice, 2-D plate, unknown1 

and unknown2.   

 

3.2.2 Modifications from Previous Study 
The algorithm in this paper included two modifications from Yoshida et al. [2010]. First, I revised the 

discrimination scheme to replace the original “unknown 1” type to the “mixture of 3-D ice and 2-D plate” 

type. To confirm the adequacy of this change, one month of data in September 2006 was used to investigate 

which particle type was assigned at the consecutive pixels just above and below the original unknown 1 
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type. The result showed that over 92 % was an ice type (either 3D-ice or 2D-plate) and only less than 8% 

was a liquid type (either warm or supercooled water).  Thus, the majority of this type was suggested to 

contain either or mixture of the two ice categories and that a sudden phase change at the unknown 1 pixel 

was considered rare. This also gave an implication that liquid water particles induce higher depolarization 

ratio and lidar attenuation than those given in the unknown 1 region. Therefore, the original unknown 1 

type was categorized to a new type: “Mixture of 3D-ice and 2D-plate”. Consequently, the original 

unknown2 defined by Yoshida et al. [2010] was changed to the unknown1. When a pixel of either of the 

two successive layers were missing, it was difficult to calculate and therefore would not be able to 

determine its particle type. Consequently, the corresponding pixels were assigned as the new type, 

unknown2. Second modifications were to reprocess the lidar data (backscattering coefficient, cloud mask, 

cloud particle type) due to the update of the CALIPSO L1b data from version 2.01 to version 3.2. Fig. 3.1 

shows the – planes with the new classification scheme overlaid. 

 

 

 

Figure 3.1  Cloud particle diagram on the and δ planes. The colors denote the occurrence frequencies 

of the observations during October 2006 at all temperatures. In the figure, the original “unknown1” in 

Yoshida et al. [2010] was replaced to “Mixture of 3D-ice and 2D-plate” and, consequently, the original 

“unknown2” was replaced to “Unknown1”. 

 

 

Given the general correspondence of  and  to particle orientation and extinction, and modifications from 

Yoshida et al. [2010] described above, hydrometeor particle types are classified into the following seven 

categories: warm water, supercooled water, 3D-ice, 2D-plate, a mixture of 3D-ice and 2D-plate, unknown1, 

and unknown2. Unknown1 could include all types of clouds. Both unknown1 and unkown2 were negligible 

from June 2006 to May 2007, at less than 0.2% and 0.04% of total clouds, respectively. 
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3.2.3 Case Study 
Shown in Fig. 3.2 is an example case of hydrometeors measurement by CALIPSO/CALIOP, CloudSat/CPR, 

and Aqua/MODIS, observed on 13 September 2006 over the Arctic.  

 

 

 

Figure 3.2  An example of a latitude–height cross section of (a) the CloudSat radar reflectivity; (b) the 

CALIPSO lidar backscattering coefficient; (c) the CALIPSO depolarization ratio; (d) MODIS cloud 

phase discrimination; (e) the cloud phase discrimination derived from the NASA VFM; and (f) the cloud 

particle type discrimination derived from this study. The observation was made around 2025UTC on 13 

September 2006 over the Arctic (59– 82N, 131– 151E). 



18 
 

A large deep cloud system accompanying precipitation can be recognized at higher latitudes (72°–82° N). 

As expected, CPR was able to detect the precipitation, whereas CALIOP was strongly attenuated by the 

clouds above. On the other hand, at lower latitudes (60°–63° N and 65°–68° N), CALIOP detected thin 

broken clouds that were missed by CPR. This is the first orbit-to-orbit comparison of phase discrimination 

by MODIS and VFM (Figs. 3.2d–3.2f). Due to the differences between active and passive sensors, the 

CALIOP classification shows two-dimensional cross sections of clouds, whereas MODIS only shows one-

dimensional line, which was selected from the horizontal measurement of MODIS along the 

CloudSat/CALIPSO orbit. The cloud particle type classification from this study shows that the majority of 

clouds below -20°C were 3-D ice. In contrary, between -20°C and 0°C, the 2-D plate and supercooled water 

became the dominant cloud particle type, with only a few 3-D ice classifications. The method by Hu et al. 

[2009] discriminates particle types by layer-integrated backscattering coefficient and depolarization ratio. 

Hence the scheme in VFM is not designed to provide vertically resolved cloud particle type. As a result, 

VFM water and ice discrimination in Fig. 3.2 seemed to vary from one record to the next. In addition, due 

to this vertical integration, there were cases where VFM overestimated the horizontally oriented ice regions, 

giving 2-D plate to be registered at low backscattering signals and high depolarization ratios (73°–76° N). 

2-D plate in general produce larger backscatter and smaller depolarization than 3-D ice but some portion 

of horizontally oriented ice in VFM does not show such features due to the possible misclassification of 

randomly oriented ice to horizontally oriented ice. Some of the 2-D plate existing at temperatures as low as 

-40°C also seems to be unrealistic and inconsistent with previous findings [e.g. Zhou et al., 2013]. 

 

Since the algorithm in the present study employs pixel by pixel classification, the retrievals from this study 

reflected the fine structure of water, 2-D plate and 3-D ice in the clouds. The overall phase classification 

showed a good agreement between MODIS and this study, as shown in clouds at the high latitudes (67°–

68° N and 73°–81° N). Interestingly, this case study also showed changes in the MODIS phase estimation 

in the regions where water and ice clouds overlapped. In the highest latitudes (73°–81° N), the ice clouds 

seemed to be thick enough for MODIS to detect, even where the water clouds existed underneath. On the 

other hand, at around 71.5° N, where water and thin ice clouds were overlapped, MODIS determined the 

phase to be water, which was due to CALIOP’s capability in detecting optically thin clouds that are often 

missed by MODIS. Further, some of thin water clouds around 60°– 65° N were missed by MODIS whereas 

CALIPSO succeeded in detecting them and giving phase classification in both the present study and the 

VFM. There were a few undetermined MODIS phases where water and ice clouds with similar thicknesses 

overlapped (71.7°–71.9° N and 76.5°–76.8° N).   
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3.3 Cloud Particle Type Patterns 

3.3.1 Day–Night Differences 
Next, differences in cloud particle type classifications between daytime and nighttime was examined. In 

general, due to the background signals from scattered sunlight, daytime data gave much lower signal-to-

noise ratios (SNR) than nighttime [Hunt et al., 2009]. Hence Hu et al. [2010] applied horizontal averaging 

scheme up to 80 km to increase signal-to-noise ratio. To confirm the adequacy of the pixel-by-pixel 

discrimination in this study to identify detailed cloud structure, the consistency of cloud particle type 

frequencies between day and night was investigated, in an assumption that the actual day–night variation 

was small for cloud particle types observed by CALIPSO.   

 

The latitude–temperature cross section of three-dimensional cloud occurrence frequencies was investigated 

for day and night from September 2006 to August 2007 (Fig. 3.3). The three-dimensional cloud occurrence 

frequency of a cloud particle type was defined as the total number of the cloud particle type event divided 

by the total number of observation. Here, the “three-dimensional” cloud occurrence was called to 

differentiate from the traditional “two-dimensional” cloud coverage. The frequencies were calculated for 

warm water, supercooled water, 3-D ice, and 2-D plate. The latitude and temperature resolutions were 2.0° 

and 2.0°C, respectively. Relatively consistent cloud frequencies between day and night were found in warm 

water, supercooled water and 2-D plate, although slightly stronger frequencies were observed around the 

equator at night compared to day for supercooled water and 2-D plate (~0.02). Differences between daytime 

and nighttime cloud occurrence frequencies were seen in 3-D ice at all latitudes. It is worthy to mention 

that two peaks of the 3D-ice frequencies were recognized in the midlatitudes at low temperatures (~-75°C) 

in both daytime and nighttime, which were also seen in the previous CALIPSO analysis [Fig. 5 of Yoshida 

et al., (2010)], in the ECMWF supersaturation (Fig. 3.10 in this chapter) and in a climate model [Fig. 12 of 

Cesana and Chepfer, (2013)]. Although these peaks were not apparent in the latitude-altitude cross section 

(c.f. Fig. 4.8 in Chapter 4), they were considered to be formed as independent cloud systems from the cloud 

layers at the higher temperatures, which was oppose to the tropical cloud systems where the frequencies 

were continuous until temperature was as low as -80°C. Scatter plot of the frequencies in daytime and 

nighttime for each cloud particle type are further shown in Fig. 3.4, showing the quantitative differences in 

the overall cloud occurrence frequencies regardless of temperature and latitude. Each point in Fig. 3.4 

indicates a cloud occurrence frequency at a specific latitude and temperature in Fig. 3.3. Despite the larger 

background signals in daytime, the scatter plot of water (both warm and supercooled) and 2-D plate showed 

very good agreement between day and night, suggesting that large background signals were effectively 

removed in the algorithms. The slope of the linear regression was 0.90 for warm water, 0.92 for supercooled 

water, and 1.09 for 2-D plate. In addition, the correlation coefficients were 0.96 for warm water, 0.95 for 

supercooled water, and 0.99 for 2-D plate. The 3-D ice cloud occurrence frequency during the nighttime 
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was found to be higher than that of daytime [Figs. 3.3 (a-3) and (b-3)], similar to what was found for total 

cloud occurrence (figure not shown). If this was due to the misclassification of 3-D ice from another type, 

then the decrease in the 3D-ice frequency during daytime should have been appeared as an increase in the 

frequency of other types. Since this was not the case, it was likely due to the combined effect of (1) the 

degradation of cloud detectability in the daytime from the low signal-to-noise ratio, and (2) the change in 

the cloud detection from the actual diurnal cycle of clouds, rather than the misclassification in cloud particle 

type scheme.   

 

 

 

Figure 3.3  Latitude versus temperature distribution of occurrence frequency for (1) warm water; (2) 

supercooled water; (3) 3-D ice; and (4) 2-D plate for (a) daytime and (b) nighttime during September 2006 

and August 2007. Note that the temperature ranges for vertical axes were -40°C < T < 50°C for warm water 

and -80°C < T < 10°C for all others. 
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Figure 3.4  Correlation of each cloud particle type occurrence frequency between daytime and nighttime. 

(a) warm water; (b) supercooled water; (c) 3-D ice; and (d) 2-D plate.  

 

 

Shown in Table 3.1 is the global mean cloud occurrence frequency to summarize the day – night 

comparisons for each type. The global mean cloud occurrence frequency of a cloud particle type at 

nighttime (daytime) was defined as the total number of the cloud particle type events in nighttime (daytime) 

divided by the total number of observation in nighttime (daytime), from surface to approximately 20km 

altitude. The global mean cloud occurrence frequency for 3-D ice was 1.6 times higher in nighttime than in 

daytime (4.110-2 for night and 2.610-2 for day). On the other hand, the frequencies in night and day was 

similar in the rest of the types. The global mean cloud occurrence frequency in nighttime was 0.95 times 

that of daytime for warm water (2.410-3 for night and 2.510-3 for day), 1.2 times higher for supercooled 

water (4.810-3 for night and 4.010-3 for day) and 1.04 times higher for 2-D plate (3.210-3 for night and 

3.110-3 for day). 

 

Table 3.1  Global mean cloud occurrence frequency for warm water, supercooled water, 3-D ice, and 2-D 

plate during day and night. 

 Night Day 

warm water 0.0024 0.0025 

supercooled water 0.0048 0.0040 

3-D ice 0.041 0.026 

2-D plate 0.0032 0.0031 
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3.3.2 Dependence of Cloud Particle Type on Temperature 
Given the strong dependence of cloud particle phase/type on temperature shown by the fundamental 

laboratory experiments [Libbrecht, 2005], the dependence of the cloud particle type on ambient temperature 

was investigated in this study from the global cloud measurements (Fig. 3.5). The phase dependency on 

temperature was represented by the occurrence ratio of each cloud particle type at a given temperature, 

defined as the number of cloud particle type observations divided by the total number of clouds. The 

occurrence ratio was calculated from September 2006 to August 2007 at the temperature resolution of 

0.25°C. As expected, the water ratio (sum of warm water and supercooled water) tended to increase as 

temperature increased, whereas the ice ratio (both 3-D ice and 2-D plate) started to increase at temperatures 

below 0°C. The freezing temperature at which water occurrence ratio become 50% was found at about -

10°C. It is well known from laboratory experiment, ground observations and numerical simulations that 

mixed-phase clouds exist at temperatures between 0°C and -40°C [Rogers and Yau, 1989; Rauber and Tokay, 

1991; Shupe et al., 2006]. The result of the 2D-plate agreed with the analysis on the temperature dependency 

of horizontally oriented plates by Zhou et al. [2013], and with Zhou et al. [2012] in the perspective that the 

existence of quasi-horizontally oriented plates is higher at warm temperatures over -35°C than at the colder 

temperatures. On the other hand, the result from Zhou et al. [2012] may infer that the fraction of 2-D plate 

contains relatively small portion in the cloud as their method used layer integrated depolarization ratio and 

attenuated backscatter. Okamoto et al. [2010] showed that ice water content retrievals become 

overestimated when 2-D plate is not considered. Note that the present scheme may not exactly coincide 

with previous work on mixed phase clouds because the present results did not accept the coexistence of 

water and ice, and only one cloud particle type was accepted in the ideal CloudSat grid box. The errors in 

temperatures and algorithms may also induce the discrepancy between the current and the previous results. 

In this scheme, 3-D ice existed at temperatures over 0°C and these particles may have been due to the 

transport of ice particles from colder temperatures. Considering that dendrites, needles and columns 

correspond to 3-D ice in this study, the results generally agreed with previous findings in the existence of 

plate crystals (with dendrites) at -20°C < T < -10°C, and with needles and columns being dominant at -

10°C < T < 0°C and T < -20°C [Pruppacher and Klett, 1997].   
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Figure 3.5  Annual mean occurrence ratios of cloud particle type with respect to total clouds from 

September 2006 to August 2007. 

 

 

3.3.3 Land–Ocean Differences 
The latitude–altitude cross section of three dimensional water and ice cloud occurrence frequencies over 

land and ocean was investigated (Fig. 3.6). Note that water was defined as the sum of warm water and 

supercooled water, and that ice was defined as the sum of 3-D ice, 2-D plate and mixture of 3-D ice and 2-

D plate.  

 

 

 

Figure 3.6  Latitude–temperature distribution of: (left) water and (right) ice cloud occurrence frequency 

from September 2006 to August 2007 over: (top) land and (bottom) ocean. 
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The definition of the three dimensional cloud occurrence frequency and the latitude resolution were same 

as that in Fig. 3.3, although the statistic here included both day and night observation in each panel. The 

altitude resolution was set to 240 m. The discontinuity of phase distribution around latitude -60° over land 

(Figs. 3.6 (a-1) and (b-1)) is caused by the limited number of sampling due to the lack of land over the 

Southern Ocean.  

 

As mentioned in Yoshida et al. [2010], the maximum altitude at which water could be observed depended 

on the latitude; the maximum altitude generally became higher as the latitude decreased. This arch-like 

shape of the water occurrence frequency corresponded to the temperature at which supercooled water can 

exist. Yoshida et al. [2010] stated that the water cloud fraction became close to zero (< 2%) below -40°C. 

Very cold water (< -40°C) was not found in either land or ocean in this analysis. Fig. 3.6 illustrates the 

significant contrast between land and ocean at altitudes below 3 km. The annual mean water occurrence 

frequency below 3 km over ocean was almost double the frequency over land (3.710-2 over ocean and 

1.910-2 over land), attributed to the larger supply of water vapor and weaker upward velocity over ocean 

compared to land. In contrast to water, the annual mean ice occurrence frequency did not differ significantly 

between land and ocean (4.010-2 for land and 3.710-2 for ocean in 0-18 km altitude). Note that stronger 

upward air motion over land did not significantly affect the ice cloud occurrence, although a distinct 

difference in ice water content (IWC) was found, with higher IWC over land than over ocean [Okamoto et 

al., 2010].  

 

3.4 Comparisons with VFM, MODIS and ECMWF 

3.4.1 Cloud Coverage Comparisons with VFM and MODIS 
Prior to this study, Yoshida et al. [2010] studied the global daytime monthly mean cloud coverage of cloud 

phase with that of MODIS Level 3 data products (MYD08_M3) during September and November 2006. 

Here, the zonal mean phase coverages during the same period were examined by the pixel-by-pixel matchup 

of cloud phase retrievals from this study, VFM and MODIS, instead of comparing the monthly mean 

products as done in Yoshida et al. [2010] (Fig. 3.7). The cloud coverage corresponds to the traditional two-

dimensional cloud occurrence frequency and the zonal mean cloud coverage for water at a latitude was 

defined as the total number of water cloud that was observed at topmost pixels in topmost layer divided by 

the total number of observation profile at the corresponding latitude. The definition is same for ice and total 

cloud. Here, only the topmost pixels were considered for this study and VFM, and only the daytime data 

were accepted because MODIS retrieves phase classification using the visible channels, which were only 

available in daytime. The water cloud in this study was defined as the sum of warm water and supercooled 

water, and the ice cloud was defined as the sum of 3-D ice, 2-D plate, and mixture of 3-D ice and 2-D plate. 

The ice cloud for VFM was defined as the sum of “randomly oriented ice” and “horizontally oriented ice” 
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in their definition. The latitude resolution was set to 2.0°. In general, the zonal mean cloud coverage for all 

three schemes distributed similarly (Fig. 3.7): (1) the enhancement of ice clouds was seen in the tropics due 

to the upward branch of the Hadley cell at about 8°; (2) the low ice cloud coverage was identified in the 

subtropical high pressure belt at around -20° and 23°; and (3) enhancement of both ice and water clouds 

was indicated at higher latitudes (about 60°) in the known storm track regions of both hemispheres.  

 

 

 

 

Figure 3.7  Zonal mean daytime coverage of MODIS (blue) and zonal mean daytime coverage of topmost 

pixels of cloud particle type from this study (red) and VFM (green) for (a) ice; (b) water; and (c) total cloud 

during September and November 2006.   
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The zonal mean cloud particle type cloud coverage for water ranged between 0.2 to 0.4 and was in good 

agreement with MODIS and VFM except at high latitudes where MODIS seems to have underestimated. 

The MODIS ice cloud coverage was much lower than that from the two CALIOP retrievals, and this 

reflected the difference in the cloud detection sensitivity between CALIOP and MODIS. In contrast, the 

zonal mean VFM cloud coverage was generally higher than that obtained from this study, and one of the 

reasons for this was suspected to be due to the horizontal averaging scheme in VFM until they detected a 

“feature” (either aerosol or cloud) [Vaughan et al. 2005], leading to extend the maximum horizontal 

resolution of the clouds to 80 km. In addition, recent studies demonstrated that VFM often misclassified 

noise or aerosols as clouds [Holz et al., 2008; Marchand et al., 2008; Hagihara et al., 2010; Rossow and 

Zhang, 2010].  

 

Next, the correlation between cloud particle type, VFM, and MODIS was analyzed by deriving scatter plots 

of the cloud phase coverage from this study and VFM against MODIS, showing the differences in the 

relationship of VFM and the present study to MODIS (Fig. 3.8). Each plot in Fig. 3.8 represents the zonal 

mean cloud coverage at specific latitude in Fig. 3.7. For ice clouds, the present study and VFM generally 

had larger cloud coverage than MODIS, due to the low sensitivity of MODIS to thin cirrus clouds as 

discussed earlier. The cloud particle type estimation from this study had better ice cloud correlation with 

MODIS than VFM (correlation coefficient was 0.82 for the present study and 0.27 for VFM). For zonal 

mean water coverage, the present study and MODIS were in good agreement, and the slope of the linear 

regression was 1.06. Where MODIS water coverage was lower than that obtained from this study, it was 

likely due to the difficulty in the passive MODIS instrument to observing clouds especially at high latitudes 

over bright surfaces induced from accumulated snow [Wang et al., 2013], which was also seen in Fig. 3.7b. 

On the other hand, there were some plots where MODIS water coverage was larger than the present study, 

which may have been attributed to MODIS classifying the phase as water when water and ice clouds 

overlapped (c.f. Fig. 3.2). The correlation coefficients for water clouds were better in VFM (0.92) than in 

cloud particle type (0.88). The linear regressions for cloud particle type and VFM had slopes of 1.06 and 

1.20, and the offset was 2.110-3 and 2.510-2, respectively. 

 

Although a number of climate model evaluation studies treat satellite measurements as a “truth” [e.g. Probst 

et al. 2012], this study underscores that there are uncertainties in satellite retrievals, which are attributed to 

differences in sensitivity of sensors and algorithm schemes. From Figs. 3.7 and 3.8, these uncertainties are 

considered to be larger in ice clouds than water clouds, which further imply a necessity of different 

treatments in satellite retrievals depending on their cloud phase in the evaluation of numerical models. 
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Figure 3.8  Scatter plot of Fig. 3.7; MODIS zonal mean cloud coverage versus zonal mean cloud coverage 

of cloud particle type from this study (red) and VFM (green) for (a) ice and (b) water. 

 

 

3.4.2 Seasonal Characteristics of Ice Clouds from CALIPSO and 
Supersaturation from ECMWF 

Supersaturation is a key parameter in cloud formation. A number of studies [Ovarlez et al., 2000; Tompkins 

et al., 2007; Rädel and Shine, 2010] have compared ice supersaturation from ECMWF with cloud 

occurrence from in situ measurements and found relatively good agreement. In this paper, ice cloud 

occurrence was examined over the globe against ice supersaturation occurrence derived from ECMWF data. 

 

Shown in Fig. 3.9 is a case study comparing the cloud particle type retrieval result with ECMWF relative 

humidity respect to ice. Here, the relative humidity is derived from pressure, temperature and specific 

humidity profiles given in ECMWF-AUX product (Appendix A2.1). In this case, the observation was made 

over the Antarctic Ocean (59°–30° S, 165°–153° E) on 1 April 2007. Note that ice relative humidity was 

not calculated at temperatures over 0°C. Below the freezing level, the region where ice clouds were 

retrieved in this studygenerally matched with the region where ice relative humidity was high (over 80%). 

However, the relative humidity did not exceed 100% even though the current scheme (and VFM; figure not 

shown) identified cloudy regions. This is likely due to the underestimation of water vapor density when 
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expanding the subgrid-scale water vapor density to its large-scale in ECMWF [Tompkins et al., 2007].  

 

 

Figure 3.9  An example of (a) cloud particle type discrimination derived from this study and (b) relative 

humidity derived using ECMWF data. The observation was made around 0308UTC on 1 April 2007 over 

the Antarctic Ocean (59°–30° S, 165°–153°E). 

 

 

The seasonal differences in the global three-dimensional ice cloud occurrence frequency obtained from this 

study was then compared with the ice supersaturation occurrence frequency derived from ECMWF data 

during September and August 2007 (Fig. 3.10). The definition of three-dimensional occurrence frequencies, 

latitude and temperature sampling was same as that defined in Fig. 3.3. The definition of the “ice cloud” 

for this study was same as that defined in Fig. 3.7.   
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Figure 3.10  The seasonal dependency of global ice cloud occurrence frequency derived from this study 

(left) and ice supersaturation occurrence frequency derived from ECMWF (right) in September - 

November 2006 (top), in December 2006 - February 2007 (second row), in March - May 2007 (third 

row), and in June - August 2007 (bottom). The temperature and latitude resolutions were 2.0°C and 2.0°, 

respectively. 

 

 

Overall, the magnitude of zonal mean ice occurrence frequency from the present study was similar to the 

ice supersaturation frequency of ECMWF. Both results showed similar seasonal characteristics. Large 

occurrence frequencies were recognized around -60°C of the equator in all seasons. The location of the 

maximum ice fraction moved from ~9°N in SON to ~9°S in DJF, then back to ~7°N during MAM and JJA, 
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which was considered to correspond to the movement of the Intertropical Convergence Zone (ITCZ). In 

addition, exceptionally low occurrence frequencies were recognized in both results around 15° of both 

hemispheres during DJF, although their magnitudes were much lower around 0.05 (possibly stronger 

subduction) at 15° N than at 15° S. Similarly, low occurrence frequencies around 15° were found in both 

hemispheres during JJA, although their magnitudes were much lower at 15° S (0.03) than at 15° N. The 

overall frequency pattern agreed well between the schemes, showing similar seasonal dependencies, 

especially at temperatures colder than -20°C. A relatively high supersaturation frequency could be 

recognized at the temperatures above -20°C in high latitudes (over 50° in both hemispheres), which could 

be due to (1) the lidar attenuation and (2) a possible disagreement between ice cloud measurement and ice 

supersaturation condition attributed to the formation of supercooled water instead of ice at high ice 

supersaturation. 

 

The comparisons between the cloud particle type and ice super saturation were summarized in the form of 

their scatter plots in Fig. 3.11. Each point represents a frequency at a specific latitude and temperature from 

September 2006 to August 2007. The latitude and temperature resolutions were 2.0° and 2.0°C, respectively. 

The slope of the linear regression was low (0.28) when the calculations used the entire temperature range. 

However, when the temperature range was restricted to -60°C ≤ T ≤ -30°C to take into account the lidar 

attenuation and a possible supercooled water formation as explained above, better agreement was obtained 

with the slope of the linear regression of 1.02 (figure not shown).   

 

 

 

 

 

Figure 3.11  Scatter plot of ice cloud occurrence frequency from this study against ECMWF ice 

supersaturation frequency for temperatures between -80°C and 0°C. 
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3.5 Summary 

The global and seasonal characteristics of cloud phase and ice crystal orientation was analyzed using a 

CALIPSO dataset from September 2006 to August 2007 and the modified Yoshida et al. [2010] cloud 

particle type scheme. The temporal (i.e. day/night and season) and spatial (i.e. land/ocean) variabilities of 

cloud particle habit was investigated and compared against global cloud properties obtained from a different 

algorithm (NASA/VFM), a different instrument (MODIS) and a numerical model product (ECMWF). 

 

The daytime and nighttime retrievals were compared to evaluate the cloud particle type classification 

algorithm. Despite the larger noise in daytime, differences in cloud occurrence frequency between day and 

night were small, except for 3-D ice which was considered to be attributed to the cloud detection due to the 

diurnal cycle of the clouds and difference in the signal-to-noise ratio between daytime and nighttime, rather 

than the misclassification of the particle type. These results were encouraging for a fully-resolved 

classification scheme that avoid averaging of pixels (to increase signal-to-ratio) at the expense of the 

resolutions as done in the past studies. 

 

The water cloud occurrence between land and ocean was compared and identified a significant difference 

in the water cloud existence especially at altitudes below 3 km, where the water occurrence frequency over 

ocean was almost double that of land (i.e. 0.037 over ocean and 0.019 over land), likely due to the large 

supply of water vapor and weaker upward velocity over ocean. The ice cloud occurrence was compared 

with the environment humidity condition derived from ECMWF. The global frequencies of ice cloud 

occurrence from this study and ice supersaturation from ECMWF exerted a similar zonal and seasonal 

variabilities. Large occurrence frequencies were recognized both in this study and ECMWF around -60°C 

of the equator, the peak of which shifted from several degrees North (~9°N) in SON to South (~9°S) in DJF 

and back to North (~7°N) in MAM and JJA, corresponding to the movement of the ITCZ. In general, the 

cloud particle type estimation was found to be consistent with the results from VFM, MODIS and ECMWF. 
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Chapter 4 Development of Algorithm for Discriminating 

Hydrometeor Particle Types with a Synergistic Use of CloudSat 

and CALIPSO 

 

4.1 Motivation 

Taking the advantage of the CALIOP lidar’s capability to observe cloud particle habit from space, the global 

temporal and spatial characteristics of cloud habit (such as their seasonal variabilities, altitude distributions 

and correlation with ambient conditions) was investigated in Chapter 3, with the comparisons against an 

alternative lidar algorithm, a different instrument and a numerical model. For a further investigation of the 

global characteristics of cloud phase, one of the critical physical processes in cloud system to be considered 

in particular is freezing process from water droplets to ice crystals. The freezing process was historically 

studied through laboratory experiments, and it is commonly known that the freezing tends to occur more 

readily when the particle size is larger and the temperature is colder (e.g. Bigg et al., 1953). Although 

laboratory-based knowledge of the freezing process is fundamental, it is necessary to extend it to the global-

scale characterization for the purpose of climate studies. As demonstrated in Chapter 3, CALIOP has the 

advantage of detecting thin ice clouds; however, its signal is strongly attenuated against water and thick ice 

clouds, making it difficult to detect clouds underneath. On the contrary, the Cloud Profiling Radar (CPR) 

onboard the CloudSat, the only alternative active instrument in operation, has the advantage of penetrating 

into thick clouds but is not sensitive to optically thin clouds. This study is thus motivated towards the 

synergistic use of these complementary characteristics of CALIOP and CPR to detect a wide range of clouds 

from thin cirrus to light precipitation. Cloud phase identification using the CPR and CALIOP has been 

provided as NASA 2B-CLDCLASS-LIDAR product, but, to date, the cloud layer is not vertically resolved 

[Wang et al., 2013]. In contrast, Ceccaldi et al. [2013] developed an algorithm that vertically resolves cloud 

phase, warm/cold precipitation within cloud layers with a combined use of CPR and CALIOP exploiting 

their vertical profiling capability.  

 

Building upon these previous studies, the objective of this chapter is two-fold: (1) to investigate the 

dependence of the cloud phase and ice crystal shape on particle size and temperature - on a global scale - 

with a synergistic use of CPR and CALIOP, and (2) to develop an algorithm for classifying phase and types 

of hydrometeors based on the findings of (1). To address the first objective, I examined how the particle 

phase and shape vary globally as a continuous function of radar reflectivity and temperature, rather than 
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introducing thresholds of temperature and radar reflectivity to discriminate particle phase as done by 

previous studies. Given that radar reflectivity is proportional to the sixth power of particle diameter, the 

derived relationship of the particle phase/shape with reflectivity would provide an observation-based insight 

into the particle size dependency in the freezing process. The findings derived from this analysis are then 

employed to develop CPR stand-alone and CPR-CALIOP synergistic type of discrimination algorithm to 

offer more complete picture of vertically resolved hydrometeor type classification than has been provided 

by previous studies. Note that the context of this chapter is published in Kikuchi et al. [2017]. 

 

4.2 Hydrometeor Particle Type Dependence on Radar 

Reflectivity and Temperature 

This study explores and combines different sensitivities of CPR and CALIOP to hydrometeor size and type 

that complement each other to cover a wide spectrum of hydrometeors. The complementary nature of the 

multi-satellite measurements is exploited to investigate the microphysical characteristics of the 

hydrometeor types and to develop a more complete algorithms of hydrometeor type classification, as 

described in the following subsections.  

 

The collocated measurement capability of the two sensors is exploited to relate the hydrometeor type to 

radar reflectivity and temperature. Figure 4.1 shows the results from such an analysis, where different 

aspects of the hydrometeor occurrences are investigated as a function of the radar reflectivity, dbz, and 

temperature, T, on the global scale. The statistics in Fig. 4.1 was derived from the observations during 

September and November 2006. The plots are constructed with bin intervals of 0.5 dBZ and 0.5 C for dbz 

and T, respectively. Figures 4.1a and 4.1b show the occurrence frequency of hydrometeors detected by 

CALIOP and CPR, respectively. The definitions of the occurrence frequencies of hydrometeors are 

described in Appendix 4.1. As expected, Fig. 4.1a shows that CALIOP detects more cloud at low 

temperatures than at high temperatures, whereas Fig. 4.1b shows that CPR detects more low-level cloud 

and precipitation than CALIOP. I first analyze how the particle type relates to T and dbz for clouds detected 

by CALIOP and later discuss the relationship for hydrometeors that are missed by CALIOP. 
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Figure 4.1  CPR reflectivity–temperature distribution of: (a) CALIOP cloud occurrence frequency, (b) 

CPR hydrometeor occurrence frequency, (c) CALIOP water occurrence ratio, (d) CALIOP 3D-ice 

occurrence ratio, and (e) CALIOP 2D-plate occurrence ratio. The fractional occurrences are derived for 

radar reflectivity–temperature bins that exceeds the minimum CALIOP cloud occurrence frequency 

threshold of 3  10-6, below which corresponds to the black region. An example of the “freezing line”, 

which corresponds to the freezing ratio of 0.5, is drawn in black dotted line in Fig. 4.1c. 

 

 

Figures 4.1c-4.1e show the fractional occurrences of different hydrometer types (water, 3D-ice, 2D-plate) 

discriminated by the lidar retrieval as a function of temperature and radar reflectivity. The definitions of 

the fractional occurrence are also given in Appendix 4.1. The fractional occurrences are derived for radar 

reflectivity–temperature bins that exceeds the minimum CALIOP cloud occurrence frequency threshold of 

3  10-6, below which corresponds to the black region in Figs. 4.1c-4.1e. Note that the CALIOP cloud 
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occurrence frequency was limited mainly due to the existence of liquid cloud or thick ice cloud above. The 

global statistics of Figs. 4.1c-4.1e illustrate which hydrometeor type are observed most often when clouds 

were formed for a given combination of radar reflectivity and temperature. Figure 4.1c shows the 

temperature dependency of the phase occurrence that is expected from the qualitative behavior of the 

freezing process: water particles dominate for warmer temperatures and ice particles dominate for colder 

temperatures. Closer observations within ice particles (Figs. 4.1d and 4.1e) further reveal that horizontally 

oriented plates (2D-plates) are formed in relatively warm temperature range (between –5 C and –15 C) 

while randomly oriented ice crystals (3D-ice) dominate in colder temperature range. These characteristics 

are qualitatively consistent with behaviors described in a previous CALIOP analysis study [Yoshida et al. 

2010; Zhou et al. 2012] and also with the classical Nakaya diagram [Libbrecht, 2005] derived from the 

laboratory experiments.  

 

Given that the radar reflectivity is proportional to sixth power of the cloud particle diameter (or proportional 

to mass concentration and third power of particle diameter), the reflectivity dependency of the statistics in 

Fig. 4.1 can be interpreted to illustrate how the hydrometeor types tend to relate with the particle size. Note 

that radar reflectivity is also a function of number/mass concentration. Because radar reflectivity is more 

sensitive to the particle size, the horizontal axis in Fig. 4.1 would basically reflect the dependency on 

particle size, although it would also include the dependency on concentration (i.e. even particles with large 

diameter may give small radar reflectivity when its concentration is very small), which should be kept in 

mind in the interpretation of Fig. 4.1. Even so, ice particles are in general known to be larger than water 

particles and it is indeed evident in Fig. 4.1 that ice-phase types are enhanced at large radar reflectivity. 

Closer investigations of ice-particle shapes in Figs. 4.1d and 4.1e show that ice crystals formed at near –5 

C are dominated by 3D-ice rather than 2D-plate. It is also found in Fig. 4.1d that 3D-ice in this temperature 

range (near –5 C) is enhanced only when the particle size (approximated by reflectivity) is considerably 

large, contrary to the case of temperatures lower than –15 C where smaller 3D-ice particles are also present. 

This illustrates one particular aspect of the multiple dependency of the hydrometer type on both temperature 

and particle size, which is another interesting characteristic identified in Fig. 4.1. In particular, the statistics 

of Figs. 4.1c-1e hint at how the observed particle size tends to vary with temperature and which ice crystal 

type tends to dominate at each temperature range. At around –20 C, for example, small particles with 

reflectivity of approximately –20dBZ can sustain in liquid state (Fig. 4.1c), but freezing particles start to 

dominate at a certain threshold of size, approximately –15dBZ (Fig. 4.1c), and form 3D-ice particle (Fig. 

4.1d).  At around –10 C, when compared to the -20 C case, even larger particles are more likely to 

sustain in liquid phase (Fig. 4.1c) and they tend to become 2D-plate, rather than 3D-ice (Fig. 4.1e).  
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The co-variability of temperature and particle size for a given particle type is dictated by the “freezing line” 

that is refer to as the line corresponding to the freezing ratio of 0.5 in Figs. 4.1c-4.1e (an example shown in 

black dotted line in Fig. 4.1c). Figure 4.1c shows that the slope of the “freezing line” is relatively smooth 

at temperature below –20 C and over –10 C, whereas it is somewhat steeper in between. Interestingly, 

this temperature range (between –20 C and –10 C) coincides with the regions where 2D-plate is enhanced 

(Fig. 4.1e), and the outer temperature ranges coincide with where 3D-ice is dominant (Fig. 4.1d). The 

freezing line of 2D-plate also has a “tail” extending to a small radar reflectivity, indicating that 2D-plate 

can exist with smaller particle size than 3D-ice at the lower temperature just below –20 C. This suggests 

that the size of particles is related to the type of the ice particle. The occurrences of 2D-plate and 3D-ice 

are also found to dominate over different size ranges: the 2D-plate occurrence (ratio > 0.5) is concentrated 

in the large reflectivity (Fig. 4.1e), while 3D-ice can take wider range of reflectivity including smaller 

values (Fig. 4.1d). This suggests that 2D-plates are likely to exist as large particles, in agreement with a 

previous finding that the effective radius for plate-type particles is estimated to be as large as 150 m by 

the combined radar and lidar retrievals [Okamoto et al. 2010]. Interestingly, the identification of 2D-plate 

to exist in large particles is also consistent with the aerodynamic modelling study by Bréon and Dubrulle 

[2004] who showed that small plate particles have the difficulty in keeping their orientation horizontal. The 

statistic in Figs. 4.1c-4.1e can be considered as the combined result of the following three processes. One 

is freezing process of the liquid particle and ice particle being initialized at a given temperature range. 

Second is the growing process of ice particles within given temperature range. For example, in supercooled 

clouds, ice particles are often formed as small particles [Lawson et al. 2015; Yang et al. 2016] and grow 

rapidly. Third is the dynamical process of liquid/solid particles from outer temperature range. Ice particles 

are often initialized at a colder temperature and grow large while falling. The characteristics found in the 

statistics of Fig. 4.1 and discussion above suggest how the hydrometeor type (phase and shape) varies with 

both temperature and particle size on the global scale.  

 

The analysis is extended to a joint analysis of the CloudSat, CALIOP and TRMM data collected over a 

three-year period from September 2006 to August 2008 and derived the fractional occurrence of 

precipitation derived from the Precipitation Radar (PR; an active instrument on the TRMM for observing 

precipitation) with respect to the CALIOP cloud and PR precipitation (figure not shown). The analysis 

showed that precipitation events (with precipitation rates greater than 0.7mmh-1) were dominant where the 

fractional occurrence of hydrometeor was exceptionally low in Figs. 4.1c–4.1e and the particle type was 

unable to be determined by CPR and CALIOP alone. With this in mind, the hydrometeor type classification 

algorithm was developed as is described in the next section. 
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4.3 CPR and CPR-CALIOP Hydrometeor Particle Type 

The analysis described in the previous section revealed the multiple dependency of the hydrometeor type 

on both radar reflectivity and temperature on the global scale. Based on this finding, an algorithm for 

classifying hydrometeor types is proposed. At first, given the systematic dependency of particle types on 

radar reflectivity and temperature, a type classification algorithm using CPR alone is proposed, followed 

by the proposal of a synergistic algorithm combining CPR and CALIOP. 

 

4.3.1 CPR Stand-alone Hydrometeor Particle Type 
The CPR stand-alone algorithm consists of three main steps: (1) initial classification of hydrometeor 

particle type based on radar reflectivity and temperature, (2) correction for classification of cloud–

precipitation, and (3) spatial continuity test. 

 

4.3.1.1 Initial Classification of Hydrometeor Particle Type 
The hydrometeor type is initially determined based on the relationship of the dominant hydrometeor type 

with radar reflectivity and temperature. For this purpose, a type classification diagram was constructed that 

describes the initial guess of hydrometeor type using the relationship (Fig. 4.2). This was derived from Fig. 

4.1 by selecting the hydrometeor type that gave the highest fractional occurrence exceeding the minimum 

threshold of 3  10-6 at a given radar reflectivity–temperature bin. The category of water was further 

separated according to temperature T into the warm water (T0C) and the supercooled water (T0C). 

Furthermore, when the fractional occurrence was below the threshold, a precipitation type was assigned 

based on the fact that dominance of the precipitation coincides with the low occurrence of CPR/CALIOP 

detection as argued in Section 4.2. The precipitation type was further separated into rain where T0C and 

snow where T0C. In the next step described in Section 4.3.1.2 and Appendix 4.2, this 0 C threshold is 

kept if the precipitation layer did not cross the freezing level (i.e. the precipitation phase does not change 

throughout the precipitation layer) but the threshold is modified to 2C [Liu 2008] if the precipitation layer 

crossed the freezing level, which are often seen in the convective clouds where falling snows typically reach 

below 0C level.  
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Figure 4.2  Radar reflectivity–temperature diagram for the initial hydrometeor type classification in the 

radar algorithm. In the precipitation correction, the 0 C threshold for rain and snow separation was 

modified to 2 C if the precipitation layer crossed the freezing level. 

 

 

The hydrometeor type was further divided into drizzle categories, according to the particle size 

(approximated by radar reflectivity). The threshold reflectivity that detect the occurrence of drizzle in 

clouds has been somewhat uncertain in previous studies: the lower limit of the drizzle was taken to be –15 

dBZ [Matrosov et al., 2004; Stephens and Haynes, 2007] and –18 dBZ [Leon et al., 2008]. The present 

study set the limit to -11.75 dBZ, considering the existence of supercooled water at -18.25 C and -11.25 

dBZ (Fig. 4.2). The drizzle category was further separated according to temperature into subcategories of 

liquid drizzle for T0C and mixed-phase drizzle for T0C. The latter assignment was introduced because 

the relatively large radar reflectivity (over -11.75 dBZ) for the temperature below 0C implies the presence 

of ice particles (i.e. not water) while the collocated lidar observation indicates the existence of water (Fig. 

4.1c). Above T  20C, the rain type was assigned even at low radar reflectivity since radar signal is often 

attenuated by the precipitating layer above. At this stage, there are some circumstances where cloud water 

particles, instead of rain, are present. In this case it is difficult to discriminate the hydrometeor type based 

on radar reflectivity alone and information on path integrated attenuation (PIA) is used in the procedure 

followed to correct cloud-precipitation partitioning (Section 4.3.1.2 and Appendix 4.2). Overall, water 

particles are assigned to low radar reflectivity (i.e. small-sized particles), ice and drizzle particles to 

moderate reflectivity, and precipitating particles to high reflectivity.  
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The present study extends the previous study by Ceccaldi et al. [2013], who developed the CloudSat (and 

CALIOP) phase discrimination algorithm using independent thresholds based on radar reflectivity and 

temperature, respectively. Here, the multiple dependency of hydrometeor type on both radar reflectivity 

and temperature was employed, which was built based on collocated CALIOP measurements, making the 

maximum use of global measurement information, and proposes the hydrometeor type classification 

method based on global statistics of the hydrometeor occurrence as a function of particle size and 

temperature. 

 

4.3.1.2 Correction for Cloud and Precipitation Partitioning 
The initial guess of the hydrometeor type described above is then corrected in the context of cloud-

precipitation partitioning for each CPR profile using the precipitation detection method by Haynes et al. 

[2009]. The details of the correction method are described in Appendix 4.2. To summarize, the attenuation-

corrected radar reflectivity factor near the surface is derived from PIA to identify “snow definite”, “rain 

definite” and “no precipitation” profiles based on Haynes et al. [2009]. Then, any profile that is inconsistent 

with the initially estimated type is corrected. For example, for “rain definite” or “snow definite” profiles, 

the initially classified cloud pixels in the lowest layer is corrected to precipitation. The readers should refer 

to Appendix 4.2 for more details of the correction methodology. 

 

4.3.1.3 Spatial Continuity Test and Final Classification 
In the last step of the radar-only algorithm, the spatial continuity test similar to what is applied in the lidar 

scheme [Yoshida et al., 2010] is conducted. This test investigates if the pixel of target is registered to an 

irregular type by checking the consistency with the dominant type in the surrounding pixels. In the test, a 

total of 15 bins (3 vertical × 5 horizontal) around the target bin is considered, and chose one hydrometeor 

type, from water, drizzle, 3D-ice, 2D-plate, and precipitation, that is most frequently assigned within the 

15 bins. Hence the input of the test would be one of water, drizzle, 3D-ice, 2D-plate, and precipitation, and 

the result would also be one of those types, with the pixel of target corrected if necessary. The temperature 

information is then used to discriminate the phase of water, drizzle, and precipitation.  

 

After passing these three procedures, the hydrometeor type is classified into one of these eight categories: 

warm water, supercooled water, 3D-ice, 2D-plate, liquid drizzle, mixed-phase drizzle, rain, and snow. 

Figure 4.3 summarizes the overall flow of the radar-only algorithm. 
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Figure 4.3  Overall flow of radar algorithm. ܾ݀ݖ is radar reflectivity, ݌݉݁ݐ is temperature, and ܼ௨௡ is 

attenuation-corrected radar reflectivity at near surface. ܴሺ݁݌ݕݐ, ,ݖܾ݀  ሻ is the fractional occurrence݌݉݁ݐ

frequency of CALIOP for a type, ݁݌ݕݐ , at a given ܾ݀ݖ  and ݌݉݁ݐ 	௜௡௜௧௜௔௟݁݌ݕܶ . is the initial type 

determined form Fig. 4.2. ஼ܰ஺௅,௖௟௢௨ௗሺ݁݌ݕݐ, ,ݖܾ݀  ሻ is the total number of CALIOP observations for݌݉݁ݐ

݁݌ݕݐ  at a given ܾ݀ݖ  and ݌݉݁ݐ . ௅ு்݌݉݁ݐ	  is the precipitation height top temperature of the lowest 

hydrometeor. 
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4.3.2 CPR-CALIOP Synergy Hydrometeor Particle Type 
4.3.2.1 Algorithm Description 
The radar-only algorithm described in Section 4.3.1 is further combined with the independent information 

of the lidar measurement described in Section 3.2 to propose a radar-lidar synergy classification algorithm. 

In other words, hydrometeor particle types were independently derived by the lidar algorithm (using 

depolarization ratio  and a parameter χ as a proxy of lidar attenuation) and the radar algorithm (using radar 

reflectivity and temperature). In the synergy algorithm, the classifications derived from the radar-only 

algorithm was compared with the lidar-based type classifications and assign the types according to the rule 

defined in Table 4.1, which results from the discussion below.  

 

 

Table 4.1  Combination of CloudSat and CALIPSO* hydrometeor particle type classifications used to 

derive the synergy classifications.  

 

CALIOP 

water 3D 2D 3D+2D 
missing/clear/ 

unknown 

C
lo

ud
Sa

t 
 

water water 3D 2D 3D+2D water 

liquid drizzle water+ liquid driz. 3D 2D 3D+2D liquid driz. 

rain water+rain 3D 2D 3D+2D rain 

3D mixed-phase cloud 3D 2D 3D+2D 3D 

2D mixed-phase cloud 3D 2D 3D+2D 2D 

mixed-phase 

drizzle 
mixed-phase cloud 3D 2D 3D+2D solid driz. 

snow mixed-phase cloud 3D 2D 3D+2D snow 

missing/clear water 3D 2D 3D+2D missing/clear/unknown 

 

 

At first, if only one type is available from radar and lidar, then the type is assigned as the synergy type. This 

rule is introduced to make the most of hydrometeor detection capability given either by radar or lidar. 

Combining radar and lidar information in this way, the lidar measurement limitation because of attenuation 

is complemented by radar detection of hydrometeors and the radar limitation to miss cirrus is complemented 

by lidar’s high sensitivity to thin clouds. Note that in the case where CPR identified a type but CALIOP 

classified “clear”, CALIOP type should be assigned as “attenuated” since the situation is likely to arise 

from the attenuation of the lidar signal rather than no presence of hydrometeors. Although this itself is an 

issue of the lidar-only cloud mask that should be addressed in the future (outside the scope of this study), 



43 
 

the approach here to employ the radar information as well avoids missing the hydrometeor detection by 

lidar.  

 

Secondly, the synergy type is defined with a particular care when the CALIOP and CPR offer different 

hydrometeor types. In some cases, I considered the type to be a “mixture” of those from CALIOP and CPR. 

For instance, when the CALIOP type is water and the CPR type give a different one, the mixture of water 

and liquid drizzle/rain or mixed-phase cloud was assigned, depending on the CPR type. Note that the 

combination of water and snow is rare (less than 0.01% of total cloud particle type), so they were merged 

into the mixed-phase cloud type. Another example was the situation where CALIOP detects ice and CPR 

detects water. In this particular case, the CALIOP type was considered to be correct since it observes not 

only the backscattering intensity but also the depolarization.  

 

 

Table 4.2  Definition of CloudSat-CALIOP synergy hydrometeor particle types.  

Type Definition Source  

warm water liquid water cloud particles with ܶ ൐ 0C CALIOP and/or CPR 

supercooled water liquid water cloud particles ܶ ൑ 0C CALIOP and/or CPR 

3D-ice randomly oriented ice crystals CALIOP and/or CPR 

2D-plate horizontally oriented ice plates CALIOP and/or CPR 

3D-ice+2D-plate mixture of 3D-ice and 2D-plate CALIOP and/or CPR 

liquid drizzle drizzle in liquid phase only CPR 

mixed-phase 

drizzle 
drizzle consisting both liquid and ice phase particles only CPR 

rain light liquid precipitation only CPR 

snow solid precipitation only CPR 

mixed-phase 

cloud 

mixture of liquid cloud (by CALIOP) and ice cloud 

particles (by CPR)  
CALIOP and CPR 

water+liquid 

drizzle 

mixture of liquid cloud (by CALIOP) and liquid 

drizzling particles (by CPR) 
CALIOP and CPR 

water+rain mixture of liquid cloud (by CALIOP) and rain (by CPR) CALIOP and CPR 

unknown undetermined type CALIOP 

 

 

It should also be noted that the combination of CALIOP 3D-ice/2D-plate and CPR drizzle/precipitation is 

rare. Therefore, they were defined as the CALIOP type. Under the circumstances where CALIOP offers 
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water and CPR offers mixed-phase drizzle, the case was included into the “mixed-phase cloud” (without 

drizzle) rather than “mixed-phase drizzle” to identify that “mixed-phase cloud” is derived from the 

combination of CPR and CALIOP whereas “mixed-phase drizzle” was derived from CPR alone. Note that 

the fractional occurrence of the combination of CALIOP water and CPR drizzle/precipitation is 

exceptionally low (less than 0.01% of the total). 

 

As a result of this rule for the radar–lidar synergy scheme, the hydrometeor type is classified into the 

following thirteen categories: warm water, supercooled water, 3D-ice, 2D-plate, 3D-ice+2D-plate, liquid 

drizzle, mixed-phase drizzle, rain, snow, mixed-phase cloud, water+liquid drizzle, water+rain and unknown. 

 

4.3.2.2 Error Analysis 
In application of the hydrometeor type classification algorithm described above, the uncertainty induced by 

the errors from the input parameters, including measurement errors, were quantified by an error analysis. 

Note that the error analysis in this section does not cover the errors associated with algorithm logic or the 

adequacy of type selections. For the input parameters, I selected four main parameters that contribute to the 

algorithm: attenuated radar reflectivity, backscattering coefficient, depolarization ratio, and temperature. 

The errors were considered to be within േ1 dBZ for the attenuated radar reflectivity [Protat et al., 2011], 

േ1.09 K for the ECMWF temperature [Eyre et al. 1993], േ2 % for the total backscattering coefficient 

and േ10 % for the depolarization ratio [Hunt et al., 2009; Okamoto et al., 2010]. Although the error 

associated with the backscattering coefficient would be zero because it was presented as the ratio of two 

consecutive layers in the lidar algorithm which would cancel each other out, I added the random error after 

the calculation of the ratio. These parameters are perturbed separately in both the positive and negative 

directions within the assumed uncertainty range to investigate how the uncertainty of each parameter is 

propagated to the error of the resultant hydrometeor type identified. The analysis was conducted for one 

day of observation on 13 September 2006. When the results without perturbation are used as a reference 

for the “true” observation, the type classification error i arising from each parameter i can be computed as 

the root mean square of the fractional occurrence of misclassification: 

     (4.1) 

where Ni,error is the number of pixels that mismatched with the true observation and Nobs is the total number 

of hydrometeor observations. The type classification error for the radar reflectivity uncertainty is estimated 

to be 2.5% and 2.5% for +1 dbZ and –1 dBZ biases, respectively. Similarly, the respective errors were 4.4% 

and 4.3% for the temperature error of 1.09 K, and 0.8% and 0.9% for the depolarization ratio error of 

10%, 0.09% and 0.09% for the backscattering coefficient error of 2%, respectively. Assuming that the 

[%]100, 
obs

errori
i N

N

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input parameters are independent of each other and their covariance is negligible, the total error arising 

from the five parameters, derived by the root mean square of the fractional uncertainties, is estimated to be 

5.8%. To the total error of 5.8%, 3D-ice contributed the most at 24.7%, followed by 20.1% for 2D-plate, 

15.8% for snow and 15.5% for supercooled water, 8.3% for rain, 6.1% for warm water and mixed-phase 

drizzle. The contribution of the rest of the respective errors were less than 1 %. Note that the effect of 

CALIOP’s pointing direction to the lidar and synergy algorithm is discussed in Appendix 4.3. 

 

4.3.2.3 Algorithm Uncertainty 

In the synergy algorithm, the lidar classification is considered to be more robust than the radar algorithm 

since particle types are determined using two independent observables: i.e. backscatter and depolarization. 

The radar classification is considered to persist larger uncertainty since only one measurement information 

of radar reflectivity is available. In a case where both the radar and lidar observed a cloud, the radar 

classification will be modified, if necessary, to the most reasonable type using the information offered from 

the lidar (Section 4.3.2.1). Hence the largest uncertainty in the synergy algorithm is considered to be 

attributed to the classifications that were only detected by the radar. To recall, the classification diagram in 

the radar scheme (Fig. 4.2) is derived from the synergetic analysis of the radar and lidar in Fig. 4.1. Where 

the fraction of the particle type frequency is high or low (i.e., the red or blue region in Fig. 4.1), the radar 

and lidar classifications give consistent type in most of the cloud-observed cases. Thus, the ambiguity in 

the radar algorithm remains to where (1) the fraction is near 0.5 (i.e., the white region in Fig. 4.1) in which 

different lidar types are observed almost in equal frequency, and (2) the transition region from cloud to 

precipitation types (although this is partly checked in the cloud-precipitation correction followed: c.f. 

Appendix 4.2). Given the difference in the terminal velocity among the types, one of the future work is to 

evaluate this diagram by the ground-based Doppler radar observation, which provides the vertical Doppler 

measurement as another independent observable, in addition to the radar reflectivity. 

 

4.4 Case Study and Validation 

4.4.1 Case Study 

Before the radar–lidar synergy particle type classification algorithm is applied globally, case studies are 

conducted to evaluate the algorithm. Two measurement cases are analyzed for this purpose: (1) an Arctic 

case when the temperature was below the freezing level throughout the layer and thus the observed clouds 

were expected to be limited to supercooled or iced types, and (2) a near tropic case where the vertical 

temperature gradient was large and various particle types were expected to exist. 
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Figure 4.4 shows the cross sections of several parameters and hydrometeor type classifications for the first 

case observed over Arctic at 1350 UTC on 16 November 2006. The lidar backscattering coefficient (Fig. 

4.4a) shows a multi-layer cloud structure stretching over several hundreds of kilometers in along-track 

direction, consisting of low-level clouds around 1 km in altitude and mid- and high-level clouds around 4 

km to 13 km in altitude. The majority of mid- and high-level clouds (> 6 km) is classified as 3D-ice even 

by the radar-only algorithm (Fig. 4.4e), although there are some undetected thin clouds. The lidar 

attenuation due to mid- and low-level clouds (below 6 km in altitude between 63–66 latitude or at 1-km 

altitude) is large and the depolarization is relatively high (~20%, although lower than the ice particles in 

the upper layer) as shown in Fig. 4.4b, which corresponds to supercooled water. The CPR type (Fig. 4.4e) 

also classifies the clouds as supercooled water due to their low radar reflectivity. It is noteworthy to mention 

that between latitudes 63–66 and approximately 5 km in altitude, the lidar could observe only the cloud 

top of the supercooled water layer, whereas the radar could observe the consecutive thicker supercooled 

water layer underneath. The 2D-plate type is assigned based on a low lidar attenuation and depolarization 

ratio (approximately 3%) at 66 latitude at 5 km altitude. The 2D-plate type is also assigned by the radar-

only scheme because the condition of radar reflectivity and temperature matches what corresponds to 2D-

plate. Therefore, independent classifications by the radar and lidar types are overall in good agreement in 

this particular case. In the synergy type (Fig. 4.4f), the radar and lidar classification results complement 

each other, demonstrating the usefulness of the radar-lidar combined product. For example, the synergy 

type is assigned as 3D-ice for thin clouds detected by only lidar and as a supercooled layer that ranged 

vertically for a few kilometers observed only by radar. It is worth mentioning that in the case in Fig. 4.4, 

radar reflectivity was notably low (approximately -15 dBZ) and the radar algorithm assigned the type of 

“supercooled water” throughout the layer. Another typical case in polar region is where liquid water exists 

at the cloud top with ice phase precipitation underneath [Shupe 2007; Morrison et al. 2012] which is also 

shown in Fig. A4.2 in Appendix 4.4 with CALIOP detecting water particle and CPR detecting solid 

precipitation. Because supercooled water is separated from mixed-phase drizzle at the threshold of -11.75 

dBZ, there may be a potential overestimation of the supercooled layer in the polar regions, and therefore, 

the validation with ground-based W-band radar and lidar (e.g. ARM, ArCS data) is considered necessary. 
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Figure 4.4  Example case of hydrometeor particle type classification: (a) CALIOP backscattering 

coefficient, (b) CALIOP depolarization ratio, (c) CPR attenuated radar reflectivity, (d) CALIOP 

hydrometeor particle type, (e) CPR hydrometeor particle type, and (f) CALIOP–CPR synergy hydrometeor 

particle type. The observation was conducted over Arctic at 1350 UTC on 16 November 2006. 

 

 

Figure 4.5 shows the near tropics case observed on 1020 UTC 2 November 2006 between 20 and 28 

latitude over North East Pacific. The hydrometeors are inhomogeneous in the along-track direction and the 

temperature vertically ranged from –60 C to 20 C, with the maximum temperature difference as large as 

80 C. Between 20–21 latitude and at an altitude of around 9 km, the lidar signal is strongly attenuated 

(Fig. 4.5a) due to the presence of supercooled water that produces high depolarization due to multiple 

scattering. This indicates that the liquid phase particle is present at such a low temperature of –30 C. With 

a low radar reflectivity, the radar classification also indicates supercooled water at the same altitude 

although the cloud-detected area is smaller than that of lidar. Between 23 and 25.5 latitude and 

temperatures from –10 C to –20 C, the lidar discrimination (Fig. 4.5d) shows a 2D-plate layer with a low 

depolarization ratio (Fig. 4.5b) horizontally stretching for more than 100 km. In this region, very high values 

of backscattering larger than 10-4 /m/sr were observed (Fig. 4.5a) due to the specular scattering of the laser. 

Between the 3D-ice and 2D-plate layers, mixture of 3D-ice and 2D-plate types are also identified (Fig. 

4.5d). In the radar classification (Fig. 4.5e), 2D-plate is also indicated although its presence strongly 

depends on temperature. In the synergy type (Fig. 4.5f), the lidar classification result is preferred for 

defining an ice crystal type (either 3D-ice, 2D-plate or mixture of 3D and 2D) since it observes not only 
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the backscattering but also the depolarization, giving a more realistic type. The radar also detected 

convective precipitation (at 24.5–25.5 latitude) and shallow precipitation (intermittently between 20–

24 latitude), which are not observed by the lidar. Particularly with respect to convective precipitation, the 

radar observes a melting layer with high radar reflectivity at an altitude of around 3.5 km and the synergy 

classification (Fig. 4.5f) also modified the type from snow to rain as the temperature reached 0 C at the 

corresponding height. Overall, the synergy scheme generated types ranging from cirrus to thick clouds and 

precipitation. 

 

 

Figure 4.5  Example case of hydrometeor particle type classification: (a) CALIOP backscattering 

coefficient, (b) CALIOP depolarization ratio, (c) CPR attenuated radar reflectivity, (d) CALIOP 

hydrometeor particle type, (e) CPR hydrometeor particle type, and (f) CALIOP–CPR synergy hydrometeor 

particle type. The observation was conducted over North East Pacific at 1020 UTC on 2 November 2006. 

 

 

4.4.2 Validation using Aircraft In-situ Observation 

The algorithm is validated against two in-situ aircraft observations collocated with CloudSat/CALIPSO 

measurements. The first is from the “Cirrus Cloud Experiment” (CIRCLE-2) [Eichler et al., 2009] and the 

second is from the “Arctic Study of Tropospheric Aerosol Clouds and Radiation” campaign (ASTAR) 

[Engvall et al., 2008]. The first case is relatively simple and I used this case to validate the classification 

results under a few uncertain conditions. The second case is more complex scene where liquid and solid 
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particles co-exist. The lidar-only type classification has already been compared with the aircraft 

observations in Cesana et al. [2016], who validated the so-called Kyushu University product, which 

corresponds to the lidar classification in this study. Therefore, this study focuses on the validation of the 

final radar–lidar synergy classification result. The aircraft-based cloud detection and cloud phase 

classification were those determined using extinction coefficient and asymmetry factor observations, 

respectively, obtained from a polar nephelometer. For further details, readers should refer to Cesana et al. 

[2016]. The present study used aircraft data observed within 5 km and 10 minutes of the satellite 

observations. 

 

 

Figure 4.6  Validation of hydrometeor particle type classification with aircraft observation: left column 

(a) and right column (b) were observed on 26 May 2007 and 16 May 2007, respectively. Both observations 

were conducted over the midlatitudes. (1) CALIOP backscattering coefficient, (2) CPR attenuated radar 

reflectivity, and (3) CALIOP–CPR synergy hydrometeor particle type. The lines indicate aircraft track, 

with green indicating ice cloud, blue is water, and black is clear sky. 

 

 

Figure 4.6 shows the synergy type classifications, together with the CPR and CALIOP observations on 26 

May 2007 and 16 May 2007 in the left column and right column, respectively. Figures 4.6 (a-1) and (b-1) 

are similar to the figures in Cesana et al. [2016] (their Figs. 2c and 2a). The line in the figures indicates the 

aircraft track and the green and blue colors show the presence of ice and water clouds, respectively, as 

determined according to the polar nephelometer classification. Note that the color scheme is same as that 
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used in the satellite type classification. The black color in the aircraft classification indicates clear sky. The 

majority of clouds observed by the aircraft are at the altitude higher than 8 km where the ice phase 

dominates, which makes the comparison relatively simple. On the 26 May case (left column), the lidar 

observes only the upper part of the cloud while the radar detects the geometrically and optically thick 

bottom part of cloud layer. Although the case is limited to cold ambient, the 3D-ice classification in lidar 

algorithm is not so obvious as it does not use temperature between -37.0C and -39.3C at altitudes below 

9 km (i.e. it only uses depolarization ratio and the parameter χ, which is a proxy of lidar attenuation). The 

3D-ice type identified by the synergy classification scheme is consistent with what is obtained from aircraft 

in the detection of ice clouds. Between 48.34N and 48.46N latitude at altitudes below 9 km, the lidar 

signal is fully attenuated and that area was only observed by the radar. The synergy classification shows 

3D-ice, which is in good agreement with the aircraft observations. In the 16 May case (right column), as 

the cloud layer are too thin to be detected by the radar, the 3D-ice type identified by the lidar classification 

is readily adopted in the synergy scheme.  

 

 

 

Figure 4.7  Validation of hydrometeor particle type classification with aircraft observation on 7 April 2007 

over the Arctic. (a) CALIOP backscattering coefficient, (b) CALIOP depolarization ratio, (c) CPR 

attenuated radar reflectivity, (d) CALIOP cloud particle type, (e) CPR hydrometeor particle type, and (f) 

CALIOP–CPR synergy hydrometeor particle type. The lines indicate aircraft track, with green indicating 

ice cloud, blue is water, and black is clear sky. 
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To quantify the extent to which the satellite synergy classification agrees with the in-situ aircraft 

classification, I defined a consistency ratio as the total number of pixels that meet the following conditions 

divided by the total number of the satellite pixels collocated with the aircraft: (1) the synergy classification 

matched with an aircraft phase within the satellite bin of 1.1km horizontal and 240m vertical (except for 

the mixed-phase type); (2) if the synergy classification is mixed-phase type, the aircraft observes either 

mixed-phase or the combination of water and ice clouds within the satellite bin. The analysis was restricted 

to data for which both the aircraft and satellite were able to conduct phase classification. In both cases of 

Fig. 4.6 the consistency ratio was 100%, meaning the perfect agreement between the satellite and aircraft 

type classifications. 

 

Another validation was performed for the case observed in the Arctic on 7 April 2007. Figures 4.7a, 4.7b 

and 4.7d are similar to the figures in Cesana et al. [2016] (their Figs. 3a, 3c, 3i). At altitudes below 500 m, 

the CPR data is affected by the surface clutter and thus the CPR type (and also the synergy type) cannot be 

diagnosed. Above 500m, however, the cloud phase for low-level clouds can be compared and verified even 

when the lidar could not observe them, by using the synergy classification based on the CPR only 

classification. According to the aircraft data, the presence of liquid clouds is mainly found near cloud top 

and ice phase (with some water mixed in) in underneath layers. The synergy classification also indicates 

that ice phase dominates at altitudes below 1 km between 77.54N–77.64N latitude, overall consistent 

with aircraft observations. Even at 77.54N latitude or less, the aircraft probe alternatively detects water 

and ice layers so do the synergy type observations (water and ice or mixed-phase type). The consistency 

ratio in this case is 73.0%. The inconsistency of about 27% comes from the misclassifications between 

77.64N–77.80N latitude. Along the aircraft track, the synergy classification type changes at 77.7N from 

3D-ice to mixed-phase cloud, in response to the inclusion of the lidar observations. At latitudes less than 

77.7N, the aircraft observes consecutive water and ice cloud in the satellite pixels. However, the synergy 

classification determines 3D-ice based on high radar reflectivity (approximately –10 dBZ; c.f. Fig. 7c), 

which is too high to be produced by water clouds. At latitudes above 77.7N where the synergy 

classification determines mixed-phase cloud (in pink), the aircraft observes consecutive water clouds, 

which resulted in inconsistency. The synergy mixed-phase cloud is determined by the lidar water cloud 

(Fig. 4.7d) and radar 3D-ice (Fig. 4.7e). Again, the radar-only scheme assigns 3D-ice due to its high radar 

reflectivity. There are two possible causes for the inconsistency between the aircraft and satellite 

observations: (1) there was a phase transition or advection of clouds with different phase during the time 

and space collocation windows (5 km and 5 minutes between the satellite and the aircraft); (2) the aircraft 

locally observes only a portion of the satellite scattering volume and the difference in the spatial 

representativeness of the satellite and aircraft caused the inconsistency. Although the misclassification by 
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the synergy type is concerned in the area (77.64N–77.80N latitude), the radar reflectivity factor is as large 

as –10 dBZ and that ice cloud was considered to actually did exist. In other words, water was dominated 

within in-situ measurements, whereas water and ice were dominated within CALIOP and CPR 

measurements, respectively, which resulted the “mixed-phase cloud” in the synergy type. 

 

The satellite-aircraft comparison performed in this study demonstrates that the synergy type and aircraft in-

situ measurements agree well for the case in mid-latitude high-level ice clouds and also gives consistent 

results for the case in the Arctic region where water and ice clouds coexist. A direct comparison of aircraft 

and satellite measurements, however, involves some issues. In particular, the collocation in time and space 

makes it difficult to observe the same spatial and temporal variabilities of clouds, giving differences in the 

representativeness of the observations, and the possibility of phase transition under the circumstances where 

water and ice coexist. In the future, it is required to extend the comparison into more various cases and to 

validate the satellite-based classification schemes with different types of hydrometeors, with attention paid 

to the validation conditions (including cloud spatiotemporal homogeneity and satellite-aircraft collocation). 

 

4.5 Global Characteristics of Hydrometeor Particle Types 

After validating the classification algorithm, the algorithm was applied to the global analysis of 

hydrometeor particle types to study their behaviors. The zonal and global mean frequency of occurrence 

were investigated for each hydrometeor type. For the zonal mean occurrence frequency, I first discuss the 

key features found in the lidar- and radar-only classification (Figs. 4.8 and 4.9) and then show how they are 

merged in the synergy classification (Fig. 4.10). The definitions used to derive these statistics are given in 

Appendix 4.1. 

 

4.5.1 Zonal Mean Occurrence Frequency 

Here, the consistency of hydrometeor classification obtained by the CPR-only scheme with the CALIOP-

only scheme in Chapter 3 was investigated. Despite the CPR classification being built based on CALIOP 

information, this does not guarantee the agreement of their global distributions. Figures 4.8 and 4.9 

investigate these points by showing the zonal mean cross section of the occurrence frequency of each 

particle type for CALIOP and CPR, respectively. The statistics were derived between September and 

November 2006. Latitude and altitude were sampled every 2 and 240m, respectively. Note that the water 

is the sum of warm water and supercooled water. The main findings derived from this analysis are as 

follows: 
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(a) The CPR types of water, 3D-ice and 2D-plate (Figs. 4.9-2 – 4.9-4) generally show distributions of 

occurrence similar to the corresponding CALIOP types (Figs. 4.8-2 – 4.8-4). This suggests that the 

occurrences of the CPR types, derived from combined radar reflectivity and temperature, were statistically 

consistent with those of the CALIOP types, derived from the independent observations of depolarization 

and lidar attenuation. Figure 4.8 and 4.9 confirm the consistency of the two schemes in terms of their 

existence region. However, the occurrence frequencies of the CPR types are overall higher than those of 

CALIOP because the CPR is capable of observing hydrometeors where the CALIOP signal is attenuated.  

 

(b) The hydrometeor types detected by CPR alone, namely liquid drizzle, mixed-phase drizzle, rain and 

snow (Figs. 4.9-5 – 4.9-8), are those that were difficult to obtain from the lidar scheme in Chapter 3 due to 

its total attenuation by the water clouds or thick ice clouds above. The drizzle or precipitation types are 

assigned to the bin where the radar reflectivity is relatively high ( -11.75dBZ) associated with large-sized 

particles. The rain type is found to occur frequently in the tropics (Fig. 4.9-7), centered at approximately 

10 N, where deep convection is ubiquitous. The rain type occurrence is also found to be enhanced at mid-

latitudes (30–60) in both hemispheres, which is associated with the storm tracks. It is also shown that 

some of CPR types (e.g., 2D-plate and mixed-phase drizzle) share the common arched-shape distributions 

primarily determined by latitudinal temperature variations. This emphasizes that the different types were 

identified according to different radar reflectivities even in isothermal conditions. 
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Figure 4.8  Latitude–altitude cross-section of hydrometeor particle type for CALIOP cloud type retrieved 

from the algorithm in Chapter 3: (1) all types, (2) water (warm water + supercooled water), (3) 3D-ice, (4) 

2D-plate, and (5) 3D-ice + 2D-plate.  

 

Figure 4.9  Latitude–altitude cross-section of hydrometeor particle type for CPR hydrometeor type 

retrieved from the algorithm developed in this chapter: (1) all types, (2) water (warm water + supercooled 

water), (3) 3D-ice, (4) 2D-plate, (5) liquid drizzle, (6) mixed-phase drizzle, (7) rain, and (8) snow.  
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Similarly, the occurrence frequencies of hydrometeor types obtained from the CPR–CALIOP synergy 

algorithm are shown in Fig. 4.10 in the form of the zonal mean cross section. The latitude and altitude 

samplings and the observation period analyzed are the same as those shown in Fig. 4.8. The main findings 

are summarized as follows; 

 

(a) The synergy algorithm successfully identifies the hydrometeor types that are detected by the CPR- or 

CALIOP-only algorithms, namely water, 3D-ice, 2D-plate, 3D-ice+2D-plate, liquid drizzle, mixed-phase 

drizzle, rain, and snow (Figs. 4.10-2 – 4.10-9) with the capability of compensating for the weakness of each 

stand-alone algorithm. For example, the synergy algorithm identified drizzle and precipitation (Figs. 4.9-5 

– 4.9-8) types that were detected by the CPR algorithm alone and was not retrieved in the CALIOP 

algorithm (Chapter 3). The frequent (>0.15) high cloud top over 15 km in the tropics that could only be 

detected by the CALIOP algorithm (Figs. 4.8-3) is also covered by the synergy algorithm (Figs. 4.10-3).  

 

(b) The new hydrometeor type derived from the synergistic use of CPR and CALIOP (mixed-phase cloud, 

water+liquid drizzle, water+rain; Figs. 4.10-10 – 4.10-12) was enabled by complementary capability of 

CALIOP and CPR that are sensitive to small and large particles, respectively. Such different contributions 

from CALIOP and CPR reveals the mixed-phase clouds that are mainly composed of water+3D or 

water+2D. The differing sensitivities of CALIOP and CPR to particle size also suggest that the water+liquid 

drizzle and water+rain are in a bi-modal states, in which CALIOP is more sensitive to the cloud-sized 

particles and CPR is more sensitive to the precipitation-sized particles. It should be noted that the mixed-

phase cloud and bi-modal types are identified only when CPR and CALIOP have overlapped detections. 

Therefore, the occurrence frequency indicated in Fig. 4.10 are lower than that in nature. 
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Figure 4.10  Latitude–altitude cross sections of hydrometeor particle types by the synergy algorithm 

developed in this chapter. The hydrometeor types are (1) all types, (2) water (warm water + supercooled 

water), (3) 3D-ice, (4) 2D-plate, (5) 3D-ice + 2D-plate, (6) liquid drizzle, (7) mixed-phase drizzle, (8) rain, 

(9) snow, (10) mixed-phase cloud, (11) water + liquid drizzle, and (12) water + rain. The calculation period 

and resolution were same as those in Fig. 4.8. The color scale of the three types on the right panel is different 

from that of left and middle panels because the three types are only derived when CPR and CALIOP 

observation overlapped, whereas the other types are derived even in the absence of either of the sensor. 
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It is worth mentioning that the change in the distribution of 2D-plate in the synergy algorithm was not as 

significant as in the lidar algorithm after the change in the CALIOP pointing direction from near-nadir 

(0.3) to off-nadir (3.0) on 28 November 2007. Studies such as Sassen and Zhu [2009] and Sassen et al. 

[2012] analyzed the depolarization ratio before and after the tilt, and found a significant increase in the 

depolarization. The increase in the depolarization would lead to the decrease in the detection of 2D-plate 

in the lidar algorithm. However, since the CPR algorithm (and therefore the synergy algorithm) was trained 

by the lidar dataset before the tilt (where the observation of 2D-plate was apparent), the detection of 2D-

plate by the synergy algorithm was similar between before and after the change of the pointing direction 

(Fig. A4.1 in Appendix 4.3). This was because the radar reflectivity field had not changed after the tilt and 

number of cloud pixels detected by CPR was notably larger than that by CALIOP within the temperature 

range where 2D-plate dominates. Thus, the synergy algorithm is considered to be applicable to long-term 

analysis. It is however my future task to optimize the lidar algorithm to the periods after the tilt. The effect 

of CALIOP’s tilting on 2D-plate is discussed in more detail in Appendix 4.3. 

 

4.5.2 Global Mean Statistics of Hydrometeors Occurrence 

The global analysis is further summarized here in the form of the global mean occurrence frequency of 

different hydrometeor types. The total three-dimensional occurrence frequency of all the hydrometeor types 

is estimated to be 0.104. The breakdown of this into different types shown in Fig. 4.11 illustrates that the 

3D-ice type represents the largest contribution, with a mean occurrence frequency of 0.056, which amounts 

to 53.8% of the total frequency. This is followed by the supercooled water with occurrence frequency of 

0.015 (which accounted for 14.3% of the total). The remaining contributions are (in the order of contribution 

to the total) from 2D-plate with 0.010 (9.2%), rain with 0.006 (5.9%), warm water with 0.006 (5.7%), snow 

with 0.005 (4.8%), mixed-phase drizzle with 0.002 (2.3%), 3D+2D with 0.002 (1.9%), mixed-phase cloud 

with 0.001 (1.1%), liquid drizzle with 0.0004 (0.4%), water+rain with 0.0003 (0.3%), water+liquid drizzle 

with 0.0003 (0.3%), and unknown with 0.00002 (0.02%). In terms of the phase composition, ice phase 

contributed more than 70% with contributions from water and mixed-phase over 25% and below 5%, 

respectively. 
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Figure 4.11  Particle type breakdown against global hydrometeor observed by CloudSat and CALIPSO. 

The blue, green and meshed colors indicate liquid-, ice- and mixed-phase, respectively. The numbers are 

in percentage. 

 

 

4.6 Summary 

For the propose of developing a satellite-based classification algorithm to discriminate cloud/precipitation 

phase and cloud crystal shape (hereafter, hydrometeor particle type), this study combined CloudSat/CPR 

and CALIPSO/CALIOP to relate the lidar-derived hydrometeor particle types to radar reflectivity and 

temperature. Given that the radar reflectivity can be regarded as a proxy for particle size, the global statistics 

revealed how the hydrometeor type tends to vary with particle size and temperature. The multi-variable 

dependency of the hydrometeor type on radar reflectivity and temperature was then interpreted in the 

context of the freezing process characteristics. In particular, ice phase occurrence is found to increase with 

decreasing temperature, and the critical temperature for keeping liquid state is dependent on particle size. 

Ice particle size was also found to vary not only with temperature but also with the particle habit. These 

observation-based findings are expected to be useful for climate model diagnostics in the representation of 

freezing processes, particularly in dependency of the cloud phase to temperature and particle size. 

 

The findings were then employed to develop an algorithm that discriminates hydrometeor particle types 

with a synergistic use of multi-platform satellite measurements of CloudSat and CALIPSO. The 
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classification algorithm developed is distinctive from the past studies in that it contains statistical 

information of the hydrometeor types as a continuous function of the reflectivity and temperature identified 

above. This novel information was exploited to develop a new CPR-alone classification algorithm, which 

extends the capability of the previous studies that classified the phase per cloud layer [Wang et al. 2013] or 

within a cloud layer using threshold methods [Ceccaldi et al., 2013]. Another unique aspect of the algorithm 

is to provide vertically resolved profiles of hydrometeor types by combining the observation of CloudSat 

and CALIPSO satellites, offering a more complete picture of the hydrometeor occurrence from thin cirrus 

to precipitating clouds on the global scale. Hence the discrimination scheme conveys the capability of three-

dimensional global characterization of hydrometeor types in the atmosphere (Fig. 4.10). For those types 

already retrieved by the CALIOP algorithm in Chapter 3 (i.e. water, 3D-ice and 2D-plate), the CPR 

classification developed in this chapter generally gave a consistent latitudinal distribution, with increase in 

the observation frequency due to capability of the CPR to capture the hydrometeors that had been attenuated 

in the CALIOP observation. Further, one of the types that are newly introduced is the precipitation type 

(e.g. rain, snow and drizzle), which are only measured by CPR since CALIOP is attenuated by cloud layers 

above. The other type is bimodal/mixed-phase type (e.g. water+rain, mixed-phase cloud) which employed 

the different sensitivities of CPR and CALIOP to particle size. These capabilities were employed to quantify 

contributions from different types of hydrometeors to the three-dimensional total occurrence of clouds (Fig. 

4.11).  
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Appendix 4.1 Statistical Metrix 

The following definitions were used for the statistical metrics in this study. 

 

Radar reflectivity versus temperature dependence of occurrence frequency of CALIOP cloud type (Fig. 

4.1a): 

 

     
tempdbz CPRcloudCALCAL tempdbzNtempdbzNtempdbzF

,, ,/,,   (A4.1) 

 

where ܨ஼஺௅ሺܾ݀ݖ,  ,ݖܾ݀ ,ሻ is the occurrence frequency of CALIOP cloud at a given radar reflectivity݌݉݁ݐ

and temperature, ݌݉݁ݐ. ஼ܰ஺௅,௖௟௢௨ௗሺܾ݀ݖ,  ሻ is the total number of CALIOP cloud observations at a݌݉݁ݐ

given ܾ݀ݖ and ݌݉݁ݐ. ஼ܰ௉ோሺܾ݀ݖ,  ݖܾ݀ ሻ is the total number of CPR cloud observations at a given݌݉݁ݐ

and ݌݉݁ݐ. 

 

Radar reflectivity versus temperature dependence of occurrence frequency of CPR hydrometeor type (Fig. 

4.1b): 

 

     
tempdbz CPRhydCPRCPR tempdbzNtempdbzNtempdbzF

,, ,/,,   (A4.2) 

 

where ܨ஼௉ோሺܾ݀ݖ,  .݌݉݁ݐ and ݖܾ݀ ሻ is the occurrence frequency of CPR hydrometeor at a given݌݉݁ݐ

஼ܰ௉ோ,௛௬ௗሺܾ݀ݖ,  .݌݉݁ݐ and ݖܾ݀ ሻ is the total number of CPR hydromete at a given݌݉݁ݐ

 

Radar reflectivity versus temperature dependence of fractional occurrence of a CALIOP cloud type (Figs. 

4.1c–4.1e): 

 

 
   

tempdbztype cloudCALcloudCAL tempdbztypeNtempdbztypeN

tempdbztypeR

,, ,, ,,/,,

,,
 (A4.3) 

 

where ܴሺ݁݌ݕݐ, ,ݖܾ݀  any one of water, 3D-ice) ݁݌ݕݐ ,ሻ is the occurrence frequency ratio for a type݌݉݁ݐ

and 2D-plate) at a given ܾ݀ݖ and ݌݉݁ݐ. ஼ܰ஺௅,௖௟௢௨ௗሺ݁݌ݕݐ, ,ݖܾ݀  ሻ is the total number of CALIOP݌݉݁ݐ

observations for ݁݌ݕݐ at a given ܾ݀ݖ and ݌݉݁ݐ. 
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Latitude and altitude cross-section of occurrence frequency of a hydrometeor particle type (Figs. 4.8 – 

4.10): 

 

 
        

altlat type cloudclearcloud

hyd

altlattypeNaltlatNaltlattypeN

altlattypeF

,
,,,/,,

,,
  (A4.4) 

 

where ܨ௛௬ௗሺ݁݌ݕݐ, ,ݐ݈ܽ  ,ݐ݈ܽ ,at a given latitude ,݁݌ݕݐ ,ሻ is the occurrence frequency of a target typeݐ݈ܽ

and altitude, ݈ܽݐ. ௖ܰ௟௢௨ௗሺ݁݌ݕݐ, ,ݐ݈ܽ ,ݐሻ and ௖ܰ௟௘௔௥ሺ݈ܽݐ݈ܽ  and ݁݌ݕݐ	ሻ are the total number of targetݐ݈ܽ

clear sky observations, respectively, at a given ݈ܽݐ and ݈ܽݐ.  
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Appendix 4.2 Correction for Cloud and Precipitation 

Partitioning 

The attenuation corrected radar reflectivity factor at the near-surface (in dBZ) can be derived by adding its 

path-integrated attenuation (PIA) and water vapor attenuation to the observed radar reflectivity factor at the 

near-surface [Haynes et al., 2009]: 

 

 (A4.5) 

 

where ܼ௘,௧௥௨௘ሺ݄௡௦ሻ is the attenuation corrected radar reflectivity factor at the near-surface and ܼ௘,௔௧௧ሺ݄௡௦ሻ 

is the attenuated radar reflectivity at altitude ݄௡௦. I set ݄௡௦ to 840-m altitude instead of the lowest altitude 

to avoid surface clutter. ܼீሺ݄௡௦ሻ is the column gaseous attenuation from the top of the atmosphere to hns 

and H is the hydrometeor top height. The PIA can be derived from the difference between the observed 

surface radar reflectivity (with attenuation by hydrometeors) and the surface radar reflectivity that would 

have been observed in the absence of the hydrometeor. This clear-sky surface radar reflectivity (or similarly, 

normalized radar cross section ߪ௖௟௥
଴  has been estimated in a number of previous studies (Meneghini et al. 

[2000] and Meneghini et al. [2004] for the PR; Haynes et al. [2009] for the CPR). In this study, the surface 

radar reflectivity was selected from the closest cloud-free profiles within 10 consecutive pixels in the along-

track forward and backward directions [Meneghini et al., 2004]. Where there were no cloud profiles within 

the 10 pixels, the mean clear-sky surface radar reflectivity was selected from the September to November 

2006 period mapped onto every 2 latitude–longitude grids.  

 

From ܼ௘,௧௥௨௘ in Eq. (A4.5), a precipitation classification was conducted for each profile, according to the 

threshold defined in Haynes et al. [2009]. Here, Haynes et al. [2009] identified “snow definite,” “rain 

definite,” and “no precipitation” profiles where ܼ௘,௧௥௨௘ሺ݄௡௦ሻ ൐ െ5݀ܤ , ܼ௘,௧௥௨௘ሺ݄௡௦ሻ ൐ ܤ0݀ , and 

ܼ௘,௧௥௨௘ሺ݄௡௦ሻ ൏ െ15݀ܤ, respectively. In the present study, I checked the consistency of this classification 

with the initial estimation, and for inconsistent profiles, the initial hydrometeor type at the lowest layer was 

corrected. Here, I defined the lowest layer as one or several continuous bins containing hydrometeors that 

appeared for the first time from the surface. Hence, for “rain definite” or “snow definite” profiles, the 

initially estimated cloud pixels at the lowest layer was corrected to precipitation. If the precipitation layer 

did not cross the freezing level, the rain-snow separation was kept to 0C as in the diagram (Fig. 4.2). 

However, if the precipitation layer crossed the freezing level, this 0C threshold was modified to 2 C [Liu, 

2008]. Similarly, where there were no precipitation profiles, I corrected the initial precipitation pixels to 

H

hH
PIAhZhZhZ ns

nsGnsattenstruee


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the cloud particle type that gave the closest combination of radar reflectivity and temperature in the Fig. 

4.1 diagram.  

 

In this correction, the PIA was used to check the attenuation by cloud and precipitation and corrected any 

profile that was inconsistent with the initially estimated type. Hence, I corrected misclassifications of water 

cloud to rain that had been difficult to determine whether the low reflectivity (at high temperature over 

20C) was due to scattering by cloud particles or by attenuated precipitating particles. 
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Appendix 4.3 Effect of CALIOP Tilting to 2D-plate 

 
On 28 November 2007, CALIOP changed its pointing direction from near nadir (0.3) to off-nadir (3.0). 

After the tilt, the depolarization ratio of those classified as 2-D plate would have increased, which would 

lead some of the 2-D plate to be classified as 3-D ice. The same error analysis described in Section 4.3.2.2 

was conducted for two days on 13 September 2007 (before the tilt) and 13 September 2008 (after the tilt). 

The total error of CloudSat/CALIPSO synergy classification was 6.0% for 2007 and 5.5% for 2008. Further, 

despite the fact that the change in the pointing direction would be most sensitive to 2D-plate, the 

contribution of the 2D-plate to the total error was 20.0% for 2007 and 18.9% for 2008, which showed that 

the error of 2D-plate does not significantly affect the synergy type due to the change of tilting angle. 

 

To investigate the geographical effect of 2D-plate tilting, shown in Fig. A4.1 is the zonal-mean distributions 

of occurrence of 2D-plate for September-November in 2006 and 2007 (before the change in CALIOP 

pointing) and in 2008 and 2009 (after the change in the CALIOP pointing). The differences of 2006, 2008, 

2009 with respect to 2007 are also shown. As expected, there was a clear change in the detection of 2D-

plate in the lidar algorithm between before and after the tilt of the pointing direction. The maximum 

frequency was approximately 0.036 in 2006 (which was also similar in 2007). The maximum difference 

between 2006 and 2007 was approximately 0.010 which corresponded to less than 28% of the maximum 

frequency in 2006 and this was considered to be the maximum variability of the 2D-plate in nature. In 

contrast, the maximum difference between 2008 and 2007 was approximately 0.032 and this large 

difference also remained in 2009. This was much larger than the maximum 2D-plate variability in nature 

and was induced by the tilting.  

 

However, the difference of the 2D-plate detection in the synergy algorithm was not as significant as in the 

lidar algorithm. The maximum frequency in 2006 was approximately 0.156. The maximum difference 

between 2006 and 2007 was approximately 0.031 which corresponded to less than 20% of the maximum 

frequency in 2006. The maximum difference between 2007 and 2008 was approximately 0.034. This 

corresponded to 22% of the maximum frequency in 2007, which was comparable to the natural variability 

of 20%. (Note that the maximum difference between 2009 and 2007 was also similar.) This was due to the 

following three effects: (1) the CPR algorithm (and therefore the synergy algorithm) was trained by the 

lidar dataset before the tilt (where the observation of 2D-plate was apparent), (2) radar reflectivity field was 

similar in regardless of the tilt and (3) the number of cloudy pixels detected by CPR was notably larger than 

that by CALIOP within the temperature range where 2D-plate dominates. In this context, the synergy 

algorithm was considered to be more reliable than the lidar algorithm.  
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Figure A4.1  Latitude–altitude cross-section of fractional occurrence of 2D-plate obtained from (topmost 

row) CALIOP algorithm, (second row) their difference relative to SON2007, (third row) from the CPR-

CALIOP synergy algorithm, (lowest row) their difference relative to SON2007. (Left) SON 2006, (middle) 

SON 2007 and (right) SON 2008. 

 

 

In order to adapt the lidar algorithm to the period after the tilting, the thresholds in the algorithm should be 

optimized, which is left as my future task. The first parameter “x” in the lidar algorithm, which is the proxy 

of the extinction coefficient, should not have changed as much as the change in the depolarization ratio 

after tilting. Therefore, only the threshold of second parameter, depolarization ratio, between 2-D plate and 

3-D ice would need to be reconsidered when applying the algorithm to data after CALIOP’s tilt angle to 

3.0°. 
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Appendix 4.4 Case Study of Type Classification in Arctic  

 

Figure A4.2 shows an example case of hydrometeor particle type classification in the Arctic. Clouds with 

supercooled particles at the top with solid precipitation underneath are identified between 67 and 70 

latitudes. 

 

Figure A4.2  Example case of hydrometeor particle type classification: (a) CALIOP backscattering 

coefficient, (b) CALIOP depolarization ratio, (c) CPR attenuated radar reflectivity, (d) CALIOP 

hydrometeor particle type, (e) CPR hydrometeor particle type, and (f) CALIOP–CPR synergy hydrometeor 

particle type. The observation was conducted over Arctic at 0511 UTC on 1 September 2006. 
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Chapter 5 Improved Hourly Estimates of Aerosol Optical 

Thickness Using Spatiotemporal Variability Derived from 

Himawari-8 Geostationary Satellite 

 

5.1 Motivation 

The previous chapters projected CloudSat radar and CALIPSO lidar to add a vertical dimension to the 

horizontal cloud observation provided by past passive measurements. Chapter 4 further showed the nature 

of the sensor having its own sensitivity and attenuation characteristics and the limitation of single 

instrument analysis to capture 4-dimensional behavior of hydrometeor. This calls a focus for synergistic 

measurement and analysis by multiple sensors to complement those drawbacks in each sensor, as 

highlighted in the previous chapter exploiting CloudSat and CALIPSO to illustrate a more comprehensive 

measurement from thin cirrus to thick cloud and light precipitation. Hence an algorithm to discriminate 

different hydrometeors was developed by using the complemental characteristics of the two instruments. 

The remaining dimension in the atmospheric particle observation is thus the temporal dimension. In 

principle, the discrimination of different atmospheric particles is also possible by using difference in 

spatiotemporal variability characteristics among the particles. However, another long-standing issue in 

remote sensing of an atmospheric particle is the contamination of signals from different particles. Figure 

5.1 is an example showing an aerosol optical thickness (AOT) retrieval using the algorithm explained in 

Section 2.4 and Appendix 2.2, together with the RGB composite image. When only minimum quality 

control was conducted (i.e. excluding cloud neighboring pixels and solar zenith angle over 70 to avoid low 

accuracy retrievals), aerosol estimations are strongly affected by the cloud signals, showing ubiquitously 

distributed high AOTs, which are unrealistic as illustrated in the open ocean. The separation of the signals 

from two particles, such as clouds and aerosols, are essential in the remote sensing, not only for 

understanding their microphysical properties, but also for understanding aerosol-cloud interactions and data 

assimilation. Zhang and Reid [2006] is a study that attempted to carefully extract aerosol retrievals from 

cloud in their aerosol data assimilation. Their quality assurance procedure removed 70% of the significant 

outliers, at the expense of 40% of the data that was eliminated. They stated that a strict quality assurance 

procedure was necessary to remove the outliers that would adversely affect the model performance and 

propagate errors through the atmospheric field.  
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Figure 5.1  AHI image at 1:00UTC on 27 April 2015 from AHI: (a) RGB composite image (red=band3, 

green=band2, blue=band1) and (b) the retrieved aerosol optical thickness. 

 

 

As a promising tool to overcome these issues, the Japanese geostationary satellite, Himawari-8, was 

launched on 7 October 2014, taking a lead in the series of the so-called new generation geostationary 

satellites [Bessho, 2016]. These satellites have the characteristics to observe at higher frequency, higher 

spatial resolution and with more channels than the conventional geostationary satellites. An schematic 

illustration in Fig. 5.2 depicts the advantage of geostationary satellites to observe particles at a high 

frequency compared to polar-orbiting satellites and how this capability would improve in microphysical 

property estimates. In aerosol remote sensing, for example, it is difficult to retrieve aerosol properties at a 
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present time if it laid under a cloud layer. Even if the cloud was not present at the target point a few tens of 

minutes ago, aerosol estimates would not be available by polar-orbiting satellites either since the satellite 

would have moved from the target. However, in the case of geostationary satellites, aerosol properties 

would be retrieved since it continuously monitors the target point; consequently, the retrievals are expected 

to compensate the missing retrieval at the present time. Hence this study makes the maximum use of this 

AHI’s novel capability in an attempt to address the issues mentioned above. To this end, objectives of this 

study are twofold: (1) to quantify spatiotemporal variability of aerosol on a 10-minute and a sub-kilometer 

scale and (2) to develop an hourly algorithm for discriminating cloud from aerosols and minimize missing 

data over cloudy conditions based on the spatiotemporal variability information obtained in (1). A 

sophisticated cloud-screening quality control is applied to AOT at every 10 minutes (hereafter ܱܣ ௢ܶ௥௜௚௜௡௔௟, 

retrieved by the method in Section 2.4) to estimate AOTs with improved accuracy in treating cloud 

contamination, which are referred to as ܱܣ ௣ܶ௨௥௘ . Hence ܱܣ ௣ܶ௨௥௘  is a subset of ܱܣ ௢ܶ௥௜௚௜௡௔௟  that 

experienced the strict cloud screening. The ܱܣ ௣ܶ௨௥௘ is further accumulated over the surrounding area and 

for the past 1 hour to characterize the spatiotemporal variability of AOTs. The variability information is 

then employed to “interpolate” the missing pixels induced by the cloud and sensor noise. This offers AOT 

fields with less missing data (referred to as ܱܣ ௠ܶ௘௥௚௘ௗ ) that can be used to better monitor aerosol 

distributions. Note that the context of this chapter is published in Kikuchi et al. [2018].  

 

 

 

Figure 5.2  Schematic illustration of the difference in aerosol observation between polar orbiting and 

geostationary satellites. 
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5.2 Aerosol Spatiotemporal Variability 

The ܱܣ ௢ܶ௥௜௚௜௡௔௟, derived by the method in Section 2.4, was first analyzed to investigate the spatiotemporal 

variability of aerosol at 10-minute and sub-km scale for use in the subsequent hourly combined algorithm 

described in the following section. To recall, the ܱܣ ௢ܶ௥௜௚௜௡௔௟  was derived based on the look-up-table 

method by Higurashi et al. [1998] and Fukuda et al. [2013] and the aerosol pixels were selected beforehand 

by the cloud detection algorithm, CLAUDIA, by Ishida and Nakajima [2009] and Ishida et al. [2011] 

(Section 2.4 and Appendix 2.2). In this study, the aerosol spatiotemporal variability was quantified in the 

form of a simple root mean square difference (RMSD) of AOT, which is given as  

,ܮ∆ሺߪ ሻݐ∆ ൌ ටଵ

ே
∑ ሼ∆ܱܶܣሺ∆ܮ, ሻሽଶ∆௟∈∆௅,∆ఛ∈∆௧ݐ∆   (4.1) 

where ∆ܱܶܣሺ∆ܮ, ݈∆ ሻ is the difference in AOT between the two locations that satisfy the conditionݐ∆ ∈

,ܮ∆ ݐ∆ ∈    .Here, ∆݈ and ∆߬ is the distance and time difference between the two locations, respectively .ݐ∆

ܰ is the total number of pixels that satisfy the condition ∆݈ ∈ ,ܮ∆ ݐ∆ ∈  was set ݐ∆ The time difference.ݐ∆

as 6 slots of 0, 10, 20, 30, 40, 50 minutes’ past. The distance ∆ܮ was set as 6 slots of every 2.5 km up to 

12.5 km. The ∆ܮ threshold of 12.5 km was selected because this was the longest distance where the 

correlation coefficient with the center AOT (∆0.0 = ܮ km) was above 0.65 (from the statistic at 01:00 UTC 

on 12th July 2015). The distance ∆ܮ of 12.5 km within the total time slot of 1 hour corresponds to the 

moving speed of approximately 3.5 m/s. This means that the choice of the domain size of 12.5km and the 

time period of 1 hour takes into account those aerosols that are advected as slowly as 3.5m/s. In deriving 

,ܮ∆ሺߪ  ሻ, the combination of the two locations was considered for all the pixels over the full disk imagesݐ∆

every 00 UTC minutes on 1, 2, 4, 5 UTC for arbitrary 5 days of data after official operation of AHI (12, 20, 

28, and 30 July, and 5 August 2015), accounting for more than 32.2 million target aerosol pixels. Data on 

03:00 UTC was not used because no observation data at 02:40 UTC is available because of housekeeping 

of the Himawari-8. Since the magnitude of ߪሺ∆ܮ,  ሻ is found to strongly vary with the AOT values at theݐ∆

center, ߪሺ∆ܮ,  ሻ was calculated separately for different discrete ranges of the target AOT (hereafterݐ∆

referred to as the AOT category) of 0.1, 0.25, 0.4, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, and 1.0. 

AOT over 1.0 was included in the same category as 1.0 because ߪሺ∆ܮ,  ሻ cannot be calculated due to aݐ∆

lack of observation that satisfy the given condition (i.e. either one of the combination of 6 distance slots 

and 6 time-difference slots). An AOT category was defined to include AOTs that fall between the current 

and the previous thresholds (e.g., 0.4 ൏ AOT ൑ 0.5 was registered to AOT category of 0.5). ߪሺ∆ܮ,  ሻݐ∆

was derived with a particular care not to include cloudy pixels. After removing the cloudy pixels determined 

by the CLAUDIA algorithm, pixels were further tested on a “near-cloud quality control”, where the 

combination of the two locations were excluded from the analysis if either of the pixel was within 12.5 km 

of a cloudy pixel, in order to eliminate cloud-contaminated aerosol pixels from the calculation.  



71 
 

Figure 5.3 shows the spatiotemporal variability of AOT derived from the algorithm in the form of RMSD 

as a function of both spatial distances and time differences from the center pixels for different AOT 

magnitudes at the center pixels (i.e. AOT categories). ߪሺ∆ܮ ൌ 0, ݐ∆ ൌ 0ሻ was 0 in all AOT categories 

because it corresponds to the center pixel at the same observation time. In general, the ߪሺ∆ܮ,  ሻ tends toݐ∆

monotonically increase as the spatial distance ∆ܮ and time difference ∆ݐ increases. As the magnitude of 

the AOT at the center (i.e., AOT category) increases, ߪሺ∆ܮ,  ሻ is also found to increase. In a given AOTݐ∆

category, ߪሺ∆ܮ,  ሻ for land was generally larger than that for ocean although the land-ocean difference inݐ∆

the temporal variability at the center [i.e. ߪሺ∆ܮ ൌ 0,  .ሻ] was not so significant (as also indicated in Figݐ∆

5.4a) compared to other ߪሺ∆ܮ ് 0,  ሻ. Figure 5.3 illustrates how the RMSD systematically varies both inݐ∆

space and time, suggesting that the spatial and temporal variabilities are related to each other. This means 

that the spatial scale of a given variance can be “translated” into an equivalent temporal scale leading to the 

variance. For example, the temporal variance within 10 minutes at the center pixel ߪሺ∆ܮ ൌ 0, ݐ∆ ൌ

10݉݅݊ሻ for the AOT category of 0.5 (0.4 ൏ AOT ൑ 0.5) was 0.12 over ocean and 0.14 over land (Fig. 

5.4a). According to the fitting curve of RMSD as a function of spatial distance, as shown in Fig. 5.4b, these 

variances were equivalent to the distance of approximately 8.0 km for ocean and 2.9 km for land. In other 

words, the temporal variance within 10 minutes can be interpreted to be equivalent with the spatial variance 

within 8.0 km for ocean and 2.9 km for land. In summary, the AOT varied by 22.0% to 31.8% in time 

within 10 minutes, and by 15.2% to 31.3% in space within 2.5 km. The AOT variability within 10 minutes 

or 2.5 km, when normalized by AOT itself, is also found to be larger in high AOT categories than in low 

AOT categories, suggesting the necessity to quantify ߪሺ∆ܮ,   .ሻ for different AOT categoriesݐ∆
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Figure 5.3  RMSD of AOT ߪ∆௅,∆௧ over (a) ocean and (b) land. The “distance” axis indicates the distance 

from the center pixel in kilometers. The “time difference” axis indicates the difference in time from the 

center pixel in minutes. 
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Figure 5.4  Root mean square difference in AOT from center pixel (a) observed at the same place as the 

center and (b) observed at the same time as the center pixel. AOTሺݔ଴,  ଴ሻ categories of 0.1,0.5 and 1 areݕ

indicated in dotted, dashed and solid lines, respectively. Blue is for over ocean and red is for over land. The 

“distance” axis indicates the distance from the center pixel. The “time difference” axis indicates difference 

in time from the center pixel. Quadratic curve fitting are also shown to each of the plot. 

 

 

Next, the differences in spatiotemporal variability characteristics between aerosol and cloud-contaminated 

aerosol were demonstrated in Figs. 5.5 and 5.6. In Fig. 5.5, the ߪሺ∆ܮ,  ሻ was populated for all the AOTݐ∆

categories over both land and ocean, and compares the aerosol fields with and without the near-cloud quality 

control. Hence Fig. 5.5a corresponds to the mean field of all the ߪሺ∆ܮ,  ሻ panels in Fig. 5.4 and Fig. 5.5bݐ∆

was derived even if the pixels was within 12.5 km of a cloud pixel.  
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Figure 5.5 RMSD of AOT ߪ∆௅,∆௧ (a) with and (b) without near-cloud quality control. The statistic was 

taken for all AOT categories and includes both land and ocean. The definition of the axes is same as that in 

Fig. 5.3. 

 

 

As expected, the RMSD field without the quality control was higher than that with the quality control due 

to the presence of cloud-contaminated pixels. The mean RMSD field with the quality control varied 0.06–

0.11 within 12.5 km and 1 hour. The mean RMSD field without the quality control, in contrast, varied 0.13–

0.25 within 12.5 km and 1 hour. The variability without quality control was substantially larger than that 

with quality control in all 10 minutes/2.5 km steps; their difference was between 0.07–0.15. 

 

Significant influences of cloud fields on aerosol variability are also highlighted in Fig. 5.6, which shows a 

case that captured the aerosol transport in 10 minutes from the continent crossing toward northern Japan on 

27 April 2015 at 00:50UTC (Fig. 5.6a) and 01:00UTC (Fig. 5.6b). Note that only the minimum quality 

control was conducted in ܱܣ ௢ܶ௥௜௚௜௡௔௟ and therefore the analysis included cloud-contaminated pixels. As 

illustrated in Fig. 5.6c showing the difference in AOT between the two times, aerosol fields over northern 

Japan was fairly homogeneous during the 10 minutes, giving low AOT differences. Over southern Japan, 

by contrast, the movement of broken clouds (20–30N and 165–180E) and the cloud edges related to the 

front (20–40N and 130–160E) was larger, giving high AOT differences.  

 

Both the analysis in Fig. 5.5 and 5.6 showed the clear differences in the spatiotemporal variability of aerosol 

fields that are unaffected by clouds from those that are cloud-contaminated. This motivated us to take into 

account the difference in the variabilities between aerosol and cloud to eliminate cloud-contaminated AOT 

retrievals using the AHI’s 10-minute observation over an hour. 
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Figure 5.6  ܱܣ ௢ܶ௥௜௚௜௡௔௟ from the AHI’s 10-minute observation over East Asia on 27 April 2015 at (a) 

00:50 UTC; (b) 01:00 UTC and (c) their absolute difference. 

 

 

5.3 Hourly Combined AOT Algorithm 

Based on the spatiotemporal AOT variability obtained from the analysis described in the previous section, 

an hourly combined algorithm was introduced which derives two types of AOTs: ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ. 

ܱܣ ௣ܶ௨௥௘ is an extracted set of the AOT୭୰୧୥୧୬ୟ୪ with strict cloud screenings (which is the reason why it is 

named as the “pure” AOT). ܱܣ ௠ܶ௘௥௚௘ௗ  is a dataset derived from ܱܣ ௣ܶ௨௥௘  through the optimum 

interpolation based on the variability information into the point of interest (in space and time) even when 

the AOT୭୰୧୥୧୬ୟ୪ at the location and time was missing. This provides aerosol fields that contain as much 

AOT retrievals as possible with cloud contamination minimized based on the differences in spatiotemporal 

variability characteristic between aerosol and cloud. Detailed procedures for obtaining ܱܣ ௣ܶ௨௥௘  and 

ܱܣ ௠ܶ௘௥௚௘ௗ are described below. 
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ܱܣ 5.3.1 ௣ܶ௨௥௘   

In deriving ܱܣ ௣ܶ௨௥௘, the AOT at a point of interest, ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ  ଴ሻ, was first estimated by interpolatingݐ

ܱܣ ௢ܶ௥௜௚௜௡௔௟ included in the radius of 12.5 km and past 1 hour (excluding the center pixel) with weights 

defined according to the RMSD computed above. The ܱܣ ௘ܶ௦௧ is thus obtained as 

 

ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ ଴ሻݐ ൌ ∑ ௜ݓ
௡
௜ୀଵ ܱܣ ௢ܶ௥௜௚௜௡௔௟ሺݔ௜, ,௜ݕ    (4.2)		௜ሻݐ

 

௜ݓ ൌ

భ
഑೚ೝ೔೒೔೙ೌ೗ሺೣ೔,೤೔,೟೔ሻ

మ

భ
഑೐ೞ೟ሺೣ೚,೤బ,೟బሻమ

	
    (4.3) 

 

ଵ

ఙ೐ೞ೟ሺ௫೚,௬బ,௧బሻమ
ൌ ∑ ଵ

	ఙ೚ೝ೔೒೔೙ೌ೗ሺ௫೔,௬೔,௧೔ሻమ
௡
௜ୀଵ 	     (4.4) 

 

where ܱܣ ௢ܶ௥௜௚௜௡௔௟ሺݔ௜, ,௜ݕ ,௜ݔ௢௥௜௚௜௡௔௟ሺߪ ௜ሻ andݐ ,௜ݕ ܱܣ ௜ሻଶ are theݐ ௢ܶ௥௜௚௜௡௔௟ and the error variance at a pixel 

ሺݔ௜, ,௜ݕ ܱܣ ௜ሻ, respectively. In this analysis, all the effective pixels that gaveݐ ௢ܶ௥௜௚௜௡௔௟ ൒ 0, that were cloud-

free within 12.5 km from the pixel ሺݔ௜, ,௜ݕ  ௜ሻ and that were within 12.5 km and past 50 minutes from theݐ

center ሺݔ௢, ,଴ݕ ,௜ݔ଴ሻ were considered as ሺݐ ,௜ݕ  ௜ሻ. Sunglint regions where the cone angle of solar-to-surfaceݐ

and surface-to-sensor direction was below 30.0 over ocean were excluded. n was the total number of the 

effective pixels within the analysis domain of 12.5 km radius and past 1 hour from ሺݔ௢, ,଴ݕ ଴ሻݐ . 

,௜ݔ௢௥௜௚௜௡௔௟ሺߪ ,௜ݕ ௜ሻଶݐ  was the error variance to estimate ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ ଴ሻݐ  (at the center) from 

ܱܣ ௢ܶ௥௜௚௜௡௔௟ሺݔ௜, ,௜ݕ  ௜ሻ (at the surrounding and past), and therefore, it can be described by the RMSD ofݐ

AOTs that were ሺݔ௢, ,଴ݕ ,௜ݔ଴ሻ and ሺݐ ,௜ݕ ,௜ݔ௢௥௜௚௜௡௔௟ሺߪ ,௜ሻ apart [Awaji et al., 2009]. Consequentlyݐ ,௜ݕ  ௜ሻݐ

was taken from the LUT of ߪሺ∆ܮ,  ሻ that was already calculated in Section 5.2. Equation (4.2) illustratesݐ∆

that the estimated AOT, ܱܣ ௘ܶ௦௧, is derived as the mean of surrounding and past ܱܣ ௢ܶ௥௜௚௜௡௔௟ weighted 

according to the inverse of their error variances. Assuming that the inverse of the error variance quantifies 

the accuracy of the AOT at each pixel, Eq. (4.4) implies that the estimated accuracy at the center pixel, 

ଵ

ఙ೐ೞ೟ሺ௫೚,௬బ,௧బሻమ
, is given by the sum of the accuracies of the ܱܣ ௢ܶ௥௜௚௜௡௔௟, 

ଵ

ఙ೚ೝ೔೒೔೙ೌ೗ሺ௫೔,௬೔,௧೔ሻమ
, over surrounding 

locations and past times. 
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Based on the ܱܣ ௘ܶ௦௧ derived above, the ܱܣ ௣ܶ௨௥௘ was estimated as 

 

ܱܣ ௣ܶ௨௥௘ሺݔ௢, ,଴ݕ ଴ሻݐ ൌ 

൜	
ܱܣ ௢ܶ௥௜௚௜௡௔௟ሺݔ௢, ,଴ݕ ܱܣ	݂݅ ଴ሻݐ ௢ܶ௥௜௚௜௡௔௟ሺݔ௢, ,଴ݕ ଴ሻݐ ൑ ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ ଴ሻݐ ൅ ,௢ݔ௣௨௥௘ሺߪ2.58 ,଴ݕ 	଴ሻݐ
																																																		݁ݏ݈݁																																																																																				݁ݑ݈ܽݒ	݃݊݅ݏݏ݅݉

ൠ  (4.5) 

 

,௢ݔ௣௨௥௘ሺߪ ,଴ݕ ଴ሻݐ ൌ ቊඥߪሺݔ௢, ,଴ݕ ଴ሻݐ
ଶ ൅ ,௢ݔ௘௦௧ሺߪ ,଴ݕ ܱܣ		݂݅		଴ሻଶݐ ௣ܶ௨௥௘ሺݔ௢, ,଴ݕ ଴ሻݐ ് 	݁ݑ݈ܽݒ	݃݊݅ݏݏ݅݉

																													݁ݏ݈݁																																																					݁ݑ݈ܽݒ	݃݊݅ݏݏ݅݉
ቋ(4.6) 

 

where ߪሺݔ௢, ,଴ݕ ,௢ݔ௣௨௥௘ሺߪ ଴ሻଶ was the error variance at the center pixel andݐ ,଴ݕ  ଴ሻ was the estimatedݐ

error of ܱܣ ௣ܶ௨௥௘. Equation (4.5) means that if the observed AOT, ܱܣ ௢ܶ௥௜௚௜௡௔௟ሺݔ௢, ,଴ݕ  ଴ሻ, was above theݐ

upper threshold at the 99% confidence interval, then the center pixel was considered to be contaminated by 

cloud and was therefore excluded from the ܱܣ ௣ܶ௨௥௘. The error variance at the center pixel ߪሺݔ௢, ,଴ݕ  ଴ሻଶݐ

could not be derived from ߪሺ∆ܮ, ܮ∆ሺߪ ሻ LUT becauseݐ∆ ൌ 0, ݐ∆ ൌ 0ሻ was zero (i.e., no difference in 

AOT at the center pixel at the same observation time). Therefore, ߪሺݔ௢, ,଴ݕ  ଴ሻ was estimated by applyingݐ

quadratic fitting to ߪሺ∆ܮ,  ሻ to every AOT category (an example shown in Fig. 5.4). Two values ofݐ∆

,௢ݔሺߪ ,଴ݕ  ଴ሻ can be derived since the value could be estimated from both distance and time direction andݐ

therefore the final ߪሺݔ௢, ,଴ݕ ,௢ݔሺߪ .଴ሻ was derived by taking the root mean square of the two valuesݐ ,଴ݕ  ଴ሻݐ

contains errors arising from the sensor noise and the surface reflectance estimates that vary in time and 

space. Note that ߪሺݔ௢, ,଴ݕ  ଴ሻ does not incorporate the errors induced by the algorithm assumptions nor theݐ

systematic bias in the surface reflectance estimates (i.e. without spatiotemporal variability). Therefore, the 

error of ܱܣ ௣ܶ௨௥௘ at the center [ߪ௣௨௥௘ሺݔ௢, ,଴ݕ  ଴ሻ in Eq. (4.6)] was defined as the square root addition ofݐ

,௢ݔሺߪ ,଴ݕ  ଴ሻଶ and the estimated error variance induced by the estimation from surrounding and the pastݐ

pixels (ߪ௘௦௧ሺݔ௢, ,଴ݕ ଴ሻଶݐ ) [Awaji et al., 2009]. Assuming that the error variance follows the normal 

distribution, the true AOT was expected to be below 2.58	ߪ௣௨௥௘ሺݔ௢, ,଴ݕ  ଴ሻ (i.e., the upper limit of the 99%ݐ

confidence interval) from ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ ଴ሻݐ . Therefore, if the AOT୭୰୧୥୧୬ୟ୪  was below this threshold, 

AOT୭୰୧୥୧୬ୟ୪  was registered as ܱܣ ௣ܶ௨௥௘ሺݔ௢, ,଴ݕ ଴ሻݐ , otherwise it was assigned to be a missing value 

assuming such a value largely deviated from ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ ଴ሻݐ  is likely to suffer from cloud 

contamination. Note that ܱܣ ௣ܶ௨௥௘ሺݔ௢, ,଴ݕ  ଴ሻ was also assigned to be a missing value if a cloudy pixelݐ

existed within 12.5 km of ሺݔ௢, ,଴ݕ ܱܣ ଴ሻ or if the number of effective pixels to deriveݐ ௘ܶ௦௧ሺݔ௢, ,଴ݕ  ଴ሻ wasݐ

below 20% of the total possible number of observations within a distance of 12.5 km and 1 hour. 

,௢ݔ௣௨௥௘ሺߪ ,଴ݕ ܱܣ ଴ሻ was not calculated ifݐ ௣ܶ௨௥௘ሺݔ௢, ,଴ݕ  .଴ሻ was a missing valueݐ
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ܱܣ 5.3.2 ௠ܶ௘௥௚௘ௗ 

Next, ܱܣ ௠ܶ௘௥௚௘ௗ was derived by substituting a set of ܱܣ ௣ܶ௨௥௘ within the radius of 12.5 km and past 1 

hour as a new ܱܣ ௢ܶ௥௜௚௜௡௔௟  in Eq. (4.2)-(4.4) and defined the newly calculated ܱܣ ௘ܶ௦௧  to be the 

ܱܣ ௠ܶ௘௥௚௘ௗ. Note that ܱܣ ௠ܶ௘௥௚௘ௗሺݔ௢, ,଴ݕ ܱܣ ଴ሻ was different fromݐ ௘ܶ௦௧ሺݔ௢, ,଴ݕ  ଴ሻ in that the calculationݐ

of ܱܣ ௠ܶ௘௥௚௘ௗሺݔ௢, ,଴ݕ ଴ሻݐ  included the center pixel ሺݔ௢, ,଴ݕ ଴ሻݐ , whereas ܱܣ ௘ܶ௦௧ሺݔ௢, ,଴ݕ ଴ሻݐ  did not. 

Accordingly, the equations defining 	ܱܣ ௠ܶ௘௥௚௘ௗ are given as follows: 

 

ܱܣ ௠ܶ௘௥௚௘ௗሺݔ௢, ,଴ݕ ଴ሻݐ ൌ ∑ ௜ܹ
ே
௜ୀ଴ ܱܣ ௣ܶ௨௥௘ሺݔ௜, ,௜ݕ   (4.7)		௜ሻݐ

 

௜ܹ ൌ
భ

഑೛ೠೝ೐ሺೣ೔,೤೔,೟೔ሻ
మ

భ
഑೘೐ೝ೒೐೏ሺೣ೚,೤బ,೟బሻ

మ	
    (4.8) 

 

ଵ

ఙ೘೐ೝ೒೐೏ሺ௫೚,௬బ,௧బሻమ
ൌ ∑ ଵ

	ఙ೛ೠೝ೐ሺ௫೔,௬೔,௧೔ሻమ
ே
௜ୀ଴     (4.9) 

 

where ߪ௠௘௥௚௘ௗሺݔ௢, ,଴ݕ ܱܣ ଴ሻ was the estimation error ofݐ ௠ܶ௘௥௚௘ௗ. N is the total number of pixels within 

the calculation domain of 12.5 km radius and past 1 hour from ሺݔ௢, ,଴ݕ  .଴ሻݐ

 

The overall flow of the hourly combined algorithm is shown in Fig. 5.7. In summary, the algorithm (1) 

estimates the variability of AOT in the spatiotemporal window of an hour and 12.5km prior, and (2) derives 

the hourly combined AOTs using the variability information taking into account the time difference and 

distance of the past and surrounding pixels from the point of interest. Note that the hourly combined 

retrievals derived in this study (ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ) means an optimal estimation of AOT at a certain 

time, rather than an estimate of the average state over an hour. 
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Figure 5.7  Flow of the hourly combined algorithm. The equation numbers correspond to that in the text.  

 

 

5.3.3 Algorithm Uncertainty 

The uncertainty in the hourly combined algorithm is primarily attributed to the representativeness of the 

aerosol spatiotemporal variability in Fig. 5.3, which is derived statistically from the full disk observation 

of Himawari-8, giving the mean state of the variability. Since ܱܣ ௣ܶ௨௥௘ is obtained through the cloud-

screening procedure using the 99% confidence level threshold calculated from the RMSD field, there are 

cases when the screening threshold become too strict. One such example is when applying the algorithm to 

regions close to an aerosol source where aerosol variability from its emission is larger and is beyond the 

mean field of the variability. Although the spatiotemporal variability is derived per AOT category to 

minimize this effect, the future work will involve improving the RMSD field by taking the statistics for 

each month and regionally, which is expected to reflect differences in aerosol types and its variability 

among the seasons and geographical conditions. 
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5.4 Case Study 

As an example of the hourly combined estimates described in Section 5.3, shown in Fig. 5.8 is the 

ܱܣ ௢ܶ௥௜௚௜௡௔௟, ܱܣ ௣ܶ௨௥௘, and ܱܣ ௠ܶ௘௥௚௘ௗ retrieved at 01:00 UTC on 5 August 2015 around northern Japan. 

The hourly combined AOTs were derived using AHI data from 00:10 UTC and 01:00 UTC. Cloudy and 

missing pixels are indicated in gray and black, respectively. Although the ܱܣ ௢ܶ௥௜௚௜௡௔௟ was successfully 

retrieved in general, it sometimes gave a high value (close to 1.0) around the cloud edge because of 

misclassification of cloudy versus clear pixels. Some missing ܱܣ ௢ܶ௥௜௚௜௡௔௟ pixels were also present because 

the parameters derived were outside the LUT.  

 

Using one hour dataset, ܱܣ ௣ܶ௨௥௘ successfully excluded pixels with AOTs that are exceptionally higher 

than those estimated from the surrounding and past pixels, and therefore minimized contaminations of 

cloudy pixels. As a result of this quality control, the numbers of effective ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ pixels 

became less than that of the ܱܣ ௢ܶ௥௜௚௜௡௔௟ in the upper left corner of Fig. 5.8 (44–45 latitude and 135–

136 longitude). The ܱܣ ௣ܶ௨௥௘ is found to become missing particularly nearby blocky clouds that were 

produced intermittently over land and moving in the southeast direction as a whole. The number of effective 

ܱܣ ௣ܶ௨௥௘ within 12.5 km and past 1 hour was below the threshold of 20% of the total possible number 

within the domain, which resulted the ܱܣ ௠ܶ௘௥௚௘ௗ, derived from the optimal interpolation of the ܱܣ ௣ܶ௨௥௘, 

to be missing values. In the southern region of Fig. 5.8 (40–41 latitude and 136–140 longitude), the  

ܱܣ ௠ܶ௘௥௚௘ௗ gave a seamless distribution of AOT even when the ܱܣ ௢ܶ௥௜௚௜௡௔௟ and ܱܣ ௣ܶ௨௥௘ were missing 

due to sensor noise, because the ܱܣ ௠ܶ௘௥௚௘ௗ can be derived if there are sufficient number of observations 

in the past and/or surrounding. 
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Figure 5.8  AHI image on 5 August 2015 around northern Japan: (a) AOT୭୰୧୥୧୬ୟ୪ at 01:00 UTC, (b) hourly 

combined AOT୮୳୰ୣ from 00:10 to 01:00 UTC, (c) hourly combined AOT୫ୣ୰୥ୣୢ from 00:10 to 01:00 UTC. 

Cloudy and missing pixels are indicated in gray and black, respectively. 
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5.5 Validation 

The hourly combined AOTs were validated against an independent observation of AERONET in Fig. 5.9, 

which also shows ܱܣ ௢ܶ௥௜௚௜௡௔௟  for comparison. AERONET is a network of sun and sky scanning 

radiometers that are used to observe aerosol properties established by the NASA [Holben et al., 1998] and 

AOT at 500 nm were used from Level 2.0 product [Smirnov et al., 2000]. AERONET ground-based sites 

were selected where Level 2.0 was available with more than 10 data samples for each of the three AOTs 

ܱܣ) ௢ܶ௥௜௚௜௡௔௟, ܱܣ ௣ܶ௨௥௘, and ܱܣ ௠ܶ௘௥௚௘ௗ) after 7 July when the official operation of Himawari-8 started. 

Four sites satisfying these criteria are available over the Asian-Oceanian region: Dalanzadgad in Mongolia, 

Kuching in Malaysia, Toyama in Japan, and Ussuriysk in Russia. The geolocation, observation period, and 

the number of observations for each site are listed in Table 5.1. For each AERONET site, an AHI pixel was 

extracted that was observed over the site. One-to-one comparisons were conducted when AERONET data 

were available during 10 minutes of AHI observation. If more than one AERONET observation was 

available during AHI’s 10-minute observation, then AERONET AOTs were averaged. Since ܱܣ ௣ܶ௨௥௘ is 

a subset of ܱܣ ௢ܶ௥௜௚௜௡௔௟, the relationship between the blue and gray plots in Fig. 5.9 is as follows: blue 

points (=ܱܣ ௣ܶ௨௥௘) + gray points (= cloud-contaminated ܱܣ ௢ܶ௥௜௚௜௡௔௟) = total ܱܣ ௢ܶ௥௜௚௜௡௔௟. The definitions 

of the statistical metrics used in the figures are described in Appendix 5.1.  

 

 

 

Table 5.1. Information on AERONET sites and cruise used in this study. 

Observation Site 
Latitude 
[degrees] 

Longitude 
[degrees] 

Observation 
Period*1 

Number of Observations 

ܱܣ ௢ܶ௥௜௚௜௡௔௟ ܱܣ ௣ܶ௨௥௘ ܱܣ ௠ܶ௘௥௚௘ௗ 

Dalanzadgad, Mongolia 43.577 104.419 2015/7/7–2015/7/26 128 43 60 
Kuching, Malaysia 1.491 110.349 2015/7/7–2015/10/26 258 32 37 

Toyama, Japan 36.699 137.187 2015/7/7–2015/7/29 240 73 68 
Ussuriysk, Russia 43.700 132.164 2015/7/7–2015/7/29 163 50 55 

Total - - - 789 198 220 

 

Cruise 

Latitude 
[degrees] 

Longitude 
[degrees] Observation 

Period 

Number of Observations 

Start Start 
ܱܣ ௢ܶ௥௜௚௜௡௔௟ ܱܣ ௣ܶ௨௥௘ ܱܣ ௠ܶ௘௥௚௘ௗ 

End End 

Okeanos Explorer 4 
20.829 -160.826 

2015/7/11–2015/7/23 30 1 5 
20.666 -161.139 

Okeanos Explorer 7 
20.378 -163.045 

2015/9/14–2015/9/26 16 4 1 
17.608 -169.627 

Total - - - 46 5 6 
*1 The operation of AHI started on 7 July 2015. The observation end date was the date when the latest Level 2.0 

AERONET data were available at the time of writing. 
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Overall, the ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ showed successful elimination of cloud contamination with high 

values found in the ܱܣ ௢ܶ௥௜௚௜௡௔௟ . In all sites, the ܱܣ ௣ܶ௨௥௘  and ܱܣ ௠ܶ௘௥௚௘ௗ  agreed better with the 

AERONET AOT than the ܱܣ ௢ܶ௥௜௚௜௡௔௟ did, giving a lower root mean square error (RMSE). The correlation 

of the ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ with respect to the AERONET was also better at most of the sites (except 

for the ܱܣ ௣ܶ௨௥௘ at Toyama). The systematic overestimation and underestimation, or bias, in the hourly 

combined products was due to the errors in the ܱܣ ௢ܶ௥௜௚௜௡௔௟, which was discussed in [Fukuda et al., 2013], 

in which the largest influence on the ܱܣ ௢ܶ௥௜௚௜௡௔௟ retrieval was considered to be due to errors in surface 

reflectance and aerosol model setting including single scattering albedo. The errors in surface reflectance 

were considered to be caused by the difference in the NDVI-surface reflectance relationship between 

Australia and the AERONET sites. Although assessment of the algorithm retrieving the ܱܣ ௢ܶ௥௜௚௜௡௔௟ was 

beyond the scope of this study, the future improvement of the ܱܣ ௢ܶ௥௜௚௜௡௔௟ will also improve the bias in 

ܱܣ ௣ܶ௨௥௘ and therefore in ܱܣ ௠ܶ௘௥௚௘ௗ. In addition, the accumulation of AHI observation over a few years 

will improve the surface reflectance estimation by the accumulation of aerosol-free second minimum 

reflectances. Despite the Toyama site being within 7 km from the nearest coast, I did not recognize 

significant underestimation nor overestimation induced by difference in the aerosol model between land 

and ocean. In Kuching, some ܱܣ ௠ܶ௘௥௚௘ௗ  were missing even when the ܱܣ ௣ܶ௨௥௘  was retrieved [i.e., 

ሺAERONET, ܱܣ ௣ܶ௨௥௘ሻ ൌ ሺ0.87, 0.68ሻ] because the number of effective ܱܣ ௣ܶ௨௥௘ around the ܱܣ ௠ܶ௘௥௚௘ௗ 

pixel was less than 20% of the possible number of observations in the calculation domain. By contrast, the 

ܱܣ ௠ܶ௘௥௚௘ௗ  was retrieved even when the ܱܣ ௣ܶ௨௥௘  was missing [i.e., ሺAERONET, ܱܣ ௠ܶ௘௥௚௘ሻ ൌ

ሺ0.45,0.33ሻ] in some cases because the ܱܣ ௠ܶ௘௥௚௘ௗ can be retrieved when the number of the ܱܣ ௣ܶ௨௥௘ in 

the calculation domain was more than 20%. Some underestimations in the ܱܣ ௣ܶ௨௥௘ were improved in the 

ܱܣ ௠ܶ௘௥௚௘  at Ussuriysk because the ܱܣ ௠ܶ௘௥௚௘ௗ  was derived by using more accurate cloud-screened 

dataset of the ܱܣ ௣ܶ௨௥௘ than in the case of ܱܣ ௣ܶ௨௥௘, which was derived from the ܱܣ ௢ܶ௥௜௚௜௡௔௟. 
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Figure 5.9.  Comparison of AHI AOT to AERONET: (gray+blue) AOT୭୰୧୥୧୬ୟ୪, (blue) hourly combined 

AOT୮୳୰ୣ, and (green) hourly combined AOT୫ୣ୰୥ୣୢ at (a) Dalanzadgad, Mongolia, (b) Kuching, Malaysia, 

(c) Toyama, Japan, and (d) Ussuriysk, Russia. 

 

 

The RMSE, mean bias (MB), mean normalized error (MNE), mean normalized bias (MNB), and correlation 

coefficients of all four sites are summarized in Table 5.2. The definitions of the statistic metrics are given 

in Appendix 5.1. Note that ܴ஺௟௟_ௗ௔௧௔ is the simple correlation coefficient of all data with respect to the 

AERONET, and ܴ஺௩௘௥௔௚௘_௦௜௧௘௦ is the average of the correlation coefficient at each site. ܴ஺௩௘௥௔௚௘_௦௜௧௘௦ was 

derived to avoid taking the covariance between the sites because the source of the error differed according 

to the sites. Except for ܴ஺௟௟_ௗ௔௧௔ , the ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ  gave better statistical values than the 

ܱܣ ௢ܶ௥௜௚௜௡௔௟, showing better agreement with the AERONET and the improvement of the AOT estimation 

by the hourly combined algorithm. The RMSE of the ܱܣ ௢ܶ௥௜௚௜௡௔௟, ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ were 0.20, 
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0.14, and 0.11, respectively. The MNE also showed this tendency with 94% for the ܱܣ ௢ܶ௥௜௚௜௡௔௟, 73% for 

the ܱܣ ௣ܶ௨௥௘, and 50% for the ܱܣ ௠ܶ௘௥௚௘ௗ. The ܱܣ ௢ܶ௥௜௚௜௡௔௟ gave a positive bias of 0.032, and the main 

source of the error was considered to be cloud contamination. By contrast, ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ was 

negatively biased with -0.016 and -0.006, respectively, due to the successful elimination of cloud 

contamination and leaving the overestimation of surface reflectance and errors in the aerosol model setting. 

MNB was positive for ܱܣ ௠ܶ௘௥௚௘ௗ, showing the influence of low AOT observation.  

 

 

Table 5.2  RMSE, MB, MNE, MNB, and correlation coefficients (ܴ஺௟௟_௦௜௧௘௦ and ܴ஺௩௘௥௔௚௘_௦௜௧௘௦) of ܱܣ ௢ܶ௥௜௚௜௡௔௟, 

ܱܣ ௣ܶ௨௥௘, and ܱܣ ௠ܶ௘௥௚௘ௗ with respect to AERONET.  

 
RMSE MB 

MNE 
[%] 

MNB 
[%] 

Correlation Coefficient 

ܴ஺௟௟_ௗ௔௧௔ ܴ஺௩௘௥௔௚௘_௦௜௧௘௦ 
ܱܣ ௢ܶ௥௜௚௜௡௔௟ 
ܱܣ ௣ܶ௨௥௘ 
ܱܣ ௠ܶ௘௥௚௘ௗ 

0.20 
0.14 
0.11 

0.032 
-0.016 
-0.006 

94.3 
73.9 
50.0 

43.7 
-3.6 
16.5 

0.52 
0.52 
0.44 

0.41 
0.62 
0.76 

ܴ஺௟௟_௦௜௧௘௦ is the simple correlation coefficient of all data. ܴ஺௩௘௥௔௚௘_௦௜௧௘௦ is the mean of the correlation coefficient at 

each site. The definitions of the metrics are given in Appendix 5.1. 

 

 

Figure 5.10 shows the scatter plot of derived AOTs with AERONET Maritime Aerosol Network. Maritime 

Aerosol Network is a component of the AERONET, which provides the AOT dataset from shipborne sun 

photometer measurements [Smirnov et al., 2003]. Cruises was selected that had more than one observation 

for each of the three AOTs (ܱܣ ௢ܶ௥௜௚௜௡௔௟ ܱܣ , ௣ܶ௨௥௘ , and ܱܣ ௠ܶ௘௥௚௘ௗ ) during the operation period of 

Himawari-8. Two cruises satisfied these criteria: Okeanos Explorer Cruise 4 and 7. The number of the 

ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ was not high compared with that of ܱܣ ௢ܶ௥௜௚௜௡௔௟ because the ship track was over 

sunglint area (especially in Cruise 4) and the regions were covered by broken clouds at the time of 

observation, which was eliminated in the hourly combining procedure. Therefore, Fig. 5.10 should be 

regarded as a preliminary validation result with shipborne observations. Overall, the underestimation of 

ܱܣ ௢ܶ௥௜௚௜௡௔௟ seen in the ground-based sites was not recognized in Fig. 5.10, thereby showing the adequacy 

of the ocean algorithm. This result also confirmed that one of the major causes of underestimation in Fig. 

5.9 was due to the overestimation of surface reflectance estimation and aerosol setting. The overestimation 

of ܱܣ ௢ܶ௥௜௚௜௡௔௟  could be related to not only cloud contamination but also white foams at high wind 

conditions, which was effectively eliminated in the ܱܣ ௣ܶ௨௥௘, and therefore in the ܱܣ ௠ܶ௘௥௚௘ௗ. The RMSE 

was 0.12 for ܱܣ ௢ܶ௥௜௚௜௡௔௟ and 0.06 for ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ, showing the improvement in the hourly 

combined algorithm. 
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Figure 5.10.  Comparison of AHI AOT with AERONET Maritime Aerosol Network: (gray + blue) 

AOT୭୰୧୥୧୬ୟ୪ , (blue) hourly combined AOT୮୳୰ୣ , and (green) hourly combined AOT୫ୣ୰୥ୣୢ  in Okeanos 

Explorer Cruise4 and Cruise7.  

 

 

Lastly, shown in Fig. 5.11 is the full-disk image of the mean ܱܣ ௢ܶ௥௜௚௜௡௔௟, ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ௗ on 27 

April 2015 from 00:00 to 05:00 UTC. The aerosol transport from the continent over northern Japan seen in 

Fig. 5.1 is clearly shown in all AOTs (ܱܣ ௢ܶ௥௜௚௜௡௔௟, ܱܣ ௣ܶ௨௥௘, and ܱܣ ௠ܶ௘௥௚௘ௗ).The relatively high value 

(~1.0) of the ܱܣ ௢ܶ௥௜௚௜௡௔௟  can be recognized even over open ocean, indicating the presence of cloud 

contaminations. The ܱܣ ௣ܶ௨௥௘  and ܱܣ ௠ܶ௘௥௚௘ௗ  successfully eliminated these pixels and extracted 

uncontaminated aerosol pixels which reveals the distribution of aerosols more clearly. AHI’s high frequent 

observation enabled the ܱܣ ௠ܶ௘௥௚௘ௗ to reduce the missing AOT retrievals due to clouds and maximize the 

observation of aerosol during the day. Although the ܱܣ ௣ܶ௨௥௘ and ܱܣ ௠ܶ௘௥௚௘ seem similar in Fig. 5.11, the 

ܱܣ ௠ܶ௘௥௚௘ௗ is actually smoother than the ܱܣ ௣ܶ௨௥௘ when analyzed in more detail (c.f. Fig. 5.8) and the 

number of the ܱܣ ௠ܶ௘௥௚௘ௗ retrieval is larger than that of ܱܣ ௣ܶ௨௥௘. Overall, the detailed AOT retrievals 

were successfully obtained that cover more than thousands of square kilometers from only 5 hours of 

observations, which were not achieved by the conventional geostationary nor polar-orbiting satellites. 
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Figure 5.11.  Full-disk image of mean (a) AOT୭୰୧୥୧୬ୟ୪, (b) AOT୮୳୰ୣ, and (c) AOT୫ୣ୰୥ୣୢ during 00:00 and 

05:00 UTC on 27 April 2015. 
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5.6 Summary 

In order to demonstrate a remote sensing scheme for distinguishing cloud and aerosol, the spatiotemporal 

variability of aerosol on a 10-minute and sub-kilometer scale was derived from observation for the first 

time by using AHI’s ability to perform full-disk observation at every 10-minutes. As expected, the AOT 

variability was larger over land than over ocean: for example, the RMSD of AOT (between 0.4–0.5) within 

10 minutes was 0.12 over ocean and 0.14 over land, which was equivalent to the spatial variability of 

approximately 8.0 km for ocean and 2.9 km for land (c.f. Section 5.2), indicating the spatial scale of aerosol 

variability over land being smaller than that over ocean. This appears to be a reasonable result given that 

more aerosol point sources are present over land than ocean and that sea salts from sea spray evaporation, 

a major oceanic aerosol type, spread widely and homogeneously over ocean.  

 

The spatiotemporal variability of quality-controlled aerosols was found to be smaller than that of cloud-

contaminated aerosols as demonstrated in Figs. 5.5 and 5.6. These results clearly indicated aerosol and 

cloud persisting different spatiotemporal variability characteristics, and that it would be effective to use 

these differences in discriminating them. These spatiotemporal variability characteristics were thus utilized 

to develop two types of AOTs from the snapshot estimates (ܱܣ ௢ܶ௥௜௚௜௡௔௟ ): ܱܣ	 ௣ܶ௨௥௘  and ܱܣ ௠ܶ௘௥௚௘ௗ . 

ܱܣ ௣ܶ௨௥௘ is the subset of 	ܱܣ ௢ܶ௥௜௚௜௡௔௟ with strict cloud screening applied, excluded cloud-contaminated 

pixels that gave an exceptionally high AOTs compared to the surrounding and past aerosol fields. 

ܱܣ ௠ܶ௘௥௚௘ௗ was derived by the spatial and temporal interpolation of ܱܣ ௣ܶ௨௥௘ and retrieved even at the 

missing pixels, giving maximum number of aerosol retrievals that can help better monitor aerosol 

distribution. Validated against AERONET ground-based observation, the RMSEs of the ܱܣ ௣ܶ௨௥௘  and 

ܱܣ ௠ܶ௘௥௚௘ௗ improved to 0.14 and 0.11, respectively, compared with that of the AOT୭୰୧୥୧୬ୟ୪, which was 

0.20.  

 

The essence of the hourly combined algorithm is that it is a method to distinguish the substance of interest 

(in this case, aerosol) from another (in this case, cloud) using the spatiotemporal continuity of the variability 

characteristic of the substance of interest. The proposed method can also be applied to exclude 

contamination of unwanted entities from retrievals of other geophysical parameters, such as exclusion of 

aerosol contamination from cloud retrieval. 
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Appendix 5.1 Statistical Metrix 

The followings are the definitions of the statistical metrics used in this study:   

 

Root	Mean	Square	Error	ሺRMSEሻ ൌ ඩ
1
ܰ
෍ሺܫܪܣ௜ െ ܧܰܣ ௜ܶሻଶ
ே

௜ୀଵ

 

 

Mean	Normalized	Error	ሺMNEሻ ൌ
1
ܰ
෍ቆ

௜ܫܪܣ| െ ܧܰܣ ௜ܶ|

ܧܰܣ ௜ܶ
ቇ

ே

௜ୀଵ

ൈ 100	ሾ%ሿ 

 

Mean	Normalized	Bias	ሺMNBሻ ൌ
1
ܰ
෍൬

௜ܫܪܣ െ ܧܰܣ ௜ܶ

ܧܰܣ ௜ܶ
൰

ே

௜ୀଵ

ൈ 100	ሾ%ሿ 

 

Mean	Bias	ሺMBሻ ൌ
1
ܰ
෍ሺܫܪܣ௜ െ ܧܰܣ ௜ܶሻ
ே

௜ୀଵ

 

 

Correlation	Coefficient	 ஺ܴ௟௟_ௗ௔௧௔ሺn ൌ Nሻ ൌ
∑ ሺܫܪܣ௜ െ ܧܰܣതതതതതሻሺܫܪܣ ௜ܶ െ തതതതതതതതሻ௡ୀேܶܧܰܣ
௜ୀଵ

ටሼ∑ ሺܫܪܣ௜ െ തതതതതሻଶ௡ୀேܫܪܣ
௜ୀଵ ሽሼ∑ ሺܧܰܣ ௜ܶ െ തതതതതതതതሻଶ௡ୀேܶܧܰܣ

௜ୀଵ ሽ
 

 

஺௩௘௥௔௚௘_௦௜௧௘௦ܴ	ݐ݂݂݊݁݅ܿ݅݁݋ܥ	݊݋݅ݐ݈ܽ݁ݎݎ݋ܥ ൌ
1
4
෍ܴ஺௟௟_ௗ௔௧௔ሺ݊ ൌ ௝ሻܯ

ସ

௝ୀଵ

	

	

ܰ is the total number of data for all sites, ܯ௝ is the total number of data at observation site	݆ (݆ ൌ

1: Dalanzadgad, 2: Kuching, 3: Toyama, 4: Ussuriysk). ܫܪܣ௜ and ܧܰܣ ௜ܶ are the AHI and AERONET 

observation data, respectively. Variables with overbar are the mean of the data. ܴ஺௟௟_ௗ௔௧௔ is a simple 

correlation coefficient of all data. ܴ஺௩௘௥௔௚௘_௦௜௧௘௦ is the average of the correlation coefficient at each site. 

ܴ஺௩௘௥௔௚௘_௦௜௧௘௦ was derived to avoid taking the covariance over different sites.  
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Chapter 6 General Conclusion 

 

Cloud, precipitation and aerosols are the three principal particles in the atmosphere, playing as the key 

determinants of the radiation and water cycle on the Earth. Clouds are formed by the condensation of water 

vapor on to aerosols, growing through processes such as collision and coalescence of water droplets and 

aggregation of ice crystals, and dissipated by precipitation or evaporation. They often experience 

thermodynamic phase changes through melting and freezing processes, incorporating absorption or release 

of latent heat, affecting the degree of acceleration in its cloud development. These processes are complex 

and associated with non-linear interactions and feedbacks between the particles and ambient atmosphere, 

many of which are not yet well understood and hence are insufficiently represented in most of the climate 

models, leaving a potential source of uncertainties in the present and future climate projections. This calls 

for the need in observing four-dimensional distributions of atmospheric particles on a global scale, which 

is an ideal concept for monitoring their state and behavior in nature and untangle spatial- and temporal-

dependent sophisticated interactions and feedbacks to improve our understanding in their physical 

processes governed. Toward this ultimate goal, employed in this dissertation study are the state-of-the-art 

satellite observations of hydrometeor and aerosol microphysical properties offered by the active and new 

generation geostationary satellites, which add the vertical and temporal dimensions in the atmospheric 

measurement, respectively. Special focus was brought to observationally analyze the spatial and temporal 

variabilities of the atmospheric particles in various scales - from a few minute and tens of kilometers to 

seasonal and global scales - using multiple satellite measurements, and develop the algorithms to 

discriminate different particles from the observational findings obtained. This study was comprised of three 

major parts: (1) the global and seasonal characteristic analysis of cloud phase and ice crystal types, namely 

cloud/hydrometeor particle type, by a Mie-scattering lidar (CALIOP) onboard CALIPSO satellite, (2) the 

algorithm development of particle type discrimination by combining a cloud profiling radar (CPR) onboard 

CloudSat satellite and the CALIOP classification, and (3) the algorithm development of aerosol-cloud 

discrimination using the difference in the spatiotemporal variability between cloud and aerosol fields by 

employing Himawari-8 multispectral imager. 

 

6.1 Main Findings 

The global and seasonal variability of cloud particle type was exploited using the new vertical dimension 

offered by the CALIPSO satellite (Chapter 3). The classification algorithm of cloud particle type by Yoshida 

et al. [2010] was revised to assign the original unknown type to appropriate ice crystal types and the analysis 

period was extended from three months to one entire year. The classified retrievals were compared with a 

different lidar algorithm (NASA VFM product), a different instrument (Aqua/MODIS) and environmental 



92 
 

conditions offered by a numerical model (ECMWF), to investigate the robustness and weakness of the 

algorithm, as well as to reveal the geographical and seasonal characteristics in relations to environmental 

conditions such as temperature and humidity that vary in the vertical direction. The strong temperature 

dependence of 2D-plate existence concentrating around -15 C was found throughout the year, which infer 

the climatological nature of 2D-plate. Given that ice supersaturation is an important factor in cloud 

nucleation, the three-dimensional occurrence frequencies of ice clouds were compared with that of ice 

supersaturation derived from ECMWF. The results were in general agreement especially at temperatures 

below -20 C with a strong correlation seen in their seasonal variations of their occurrence and cloud top 

temperature. A future work would include the evaluation of the ECMWF supersaturation using the 

CALIPSO particle type dataset and a possible employment of relative humidity to understand atmospheric 

condition in large-scale particle type formation. The cloud particle phase classification from this study was 

also in good correlation with NASA VFM and MODIS products, although uncertainties in the different 

algorithms (attributed to averaging of backscattering signals) and sensors (due to sensitivity and horizontal 

resolution/representativeness) was identified and evaluated quantitatively. Despite of satellite data often 

considered as a “truth” in model validations [e.g. Probst et al. 2012], the results shown here underscore the 

uncertainties within both the satellite algorithms and sensor sensitivities and that these uncertainties are 

actually larger in ice clouds than in water clouds, giving implication to the necessity of appropriate 

treatments of satellite retrieval uncertainties in future model evaluation studies. 

 

Building upon the CALIPSO lidar classification above, the hydrometeor particle discrimination was further 

extended in the vertical direction by introducing CloudSat radar classification and combined the CALIPSO 

and CloudSat algorithms to complement each other to cover wider spectrum of hydrometeors (Chapter 4). 

To this end, the collocated measurement capability of the two sensors was exploited to relate the lidar-

derived hydrometeor particle type to radar reflectivity and temperature. Given the significant sensitivity of 

radar reflectivity to particle size, the systematic multiple-dependence of particle size and temperature to 

particle type was revealed for the first time on the global scale, showing consistent characteristics indicated 

in the laboratory experiment from the global observation. To the basic principle of water droplets freezing 

to ice in temperature decrease, the results inferred the critical size for keeping its liquid state is dependent 

on temperature where at lower temperatures (e.g. ~-35C), small particles are capable in freezing to ice, in 

contrast to the higher temperatures (e.g. ~-20C) requiring the particles to grow larger before they start 

freezing. The findings from this analysis are then employed to propose CPR stand-alone and CPR-CALIOP 

synergy hydrometeor particle type discrimination. The algorithm presented here provides vertically 

resolved hydrometeor type profiles, employing the particle size - temperature dependency in the freezing 

process obtained above, which extends the capability of previous hydrometeor particle type algorithms that 

classified a phase per cloud layer [Wang et al., 2013] or within a cloud layer that uses solid thresholds of 

radar reflectivity and temperature [Ceccaldi et al., 2013]. The algorithm was then validated against the 
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independent observations of aircraft campaigns and discussed on the issues regarding the difference in the 

spatiotemporal representativeness of the space- and air-borne observations. Analyzing the hydrometeor 

classification before and after tilting CALIOP’s viewing angle from 0.3 to 3.0 surprisingly showed a 

significant decrease in 2D-plate detection after the tilting. Inferred from this is the existence of 2D-plate in 

a significantly stable manner (i.e. its tumbling angle being within 3.0) in the atmosphere. The missing 2D-

plate in the lidar algorithm was complemented by the radar scheme introduced as the radar reflectivity field 

was not affected by the lidar tilting and the radar algorithm was trained by the lidar measurements before 

the tilting. Overall, the complementary nature of satellite measurements covers a wider spectrum in 

hydrometeor type classification, such as from relatively thick convection core and large anvil incorporated 

to the surrounding thin cirrus. To the total hydrometeor occurrence often derived in previous studies, the 

breakdown of each particle type was illustrated, offering a microphysical-based insight to the general idea 

of cloud occurrence. In contrast to the lidar algorithm used in Chapter 3, the synergy discrimination in 

Chapter 4 highlighted (1) the increase in the identification of the particle types that had already been 

classified (i.e., water, 3D-ice and 2D-plate) and (2) the identification of precipitations (including drizzle, 

rain and snow) introduced in the radar scheme, both of which was offered by the hydrometeor detection of 

the CPR in the regions where lidar was attenuated, and (3) the identification of mixed-phase and bi-modal 

types (such as the combination of liquid cloud and precipitation), which are also the new types revealed by 

employing the different sensitivity characteristics between the lidar and radar. 

 

In principle, the discrimination of different atmospheric particles is also possible by using their different 

behaviors in time and space. Particularly, the discrimination of aerosol and cloud, which is essential in 

understanding their interactions but has been a common issue in aerosol estimation from conventional 

passive instrument, is expected to be improved using the significant difference in their spatiotemporal 

variabilities. For this purpose, the high-frequency measurement capability of Himawari-8 was employed to 

develop an algorithm to discriminate aerosols from clouds by quantifying their spatiotemporal variability 

characteristics (Chapter 5). Here, the spatiotemporal variability of aerosol was first derived in 10-minute 

and a few kilometers scale by the frequent observation offered from Himawari-8 satellite. These 

variabilities were quantitively represented in aerosol optical thickness and evidently indicated the spatial 

scale of aerosol over land being smaller than that over ocean, which was reasonable considering that more 

ubiquitous aerosol point source over land and sea salts from sea spray evaporation distributes 

homogeneously over open ocean. These characteristics were then utilized to develop an hourly algorithm 

that produces two sets of AOTs: AOTpure, derived by the application of strict cloud screening to the original 

retrieval (AOToriginal), and AOTmerged, derived from spatial and temporal interpolations of AOTpure. The 

AOTs thus obtained from the hourly algorithm were validated against measurements from the aerosol 

robotic network (AERONET). The root-mean square errors (RMSEs) of the AOTpure and AOTmerged 

products were 0.14 and 0.11, respectively, providing improvement over an RMSE of 0.20 for AOToriginal 
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and indicating successful elimination of cloud-contaminated retrievals. A particular example on 27 April 

2015 was shown where the detailed aerosol transport from the continent stretching over northern Japan was 

demonstrated only from 5-hours of observation data, covering almost all regions over Asia and Oceania. 

The present scheme is distinctive from the past in that it incorporates the 10-minute temporal observation 

information within the algorithm to evaluate the aerosol spatiotemporal variability to effectively improve 

the aerosol property estimates. The essence of the hourly combined algorithm developed here is that it is a 

scheme to discriminate the substance of interest (in this case, aerosol) from another (in this case, cloud) by 

considering the spatiotemporal continuity of the substance of interest. Hence the proposed method can be 

applied to exclude aerosol contamination from cloud retrievals or other combination of geophysical 

parameters. 

 

6.2 Implications to Climate Modelling 

The accumulated measurements of CloudSat and CALIPSO over a decade have been used to evaluate 

model performance and attempted to constrain model assumptions [e.g. Cesana and Chepfer, 2013; Kay et 

al., 2018]. The unrealistic representations of cloud-phase, in particular, have been pointed out as a common 

remaining uncertainty in climate models that influence cloud feedbacks simulated in climate models 

[Storelvmo et al., 2015; Tan et al., 2016], which is considered to partly attribute to the long-standing surface 

shortwave radiation bias over the Southern Ocean [Trenberth and Fasullo et al., 2009; Kay et al., 2016b]. 

The work by McCoy et al. [2015] is known for the comprehensive study that evaluated the cloud phase 

dependence on temperature in 19 Coupled Model Intercomparison Project Phase 5 (CFMIP5) climate 

models against the CALIOP phase measurement obtained from the NASA VFM product. Shown in Fig. 

6.1a is a figure extracted from McCoy et al. [2015], indicating the liquid condensate fraction as a function 

of temperature, with the observation uncertainty in blue area suggested from this study as explained below. 

They found a substantial diversity in the liquid condensate fraction among the models and the freezing 

temperature (at which liquid and ice are equally mixed) ranged as much as 40 K, generally underestimating 

liquid clouds and producing ice clouds instead. While McCoy et al. [2015] demonstrated a cloud phase 

diagnosis for climate models, the following two issues are yet to be addressed in their model-satellite 

comparison: 

 employment of a satellite simulator to the models for a more direct comparison with the satellite 

measurements 

 consideration of the uncertainties in the satellite retrievals 

 

Regarding the first point, the model evaluation in McCoy et al. [2015] using the CALIOP measurement 

was still an apples-to-oranges comparison where the liquid condensation fractions of the models were 

derived on mass-basis (i.e. liquid mass versus ice mass) whereas that of the measurement was derived on 
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frequency-basis (i.e. liquid frequency versus ice frequency). Further, the model results were based on all 

clouds in all pressure level and limited to 30-80S during 1850-1900 historical runs [McCoy et al., 2015] 

whereas CALIPSO measurements were limited to cloud-tops from the global observation for one year of 

2008 [Hu et al., 2010]. For a more apples-to-apples comparison, incorporated in recent model evaluation 

studies are the satellite simulators, which simulate what a satellite would have measured if it flew over a 

modelled atmosphere [Matricardi et al. 2004; Bauer et al., 2006; Voors et al., 2007; Masunaga et al., 2010; 

Bodas-Salcedo and Webb, 2011; Hashino et al. 2013; Matsui et al. 2014]. Using such dedicated tools would 

derive the liquid/ice occurrence frequency from climate models and thus can be compared to CALIOP in a 

“scare-aware and definition-aware evaluation” [Kay et al., 2018] where the spatiotemporal scale and 

definition of the microphysical properties of the measurements and models are equivalent. The works by 

Cesana and Chepfer [2013] and Cesana et al. [2015] showed that the liquid condensate fraction was found 

to generally increase when the satellite simulators were applied to two climate models of Institut Pierre-

Simon Laplace (IPSL) and Centre National de Recherches Météorologiques (CNRM). Cesana et al. [2015] 

concluded that approximately -6 to -10 K transition of the freezing temperature were identified when the 

simulator was applied, implicating that the freezing temperature is sensitive to the observation sampling of 

the instruments and utilizing satellite simulators would be necessary for an accurate evaluation of the phase 

partitioning in models.  

 

 

Figure 6.1 Temperature dependence of cloud phase, shown in the liquid condensate fraction as a function 

of temperature. (a) Climate model simulations from 19 CFMIP5 models, and (b) CALIOP and 

CloudSat/CALIPSO synergy observations obtained in this study. CALIOP observations from Hu et al. 

[2010] are shown in the red dashed line in both figures. Fig. 6.1a is extracted from McCoy et al. [2015] 

with the blue area overlaid, schematically illustrating observation uncertainty represented from Fig. 6.1b. 

Gray dashed vertical lines indicate the 0C and -40C temperatures. 

 

 

To address the second point, a preliminary result on the temperature dependence of cloud phase obtained 

from the dataset developed in this study is shown in Fig. 6.1b. The liquid condensate fractions were derived 

いまだ出版契約に至らないものの、近い将来（5 年以内）において刊行される可能性が

あるため非公表 
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from the CALIPSO algorithm (in Chapter 3) and CloudSat/CALIPSO synergy algorithm (in Chapter 4) 

using three years of data in 2007-2009. The gray dashed vertical lines indicate 0C and -40C as a guide to 

freezing/melting and homogeneous/heterogeneous freezing transition temperatures, respectively. In the 

figure, the observation uncertainty is schematically illustrated in the blue area, taking into account the 

difference between the CALIPSO and synergy estimations. It is noteworthy to mention that the observation 

uncertainty attributed to the differences in the CALIPSO algorithms (i.e. Hu et al. [2009], Yoshida et al. 

[2010] and Cesana and Chepfer [2013]) shown in Fig. 6 of Cesana et al. [2016] is appeared to fall within 

the observational uncertainty range in Fig. 6.1b. Overall, the liquid fraction obtained from this study was 

lower than that served in Hu et al. [2010] (Fig. 6.1b). The reason for this is that the liquid fraction in Hu et 

al. [2010] was derived from topmost cloud pixels whereas this study was derived from the pixels throughout 

the cloud layers, taking into account the ice layer especially under the liquid-topped clouds, leading to lower 

the liquid fraction. 

 

In Fig. 6.1a, the observational uncertainty range obtained in Fig. 6.1b was overlaid to the model simulations, 

clearly showing the narrower range of the uncertainty in the observations than that among the models. 

Surprisingly, the liquid fraction of the multimodel mean, shown in the gray dashed line, was generally larger 

than that of the observation in this study. From the discussion on the first point, the liquid fraction detected 

to be water increases when the satellite simulators were applied to the models [Cesana and Chepfer, 2013; 

Cesana et al. 2015]. Therefore, the multimodel mean is expected to become even larger when satellite 

simulators were applied, implying a possible overestimation of liquid phase in the models, rather than the 

underestimation that has been understood before. One further implication here is that if the model phase 

representation was tuned in a manner to decrease the liquid fraction, the melting process from ice to liquid 

is expected to accelerate in a warmed climate simulation, inducing stronger negative phase feedback and 

leading to decrease the climate sensitivity [Storelvmo et al. 2015]. Another implication is that if the liquid 

fraction in the model was optimized to decrease, the excessive absorption of the shortwave radiation over 

the Southern Ocean commonly found in climate models would be increased even more. Hence this may 

suggest that the bias was resulted from the unrealistic representation in the cloud nucleation (i.e. cloud 

frequency) or the cloud microphysical properties (such as mass concentration and size distribution) rather 

than the phase representation in the models.  

 

The hydrometeor particle type classification in this study is thus expected to offer an observational 

constraint for the models based on a more comprehensive measurement of clouds, serving as an 

observational source to revisit the implication of the cloud phase feedback and climate sensitivity 

investigated in the previous studies [Cheng et al., 2012; Cesana et al., 2012, 2015; Cesana and Chepfer, 

2013; Komurcu et al., 2014; Kay et al., 2016a; McCoy et al., 2015; Tan et al., 2016]. Although the recent 

studies on cloud phase representativeness are focused on the temperature-based analysis as shown in the 
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discussion above, the findings in Chapter 4 also inferred the multivariable dependence of cloud phase not 

only on the temperature, but also on particle size in the freezing process. Therefore, extending the particle 

size and temperature discussion to the climate model simulation similar to that demonstrated in Chapter 4 

is expected to give a more microphysical-based evaluation of the freezing process in the models. 

 

6.3 Future Studies 

Building upon the atmospheric particle algorithms, the future work will include (1) further validation of the 

retrieval algorithms, (2) application of the algorithms to the future satellites, and (3) process-oriented 

analysis by the synergetic analysis of the geostationary and polar-orbiting satellites. The estimated 

microphysical properties will be carefully validated against various independent measurements of in-situ 

aircraft observations and remote sensing ground-based networks and satellite observations. In-situ 

measurements by optical particle counters and cloud/precipitation probes, for example, would be the most 

direct method to validate the aerosol and hydrometeor estimations. The precipitation radars onboard the 

TRMM and GPM Core Observatory are the two satellite missions that provide the measurements especially 

for the evaluation of rain and snow retrievals introduced in this study. Ground-based sun photometer sites 

of SKYNET would be another observation network for aerosol validation in addition to the AERONET 

network used in Chapter 3. Given that terminal velocity differs according to hydrometeor particle types 

[Locatelli and Hobbs, 1974; Mitchell, 1995], ground-based Doppler radars would be a powerful 

measurement to not only validate the current algorithms but also to employ Doppler velocity for an more 

advanced algorithm, which can be applied as an algorithm basis for the future mission of Earth Clouds, 

Aerosols and Radiation Explorer (EarthCARE), which loads a Doppler cloud profiling radar and an 

atmospheric lidar as a “successor” of CloudSat and CALIPSO. The combination of CloudSat/CALIPSO 

and EarthCARE observation is expected to offer the three-dimensional long-term dataset towards 

climatological analysis on hydrometeor particle types. The application of the Himawari-8 hourly-combined 

aerosol algorithm to the next-generation geostationary satellites developed in the international 

meteorological agencies (e.g. GOES-R, MTG) would extend the analysis region from Asia-Oceana to the 

globe. This global geostationary satellite observations would offer continuous matchup measurement with 

polar-orbiting satellites. In particular, the highly accurate global aerosol dataset retrieved using the temporal 

information is expected to improve the aerosol contamination issue in CALIOP cloud detection discussed 

in Chapter 3. Furthermore, the uniqueness of the proposed aerosol estimates is in the capability to derive 

aerosol optical properties (i.e. particularly demonstrated as AOTmerge in this study) even when a pixel of 

interest was covered over cloud. The synergy analysis of the geostationary satellites giving horizontal 

aerosol property estimates and Cloudsat/CALIPSO giving vertical particle type profiles is expected to 

further dig into the processes governing aerosol, cloud and precipitation. For example, a study by Luo et al. 

[2008] served a cloud-top buoyancy estimation using the temperature difference between the ambient and 
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cloud-top observed by the MODIS imager. This buoyancy estimation can be applied to the Himawari-8 

imager and, owing to its high-frequency observations, to track a cloud motion and pin down on which stage 

of its life cycle the cloud is experiencing. Combining with the CloudSat and CALIPSO, this can be linked 

to the vertical particle type transitions over their life time and how they are affected by aerosol perturbation 

for better estimates of their impacts on radiation field. The further multi-platform satellite analysis of the 

atmospheric particles using the temporal and vertical information explored in this study is expected to 

contribute to deepen our understanding in aerosol-cloud-precipitation interactions and processes that 

govern the microphysical structures of atmospheric particles that vary in time and space.  
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