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Abstract

Presentation skills are very important because they can help speakers keep

a presentation interesting and motivate the audience to listen. We focus on the

impression analysis and the support system of presentation to help the speakers

improve their presentation skills. In this thesis, we propose a multimodal neural

network to automatically predict impression-related evaluation on presentations.

We can predict audiences’ impressions for speech videos using text data and audio

data. We first used two attention-based LSTMs to extract the linguistic features

and the acoustic features, respectively. Especially, the input sequences of audio

model are the segmental features that were extracted from audio mel-spectrograms

by using CNN. After we got the unimodal features, we used a model-level attention

network for feature fusion and final classification. We also applied our language

model to another type of presentation: press conference. We only used text data

to predict the evaluation of the consultant for press conferences. The word repre-

sentation consists of token embedding using ELMo and type embedding. We then

used the language model to predict consultants’ evaluation of Q&A pairs between

speakers and journalists.
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Chapter 1

Introduction

1.1. Oral Presentation

Oral presentation refers to the process of presenting a topic to audiences, and

it is thought as the most standard format to express ideas or introduce products in

many scences. In our daily lives, we have many opportunities to listen to an oral

presentation or make a presentation in front of others. Presentation skills become

more and more important because they can help speakers keep a presentation

interesting and motivate the audience to listen. For the way of improving our

presentation skills, we can practice by ourselves or view others’ presentations.

Thanks to the information age, we can view colorful presentation videos on many

online sites. In our research, we use these presentation videos to develop an

automatic evaluation system to support presensters’ self practice.

1.2. Emotion Recognition

Emotion recognition is a relatively nascent research area, but there are more

and more researchers focusing on it. For example, some researchers worked on

multimodal emotion recognition [1, 2, 3]. They used different types of data, in-

cluding video, text, and audio. There are also many researches on unimodal

emotion recognition. For example, Tang et al. [4] and Islam et al. [5] worked on

Twitter emotion classification. Some text emotion recognition tasks have become

indispensable criterions to evaluate a language model, including Amazon review

1



Chapter 1. Introduction 2

[6], Yelp 2015 1, and IMDB Reviews 2. There are also many researches on audio

emotion recognition, like music emotion recognition [7, 8].

1.3. Press Conference

Press conference is a special type of presentation for handling public relations

issues. Different from common oral presentations, they usually take place in the

format of Q&A. In the press conferences, multiple presenters need to answer jour-

nalists’questions one by one. There are no exsiting press conference dataset, and

no authoritative criterions to evaluate speakers’ performance. Therefore, in our

collaborative research with professional consultants, we create a press conference

dataset for speakers’ performance evaluation. And we propose a language model

for automaticlly predict consultants’ evaluation on speakers.

1.4. Organization of This Thesis

This thesis is organized as follows. We first introduce the impression prediction

of oral presentations in Chapter 2. We then present the automatic evaluation of

press conferences in Chapter 3, and we introduce our fundamental research of

audio emotion recognition in Chapter 4. After that, we present a demo of oral

presentation support system in Chapter 5. Chapter 6 concludes the thesis and

introduces our future works.

1https://www.yelp.com/dataset
2https://www.imdb.com



Chapter 2

Presentation Impression Prediction

2.1. Introduction

In our daily lives, we have many opportunities to listen to someone’s oral

presentation or make a presentation in front of a crowd of people. We can also

view colorful presentations on online sites, such as Big Think 1, YouTube 2, and

TED Talks 3. Even though oral presentations are everywhere in our daily lives,

technical methods for providing audience feedback to the speaker are rare outside

of using questionnaire, which is time consuming to create, as well as to collect and

analyze the results.

There are some researches about analyzing how audiences think about the

presentation that they viewed. For existing methods, Fukushima et al. [9] used

presentations in TED Talks to predict audience impressions by using Support

Vector Machine (SVM) based on acoustic features and several types of linguistic

features. Yamasaki et al. [10] used the same dataset, but they added Markov

Random Field (MRF) to consider the correlation between different features in-

stead of simply concatenating all features together. However, the effectiveness of

their proposal was limited, because their unimodal classifiers in the SVM-MRF

architecture can’t be finetuned in the stage of multimodal feature fusion.

In order to provide presentation speakers with more efficient and convincing

feedbacks, we propose a multimodal neural network to predict whether their pre-

sentation leaves particular impressions on audiences (Figure 2.1). Our proposal
1https://bigthink.com
2https://www.youtube.com
3https://www.ted.com/talks

3



Chapter 2. Presentation Impression Prediction 4

includes two Long Short-Term Memory (LSTM) [11]-based neural networks to

learn linguistic representation for video captioning as well as acoustic representa-

tion for raw audio data separated from the video. We then consider the correlation

between linguistic representation and acoustic representation by using an attention

network, and we use a multilayer perceptron (MLP) as the final classifier. In our

experiment, proposed method achieves the average accuracy of 85.0% for indepen-

dent predictions of all 14 types of impressions. We also evaluate the performance

of the language model and the acoustic model, respectively. Their classification

accuracies are 81.8% and 70.0%, respectively. Further, we find that impression

types have an effect on audiences’ attention, given to the presentation contents or

to the presenters’ manner of speaking.

The contributions of our works are as follows,

The proposed presentation impression prediction system based on a mul-

timodal neural network achieved significant improvement to accuracy and

complexity over existing methods.

The proposed multimodal neural network overcame the problem of exiting

methods by enabling the representation models of unimodal features to be

finetuned during multimodal feature fusion.

We applied an LSTM-based model for oral presentation analysis and adapted

the long-duration raw audio data to the capacity of LSTM for modeling

long-term dependency by transferring the sequence data from time domain

to frequency domain.

The proposed method clarified the importance relationship between the con-

tent of a presentation and the manner of speaking for different audience

impressions.



Chapter 2. Presentation Impression Prediction 5

Caption

it’s
truly

a

great
honor

Linguistic Feature Learning

Acoustic Feature Learning
Inspiring

Not Inspiring

Linguistic 
Feature

Acoustic 
LSTM Acoustic

Attention

CNN

CNN

CNN

Acoustic 
Feature

Word 
Embedding

Linguistic 
LSTM Linguistic

Attention Feature Fusion

Audio 
SpectrogramRaw Audio Data

+

FC
α

1 - α

Figure 2.1 – The architecture of proposed model

2.2. Related Work

2.2.1. Presentation Analysis

Presentation videos have been used to explore presentation techniques [12].

Some researchers studied the relationship between people’s evaluations and their

superficial impressions of speakers [13]. Zhang et al. fused the local binary patterns

features extracted for facial image representations and typical acoustic features to

perform audio-visual emotion recognition of presentation [14]. Xu et al. [15] and

Yoon et al. [16] used multimodal neural network for speech emotion recognition

The former only applied an attention mechanism on acoustic feature to find the

special part of audio that contains a strong emotion information, conditioning on

the caption information. Contrarily, the latter applied the attention mechanism

on linguistic feature, which conditioned on the acoustic information. Except these

late fusion methods, EF-LSTM (Early Fusion LSTM) used a single LSTM on

concatenated multimodal inputs [17, 18].

There are some researches about evaluating presentations [19, 20], and some

researches about analyzing how audiences consider a presentation they viewed.

Fukushima et al. [9] and Yamasaki et al. [10] used presentation data of TED Talks
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to predict audience impressions. The former used 5 types of representation meth-

ods, including Bag-of-Words (BoW) [21], Latent Semantic Indexing (LSI) [22],

Latent Dirichlet Allocation (LDA) [23], and word2vec [24], as well as surface-level

features to extract linguistic features, while using openSMILE [25] for acoustic fea-

tures. For feature fusion and classifiers, they concatenated all features together,

and fed it to a linear SVM for final prediction. The latter used similar features

and input them to SVMs individually. However, they considered the correlation

between different features within a single MRF.

The SVM-MRF method used by Yamasaki et al. has a disadvantage that uni-

modal classifiers are only optimized for unimodal classification tasks, rather than

for multimodal task. The parameters of SVMs remain unchanged in the stage of

feature fusion. Furthermore, it is relatively inefficient, because it requires to use

many word embedding methods and many classifiers. The dimension size of some

features they used, such as in BoW (43,408 dim) and openSMILE (6,373 dim) are

relatively large, which led to high complexity.

2.2.2. Document Classification

The main challenge we have to face is that real presentation documents usually

consist of more than one thousand words. Conventional deep learning models for

document classification were designed for much shorter sequences [26, 27, 28]. For

example, popular open datasets for the document classification, including Amazon

Reviews [6], Yelp 2015 4, and IMDB Reviews 5, have much smaller lengths than the

dataset we used. The average document length of: Amazon, Yelp 2015, and IMDB

review is 91.9 words, 151.9 words, 325.6 words, respectively. For comparison,

the presentation dataset we used has the average length of 1819.2 words. Most

Transformer-based models [29, 30] can only officially support the classification task

limited to document length of 512 words or less.

4https://www.yelp.com/dataset
5https://www.imdb.com
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2.2.3. Audio Classification

Niebuhr showed how speech reduction shape the impression that speakers cre-

ate on audiences [31]. Researches on audio classification are similar to those of

document classification in that most works focused on classifying short time au-

dios [32, 33, 34], which last for only several seconds. The datasets that most

models concentrated on ESC-50 [35] and UrbanSound8K [36], contain audio of

less than 5 seconds and less than 4 seconds, respectively. We find that these

models are very difficult to be adapted to our study, because every presentation

in our dataset lasts for 825.2 seconds on average. Raw audio data is especially

difficult to adapt, because there are over 10 thousand samples in one second of

raw audio data. Therefore, it will be very difficult if we simply treat presentation

audios as sequence data. As one solution of the long sequence problem, some

researchers started to use audio mel-spectrograms as the input [37, 38]. How-

ever, most researches using audio mel-spectrograms are in a limited field, acoustic

scence recognition.

2.3. Unimodal Feature Learning

The first stage of our proposal is to use two independent networks, one learns

linguistic representation of video captions, and the other learns acoustic represen-

tation of audio data separated from the video.

2.3.1. Linguistic Feature Learning

Word Embedding

We apply the weight of word2vec model, pretrained on part of the Google News

dataset [24], as word embedding layer. In order to ensure the training speed, we

fix the parameters of the word embedding layer to exclude it from the backward

propagation. In addition, we only consider words that exist in the vocabulary of

the pretrained word2vec model.
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Time-related Linguistic Feature

To handle long sequence problem, we use an LSTM with an attention mech-

anism to extract time-related linguistic features (Figure 2.2). We input embed-

ded word vectors into the LSTM and get the LSTM’s output sequence as the

time-related linguistic representation based on all input content. Obviously, the

importance of all of the LSTM’s output vectors is not equal. Therefore, we need

to use the attention mechanism to find which of them are more relevant to our

task. We then assign LSTM’s output vectors with the adapted weights to produce

time-related linguistic representation.

The most common attention functions are additive attention [39] and dot-

product attention [40]. They have similar theoretical complexity and performance.

Additive attention uses a feed-forward network with a single hidden layer. Dot-

product attention uses matrix multiplication, and it is implemented using highly

optimized code. It is faster and more space-efficient when compared to additive

attention in practice, and it is the reason why we choose dot-product attention.

More details are introduced in Section 2.3.3.

As the activation function in the normalization stage of attention weights, we

choose a sigmoid function instead of an exponential function, because sigmoid

functions are proven to be more suitable when handling very long sequences [41].

A sigmoid function can decrease the possibility that the model focuses on limited

feature vectors [41], and this function can slightly improve the performance of our

model. We pretrain the LSTM and the attention network on the presentation

dataset for the impression prediction task, and we use a matrix with bias as a

high-speed classifier.

2.3.2. Acoustic Feature Learning

Temporal Acoustic Feature

For raw audio data, it is common for 10 thousand samples to exist in just

one second of data, according to the sampling rate. Even though it is treated

as a sequence classification problem for most models, used data is often no more
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than several seconds. In contrast, the dataset we use, TED Talks, consists of

presentations lasting over 10 minutes. Therefore, it will be very difficult if we take

the classification of presentation audios as a sequence classification problem.

In order to handle the long-duration audio data, we need to adapt to the

LSTM’s capacity of modeling long-term dependency. Therefore, we propose a

method to represent audio data in another way. First, audio tracks have different

lengths, so we need to split them into segments with the same length. There

are several options for the fixed length of audio segments. We evaluate them

individually and choose the one that achieves the best performance for later stage

of multimodal feature fusion.

After getting the audio segments with the fixed length, we transfer them into

frequency domain by Short-Term Fourier Transform (STFT) with the window

size of 1024. We only keep the part in the frequency range between 85 Hz and

4,000 Hz, because there is rarely any energy signal out of this range in audio

mel-spectrograms. We also take signals with excessively low energy as environ-

ment noise and exclude them from the mel-spectrograms. The resulting audio

mel-spectrograms are then output as images with a pixel resolution of 224 x 224

(Figure 2.3).

Last, we use a high-performance Deep Convolutional Neural Network (DCNN),

ResNet-50 [42], to extract deep visual features. We input mel-spectrogram images

and take out the values of nodes immediately prior to the fully connected layer.

We take these 2048-dimension vectors as temporal acoustic features, even though

they are extracted from mel-spectrogram images.
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Figure 2.3 – An example of audio mel-spectrogram

With the consideration of efficiency, we do not include DCNN in backward

propagation. However, due to the high-performance of modern DCNN, acoustic

representation can achieve good performance even after several preprocessing that

we transfer raw audio data to frequency domain and extract the deep feature.

Time-related Acoustic Feature

After getting temporal acoustic features, we need to embed the feature se-

quence and model the dependency between them to extract an acoustic feature

for the whole presentation. The method of learning time-series audio features is

very similar to the method used for extracting time-related linguistic features.

We also use an LSTM and assign the LSTM’s output vectors with corresponding

weights calculated by dot-production attention (Figure 2.4). The only difference is

that we choose the conventional exponential function as our activation function for

attention weights normalization, because the length of temporal acoustic feature

sequence is relatively short. For example, if we choose 30 seconds as the segment

length, there will be only 27.4 audio segments on average for every presentation.

Therefore, we do not need to worry about the disproportionate attention which

occurs more frequently in a relatively long sequence task.
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Figure 2.4 – Acoustic feature learning

2.3.3. Attention Approach

Dot-Product Attention

We apply the relatively fast and space-efficient dot-product attention to ex-

tracte both linguistic features and acoustic features, used to calculate the weight

of each feature vector. There is a context matrix shared by all feature vectors,

which acts as a“questioner”to ask feature vectors where the important parts are.

The attention network will then get the weight for each feature vector according to

their“answers”. We then need a normalization function to make all weights sum

up to one. After that, normalized weights will be assigned to corresponding fea-

ture vectors, and we will get the final linguistic or acoustic feature representation

with time-related information.

Smoothing Normalization

The SoftMax function is commonly used as a normalization function in atten-

tion networks:

weighti =
exp(ei)∑T
i=1 exp(ei)

,

where ei is the i -th feature vector among a set of T feature vectors.

The activation function in SoftMax is an exponential function. However, some

researchers note that the exponential function will lead attention work to focus
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Figure 2.5 – Feature fusion network

on only a few feature vectors, therefore the sigmoid function is more suitable for

handling very long sequences.

The smoothing normalization with the logistic sigmoid function σ will then be:

weighti =
σ(ei)∑T
i=1 σ(ei)

.

We try both the exponential function and the sigmoid function as normalization

functions in our experiments. We find that using a sigmoid function can slightly

improve the performance of our linguistic model.

2.4. Multimodal Feature Fusion

For feature fusion, we use a shared attention network to assign weights for

linguistic features and acoustic features. We use the SoftMax function to make

these two weights sum up to one (Figure 2.5). By this method, we can clearly

understand the importance relationship between the content of the presentation

(linguistic) and the presenter’s manner of speaking (acoustic) for different audience

impressions.

After feature fusion, we input the multimodal feature into a 3-layer MLP for

final impression prediction. We can then get the conditional probability of the
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Table 2.1 – Official caption samples

No. Content

1
She took our order, and then went to the couple in the booth next
to us, and she lowered her voice so much, I had to really strain to
hear what she was saying...

501 There are several scenarios for the future newspaper. Some people
say it should be free; it should be tabloid, or even smaller...

targets given by the combination of linguistic features and acoustic features. With

the conditional probability of each target, we use negative log likelihood loss to

compare them with the ground truth of positive target or negative target. While

maximizing the likelihood, we not only adjust feature fusion network but also

fine-tune the unimodal networks, because we want to get the most suitable feature

representation for multimedia data in both the linguistic and acoustic fields rather

than only in one of them.

2.5. Experiments

2.5.1. Dataset

We choose to apply our method on presentation dataset of TED Talks be-

cause there are more than 3,000 videos in TED Talks. We eliminate non-oral-

presentation types of talks such as playing music, magic shows, and so on. As a

result, we collect 2,445 videos from TED Talks as the experiment dataset. All of

R
aw

 a
ud

io
 d

at
a

Time [sec]

Figure 2.6 – Raw audio data sample
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them have official captioning and 14 tags. Each tag tells us the amount of audi-

ences votes for each impression, including Beautiful, Confusing, Courageous, Fas-

cinating, Funny, Informative, Ingenious, Inspiring, Jaw-dropping, Longwinded,

Obnoxious, OK, Persuasive, and Unconvincing.

We rank all videos according to the vote rate of each impression, creating

14 ranking lists in total. Only videos in the top 30% and bottom 30% in each

ranking list are used for impression prediction (40% in the middle are not used in

our experiments). It becomes a binary classification task with only prediction of

positive instances (top 30%) and negative instances (bottom 30%).

The TED Talks dataset includes visual data (videos), acoustic data (raw audio

data extracted from videos, Figure 2.6), and linguistic data (captions, Table 2.1).

We only use the latter two types of data as input, because the camera view of

TED Talks videos often changes. Sometimes it is toward the speakers, sometimes

it is toward the slides, and sometimes it is toward the audiences, so handling the

video data is very difficult. The sampling rate of the raw audio data is 44.1 kHz.

On average, TED Talks presentations last for 825.2 seconds (13 minutes and 45.2

seconds) with 1819.2 words of English captioning.

2.5.2. Training

Each impression uses a different dataset because we only use videos in the top

and bottom 30% of each corresponding impression. We split each of them into

training, validation, and test datasets with an 8 : 1 : 1 proportion for 10-fold cross

validation. The linguistic LSTM, acoustic LSTM, and all attention layers are 300

dimensions each. We train our network by using the optimizer Adam [43] with

a batch size of 64. Different particular learning rates are used during different

stages. The learning rate is 5× 10−5 when pretraining the linguistic network and

the acoustic network, but it becomes to be 1× 10−5 during training of the feature

fusion network.
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2.5.3. Comparative Methods

The TED Talks dataset is used to predict audience impressions. The average

of all word vectors in each document is taken as linguistic feature representation.

Several word embedding methods, such as BoW, word2vec, etc., are evaluated on

the dataset and many of them demonstrate high performance.

Using openSMILE is a common way to extract acoustic feature. We use openS-

MILE with the configuration of the INTERSPEECH 2013 Computational Par-

alinguistic Challenge [25]. The acoustic feature as extracted by openSMILE, is a

6,373-dimensional vector including the information of the pitch, loudness, voice

quality, energy, MFCC, etc.

The correlation between different types of features can be considered within a

single MRF for impression prediction. We also evaluate a baseline method that

simply adding or concatenating features together.

2.6. Results and Analysis

For the impression prediction on the TED Talks dataset, we evaluated our

unimodal neural network when using only either linguistic features or acoustic

features, as well as a multimodal network after feature fusion. We then compared

the performance of our proposal against the comparative methods introduced in

Section 2.5.3.

Table 2.2 shows the classification accuracies of our linguistic feature extrac-

tion network and Fukushima’s results of using BoW, LSI, LDA, and word2vec,

respectively. The experiment results of our proposal were very similar with BoW,

but our linguistic feature has only 300 dimensions, which is much lower than the

43,408 dimensions of BoW. The small size of the feature vector can largely improve

the efficiency of training. In addition, for attention normalization functions, we

proved that using a sigmoid function can improve the performance of our linguistic

model.

We evaluated our acoustic network and compared it with openSMILE, a com-

monly used tool for acoustic feature extraction. The results show that our model
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Table 2.2 – Prediction accuracies of linguistic features

beau. conf. cour. fasci. funny info. inge. insp. jaw-d. longw. obnox. ok pers. unconv. ave.
BoW [9] 91.1% 71.9% 88.7% 89.1% 83.2% 88.3% 85.9% 87.5% 80.5% 73.9% 68.8% 72.8% 91.6% 73.3% 81.9%
LSI [9] 88.6% 70.8% 88.0% 88.4% 80.0% 87.1% 84.3% 86.2% 78.7% 71.9% 66.7% 66.9% 91.1% 72.7% 80.3%
LDA [9] 84.5% 70.6% 84.4% 86.0% 78.3% 84.4% 82.0% 82.6% 72.9% 69.8% 64.6% 66.6% 88.7% 71.6% 77.6%

Word2vec [9] 90.7% 71.5% 87.3% 88.8% 80.2% 88.4% 87.1% 87.5% 80.1% 73.1% 68.1% 73.3% 91.6% 72.3% 81.3%
Exponential function 90.4% 69.6% 87.7% 91.8% 89.0% 87.7% 86.3% 87.0% 78.8% 66.4% 69.2% 67.8% 92.5% 73.3% 81.3%

Sigmoid function 90.2% 70.5% 90.6% 89.8% 81.8% 90.1% 87.5% 87.8% 81.9% 72.5% 69.3% 68.2% 91.2% 73.3% 81.8%

Table 2.3 – Prediction accuracies of acoustic features

beau. conf. cour. fasci. funny info. inge. insp. jaw-d. longw. obnox. ok pers. unconv. ave.
OpenSMILE [9] 73.5% 59.4% 69.3% 65.9% 74.7% 76.4% 64.2% 66.3% 66.8% 73.7% 60.6% 69.9% 70.7% 63.8% 68.2%

15 seconds 67.8% 63.7% 74.0% 69.2% 78.8% 69.9% 68.5% 69.2% 64.4% 74.0% 62.3% 76.0% 76.0% 65.8% 70.0%
30 seconds 65.1% 61.0% 73.3% 62.3% 74.0% 72.6% 63.7% 63.0% 65.8% 75.3% 63.0% 75.3% 76.7% 61.6% 68.1%
45 seconds 65.8% 56.2% 71.2% 66.4% 71.9% 73.3% 67.1% 61.0% 61.6% 72.6% 65.8% 68.5% 76.0% 61.6% 67.1%
60 seconds 61.6% 61.0% 71.2% 61.0% 69.2% 75.3% 67.1% 60.3% 64.4% 72.6% 63.7% 71.9% 74.7% 61.6% 66.8%

Table 2.4 – Prediction accuracies of multimodal features

beau. conf. cour. fasci. funny info. inge. insp. jaw-d. longw. obnox. ok pers. unconv. ave.
Linguistic feature only 90.2% 70.5% 90.6% 89.8% 81.8% 90.1% 87.5% 87.8% 81.9% 72.5% 69.3% 68.2% 91.2% 73.3% 81.8%
Acoustic feature only 67.8% 63.7% 74.0% 69.2% 78.8% 69.9% 68.5% 69.2% 64.4% 74.0% 62.3% 76.0% 76.0% 65.8% 70.0%

Add 90.9% 71.3% 91.6% 90.7% 89.3% 90.7% 87.5% 89.1% 86.8% 76.5% 72.0% 77.0% 93.0% 73.8% 84.3%
Concatenate 91.1% 70.1% 90.7% 90.9% 88.6% 90.2% 87.7% 89.1% 87.0% 77.5% 69.0% 76.8% 93.2% 73.6% 84.0%

SVM-MRF [10] 89.5% 71.8% 90.2% 90.8% 82.9% 89.4% 85.8% 88.5% 82.6% 77.7% 71.2% 77.1% 92.4% 74.4% 83.1%
Shared attention network 92.5% 69.2% 91.8% 91.1% 91.1% 90.4% 88.4% 91.8% 86.3% 79.5% 71.2% 74.0% 93.8% 78.8% 85.0%

has competitive performance when compared to openSMILE. Several options of

segment length were compared, including 15 seconds, 30 seconds, 45 seconds and

60 seconds. The best result was achieved when evaluating the with the perfor-

mance with the lengths of 15 second (Table 2.3). We then used acoustic features

with this segment length for feature fusion.

Our unimodal neural network only had a small advantage compared to using

linguistic feature alone. However, for some impressions, the performance of our

multimodal feature performed much better than only using the linguistic feature,

which was further improved by our high-quality acoustic feature and feature fusion

network. For example, the prediction accuracy of Longwinded was improved from

72.5% to 79.5% after feature fusion.

We got a noticeably better result compared to Yamasaki’s model (Table 2.4),

because our unimodal neural network was able to be fine-tuned during feature

fusion. In addition, we only utilized the word2vec embedding method and we only

needed to build 2 classifiers while preparing the linguistic feature and the acoustic

feature. It is a very noticeable improvement to the efficiency of the impression
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Figure 2.7 – Average attention

prediction system.

For the feature fusion network, we obtained the attention weights of the linguis-

tic feature and the acoustic feature, which stood for presentation content and the

presenter’s manner of speaking, respectively (Figure 2.7). We could then clearly

understand their importance relationship for considering different audience im-

pressions. For example, the content of the presentation is much more important

than the presenter’s manner of speaking when finding whether audiences consider

the presentation to be Inspiring. In contrast, if audiences think the presentation

is just OK, they usually pay attention to how speaker talks. As a whole, audi-

ence impressions are more relevant to the content of a presentation than to the

presenter’s speech mannerisms.

Furthermore, we find that the average vote rates (Figure 2.8) of different im-

pressions are strongly related to the prediction accuracies (Figure 2.9). For the

impressions with low average vote rates, including Confusing, Longwinded, Obnox-

ious, OK, and Unconvincing, their prediction accuracies are also relatively lower

than the impressions with high vote rates.

For the prediction example, Bill Gates has given 6 presentations in TED Talks．

Figure 2.10 is the prediction result of one of his presentations. We correctly

predicted thirteen impressions. For another example shown in Figure 2.11, for the

former American vice-president Al Gore’s presentation，we correctly predicted

for twelve impressions.
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Figure 2.8 – Average vote rates

50.0%

60.0%

70.0%

80.0%

90.0%

100.0%

be
aut
ifu
l

co
nfu
sin
g

co
ura
ge
ou
s

fas
cin
ati
ng

fun
ny

inf
orm
ati
ve

ing
eni
ou
s

ins
pir
ing

jaw
-dr
op
pin
g

lon
gw
ind
ed

ob
no
xio
us ok

pe
rsu
asi
ve

un
co
nv
inc
ing

Figure 2.9 – Prediciton accuracy

2.7. Conclusion and Future Work

In our study, we successfully apply our proposal on impression prediction to

the TED Talks dataset. Our proposal includes two LSTM-based unimodal neural

networks for learning linguistic features and acoustic features, respectively. No-

tably, we successfully transfer the representation of long-duration raw audio data

of presentations to adapt them to the capacity of LSTM for modeling long-term

dependency. The results show that our proposal achieves high performance with

a prediction accuracy of 85.0% for the top and bottom 30% ranked data, and
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Figure 2.10 – The prediction result of a presentation by Bill Gates
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Figure 2.11 – The prediction result of a presentation by Al Gore

a significant improvement to the efficiency of the impression prediction system.

Furthermore, we can clarify the importance relationship between the content of

a presentation and the presenter’s manner of speaking for different audience im-

pressions using an attention network.

In the future, we plan to add the correlation between different impression

labels. We also want to search for more videos resources and use the data in dif-

ferent domains for our impression prediction system by using the transfer learning

method.
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Press Conference Evaluation

3.1. Introduction

Press conference is a special type of presentation for public relations issues.

Press conferences are held in important occasions such as new political actions,

new inauguration of Presidents/Governors/CEOs, scandals, and so on. Press con-

ferences have a power to change public opinions. Therefore, training speakers in

advance is important and there are some consulting farms for such purposes. In

this chapter, we would like to introduce our automatic evaluation system for press

conferences that can simulate the professional consultant’ evaluations.

In the press conferences, the speakers need to answer journalists’ questions.

Professional consultants evaluated these answers based on several criterions rather

than simply giving them scores. For each criterion, we classified the speech into

three classes, including positive, neutral, and negative. Then we built an end-to-

end system to automatically predict the evaluation of the consultant using text

only.

Our system uses a Long Short-Term Memory (LSTM) with self-attention mech-

anism. Different from our research of presentation, the samples of press confer-

ences are in the format of Q&A, and the sequences are relatively shorter. We

represent each word by token embedding using Embeddings from Language Mod-

els (ELMo), assigning tokens representation based on the entire sentences, as well

as type embedding, annotating the position of the word.

We applied our proposal on the press conference dataset, containing publicly

available press conference videos. We used the speakers’ answers only or the

20
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speakers’ answers along with journalists’ questions to predict the evaluation of

the consultant. As a result, we achieved the average accuracy of 57.6% for the

prediction of 11 evaluation criterions.

3.2. Related Work

3.2.1. Text Classification

The LSTM architecture [11] was motivated by the backpropagated error of

Recurrent Neural Network (RNN), blows up or decays exponentially. Now, LSTMs

are widely used for text classification tasks [44, 45]. LSTMs can be stacked together

to extract features in both low and high levels [46] that can bring performance

improvement. LSTMs are also used in text-based speech evaluation tasks [47], and

they can achieve better performance than statistical machine learning methods

[10]. Different from traditional text classification and speech evaluation tasks, the

text sample of the evaluation of press conference includes sentences from two roles,

the journalist and the speaker. Their speaking varies in length, style, content, etc.

3.2.2. Conversation Analysis

The Convolutional Neural Network (CNN) architecture is widely used in con-

versation analysis models [48, 49]. Conversations usually consist of relatively short

sentences. CNN can usually achieve higher performance in these tasks. However,

as a special example of conversation, the Q&A pairs of press conference consist

of relatively longer sentences. In either the question part or the answer part, the

sentences include many details that describe the major incident.

3.2.3. Word Representations

Word representations can help learning algorithms to achieve better perfor-

mance by grouping similar words. However, there are relatively limited number

of documents in many datasets that can’t support the learning algorithms to get
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Figure 3.1 – Overview of the method

a good word representation. Therefore, pretrained word representations have be-

come more and more necessary.

The training objective of the Skip-gram architecture is to find word represen-

tations that are useful and suitable for predicting the surrounding words [24]. The

Glove algorithm is based on co-occurrence matrix [50]. The functions of these tra-

ditional word representations only consider the co-occurrence of the words and the

context words. On the other hand, Embeddings from Language Models (ELMo)

assign each token a representation based on a function of the entire sentence [51].

3.3. Automatic Evaluation Method

We show the overview of our method in Figure 3.1. In this section, we will

talk about the language model and the word representation of our method.

3.3.1. Language Model

Our language model is an LSTM with self-attention mechanism (Figure 3.2).

LSTM uses a memory unit and a gate mechanism to capture and update the infor-

mation in memory cell. By the memory mechanism, LSTM can capture relatively
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long-distance information in a sequence. Let us denote s = [x(1), x(2), . . . , x(T )] as

the sequence of the input word vectors with the length of T . At the t-th step,

LSTM layer updates the network as follows:

i(t) = σ(Wix
(t) + Uih

(t−1) + bi),

f (t) = σ(Wfx
(t) + Ufh

(t−1) + bf ),

o(t) = σ(Wox
(t) + Uoh

(t−1) + bo),

c̃(t) = tanh(Wcx
(t) + Uch

(t−1) + bc),

c(t) = f (t) ⊙ c(t) + i(t) ⊙ c̃(t),

h(t) = o(t) ⊙ tanh(c(t)),

where σ is the logistic sigmoid function. Operator ⊙ is the element-wise multipli-

cation operation. W , U , and b represent the recurrent weights, input weights, and
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bias. i(t), f (t), o(t), c̃(t), c(t), and h(t) respectively represent the input gate, forget

gate, output gate, candidate cell state, cell state, and hidden state at step t.

We use an attention mechanism [39] to assign each word with an appropriate

weight, because not all words contribute equally to the prediction of the evaluation.

The most widely used attention approach is self-attention [27]. We use a three-

layer Multilayer Perceptron (MLP) without bias to construct the self-attention

layer, and we use the SoftMax function for normalization:

y(t) = tanh(W1h
(t)),

a(t) =
exp(W2y

(t))
T∑
i=1

exp(W2y(i))

,

where W denote the fully connection weights. y, h, and a denote the hidden layer

of MLP, hidden state of LSTM, and attention score, respectively.

By the attention mechanism, we determine the importance of each word as

well as its corresponding LSTM hidden state. Then we represent the sentence

by the combination of all LSTM hidden states with considering their importance

weights:

vs =
T∑
i=1

a(i)h(t).

After we get the representation for each sentence, we use a linear layer and

the SoftMax function as classifier. We map the sentence representation to the

probabilities that the sample is classified into positive (+1), neutral (0), or negative

(-1) for each evaluation criterion. The prediction of each evaluation criterion is

operated individually.

3.3.2. Word Representation

The word representation of our proposal is the sum of the token embedding

and type embedding (Figure 3.3). The token embedding method we used is ELMo.

Unlike traditional word embeddings, ELMo is the function of the entire sentence.

It uses character convolution and a two-layer Bidirectional LSTM (BLSTM) that

is pretrained on large datasets. The type embedding only includes two representa-

tions that annotate the position of the word, whether it is in journalist’s question

or speaker’s answer.
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Table 3.1 – Press conferences

ID Conference Date
1 無資格検査問題でスバルが記者会 2017/12/19
2 不正行為について調査結果を公表 神戸製鋼が会見 2017/11/10
3 神戸製鋼のデータ改ざん問題 川崎社長が辞任表明 2018/3/6

4 スバルがデータ改ざんで新たな不適切行為　吉永
社長が会見

2018/6/5

5 バスケ男子代表が不適切な行動で処分 帰国した 4
選手が謝罪

2018/8/20

6 免震データ改ざん問題 KYBが建物 70件を公表 2018/10/19

7 東京医大が記者会見 入試不正で不合格になった受
験生の救済は？

2018/11/7

3.4. Experiments

3.4.1. Dataset

We collected seven press conferences videos (Table 3.1) that lasted for 12 hours

in total, and then we created the speech transcripts manually. All of these press

conferences were held for giving a public apology, such as the apology for the data

alteration problem of Kobe Steel, Ltd. The press conferences are usually held in

the form of Q&A. After the journalist raised a question, several speakers need to

answer the question in succession. Every speaker’s answer was strongly connected

to what early speakers had said. Therefore, we should not consider an answer

independently without the contents before it. For one question, we constructed
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Table 3.2 – Evaluation criterions

ID Criterion
1 Showing the feeling of apology
2 Suitable tone of the voice for an apology
3 Speaking in an appropriate speed
4 Answering immediately
5 Not just using the journalist’s words
6 Explaining briefly and easy to understand
7 Explaning the situation based on the facts
8 Speaking honestly if they really don’t know
9 Answering assumption question appropriately
10 Not answering emotionally
11 Not expressing personal opinion

several Q&A pair samples according to the number of speakers who answered

the same question. Each sample included the question by the journalist, and the

answers by the speakers who had given a speech (Figure 3.4). Finally, we collected

1,050 Q&A pairs. We tokenized the corpus by MeCab 1 with IPADIC neologism

dictionary 2.

The professional consultant in our team evaluated the Q&A pair samples based

on 11 criterions. These criterions are specially designed for press conference that

can reflect the speakers’ performance roundly (Table 3.2). For each criterion, the

sample is classified into three classes, including positive, neutral, and negative.

3.4.2. Training

We designed two prediction tasks. Task A used the speakers’ answers only

to predict the evaluation of the consultant. Task B used the Q&A pairs that

include both journalists’ questions and the speakers’ answers for prediction. For

task B using the speakers’ answers only, some samples were considered to be

"meaningless" when leaving out the questions like follows (translation):

Yes, it is. / No, it is not.

1taku910.github.io/mecab
2github.com/neologd/mecab-ipadic-neologd
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Figure 3.5 – Prediction Accuracies

Sorry, can you repeat the question?

Thank you very much!

I am terribly sorry about that.

Therefore, we deleted these "meaningless" samples, and there remained 810

samples in the dataset of task B.

The splits of the dataset for task A and task B were the same. The proportion

of training, validation, and test dataset was 3 : 1 : 1. We loaded ELMo that

was pretrained on the Japanese Wikipedia [52] for token embedding and trained

our language model on press conference dataset. The dimension of the token

embedding and type embedding were 1,024, and the dimension of LSTM hidden

states was 512. The optimizer we used was Adam [43] with learning rate of 10−5.

3.5. Results and Analysis

We automatically evaluated the press conference based on 11 evaluation crite-

rions. For each criterion, we classified samples into three classes (positive, neutral,

or negative), and we compared the automatically operated evaluations with the

evaluation of the consultant. The prediction accuracy of each criterion, whose IDs

are annotated with k, for task A and task B are shown in Figure 3.5. As a result,

we achieved the average accuracy of 51.5% and 57.6% for task A and task B re-

spectively. In comparison, we can only get the prediction accuracy of 33.7% and
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Table 3.4 – Task A

k = 1 Prediction
-1 0 1

GT
-1 48 8 18
0 10 4 5

+1 35 2 32
k = 2 Prediction

-1 0 1

GT
-1 53 7 21
0 8 4 5

+1 39 1 24
k = 3 Prediction

-1 0 1

GT
-1 43 10 25
0 4 4 2

+1 34 1 39
k = 4 Prediction

-1 0 1

GT

-1 55 8 21
0 0 4 2

+1 38 1 24
k = 5 Prediction

-1 0 1

GT
-1 31 8 14
0 13 13 7

+1 36 9 31
k = 6 Prediction

-1 0 1

GT
-1 52 9 17
0 4 9 4

+1 29 3 35
k = 7 Prediction

-1 0 1

GT
-1 25 4 25
0 6 10 6

+1 22 7 57
k = 8 Prediction

-1 0 1

GT
-1 43 12 8
0 20 14 6

+1 27 7 25
k = 9 Prediction

-1 0 1

GT
-1 42 15 5
0 30 25 6

+1 17 13 9

Table 3.5 – Task B

k = 1 Prediction
-1 0 1

GT
-1 68 9 14
0 18 32 9

+1 29 10 20
k = 2 Prediction

-1 0 1

GT
-1 67 12 19
0 14 32 9

+1 33 10 14
k = 3 Prediction

-1 0 1

GT
-1 44 16 23
0 10 35 7

+1 26 6 43
k = 4 Prediction

-1 0 1

GT

-1 60 14 15
0 17 32 2

+1 36 6 28
k = 5 Prediction

-1 0 1

GT
-1 23 5 21
0 17 57 10

+1 27 5 45
k = 6 Prediction

-1 0 1

GT
-1 44 7 22
0 13 47 5

+1 36 8 28
k = 7 Prediction

-1 0 1

GT
-1 26 4 24
0 12 52 6

+1 27 7 52
k = 8 Prediction

-1 0 1

GT
-1 32 16 12
0 22 60 6

+1 34 14 14
k = 9 Prediction

-1 0 1

GT
-1 42 18 4
0 26 72 5

+1 19 10 14
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k = 10 Prediction
-1 0 1

GT
-1 66 13 8
0 18 9 1

+1 32 6 9
k = 11 Prediction

-1 0 1

GT
-1 32 19 5
0 20 29 9

+1 18 13 1

k = 10 Prediction
-1 0 1

GT
-1 63 13 7
0 29 51 1

+1 36 5 5
k = 11 Prediction

-1 0 1

GT
-1 39 19 13
0 21 70 3

+1 18 8 19

33.4% by randomly guessing the labels. The results indicate that the information

of the journalists’ questions can improve the prediction performance.

Let us show some examples of the prediction results for our test data in Ta-

ble 3.3. Moreover, we respectively show the confusion matrixes of Task A and

Task B in Table 3.4 and Table 3.5. We find that adding the question information

can correct some wrong prediction results caused by only considering the answer,

especially for the contents with neutral evaluations.

3.6. Conclusion and Future Work

We constructed an automatic evaluation system for press conference by using

LSTM and self-attention mechanism. Our proposal achieved good performance

even though the tasks are based on relatively complex criterions. The experi-

ment results indicate that the Q&A pairs include more information than only the

speakers’ answers and they can improve the performance of our model.

For future work, we plan to extend the press conference dataset. For criterion

IDs of 2, 3, and 4, these evaluation criterions are supposed to be considered based

on audios, but we only used the text data until now. Therefore, we are going to

include the using of the audio features in our automatic evaluation system.
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Audio Emotion Recognition

4.1. Introduction

We propose a method for the fundamental research of audio emotion recogni-

tion. We want to predict moods and themes conveyed by a music track. Moods

are often defined as feelings conveyed by the music (e.g. happy, sad, dark, melan-

choly, etc.), and themes are associated with events or contexts where the music is

suited to be played (e.g. epic, melodic, christmas, love, film, space, etc.).

Image classification performance has improved greatly with the advent of large

datasets such as ImageNet [53] using CNN architectures such as VGG [54], Incep-

tion [55], and ResNet [42]. There are also many researches on music emotion

recognition or music classification using CNN architectures [56, 57]. Even though

statistical machine learning (e.g. Support Vector Machine [58] and Random Forest

[59]) can still achieve good performance in some tasks, deep learning, especially

CNN based method, is more popular and can achieve better performance in most

tasks. For large-scale datasets, deep learning is much more practicable than sta-

tistical machine learning.

We tried to do emotion and theme prediction using a dataset in three types

of audio representations including traditional handcrafted audio features, mel-

spectrograms, and raw audio inputs. We only used the mel-spectrograms in our

experiments (Figure 4.2).

For audio recognition, the most typical model is CRNN [60] (Figure 4.1) that

includes a Convolutional Neural Network (CNN) to extract temporal features

and a Recurrent Neural Network (RNN) for aggregation. For this research, we

31
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Figure 4.1 – CRNN [60]

focus on using CNN to find a suitable model to extract temporal feature for the

emotion and theme prediction. A simple but effective model we tried consists of

five convolutional layers. We also tried other models with more layers, but they

didn’t always achieve better results. As a result, the model that achieved the best

performance in our experiments is a shallow neural network with six convolutional

layers.

Figure 4.2 – Mel-spectrogram
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Table 4.1 – The architecture of 6-layer model

Mel-spectrogram Input: 96x1280x1
Conv 3x3x32

MP (2, 2) Output: 48x640x32
Conv 3x3x64

MP (2, 4) Output: 24x160x64
Conv 3x3x128

MP (2, 2) Output: 12x80x128
Conv 3x3x256

MP (2, 4) Output: 6x20x256
Conv 3x3x512

MP (3, 5) Output: 2x4x512
Conv 3x3x256

MP (2, 4) Output: 1x1x256
Dense

Sigmoid Output: 56x1

4.2. CNN Architecture

We concentrated on finding the most suitable CNN architecture for the task.

The baseline is a simple but effective model consisting of five convolutional layers

and a final dense layer. We also tried other models with deeper architecture.

We tried models with 6, 16, 18 or 25 convolutional layers. In particular, the

most shallow model we considered is a fully convolution neural network with ELU

activations, six 3x3 convolutional layers, and 32, 64, 128, 256, 512, 256 units for

each layer respectively (Table 4.1).

We also tried some models with the residual architecture [42]. The convolu-

tional block consists of 1x1, 3x3 and 1x1 convolutional layer sequentially (Fig-

ure 4.3). This is the architecture for inputs and outputs with the same size and

unit number. For the block that maps inputs to outputs with smaller size and

more units, the stride of 3x3 convolutional layer is two and the shortcut is a 1x1

convolutional layer for downsampling (Figure 4.4).
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Conv 1x1

Conv 3x3 
(stride = 2)

Conv 1x1

x

ELU

Conv 1x1
(stride = 2)

Figure 4.3 – With-
out downsampling

Conv 1x1

Conv 3x3

Conv 1x1

x

ELU

Figure 4.4 – With
downsampling

4.3. Experiments

4.3.1. Dataset

The dataset is provided by one task of MediaEval 2019: Emotion and Theme

Recognition in Music Using Jamendo [61]. It includes 17,982 music tracks with

mood and theme annotations. The split for training, validation and test is about

2 : 1 : 1. In total, there are 56 tags, and tracks can possibly have more than one

tag. There are three types of audio representations, including traditional hand-

crafted audio features, mel-spectrograms, and raw audio inputs. The traditional

handcrafted audio features are from Essentia [62] using the feature extractor for

AcousticBrainz. These features were used in the MediaEval genre recognition

tasks. The number of mel-bands of the mel-spectrograms is 96. The raw audio

inputs are in MP3 format with 44.1 kHz sampling rate.

4.3.2. Training

We used the pre-computed mel-spectrograms (Figure 4.2) as inputs, and we

used different data augumentation methods in training, validation and test dataset.

Let T be the length of input section [frame]. For training dataset, we randomly

cropped a T -frame section from each audio track in every epoch. For validation

and test dataset, we respectively cropped 10 and 20 T -frame sections from each

audio track at regular intervals. We averaged the predictions over all sections of
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Table 4.2 – Experiment results

Conv Layers Residual PR-AUC-macro ROC-AUC-macro

5 (baseline) No 0.1161 0.7475
6 No 0.1256 0.7532
16 Yes 0.1125 0.7393
18 Yes 0.1135 0.7460
25 No 0.1009 0.7319

each audio track. The length of input section T is 1,280 frames. We trained our

networking using Adam with the batch size of 64 and the learning rate of 0.001.

4.4. Results and Analysis

We compared the performance of the models that have different architectures

or mechanisms in Table 4.2. Suprisingly, the model that achieved the best per-

formance in our experiments was a relatively shallow model that only consists of

six convolutional layers, the architecture of which is detailed introduced in Sec-

tion 4.2. Moreover, the top-5 and bottom-5 tag-wise AUCs of the 6-layer model

are showned in Table 4.3. The performance achieved by the best 6-layer model is

in the fifth place among all 29 submissions.

The network with 25 convolutional layers consists of one 7x7, twenty-four 3x3

convolutional layers and five max pooling layers for downsampling. It’s commonly

believed that deep models can achieve a better performance in image classification

task. However, the model with deep architecture didn’t always achieve a better

performance in this task. We also tried residual architecture that commonly used

for improving the performance of neural networks. However, the models with

residual architecture didn’t have an advantage in performance.

The number of samples (18K) in the dataset is relatively smaller than some

image datasets (e.g. CIFAR-10: 60K, MS-COCO: 200K, ImageNet: 517K) and

the length of audio data (>30s) is relatively longer than some sound datasets

(e.g. UrbanSound8K: <4s, ESC-50: 5s, AudioSet: 10s). According to our expe-

rience, the generalization ability of models is especially important in this task.
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Table 4.3 – Top-5 and bottom-5 tag-wise AUCs

Tag Rank PR-AUC-macro ROC-AUC-macro

summer 1 0.4698 0.9033
deep 2 0.4435 0.9137

corporate 3 0.4017 0.8849
epic 4 0.3886 0.8384
film 5 0.3606 0.7709
etro 52 0.0213 0.7943

holiday 53 0.0186 0.6856
cool 54 0.0185 0.6763
sexy 55 0.0145 0.7327
travel 56 0.0117 0.5990

Therefore, it is reasonable that relatively shallow VGG-based network with strong

generalization ability can achive better performance. Furthermore, we think that

the number of music tracks in the dataset is relatively not enought, due to the

difficulty of this task.

4.5. Conclusion and Future Work

In our experiments, we applied several convolutional neural networks to recogo-

nize the emotion and theme of music. A shallow VGG-based network that consists

of six convolutional layers achieved the best performance with PR-AUC-macro of

0.1256 and ROC-AUC-macro of 0.7532. We think that the generalization ability

of the models is very important in this task.

In the future, we plan to use all types of the audio representations because

we think it is interesting that we treat audio recognition as a multimodal task.

Traditional handcrafted audio features and the raw audio inputs may bring great

improvement in the performance of our model.
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Demo System for Presentation

Improvement

5.1. Introduction

Oral presentation is the most standard format to express ideas or introduce

products in many scences. However, there are few efficient tools that can auto-

matically evaluate the presentation. We developed a demo system, which includes

a presentation impression prediction system and a presentation slide analysis sys-

tem, to evaluate presenters’ performance and provide impression-related feedback.

We respectively used statistical machine learning method [10] and deep learning

method [63] to predict the impressions, a presentation could give to the audiences.

In [64], we proposed a method to evaluate slides and to provide a visual feedback

to tell presenters which areas of their slides are better to be modified in order to

make a better impression.

In our demo, we present the presentation impression prediction system that

predicts the audiences’ impressions from multiple aspects. We also present the

slide analysis system that gives each slide a score and tells presenters the area

that needs to be modified.

5.2. Presentation Impression Prediction System

We proposed two methods to predict the audiences’ impressions based on lin-

guistic feature as well as acoustic feature. One method used Support Vector

37



Chapter 5. Demo System for Presentation Improvement 38

Caption

it’s
truly
a

great
honor

Linguistic
Sentence 
Feature

Word 
Embedding

LSTM

Audio 
SpectrogramRaw Audio Data

+

α

1 - α
CNN

Acoustic
Segment 
Feature

LSTM

LSTM

LSTM

Inspiring

Not Inspiring

Inspiring

Not Inspiring

Inspiring

Not Inspiring

Figure 5.1 – Continous impression prediction

Machine (SVM) and Markov Random Field (MRF), and the other method used

a multimodal neural network and an attention mechanism.

5.2.1. SVM-MRF

We extracted linguistic feature and acoustic feature from the captions and

the audio data, respectively. For the linguistic feature, we used multiple word

embedding methods, including Bag-of-words, Latent Semantic Indexing, Latent

Dirichlet Allocation, skipgram, and surface-level features. We averaged the vector

of all words as document embedding. We extracted the acoustic feature by using

openSMILE.

We used SVM to predict the impression labels with only one type of document

embedding or only acoustic feature at a time. We then used MRF to consider the

correlations between different features and even different impressions to relabel

the results of SVMs. However, this method can only predict the impressions for

complete presentation videos.
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Figure 5.2 – Negative Class Activation Mapping

5.2.2. Multimodal Neural Network

We used a multimodal neural network to provide presenters with continuous

feedback (Figure 5.1). We used skip-gram for word embedding, and input the

word vectors in each sentence to Long Short-Term Memory (LSTM) in order

to get sentence-level linguistic features. We extracted the acoustic features of

audio segments, corresponding to each sentence. We took out audio segments

and transfered it into frequency domain by Short-Term Fourier Transform. We

then used Convolutional Neural Network to extract the deep feature from audio

spectrograms as segmental acoustic features.

After we got the sentence-level features, we used an attention mechanism for

feature fusion. We then used LSTM to consider the correlations between sen-

tences and predicted audiences’ impressions on each sentence. According to the

prediction results, the presenters can understand which sentences may leave bad

impressions and need to be modified.
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Figure 5.3 – Prediction accuracies for different proposals (top and
bottom 30%)

5.3. Slide Analysis System

Apart from the presenters’s performance, the design of slides is also a key

element to a successful presentation. We extracted and concatenated image fea-

tures, structural features, and content features of slides. We used SVM to predict

whether the designs are good or not. If users only get a score, they may not be

convinced and don’t know how to modify their slides. Therefore, we also proposed

a visualization method by using Class Activation Mapping [65] to tell presenters

which areas of their slides may give negative impressions (Figure 5.2). We put

a Global Average Pooling (GAP) after the Res3 layer of ResNet-50 to learn the

weights of class “Positive” and class “Negative”. We then gave the weights of “Neg-

ative” to the feature maps and got the heatmaps that can show the “Negative”

areas.
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Figure 5.4 – Prediction accuracies for different languages using
multimodal neural network (top and bottom 50%)

5.4. Experiments

5.4.1. Presentation Impression Prediction

We used the captions and the audio data of 2,445 presentations. Each presen-

tation has 14 impression tags, including Beautiful, Confusing, Courageous, Fasci-

nating, etc. These tags are based on all audiences’ votes and tell us whether the

audiences have corresponding impressions.

We evaluated our proposals on top and bottom 30% and 50% of the pre-

sentation samples, respectively. The prediction results of complete presentations

impressions of two proposals (top and bottom 30%) are shown in Figure 5.3.

SVM-MRF achieved higher efficiency but can’t predict impressions continuously

as multimodal neural network does. Therefore, we predict the impressions of the

complete presentation and each sentence by these two methods, respectively.

Besides the original English captions, we also used the official translation in

Japanese and Chinese. We applied our proposals with Japanese and Chinese cap-

tions as well as English audio, because only English audio is available, Figure 5.4

shows that mismatched data can also achieve a high performance.
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Figure 5.6 – Presentation impression prediction system

5.4.2. Slide Analysis

We hired 100 workers to create 1,000 PowerPoint slides in 10 topics, and they

gave each slide with a visual clarity rank (1 to 100). We treated top and bottom

30% of the slides as “Positive” and “Negative” samples, respectively. We achieved

the classification rate of 90.3%. We then further proposed a feedback system that

can provide visual clarity scores and point out areas that should be modified.

5.5. Demo

In the demo, we presented our web application of presentation support system.

Users only need to upload their presentation videos or presentation slides. Our

system will automatically analyze them behind the scenes. We first presented

our presentation impression prediction system. This system predicted audiences’
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Original Heatmap Score

Figure 5.7 – Slide analysis system

impressions for each complete presentation from 14 aspects, including 9 positive

impressions and 5 negative impressions. The prediction results of positive and

negative impressions were presented in the left and the right, respectively. Fig-

ure 5.5 is an example of analysis results of a presentation from Steve Jobs, in

which he introduced the original iPhone. This presentation is predicted to be in-

genious, jaw-dropping, fascinating, obnoxious and OK. Our system can also show

the temporal change of these impressions continuously during the presentation

(Figure 5.6). There were 14 lines in the figure, and each line represents how the

prediction of corresponding impression changed every minute. Furthermore, the

demo system can tell the presenter what are the top-10 similar presentations in

TED Talks that create similar impressions on audiences. Now, our demo system

can analyze presentation videos in English or Japanese, and we plan to make

Chinese available.

We then presented the slide analysis system (Figure 5.7). The system gave

each single-page slide with a score and told us which areas gave audiences negative

impressions. In our experience, these bad areas often include too many letters,

blanks, or inappropriate font size.
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5.6. Conclusion

In our study, we successfully applied our proposal of impression prediction

on the TED Talks dataset. The results showed that our proposal achieved high

performance with a prediction accuracy of 85.0% for the top and bottom 30%

ranked data. And our proposal of slide evaluation can achieve the prediction

accuracy of 90.3% and give a useful visual feedback to point out areas that need

to be modified. Our presentation analysis system is now available as a WEB

service, which were also demonstrated in this section.
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Conclusion and Future Work

6.1. Conclusion

In this thesis, we presented our study of impression analysis on presentations

using attention-based LSTM. We began with the background introduction of pre-

sentations, emotion recognition, and the press conference. Then we proposed the

multimodal neural network for the impression prediction of oral presentations.

Our proposal included two LSTM-based unimodal neural networks with the at-

tention mechanism for extracting linguistic features and acoustic features, as well

as an attention network for feature fusion. We successfully applied our proposal

for impression prediction on the TED Talks dataset. The results showed that our

proposal achieved high performance with a prediction accuracy of 85.0% for the

top and bottom 30% ranked data, and a significant improvement to the efficiency

of the impression prediction system. Furthermore, we can clarify the importance

relationship between the content of a presentation and the presenter’s manner of

speaking for different audience impressions using an attention network. A strong

relationship between the average vote rates and the prediction accuracies were

found that the prediction accuracies of impressions with a low average vote rate

were relatively lower than the impressions with a high vote rate.

After that, we introduced our proposal for the press conferences, a special

type of oral presentation. In the press conferences, the speakers need to answer

journalists’ questions. Professional consultants evaluated these answers based on

11 criterions, and classified the samples into positive, neutral, or negative. We

constructed an automatic evaluation system to predict the consultants’ evaluation

45
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by using LSTM and self-attention mechanism. The word representation of our

proposal was the sum of the token embedding and type embedding. From exper-

iment results, our proposal achieved relatively good performance of the average

accuracy of 57.6% for the three classification task, even though it was based on

relatively complex criterions. Furthermore, the experiment results of using the

speakers’ answers only, or using the Q&A pairs that include both journalists’

questions and the speakers’ answers, indicated that the Q&A pairs can include

more information than only the speakers’ answers, and they can help to improve

the performance of our model.

We also presented our fundamental research of audio emotion recognition. We

applied several CNNs to recogonize the emotion and theme of music, using the

audio mel-spectrograms as input. These CNNs mainly differ in the depth of the

architecture and whether have the residual architecture. A shallow VGG-based

network, consisting of six convolutional layers and without residual architecture,

achieved the best performance with PR-AUC-macro of 0.1256 and ROC-AUC-

macro of 0.7532. We pointed out that the generalization ability of the models is

very important for this task, and complex models may bring overfitting problems.

Furthermore, we also pointed out that the number of music tracks in the dataset

is relatively not enought, due to the difficulty of this task.

At last, we presented the demo of oral presentation support system, including

the presentation impression prediction system and the slide analysis system. The

presentation impression prediciton system can predict the audiences’ impressions

created by the presentation from multiple aspects. And it can tell the presenter

what are the top-10 similar presentations in TED Talks that create similar im-

pressions on audiences. In the demo, we also presented the slide analysis system

that gave each slide a score and told presenters the area that needs to be modified.

6.2. Future Work

In our research, we have found that most recent langue models and acoustic

models are designed for relatively short length data, and there is a performance
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Figure 6.1 – The architecture of the multi-agent reinforcement
learning method [66]

bottleneck of learning long-term dependency. However, the ability to model long-

term dependency is extremely important for presentation analysis, because pre-

sentations often last for a relatively long time and the length of their linguistic

information and acoustic information is also very long. Even though the average

length of documents for presentation analysis can be more than 1800 words/doc,

recent models, like LSTM based model, can only learn dependency of no more

than several hundred words long. There are already some researchers focusing on

the long sequence problem of multimodal recognition. Zhang et al. used a multi-

agent reinforcement learning method (Figure 6.1) to select effective sentiment-

relevant words for multi-modal sentiment analysis with focus on both the textual

and acoustic modalities [66]. Ma et al. used a multi-layer residual LSTM net-

work (Figure 6.2) for better obtaining long-term dependency [67]. These methods

tried to solve the long dependency learning problem from the way of denoising or

adding a shortcut, respectively. In the future, we will continue our research on

presentation analysis, and focus on handling the super-long sequence of multime-

dia data. For linguistic data, we will dedicate to solving the problem of how to

learn long-term dependency in language model.

We have been focusing on multimodal emotion recognition of unaligned wild
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Figure 6.2 – The architecture of the multi-layer residual LSTM
network [67]

data, and the sequence length of modalities have a big difference. In the future, we

are going to experiment on the word-level aligned datasets, including CMU-MOSI

[68], CMU-MOSEI [69], IEMOCAP [70]. In these word-level aligned datasets,

the sequence of the segmental features of video and audio data are strictly cor-

responding to each word (Figure 6.3). The preprocessing of word-level alignment

can bring a great improvement in the performance of models [1]. Because of the

relatively large length of used data, we only applied LSTM-based methods until

now. If we start to handle the word-level aligned datasets above, most sequence

data will be much shorter. Therefore, we will use Transformer-based methods that

can achieve better performance than LSTM-based methods.
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Figure 6.3 – Word-level aligned multimodal features [1]

Figure 6.4 – Cyclic translation for joint representation [2]

For the feature fusion of multimodal features, we used an attention network

as the late fusion method. However, before the feature fusion, we didn’t consider

any correlation between low-level unimodal features. Therefore, we will try to use

some crossmodal methods. Pham et al. worked on the cyclic translation between

different modalities (Figure 6.4) to learn joint representations from additional in-

formation present in multi modalities [2]. Tsai et al. used crossmodal Transformers

(Figure 6.5) to repeatedly reinforce a target modality with the low-level features

from another source modality by learning the attention across the two modali-

ties’ features [1]. In the future, we will combine the cyclic translation with the

crossmodal Transformers. The corssmodal Transformer architecture is expected

to achieve better performance than LSTM-based methods. The cyclic translation
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Figure 6.5 – Multimodal Transformer [1]

with using shared architecture can decrease the complexity of Transformer-based

methods and bring the performance improvement by adding pretraining stage.
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