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Abstract 

Human mobility prediction is a key problem in urban computing, which could be 

beneficial to developing smart city applications. Short-term human mobility prediction 

could be utilized to provide advertisement and above it, long-term human mobility 

prediction will help location-based AI applications in smart city in the future. Nowadays 

we could have obtained a relatively high prediction accuracy of human mobility 

prediction when we have huge users and high time resolution. Unfortunately, there are 

still some issues reserved when we predict sparse human mobility data or use privacy 

GPS data. As a sequential problem, human mobility prediction has been studied by 

Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM). Sparse data 

means it lack of information, so it is difficult to generate an effective model. Some studies 

attempt to incorporate spatiotemporal factors into the neural network or use attention 

mechanism to solve the problem caused by the sparsity of human mobility data. To some 

extent, these studies improve the performance of prediction of sparse human mobility 

data. However, few studies devote to improving accuracy of sparse human mobility data 

by help of dense human mobility data. Another problem is privacy issue. Although more 

and more human mobility data is collected in smart phones, use of these data is limited 

and companies couldn’t use the data collaboratively with others due to privacy problem, 

which results in "isolated islands" issue. Federated learning is privacy-preserving model 

training in heterogeneous, distributed networks, which could help companies collaborate  

to train a collective model that they can store their raw data locally and needn’t to 

exchanged data with each other. In order to solve these problems, this study utilizes 

transferring learning to adapt the domain from dense data to sparse data to help improve 

performance of prediction of sparse human mobility data and uses federated learning to 

train a collective model among companies without exchange of data. Combined with the 

two technologies, this study proposes a federated transfer learning model for modeling 

sparse human mobility data without exchange of raw data. This study uses two real-world 

GPS datasets that one is sparse dataset and another is dense dataset to model human 

mobility data. Result shows this model has great performance on prediction of sparse 

human mobility data by the help of dense data without exchange privacy. 
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Chapter 1. Introduction 

1.1 Background 

Location prediction is a key problem in human mobility modeling and it is related to the 

design of location-based services, which could be beneficial to developing smart city 

applications. Virtually, many applications have utilized users’ current location to provide 

service to users, such as real-time advertising push. However, due to instability and 

inaccuracy of user’s future location and risk of leveraging user’s privacy, although it is 

more important and attractive, it’s difficult to utilize user’s future location to provide 

service or product.   

 

Location prediction could be divided into large-scale human cluster prediction and 

personal prediction. The former could be used to plan large-scale events, traffic and notify 

users. Individual predication will boost mobile advertising and help location-based AI 

applications in smart city, such as smart assistants and smart homes.  

 

Nowadays we could have obtained a relatively high prediction accuracy when we have 

huge users and high time resolution. However, there are some problems when we predict 

human mobility. Firstly, the shortage of data. Virtually, many companies don’t have so 

much users. Even though some companies have huge users, they still couldn’t collect all 

users’ data. Secondly, low quality of data and low-frequency sampling. The data collected 

may include some inaccurate data, these data could influence our model. Another problem 

is low-frequency sampling. Sampling interval could be too long, then the data will be too 

sparse. Sparse data means it lack of information, so it is difficult to generate an effective 

model. 

 

With the rapid development of Internet of Things (IoT) technology, many organizations 

could have collected huge number of trajectories data, but to protect users of privacy, they 

will be unwillingness to share their data. Last problem is that different users have different 
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sizes of data and their data features are greatly different. Personalization should be 

considered when designing the network. 

 

In many Locations Based Social Networks (LBSNs), a user’s mobility trace is stored as 

a sequence of check-ins, where each check-in represents the user’s presence at a specific 

Point of Interests (POIs) such as a restaurant or a gym, at a specific time. However, these 

check-in data is so sparse that it’s hard to generate a model just by it. On another side, 

some companies, such as docomo in Japan, have huge dense data. If we could utilize these 

dense data to help this kind of sparse social-network data to predict, it will have a better 

result. However, the two parts may not want to share their data. Fortunately, some recent 

privacy-preserving technologies, such as federated learning [1] could help us solve this 

problem, it needn’t us exchange two sides’ data, just gradient when training. Then we can 

generate a predict model. 

 

Although some technologies could help two companies collaboratively train models 

without sharing data. Another problem is that two sides’ data could be greatly different. 

In machine learning field, we can think the two sides’ data are in two domains [2]. If we 

merely combine them without other measures, it’s still hard to have a great result. To 

solve this problem, we could use domain adaptation to align data when training the model. 

Domain adaptation is a field that aims at mapping the data distributed in different source 

and target domains to a feature space to make it as close as possible in that space [3]. 

 Figure 1: Architecture of this research 
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In summary, in this study, I make the following key contributions: 

 We apply federated learning method based on FedAvg [4] on human mobility 

prediction between different datasets without sharing their data so that it can protect 

two parts’ privacy when model training. 

 

 We utilize two transfer learning methods that use dense data to help sparse data to 

predict users’ next location and the two methods both have a relatively great 

performance 

 

 We design a federated transfer learning model for modeling sparse human mobility 

data, which compared transfer learning and federated learning method. This model 

improves accuracy of prediction of sparse human mobility data and doesn’t reveal 

privacy. 

 

1.2 Related works 

Location prediction is a key problem in human mobility modeling and it is a popular 

research issue in many fields, including traffic engineering [5,6], computer vision [7,8], 

ride-sharing [9] and emergency management [10]. Traditional methods of human 

mobility data prediction need various mobility features like hand-craft features, including  

historical visit counts [11,12] or uses graph embedding techniques to obtain 

automatically-learnt features [13]. Some methods attempt to predict future movements 

patterns by searching for similar trajectories in the past trajectories [14], integrating 

heterogeneous data sources [15] and modeling periodical mobility patterns [16]. Besides, 

factorization models are also used to solve location prediction/recommendation problems 

[17]. In addition, Markov Chains are widely used for sequential prediction [18]. FPMC 

is extended to the location prediction problem by considering spatial constraints [19] in 

building the transition matrices 

 

Compared with traditional method, recurrent neural network (RNNs) has shown that it is 

a successful tool to model sequential data [20]. In order to handle sparse and incomplete 
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sequences, some studies consider temporal factors as additional inputs to the RNN units 

[21]. The most popular method to incorporate spatiotemporal factors into RNNs is that 

adds the spatiotemporal distances between check-ins [22,23]. Although these methods 

attempt to model sparse human mobility data, they couldn’t fully utilize the rich historical  

spatiotemporal contexts. In order to make full use of spatiotemporal contexts, some 

studies add attention mechanism into RNNs [24] to consider spatial-temporal factors in 

human mobility data. 

 

Transfer learning is aimed at transferring knowledge from existing domains to a new 

domain [25]. In transfer learning problems, the domains are greatly different but relevant, 

making transfer knowledge become possible. The key idea of transfer learning is reducing 

the distribution divergence between different domains. There are two mainly methods in 

transfer learning, instance reweighting and feature matching. Some studies reuse samples 

from the source domain according to some weighting technique [26,27]. Then some 

feature matching method utilizes learn subspace by exploiting the subspace geometrical 

structure [28] or align distribution to reduce marginal or conditional divergence between 

different domains [29]. Compared with these traditional methods, recently deep transfer 

learning is widely used and proves efficiency in many fields [30,31]. 

 

With rapid development of smart devices, more and more data are collected and privacy 

issue becomes an important problem. In 2016, the European Union proposed a General 

Data Protection Regulation [33] to protect privacy in order to grant the users’ right, which 

asks companies to clarify where and what data they have collected and used that could 

avoid arbitrary use of data.  

 

However, individual data could be used to help development of society and improve 

service. Therefore, in order to make full use of personal data, some studies are centralized 

on privacy preserving methods. Differential privacy [34], which provides a mathematical 

definition of privacy, has been deployed by Apple to protect the privacy of iOS users. 

Secure multi-party computation (MPC) is a subfield of cryptography aims at creating 

methods for parties to jointly compute a function over their inputs while keeping those 

inputs private. However, most of these methods sacrifice too much of the utility of the 
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data in order to better protect privacy. Therefore, they will greatly reduce prediction 

accuracy. 

 

Federated learning is privacy-preserving model training in heterogeneous, distributed 

networks and it is firstly proposed by Google [32]. The motivation of it is solving problem 

data isolation and protect data privacy and security. In practical application, it will be used 

in smart phones of every user or across different organizations. Some studies focus on 

federated multi-task [35] and personalized federated learning [36]. Meta learning is also 

combined with federated learning to help federated learning initialization [37]. One 

problem in federated learning is that data could be non-iid, some studies attempt to solve 

this problem [38]. Communication and cost couldn’t be ignored in updates in federated 

learning, some studies optimize process of federated learning method [39]. 

 

It’s difficult to combine federated learning and transfer learning because in most transfer 

learning method, domain alignment occurs in every iteration, which means that we must 

mix different domain’s data and it is conflict with federated learning. Fortunately, just 

recently, some studies find some method that could combine the two technologies [40].   

 

1.3 Outline 

The paper is structured as follows: 

 Chapter 1 introduces background and related work about this study 

 

 Chapter 2, introduces some deep neural network, basic knowledge and common 

algorithms of transfer learning and federated learning.  

  

 Chapter 3 describes problem of prediction of human mobility data and defines some 

mathematical expressions 

 

 Chapter 4 introduces two datasets, some pretreatment on two datasets and trajectory 

cluster method. This chapter is prepared for experiment in later chapters. 
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 Chapter 5 describes some activation function that is used in model. This chapter 

introduces baseline model and proposes federated learning and transfer learning 

model based on baseline model. On top of it, I propose a federated transfer learning 

model that could have a great performance on sparse human mobility data without 

privacy disclosure.  

 

 Chapter 6 introduces measure criterion in model evaluation and experiment by 

federated learning method, transfer learning method, final mix method. Based on 

result of experiment, this chapter makes some analysis. 
 
 

 Chapter 7 concludes this thesis by emphasizing the contributions and indicates the 

current deficiency of this study. At last, this chapter introduces some future work that 

could improve experiment results 
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Chapter 2. Methodology 

2.1 Deep Neural Network 

Nowadays, researches most use deep neural network (DNN) to complete prediction task 

in many fields, including computer vision, Natural language Processing and human 

mobility data. Most common sequence prediction network is recurrent neural network 

(RNN) and Long Short-Term Memory (LSTM). Attention mechanism is used to improve 

performance of network. 

2.1.1 RNN 

A recurrent neural network (RNN) is a class of artificial neural networks where 

connections between nodes form a directed graph along a temporal sequence. This allows 

it to exhibit temporal dynamic behavior. Derived from feedforward neural networks, 

RNNs can use their internal state (memory) to process variable length sequences of inputs. 

Figure 2: Vanilla RNN 

 

                        (1) 
                           (2) 

 

The input is sequence x1, x2, x3… and initialization value h0. In this thesis, the input 

sequence is Past/most recent trajectory location and output is next trajectory location. 

Formula (5) is the calculation formula of the hidden layer, f is the activation function 
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generally using tanh function, U is the weight matrix from the input layer  to the 

hidden layer , W is the weight matrix from the hidden layer  at the last moment 

to the hidden layer  at the current moment, b is the deviation vector. 

 

Formula (6) is the calculation formula of the output layer, g is the activation function 

generally using SoftMax function, V is the weight matrix between the hidden layer , 

and the output layer , c is the deviation vector, and this layer is a fully connected layer. 

The hidden-layer node   could be considered as a unit of memory that captures 

information from all previous moments. 

 

Sequential data is difficult to process with a basic neural network and RNN solves this 

problem because the output of the neuron can be transmitted to itself at the next moment. 

RNN can capture long-term dependencies of sequential information. Unfortunately, when 

the sequence is too long, especially when the sequence is over 20 words, its performance 

will degrade rapidly. In many previous studies, RNN has a great performance in short-

term prediction, such as prediction in one day. However, when we predict long-term 

human mobility pattern, it couldn’t have a great result. 

2.1.2 LSTM 

The parameters of the time dimension are shared, so when the sentence is long, the 

gradient will disappear in the process of back propagation. LSTM improves this problem 

to some extent. 

 

In LSTM, there are three gates to control model, input gate, forget gate and output gate. 

The three gates’ activation function is sigmoid function. Gate closes when the input is 

less than zero. 

 

The formula of gates is 

                   (3) 

W is parameter matrix; b is bias matrix and  is activation function. 

The formula calculating memory cell is: 
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           (4) 

The output of hidden state is: 

                        (5) 

 

The memory cells of LSTM can store previous information, and the memory gate controls 

the preservation of past information, because LSTM can retain memories for longer than 

RNN.  

Figure 3: Internal structure of LSTM 

2.1.3 GAN  

Generative Adversarial Network (GAN) is one kind of generative model. It usually has a 

generator and discriminator. 

 

The generator is used to sample random noise as an input from any given distribution, 

and the goal of the generator is to fool the discriminator by making the generated input 

as close as possible to the distribution of the real data. The discriminant determines which 

distribution the real data and the sample generated by the generator come from. 

Generators and discriminators update iteratively by continually adversarial learning. 

Finally, the generator can produce data with a distribution similar to the real data, while 

the discriminators cannot determine whether the input sample is real or false, thus 

achieving a Nash equilibrium. 

 

P represents the distribution of real data, and P represents the distribution of data 
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generated by the generator. The optimization formula of the model can be expressed as: 

 
                    (6) 

  
Figure 4: structure of GAN 

2.1.4 Attention mechanism 

The mechanism of Attention, at a superficial level, fits its name perfectly. Its core logic 

is focusing on the key rather than focusing on the whole. 

 

Recurrent neural network serves as the framework of encoder to decoder. When 

predicting trajectory data, RNN network is used as encoder and the hidden layer of the 

last time dimension is used as output. We mark it as C, then decode C, and finally calculate 

Y and classify it. 

 

Attention mechanism is similar to traditional encoder-decoder model. But instead of 

calculating y indiscriminately, the effect of input on output at different times is treated 

differently. 
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In the encoder-decoder structure, Encoder encodes all the input sequences into a unified 

semantic feature C and then decodes it. Therefore, C must contain all the information in 

the original sequence, and its length becomes the bottleneck that limits the performance 

of the model. Such as human mobility prediction problems, when the trajectories 

sequence to be predicted is too long, a C may not store so much information, which will 

cause a decline in accuracy. Therefore, researches will use multiple C as key. 

Figure 5: attention sequence to sequence 

 

                      (7) 

 

There is an alignment mechanism between the input end and the output end, and the input 

end itself can construct an attention mechanism and learn global word information across 

distance, which is the self-attention mechanism. Self-attention mechanism can learn 

contextual information just like RNN, and has the ability of long-distance learning 

2.2 Transfer learning 

Transfer learning (TL) is a research problem in machine learning (ML) that focuses on 

storing knowledge gained while solving one problem and applying it to a different but 

related problem. 

2.2.1 Measure criterion 

Measurement is not only a basic tool used in disciplines such as machine learning and 
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statistics, but also an important tool in transfer learning. Its core is to measure the 

difference between two data domains. Calculating the distance and similarity between 

two vectors (points, matrices) is the basis of many machine learning algorithms, 

sometimes a good distance measure can determine the final result of the algorithm is good 

or bad. 

 

KL divergence and JS distance  

KL divergence and JS distance are widely used measures in transfer learning. The 

Kullback–Leibler divergence, also called relative entropy, is a measure of how one 

probability distribution P(x) is different from a second, reference probability distribution 

Q(x). 
                  (8) 

 

In probability theory and statistics, the Jensen–Shannon divergence is a method of 

measuring the similarity between two probability distributions and it comes from KL 

divergence. 

 

                                                     (9) 

 

Maximum Mean difference (MMD) is the measure with the highest frequency of use 

in transfer learning. MMD measures the distance between two distributions in the 

reproduced-kernel Hilbert Space (RKHS) [43] and it is one kernel learning method. For 

two sets of random variables with n1 and n2 elements respectively, the MMD distance 

between the two random variables is 

 
              (10) 

 

Where   is the mapping, which is used to map the primitive variable to the 

regenerative kernel Hilbert space. 
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2.2.2 Model pre-training transfer method 

If you already have a model  that has been trained on the source domain, and the target 

domain itself has some tagged data to learn from, you can apply  directly to the target 

domain with some fine-tuning. At this point, you can focus on what happens to the target 

domain during the fine-tuning process without extra consideration for the migration 

regularization terms (or all of that). This pretrain-finetune model has been widely used in 

computer vision (such as pre-trained models on ImageNet), natural language processing 

(Transformer, Bert) and other fields. 

 

This approach assumes that data in the source domain can share some parameters of the 

model with data in the target domain. This approach usually works especially well when 

we have a model trained on a large dataset and we want to perform the same tasks on a 

small dataset. However, the effectiveness of this approach depends largely on the 

differences between the two data sets. 

 

Fine-tune could greatly decrease cost of training and expands our data set to some extent. 

2.2.3 Domain Adaptation 

Domain adaptation is a field associated with machine learning and transfer learning and 

it is a field that aims at mapping the data distributed in different source and target domains 

to a feature space to make it as close as possible in that space. 

 

Firstly, it is necessary to introduction some concepts in domain adaptation and transfer 

learning. 

 

Domain is object of learning and source of knowledge. The domain consists mainly of 

two parts, one is the data, and the other is the probability distribution that generates the 

data. In general, D is used to refer to a domain, and P is used to refer to a probability 

distribution. The domain adaptive problem is designed with two concepts, one is the 

source domain and the other is the target domain. Domain adaptation takes the knowledge 
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learned from the source domain with annotated data and applies it to the target domain 

without annotated data. 

 

Tasks are the objectives of model learning, such as classification tasks and regression 

tasks. A task usually consists of two parts, a label and a function corresponding to the 

label. 

 

In most cases, merely the source domain has annotated data and the target domain just 

has training datasets. Because there's no label data in target domain, it’s impossible to 

train a model just using target domain’s data by deep learning method. 

 

Virtually, some other studies attempt to migrate a model with low data quality and low 

performance to a model with high data quality and high performance. In thesis, the 

domain of zdc data is source domain, which has labels and high-quality, dense data and 

its model has a relatively good effect. Compared with it, the domain of foursquare data is 

target domain, which has sparse data and its model is difficult to have a great result. 

 

Domain adaptation could be divided into Discrepancy-based methods, Adversarial-based 

methods and Reconstruction-based methods. This article will explore only two of the 

methods used, Discrepancy-based method and Adversarial-based methods. 

 

Deep Domain Confusion (DDC) 

By adding an adaptive layer between the source domain and the target domain and adding 

a domain confusion loss function, the network learns how to classify and at the same time 

reduces the distribution difference between the source domain and the target domain, so 

as to realize the domain adaptation. 

 

The network consists of two flows. The first flow is labeled with the input of source data. 

The input of the other stream is the target data, which contains a small amount of labeled 

data or no labeled data. The two streams of Convolutional Neural Network share weights. 

Different from the past, the author adds an adaptation layer between the feature layers of 

the two flow networks, and calculates a domain loss through the output of the adaptation 
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layer. In this paper, the MMD (Maximum Mean discrepancies) distance between the 

features of the source domain and the target domain is used as domain loss, and the 

difference between the source domain and the target domain is reduced by minimizing 

the MMD distance.  

 

In the selection of the position of the adaptive layer, the MMD distance between the 

source data and the target data is calculated layer by layer, and the position of the layer 

with the minimum MMD distance is selected as the position of the adaptive layer. After 

the position of the adaptation layer is determined, the adaptation layer of different sizes 

is also tried, and the size that can minimize the MMD distance is selected as the size of 

the adaptation layer. 

 

Domain-Adversarial Training of Neural Networks (DANN) [41] is a representative 

method of domain adaptive problem research based on antagonistic thought. 

 

DANN's network can be divided into three parts, including feature extractor , label 

predictor  and Domain classifier . 

 

Among them, the function of feature extractor is to extract data features required by 

subsequent tasks on the one hand, and on the other hand, to generate features that cannot 

be correctly classified by domain classification, so as to realize the alignment of the 

distribution of feature space between source domain samples and target domain samples; 

Class classifiers are used to classify sample features; The domain classifier is used to 

determine whether the feature information extracted by the feature extractor comes from 

the source domain or the target domain. 

 

The basic principle of DANN is to draw on the idea of GAN. The feature extractor 

corresponds to the generative antagonistic network in GAN, and the domain discriminator 

corresponds to the discriminant network in GAN. The sign of the completion of network 

training is that the domain discriminator cannot distinguish whether the features 

generated by the feature extractor come from the source domain data or the target domain 

data. In this case, the feature space of the source domain and the target domain will be 
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completely mixed together and become the domain invariant feature space.

In the process of model optimization, the training goal is to make the feature generator 

generate the same distributed features as far as possible for both the input from the target 

domain data and the input from the source domain data, while the goal of the domain 

classifier is to distinguish whether the data features come from the source domain data or 

the target domain data as far as possible. In order to achieve this goal, the model in the 

feature extractor and classifier increase the gradient between flip layer (GRL), in the 

process of back propagation network, gradient becomes the original opposite, will lead to 

back propagation, the domain of discriminator before GRL layer parameters update 

direction to move in the direction of the loss function is the minimum, The parameters of 

the feature extractor after the GRL layer will move to the direction of the increase of the 

loss function, so as to achieve the effect of confrontation.

The loss function of DANN is:

(11)

, λ is he parameters and it changes with training. After the model converges, 

parameters will become parameters that make the model reach the local optimal model. 
                 (12)

                    (13)

Figure 6: Network of DANN [41]
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2.3 Federated learning

2.3.1 Categories

According to the different data distribution of participants, Yang Qiang divided federated 

learning into three types: horizontal federated learning (HFL), vertical federated learning 

(VFL) and federated transfer federated learning (TFL).

Horizontal federated learning is introduced in the scenarios that data sets share the same 

feature space but different in samples (like users). Larger overlap of features of the two 

data sets. From this study, two datasets have same feature space and different data, 

therefore I use just horizontal federated learning in this study.

Vertical federated learning is applicable to the cases that two data sets share the same 

sample ID space but differ in feature space. Larger overlap of same IDs(users) of the two 

data sets.

Federated Transfer Learning applies to the scenarios that the two data sets differ not only 

in samples but also in feature space. Merely no overlap between two data sets.  

Figure 7: Categorization of federated learning [42]
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2.3.2 FedAvg 

The FEDAVG algorithm integrates multiple deep learning models using SGD into a 

global model. 

 

Similar to stand-alone machine learning, the goal of federated learning is also experiential 

risk minimization. The object function is 
                (14) 

 

N is the sample size,  represents sample i, and represents the loss function of 

the model  . Suppose there are k local models and   represents the ordinal set of 

sample individuals of model k. Assume , the loss function is: 

 
                      (15) 

                     (16) 

 

It is important to note that since the data of each terminal device does not represent the 

global data, it means that  is different from F(x). That is, any local model 

cannot be considered the global model. 

 

One Update in local model could be thought as an iteration. Assume b as one batch, the 

formula of the iteration of local model k is:  
                    (17) 

 
The idea of FEDAVG algorithm is very intuitive. The training process is divided into 
several rounds. In each round, selected CK(0 C 1) models to train. The number of 
epochs of the local model k in a round is E, batch size is B, so the number of iterations is 

 . At the end of a round, the global model is obtained by weighted averaging the 
parameters of all the local models participating in the learning. The detailed algorithm is 
as follows 
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Algorithm 1: FedAvg  

Input: number of models K, number of epochs E, batch size B, learning rate  

Output: global model parameter x 

1. Initialize x; 

2. for each round t=1, 2, …, do 

3. ; 

4. ; 

5. ; 

6.    for each local model in parallel do  

7.  

8.  

9.       for each epoch i from 1 to E do 

10.          for each batch  d 
11.  

12.          end 

13.       end 

14.   end 
15. ; 
16. ; 
17. end 
18. return x; 
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Chapter 3. Problem statement 

In this section, we define the terms and concepts frequently used throughout this thesis. 

Definition 3.1 (Raw GPS data). Each reading from a localization sensor can be described 

as a 3-tuple of the time stamp, latitude and longitude. Thus, raw GPS data collected by 

the mobile device u can be formally represented as follows: 

                      (18) 

Thus, the trajectory of each user  can be defined in the following manner of: 

               (19) 

where  is the i-th record (ordered by time) of user u. 

 

Definition 3.2 (Location Cluster). To make it easier for learning a spatial multimodality, 

we introduce location clusters  (as shown in Figure 3) 

to transform the geo-coordinates (latitude, longitude) in will to the nearest location cluster. 

 

Definition 3.3 (Cluster-level trajectory). A cluster-level trajectory traj is represented by 

the sequence of cluster IDs: 

                        (20) 

where T is the length of the trajectory. Typically, the time interval between two adjacent 

cluster IDs is 15 min. 

 

Definition 3.4 (Past/most recent trajectory). To model both the long- and short-term 

dependency respectively, we slice the trajectory of user u into the past trajectories 

 on day d and the most ∆t recent trajectory . Note that users 

may leave the studied region or switch off their mobile phone, and thus we do not expect 

we have user data on every day in our dataset. Thus, we use  to denotes the set of days 

in which the user has records within the studied region. 

 

Definition 3.5 (Human Mobility prediction). In this study, we predict the future ∆t-

aheadlocation  based on the most recent ∆t observations  and past 

trajectories from the same user. 
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Thus, we can formulate the prediction task at time t as modeling the conditional 

probability: 

                (21) 

Note that, ∆t is used for both ∆t-ahead prediction and ∆t most recent observations.  

 

Definition 3.6(domain adaptation) 

Given the source language  and a target domain , when 

their feature spaces ( ), category Spaces ( ), and conditional distribution 

probabilities ( )are the same, the edge distributions of the two domains 

are different( ). The goal of domain adaptation is to use labeled data  to 

learn a classifier  to predict the label  of the target domain . 

 

Definition 3.7(federated learning) 
Define N data owners , all data owners want to train a machine learning model 

by merging their respective data . Centralized method will put all data together 

to train a model . But a federated learning method will let every data owner  

collaboratively train a model  without expose its data  to other data owners. 

Besides, the accuracy of  ,denoted as  should be greatly close to the actuary 

of . Suppose  as a non-negative real number, if   

we say that the federated learning algorithm has δ-accuracy loss. 
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Chapter 4. Data pre-processing 

4.1 Dataset  

In this research, I mainly use two datasets. Foursquare data (LBSNs sparse data) and 

zdc data (dense trace data).  

 

Foursquare dataset is one kind of Location-based Social Network trajectories data and 

it collected by web spider. After filtering out noise and invalid check-ins, it contains 

check-ins about 10 month (from 12 April 2012 to 16 February 2013) and 573,703 check-

ins, 2273 active users in Tokyo and each check-in are associated with its time stamp, its 

GPS coordinates and its semantic meaning (represented by fine-grained venue-

categories), such as train station, library and etc. Average time interval of every check-in 

is 2.44 days. Therefore, it is one kind of greatly sparse human mobility data, which will 

make it is difficult to predict or build a highly accuracy model. 

 

Zdc dataset is one kind of people flows data, which is collected by individual location 

data sent from smart phones with enabled AUTO-GPS function under users’ consent by 

“docomo map navi" service provided by NTTDOCOMO, INC. Those data are processed 

collectively and statistically so that it won’t reveal users’ private information. Original 

data just includes GPS data (latitude, longitude), time stamp and user id.It relabeled users’ 

id and doesn’t reserve any users’ private information such as gender or age. It has millions 

of users and average time interval is 15 minutes, so it is large-scale and dense trajectories. 

Virtually, some previous studies have utilized it on trajectory prediction and has a 

relatively great result. Because the size of complete zdc data that occurs in same period 

with foursquare is too large, I just use 3 month zdc data and random select 1/10 users in 

it as part zdc dataset used in experiment. 

 

Virtually, although the two datasets are similar in the shape of data and period, they are 

greatly different from data accuracy, scale and time interval (shown in Table 1). 
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Dataset             Foursquare          Zdc 

#Users                 2273             14140 

#Poi                   1082             1600 

#Trejectories          573,703            millions 

Collected period    12/2012-2/2013    12/2012-2/2013 

Time Interval         2.44 days         15minutes 

Table 1: Statistics of the datasets 

4.2 Data pretreatment 

Through I have introduced condition of foursquare and zdc dataset in Tokyo, virtually 

original data is collected in larger scale. Considering latter experiment, it is necessary to 

make the two datasets in same region. I find out the border of Tokyo and remove data not 

in this area for the two datasets. 

 

In addition, as is mentioned before (shown in Table 2), the types of the two datasets are 

greatly different. Except time interval and data scale, Foursquare data is check-in data 

that adjacent location is different in most times. Zdc data is dense traces, within 15 

minutes, user is probably in same location in many records. Therefore, it is necessary to 

make the two datasets more closely for data fusion. If one user stays in one region over a 

given time, we could consider this region is a stay point for this user. Fortunately, scikit-

mobility has this function and I utilized it to preprocess zdc data as the form of stay point, 

making the data shape more closely to foursquare data. After this step, adjacent location 

will be different for every user. From this angle, two datasets become closer, which will 

make it easier fuse two datasets. 

 

Besides, I also rename every user id for two datasets. Although there is possibly some 

overlap between the users of the two datasets, I make the user numbers of the two datasets 

completely different in order to avoid confusion in model training. I also completed some 

pre-processing on time and the unit of time is seconds, which make sure that two datasets 

have uniform format. 
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4.3 trajectory cluster 

The purpose of this thesis is predicting user’s next location. Ideally, we should predict 

user’s next accurate location, such as latitude and longitude. Virtually, this kind of 

continuous GPS data is difficult to learn even we use a complex model because a complex 

transportation network makes the spatial dependency highly non-linear. Another 

advantage of discrete value in human mobility data is that it is more suitable to 

characterize spatial multimodal distributions. Therefore, it is necessary to convert 

continuous GPS data to discrete value. 

 

Although foursquare data already has location id feature, we don’t know how it is 

recorded and to fuse it with zdc data, label the two datasets by same method is necessary. 

In this research, I utilize grid approximately substitute for accurate location. 

 

I split Tokyo into 1km×1km grids in a given latitude and longitude, then count numbers 

of trajectories in every grid. Considering the data size of zdc data is greatly bigger than 

foursquare data, I just use zdc data in this data cluster. As is well known that the more 

classes, the harder the model is to learn, it’s impossible to use all grids. So, I chose 1600 

most common anchors in Tokyo. Calculate the distance between each piece of data and 

each anchor, then select the anchor that is closest to each piece of data as location label 

for each piece of data. As same as treatment of zdc data, I use same method to relabel 

foursquare data. Table 3 shows statistical information of this data cluster. 

 

 Min(km) Max(km) Median(km) Mean(km) 

Zdc data      

Table 2. Adjacent Cluster Center Distance Statistics [45] 

 

By these anchors (shown in Figure3), the two datasets have same form labels. As is 

mentioned before, I chose 1600 most common anchors in Tokyo by zdc data. However, 

foursquare data doesn't have all the anchors, it is concentrated in 1082 anchors, which 

means that foursquare data appears in fewer anchors in Tokyo. 
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Figure 8:1600 common anchors in Tokyo 
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Chapter 5. Model 

5.1 Activation function 

Activation Function is a function added to an artificial neural network to help the network 

learn complex patterns in data. Similar to the neuron-based model of the human brain, the 

activation function ultimately determines what to fire to the next neuron. 

 

Sigmoid function 

The Sigmoid function outputs from 0 to 1. Since the output values are limited to 0 to 1, it 

normalizes the output of each neuron. It is well suited to models that use predicted 

probabilities as outputs. 
                         (22) 

 

 
Figure 9: Sigmoid function 

Tanh function 
In a general binary classification problem, the tanh function is used for the hidden layer, 

while the sigmoid function is used for the output layer 
                  (23) 
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Figure 10: Tanh function 

 
 
ReLU function 
Since there is only a linear relationship, the calculation speed of ReLU function is 
relatively fast, so it is widely used in deep learning 
 

                  (24) 

 

 
Figure 11: Relu function 

 
 
SoftMax Function 
SoftMax is an activation function for multi-class classification problems where more 

than two class tags require class membership. For any real vector of length K, SoftMax 

can compress it into a real vector of length K, with a value in the range (0,1), and the 

sum of the elements in the vector is 1. 
 

                         (25) 
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5.2 Baseline 

This research attempts to predict long-term and sparse human mobility pattern. Therefore, 

it is practically impossible to have a great result if we just use RNN, even LSTM. 

Fortunately, there have some researches centralized in modeling sparse human mobility 

data and one of them is Flashback [24]. 

 

Flashback utilizes spatiotemporal contexts to predict sparse data. Figure 3 shows 

mechanism of it. It is designed for modeling sparse user mobility trajectories Compared 

with vanilla RNN, it adds attention mechanism and user embedding to consider 

personalization. Instead, implicitly add spatial-temporal factors into the recurrent hidden 

sate in RNN model, it uses attention mechanism to search past hidden state. Then the 

hidden state that has high predictive power will have higher weight and the hidden state 

that has lower predictive power will have little influence on the final output. Therefore, 

this model will learn greatly from rich spatiotemporal contexts in past mobility 

trajectories. 

 

It computes the average weight of the historical hidden state   and the weight is 

calculated by the temporal and spatial distance(  and ), which could represent 

spatiotemporal contexts between adjacent location in trajectories sequence. 

 

From a temporal perspective, we need to consider the influence of time. Considering 

human mobility pattern changes periodically because human behavior should follow the 

same pattern every day or week or over a certain time period, it uses a Havercosine 

function, which is a typical periodic function and outputs bounder form 0~1, as follows: 

 
                   (26) 

                          

 

Virtually, the influence of time changes with exponentially. As is well know that old 

trajectories will has less influence on prediction task. To model this factor, this framework 

uses a temporal exponential decay. 
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                 (27) 
 
Where  could control how fast the weight decrease by time  as a temporal decay 
rate. 
 

From a spatial perspective, we also need to consider the influence of distance between 

adjacent location. If the location is closer to the current location, it will be more helpful 

for location prediction. Similar to time interval, it also models as a exponential way as: 

                         (28) 

 

Where  is the L2 distance (Euclidean distance) between two POIs  and , and 

 controls how fast the weight decreases by spatial distance  as a spatial decay rate. 

It is necessary to combine these two weights separately calculated by spatial and temporal 

factors. 

 
                  (29) 

 

In formula 29, it both consider the effects of time and space and it will be multiplied by 

hidden state in order to consider spatial-temporal context. 

 

In addition, this model also uses embedding vector for every user. Then it aggregated 

hidden state with user embedding vector in to a fully connected layer in order to predict 

the next location 

 

Compared with previous study, this framework has already a relatively great result when 

predicting sparse traces. 
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Figure 12: architecture of Flashback [24]
 

5.3 Federated learning model

Although traditional federated learning methods usually have many parts, especially 

when it is used in mobile devices, there are only two parts, foursquare dataset and zdc 

dataset, in this research.

Instead training models by two datasets separately, I train two local models of two datasets 

and aggregate them as global model by FedAvg. Afterwards, use global model to update 

the two local models and continue the iteration.

In this model, two local trainer uses baseline network Flashback. Therefore, it could be 

considered as average performance of two datasets to some extent.

The detailed procedure is as follows:

Step1: Split two datasets by batch size

Step2: Initialize parameters of two local models and global model

Step3: for every epoch

         for every local model

            train local model using Flashback by batch size

update local model by gradient descent

  update global model by averaging parameters of local models

update local models by global model

         end

      end



31 
5. Model 

 

Figure 13: Federated learning process 
 

5.4 Transfer learning model 

Based on this framework, I design two transfer learning model. One is based on Deep 

Domain Confusion (DDC), I calculate mmd loss when training [44]. Another is based on 

DANN, except classifier, I add discriminator to it to predict which domain the data from.  

 

Model based on DDC calculated mmd loss before fully connected layer between two 

models trained by foursquare dataset and zdc dataset. 

 

The loss function will become: 
         

(30) 
 

Where t means data from target domain and s means data from source domain is cross 

entropy that obtained by basic model Flashback,  is transfer parameter that controls the 

influence of transfer learning. MMD calculates mmd loss of two datasets and input of G 
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is vector of hidden states(h) 

 
              (31) 

 

Where t means data from target domain and s means data from source domain is cross 

entropy that obtained by basic model Flashback,  is transfer parameter that controls the 

influence of transfer learning. D calculates domain classifier loss of two datasets and input 

of G is vector of hidden states(h), which means D calculates the input origins from which 

domain. 

 

These two models both used domain adaptation to align two kinds of data to have a better 

result. 
 

Discrepancy-based method              Adversarial-based method 
Figure 14: Transfer learning model 

 

5.5 Federated transfer learning model 

I used both federated learning and transfer learning in the final model. It adapts the inputs 

from source domain by adding an alignment layer. Both of the previous two transfer 
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learning methods directly input data into the model during training. However, in 

consideration of privacy protection, direct interaction between data cannot be conducted. 

Therefore, the federated transfer learning model eventually used is different from 

methods that I used before, including DCC and DANN. 

 

Given the network from server and two users, I add a correlation alignment layer after 

fully connected layer in order to adapt the domains. This alignment function could be 

used to align the second-order statistics between the inputs. The loss of correlation 

alignment can be calculated as follows: 

 
                      (32) 

where  is squared matrix Frobenius norm, and d demonstrates the dimension of 

embedding features.  and  denotes the covariance matrices of the source(global) 

domain and target(local) domain’s weights. Compared with training with both regression, 

CORAL loss could learn features that could perform greatly on target domain(local).  

 

Therefore, the loss function of this method is: 
              (33) 

Where  demonstrates the trade-off parameter. 

 

Figures 15 shows federated transfer learning model I proposed in this study. 

The detailed procedure is as follows: 

Step1: Split two datasets by batch size 

Step2: Initialize parameters of two local models and global model 

Step3: for every epoch 

         for every local model 

           train local model using Flashback by batch size 

minimize correlation alignment loss between local model and global model 

update local model by gradient descent  

    update global model by averaging parameters of local models 

update local models by global model 

         end 

      end 
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Figure 15: Federated transfer learning model 
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Chapter 6. Experiment and analysis 

6.1 Measure criterion 

Cross entropy  

In information theory, the cross-entropy between two probability distributions p and q 

over the same underlying set of events measures the average number of bits needed to 

identify an event drawn from the set if a coding scheme used for the set is optimized for 

an estimated probability distribution q, rather than the true distribution p. 

 

The formula 34 for cross entropy is as follows 
                (34) 

 

In machine learning, we need to evaluate the gap between the label and predicts, using 

KL divergence is just right. Due to the KL divergence in the first part H (y) is changeless, 

therefore in the process of optimization, the need to focus only on the cross entropy. Thus, 

cross entropy is generally directly used to make loss evaluation model in machine learning 

 

Precision 

Precision measures how accurate is your predictions, the percentage of your predictions 

are correct. 
                          (35) 

where TP is true positive, FP is false positive. 

 

Recall 

Recall measures how good you find all the positives. For example, we can find 80% of 

the possible positive cases in our top K predictions. 
                            (36) 

 where FN is false negative 

recall@10 means probability that we find positives from top10 data 
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mAP 

The general definition for the Average Precision (AP) is finding the area under the 

precision-recall curve above (usually x axis is recall, y axis is precision). 

  
                            (37) 

 

mAP is mean Average Precision 

Because we have many batches, so I will calculate average ap for evert batch. That is 

mAP 

 

6.2 Experiment setups 

The experiments are conducted on a Linux(ubuntu) sever with Intel Xeon E5-2690v4 

CPU (2.6GHz 14C 35M 9.60 GT/sec 135W), 2x TitanX Pascal 12GB GDDR5X graphics 

card, 128GB (8x 16GB DDR4-2400 ECC RDIMM) and a 1.2TB Intel NVmeDC P3600 

Series SSD. I use 80% of the dataset as training data and 20% for testing data.  

 

In order to compare with the results of different experiments, I use same parameter in 

most experiment. The length of input trajectories sequence is 20, the batch size is 

1024(means 1024 users in a batch), length of hidden state is 10, initial learning rate is 

0.01, number of locations is 1600 and transfer loss parameter in transfer learning is 10. 

 

As is mentioned in chapter 3, original foursquare dataset already has labels. Therefore, 

firstly I conduct the experiment on original foursquare dataset and relabeled foursquare 

datasets by basic model Flashback. After that, I also use zdc dataset to complete same 

experiment. 

 

Afterwards, I conduct the experiment of federated learning methods on foursquare dataset 

and zdc dataset. I use method of FedAvg to aggregate two local model as global model 

except user embedding layer. 

 

Then, two transfer learning models are used to predict next location of trajectories in 
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foursquare dataset by the help of zdc data. Because we want to improve model 

performance of foursquare dataset, zdc data is source domain and foursquare data is target 

domain.  

 

Finally, I use federated transfer learning model that I proposed in chapter 4 to predict 

human mobility data without privacy disclosure. Significantly, different from just transfer 

learning method, in this experiment, source domain is weight of global model and target 

domain is weight of local model, including local trainer of foursquare data and zdc data. 

 

6.3 Result of location prediction 

Firstly, I use basic model flashback on zdc and foursquare dataset separately. As is shown 

in figure, the loss of model trained by zdc is greatly smaller than that of foursquare dataset. 

Of course, except loss, accuracy of model of zdc data is also better than foursquare data 

because zdc data is denser and has relatively high-quality data, which means the 

trajectories contain more information. It should be noted that foursquare dataset has same 

kind of label with zdc data in this controlled trial. 

 

Figure 16: loss comparison on basic model 
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Figure 17: loss comparison on federated transfer learning model 

 

Different from performance of basic model, after we import transfer learning and 

federated learning, the total loss of two local models that trained by local data and updated 

by global model become closer, which means that two datasets are aligned to some extent. 

It seems that the total loss is in Figure 17 larger than loss in Figure 16 because the 

calculation methods of loss are different. The loss in Figure 16 is classification error and 

the total loss in figure 17 is computed by classification loss and transfer loss. Virtually, if 

we just compare classification loss, the classification loss in Figure 17 is smaller than that 

in Figure 16. 
 

 
 

Data mAP Recall@10 Model 

Original fsq data 48.354088% 75.302128% Flashback 

Relabeled fsq data 48.219626% 75.302128% Flashback 

Zdc data(part) 53.130656% 77.117857% Flashback 

Relabeled fsq data 47.98230% 74.808568% FedAvg method 

Relabeled fsq data 48.710939% 75.575331% DDC transfer method 

Relabeled fsq data 48.672451% 75.680877% DANN transfer method 

Relabeled fsq data 48.416047% 75.509106% Federated transfer method 
Table 3: Location prediction performance on different datasets with different models 
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6.4 Analysis 

From result of location prediction, we could know that basic model trained by zdc data 

has better performance due to its density and rich spatial-temporal information than basic 

model trained by foursquare data, which makes transfer learning become meaningful. 

 

Caused by distribution divergence between foursquare dataset and zdc data, it’s difficult 

to have a good performance if we just combine these two datasets even in centralized 

method. Thus, when we just use federated learning on basic model, the performance of 

model actually declines because global model couldn’t balance prediction task of two 

datasets with great distribution divergence. 

 

Just as we suspected before, the performance of model trained by foursquare data 

improves when we use transfer learning model. By domain adaptation, we could transfer 

source domain (zdc data) to target domain (foursquare data) to some extent. Because zdc 

data is more high-quality, when we align the distribution of two datasets, the model could 

learn some extra spatial-temporal information from zdc data. Benefit from it, model 

trained by foursquare data could make up missing spatial-temporal information due to 

sparsity of data. 

 

Finally, when we use federated transfer learning model, the performance of model is still 

better than basic model. Unavoidably, federated learning method will decrease model 

accuracy to some extent because domain adaptation is not directly done between two 

datasets. Virtually, the alignment of two local models trained by two datasets is completed 

by global model indirectly.  

 

There are some possible reasons that cause improvement of model is not so great. One is 

the complexity of the task because of classes of this model is 1600. As is well known that 

the more classes of task, the difficult the model to learn. Another reason is that the 

periodicity of zdc data I used in this experiment is not long enough. The time span of 

foursquare data is over one year, but I just use 3 months zdc data because the size of one 

year zdc is so large, which makes it’s hard for zdc data to supplement whole spatial-



40 
6. Experiment and analysis 

temporal information. 
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Chapter 7. Conclusion and future work 

Although it’s difficult to predict sparse human mobility data by traditional method, such 

as RNN and LSTM, model based on attention mechanism and leverage rich 

spatiotemporal contexts makes it have a relatively high accuracy in prediction. Basic 

model Flashback uses attention mechanism to search past hidden state that has high 

predictive power so that it could benefit from spatial-temporal contexts in GPS data. 

 

Based on Flashback, I design two transfer learning networks that could adapt the domain 

from dense data to sparse data to help improve performance of prediction of sparse human 

mobility data by domain adaptation in transfer learning. One network is based on DDC 

and another is based on DANN. Model based on DDC adds a domain adaptation layer 

that calculates mmd loss between intermediate result, hidden state and minimize this kind 

of transfer loss so that the source domain could convert to target domain. Model based on 

DANN adds a discriminator that classifies the input data from which domain by 

adversarial ideas generated from GAN. Compared with basic model, the two transfer 

learning models both have better performance on sparse human mobility data prediction. 

 

In order to protect privacy of companies, I utilize federated learning method that could 

help companies collaborate to train a collective model that they can store their raw data 

locally and needn’t to exchanged data with each other. Virtually, I train two local models 

by foursquare data and zdc data separately and aggregate them as a global model except 

user embedding layer. Due to great difference between two datasets, if we only use 

federated learning, it’s difficult to improve performance of prediction of sparse human 

mobility data. Experiment shows it has a little decline of accuracy. 

 

Combined with the two technologies, this study proposes a federated transfer learning 

model for modeling sparse human mobility data without exchange of raw data. It is 

different from transfer learning method that the global model could be considered as 

source domain and the local model could be considered as target domain. I add a domain 
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adaptation layer after fully connect layer of network. When training in federated method, 

the local model will be aligned to global model and the global model is generated by two 

datasets, which means that the two datasets will be aligned with each other. Experiment 

shows that the performance of this method will slightly worse than directly using transfer 

learning method and greater than basic model Flashback. 

 

Although this method could improve performance of prediction of sparse human mobility 

data, the degree of improvement is little small. Therefore, I will attempt to using other 

domain adaptation methods to improve the prediction model better in the future. On the 

other hand, this study just considers two companies’ cooperation and virtually, if more 

companies could attend generate model by federated learning method, the result could be 

better. I will consider let more parties attend federated learning and make the prediction 

become better in the future.  
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