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Introduction

In this thesis, we aim at new models of operads and multicategories which admit
various symmetries including those of symmetric groups, of braid groups, and of
ribbon braid groups. They are based on the idea of categories of operators pro-
posed by May and Thomason [58]. We construct a 2-category BG for each group
operad G in the sense of Zhang [76] and show that G-symmetric multicategories
give rise to 2-categories fibered over BG . This point of view clarifies how sym-
metries on monoidal structures are used in defining the Hochschild homology
and the homologies associated to crossed simplicial groups, which was intro-
duced by Fiedorowicz and Loday [24], of associative algebras. In other words,
we can parametrize the Hochschild homology of algebras over noncommutative
bases. We expect that these techniques admit homotopy algebraic analogues
and enables geometry of algebras over more general bases.

The central motivation lies in the geometry of higher algebras, which has
been developed based on the duality of “spaces” and “algebras.” One of the
most important examples of dualities was pointed out by Gelfand and Naimark
[26]; compact Hausdorff spaces corresponds in one-to-one to unital commutative
C∗-algebras contravariantly. More precisely, for a compact Hausdorff space X,
it is dual to the C∗-algebra C(X) = C(X,C) of complex-valued continuous
functions. The original space X is recovered as the space of maximal ideals of
C∗. The point is that the duality enables us to do “geometry” not only on spaces
but in the algebra side. For instance, it is an important problem in geometry
to classify vector bundles. According to Serre-Swan Theorem [73], the category
of finite-rank complex vector bundles over X is equivalent to that of finitely
generated projective modules over C(X) for every compact Hausdorff space X.
This relates the complex topological K-theory KU of compact Hausdorff spaces
to the (0-th) K-theory K0 of commutative unital C∗-algebras. We also note
that there are similar duality between affine varieties and commutative rings
and correspondence of vector bundles to projective modules; the latter is due
to Serre [69].

Connes’ noncommutative geometry [14] is one of attempts to extending the
meaning of “geometry;” namely he got rid of the assumption of the commutativ-
ity on algebras. Hochschild homology and the cyclic homology play important
roles. We here recall the description of them. For a symmetric monoidal abelian
category C, one can think of an algebra object in C as a monoidal functor

A : ∆̃→ C (0.0.1)

out of the category ∆̃ of finite cardinals and arbitrary maps equipped with the
disjoint unions as the monoidal structure. Thanks to the symmetric structure
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on C, the functor (0.0.1) extends to a symmetric monoidal functor

AS : ∆̃S → C , (0.0.2)

where ∆̃S is the free symmetrization of ∆̃ by the sequence of symmetric groups
S = {Sn}n. It turns out that the category ∆̃S has Connes’ cyclic category Λ
as a subcategory. Using the self-duality of Λ pointed out in [12], one obtains
the composition

A\ : Λop ∼= Λ ↪→ ∆̃S
AS−−→ C . (0.0.3)

As Λ is an extension of the simplex category ∆, in view of the Dold-Kan cor-
respondence [16] [17] [44], the restriction A\|∆op : ∆op → C corresponds to the
cyclic bar resolution of the algebra A. As a result, we obtain the Hochschild
homology and the cyclic homology of A as

HH ∗(A) = H∗(A\|∆op) , HC ∗(A) = H∗(hocolimA\) , (0.0.4)

here the homotopy colimit is taken in the derived category D(C). We are mainly
interested in the case C is the category of modules over a commutative ring.
In particular, if C is the category of vector spaces over a field k, and if A is
smooth and finitely generated over k, we have Hochschild-Kostant-Rosenberg
isomorphism [35]

Ω∗A/k ∼= HH ∗(A) ,
here Ω∗A/k is the exterior algebra of Kähler differentials. Furthermore, in the
same situation, the comparison of the differential on ΩA/k and the “circle-action”
on HH ∗(A) coming from the cyclic structure on A\, one obtains an isomorphism

HCn(A) ∼= (ΩnA/k/dΩn−1
A/k )⊕

⊕
k≥1

Hn−2k
dR (A) .

We here also mention that there are similar isomorphisms due to [13] for the
de Rham cohomology on a smooth manifold X and the cyclic homology of
the ring of complex-valued smooth functions. In this case, the circle-action on
Hochschild homology can be seen in the isomorphisms given by Jones [38]: for
a simply connected manifold X, we have

HH ∗(Ω∗dR(X)) ∼= H∗(LX;R) , HC ∗(Ω∗dR(X)) ∼= H∗(LX // S1;R) ,

here LX is the free loop space of X, and LX // S1 is its homotopy quotient by
the canonical circle action. Therefore, in noncommutative situations, we can
make use of the Hochschild homology and the cyclic homology instead of the de
Rham cohomology.

The perspective above is also convenient when the geometry of higher al-
gebras is developed; yet what are higher algebras? In order to formulate it, it
is convenient to describe algebraic structures in terms of operads. The notion
first appeared implicitly in Stasheff’s work [71] on the homotopy associativity,
and the abstract definition was given by May in his book [57]. For a sym-
metric monoidal category V, a symmetric operad O in V consists of a family
O = {O(n)}n of objects of V together with an Sn-action on each O(n) and a
composition operation

γO : O(n)⊗O(k1)⊗ · · · ⊗ O(kn)→ O(k1 + · · ·+ kn)
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which is associative, unital, and compatible with Sn-actions. More generally,
there is a “colored” version of operads: a V-enriched symmetric multicategory
is similarly defined while it is indexed with finite sequences of “objects” instead
of natural numbers. When V is omitted, the enrichment in sets is understood.
For example, symmetric operads can be seen as symmetric multicategories with
single objects, and every symmetric monoidal category C gives rise to a symmet-
ric multicategory C⊗. The latter assignment in particular defines a 2-functor
MonCatS → MultCatS from the 2-category of symmetric monoidal cate-
gories, symmetric monoidal functors, and monoidal natural transformations to
that of symmetric multicategories, symmetric multifunctors, and multinatural
transformations. Then, for a symmetric operad O and a symmetric monoidal
category C, O-algebras in C may be defined as multifunctors O → C⊗, which
form a category AlgO(C) := MultCatS(O, C⊗). If we write AssocS the sym-
metric operad with each Assoc(n) being an Sn-torsor, then AssocS-algebras
are nothing but associative algebra objects.

There are mainly two approaches to higher algebras using the theory of
operads. One uses cofibrant operads: if the enriching category V admits a
model structure in the sense of Quillen [65] which is good enough, then the
category of operads in V also admits a model structure [5]. In the case V is the
category of topological spaces or chain complexes, cofibrant replacements have
been discussed by many authors after Stasheff’s invention of the associahedra.
We would however use the other approach, namely the category of operators.
The concept was first discussed by May and Thomason [58]. We put Γ the
opposite category of a skeleton of the category of finite pointed sets. Then,
categories of operators are categories fibered over Γop with certain universal
lifting properties. It was pointed out by May and Thomason, and later by Lurie
[54], that each symmetric multicategory gives rise to a category of operators
satisfying a version of Segal condition. It was shown in [58] that, if K → Γop

and COS → Γop are categories of operators associated to a symmetric operad
O and a symmetric monoidal category C respectively, then O-algebras in C
correspond in one-to-one to functors K → COS over Γop preserving universal
liftings. According to Lurie [54], the argument actually goes well not only in
the ordinary category theory but also in the theory of quasi-categories, which
are models of ∞-categories, developed by Boardman-Vogt [6], Joyal [40] [41],
and Lurie [53]. In the latter situation, one obtains the notion of “∞-operads”
and their “∞-algebras.”

In terms of categories of operators, Hochschild homology of algebras is given
as follows: First, in view of the representability of multicategories considered
by Hermida [33], symmetric monoidal categories correspond to Grothendieck
opfibrations over Γop. Lurie gave a construction of a Grothendieck opfibration
EnvS(K)→ Γop for every category of operators K → Γop and showed that it is
the free symmetric monoidal category generated by the operad associated with
K; in other words, if COS → Γop is a Grothendieck opfibration associated with a
symmetric monoidal category C, maps K → COS of categories of operators corre-
spond in one-to-one to maps EnvS(K)→ COS of Grothendieck opfibrations. In
particular, taking K to be the category of operators associated to AssocS, one
can regard an algebra object A in C as a functor AO : EnvS(K)→ COS over Γop.
We denote by 〈1〉+ ∈ Γop the object consisting of exactly one element except the
base. Then, it is verified that the fiber COS

〈1〉+ is identified with C itself. Moreover,
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the cyclic category Λ admits a canonical functor Λ→ EnvS(K)〈1〉+ . In the case
C is an ordinary category and A is an ordinary algebra, the composition

Λop ∼= Λ→ EnvS(K)〈1〉+
AO

−−→ COS
〈1〉+
∼= C

coincides with the functorA\ given in (0.0.3) so that we can define the Hochschild
homology and the cyclic homology provided C is abelian. Hence, if C is a sym-
metric monoidal stable∞-category in the sense in [54], we obtain the Hochschild
homology for higher algebras, and geometry of higher algebras, or the derived
algebraic geometry, is enabled. In particular, if C = Spc is the ∞-category of
spectra, the Hochschild homology is called the topological Hochschild homology,
which is first considered by Bökstedt [7].

In the argument above, we always assume the base category C is symmetric.
From the geometric point of view, it reflects the assumption that the base ring
of algebras is commutative. On the other hand, there are some examples of alge-
braic structures on noncommutative bases studied especially in higher algebras
and in quantum mathematics. In the first area, May [57] considered levels of
homotopy commutativity of products on spaces; namely, if Ek denotes the little
k-disks operad, then an Ek-algebra in the category of topological spaces, or an
Ek-space briefly, is a homotopy associative topological monoid which is commu-
tative in homotopy k-types. For a few k, the commutativity of Ek-algebras is
classically known as below:

E1 ↪→ E2 ↪→ · · · ↪→ E∞
associative braided · · · commutative .

According to the stabilization hypothesis [2], which was proved in [27], for an
Ek-algebra A, modules over A form an (∞-)category which is not fully symmet-
ric but El-monoidal for some l ≤ k − 1. Hence, in order to consider geometry
with base A, we will need the Hochschild homology of algebras in Ek-monoidal
categories. Also, in quantum mathematics, the symmetry of braid groups ap-
pears frequently. For instance, for a Hopf algebra H, the category H-Mod of
left H-modules admits a canonical monoidal structure, where algebra objects
are called H-module algebras according to [61]. It is known that symmetries on
the monoidal structure on H-Mod may be encoded as special elements of tensor
products of H. In particular, according to [11], braidings on H-Mod precisely
correspond to elements of H⊗H called R-matrices. A Hopf algebra H is said to
be quasitriangular if it is equipped with a fixed R-matrix. The quantum groups
Uq(g) are important examples [18]. Thus, for quasitriangular Hopf algebra H,
geometry of H-module algebras will requires Hochschild homology with braided
base category.

Fortunately, there is a framework to define some sort of symmetries on mul-
ticategories in the realm of ordinary category theory. The key observation is
that the family S = {Sn}n of symmetric groups admits a canonical structure
of (planar) operads. Zhang introduced in his paper [76] the notion of group
operads as generalizations of the operad S, though the axioms were already
stated by Wahl [75]. An operad G is called a group operad if each set G(n) is
equipped with a structure of a group and a group homomorphism G(n) → Sn

satisfying a compatibility condition with the operad structure. The examples
include the operad B of braid groups and RB of ribbon braid groups as well as
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S itself. The important feature is, as pointed out in [15] and in [31], that each
group operad G gives rise to a notion of G-symmetries on (non-symmetric) mul-
ticategories. Namely, a G-symmetric structure on a multicategory M is given
as a right action( ∐

σ∈Sn

M(aσ(1) . . . aσ(n); a)
)
× G(n)→

( ∐
σ∈Sn

M(aσ(1) . . . aσ(n); a)
)

for objects a, a1, . . . , an ∈ M with appropriate coherence conditions. A mul-
tifunctor is said to be G-symmetric provided it preserves G-symmetric struc-
tures. We obtain a 2-category MultCatG of G-symmetric multicategories, G-
symmetric multifunctors, and multinatural transformations. Since every monoidal
category C gives rise to a multicategory C⊗ in the same way as the symmet-
ric case, we can also consider G-symmetric structures on monoidal categories.
Thus, the notion of G-symmetric monoidal categories arises so that they form
a 2-category MonCatG with a locally fully faithful and conservative functor
(–)⊗ : MonCatG →MultCatG .

Looking ahead to the higher algebraic analogue, we are interested in cate-
gories of operators for G-symmetric multicategories for arbitrary group operads
G, which is exactly the main theme of this thesis. We begin with the non-
symmetric case. For non-symmetric operads and multicategories, we use the
category ∇ instead of Γop, where ∇ is defined such that

• objects are linearly ordered sets of the form below for n ∈ N:

〈〈n〉〉 := {−∞, 1, . . . , n,∞} ;

• morphisms are order-preserving maps which sends ±∞ to ±∞ respec-
tively.

Since there is a canonical functor ∇ → Γop with 〈〈n〉〉 7→ 〈〈n〉〉/{±∞} ∼= 〈n〉+, it
derives the universal lifting problems for fibrations from Γop. In addition, since
∇ is isomorphic to the opposite of the simplex category ∆ by [39], we can also
consider Segal condition on categories over ∇. We can then define a category
of non-symmetric operators, as an analogue of one in [58] and [54], as a functor
p : K → ∇ such that

(i) it admits coCartesian lifts for inert morphisms in ∇, that is, morphisms
ϕ : 〈〈m〉〉 → 〈〈n〉〉 with ϕ−1{1, . . . , n} → {1, . . . , n} bijective;

(ii) for the inert morphisms ρi : 〈〈n〉〉 → 〈〈1〉〉 with ρi(j) = 1 precisely when
j = i, the square below induced by coCartesian lifts ρ̂i : X → Xi ∈ K is a
pullback:

K(W,X) //

��
·y

∏n
i=1K(W,Xi)

��
∇(p(W ), 〈〈n〉〉) // ∇(p(W ), 〈〈1〉〉)×n

.

(iii) Segal condition: the functor K〈〈n〉〉 → K×n〈〈1〉〉 induced by the coCartesian
lifts of the inert morphisms ρ1, . . . , ρn : 〈〈n〉〉 → 〈〈1〉〉 is an equivalence of
categories.
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As a result, we can exhibit (non-symmetric) operads and multicategories as
categories fibered over ∇ and see they form a subcategory of the slice 2-category
Cat/∇.

For categories of operators of G-symmetric multicategories, we need to find
a category BG which places the position of Γop or ∇ in the (S-)symmetric or
in the non-symmetric case. At this stage, things get involved with the higher
category theory. Indeed, it turns out that, if G is neither trivial nor S, BG
becomes not an ordinary category but a 2-category actually. We denote by
Cat2 the 3-category of 2-categories, normalized pseudofunctors, pseudonatural
transformations, and modifications. The main results are then stated as follows.

Theorem A. Let G be a group operad. Then, there are 3-subcategories

RepOpergeom
G ⊂ Opergeom

G ⊂ Cat/BG2

of the strict slice over BG with a commutative square

MonCatG

(–)⊗

��

// RepOpergeom
G

� _

��
MultCatG

(–)OG // Opergeom
G

with horizontal arrows triequivalences.

Theorem B. For every group operad G, the inclusion

RepOpergeom
G ↪→ Opergeom

G

admits a left adjoint

EnvG(–) : Opergeom
G → RepOpergeom

G .

As in the symmetric or non-symmetric case, our models above of categories
of operators admit straightforward higher analogue. Indeed, one can relax the
“truncatedness” in the definition of the 3-category Opergeom

G ; cf. covering spaces
v.s. fiber bundles over BG for a group G. Furthermore, it will turn out that
it provides a coherent way to define Hochschild homology for algebras in G-
symmetric monoidal categories. Indeed, for a G-symmetric monoidal abelian
category C, the theorems above give the following sequence of biequivalences:

Alg(C) 'MultCatG(G, C⊗)
' Opergeom

G (GOG , (C⊗)OG)
' RepOpergeom

G (EnvG(GOG), (C⊗)OG) .
(0.0.5)

We have a canonical identification (C⊗)OG〈〈1〉〉 ∼= C, and the direct computation
shows that there is an ordinary category ∆̃J\G with EnvG(GOG)〈〈1〉〉 ' ∆̃J\G .
Thus, taking the fibers over 〈〈1〉〉 ∈ BG in the last term of (0.0.5), one obtains a
pseudofunctor

(–)\ : Alg(C)→ Cat2(∆̃J\G , C) .
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Therefore, putting Λ∞ the paracyclic category [23], we obtain

Alg(C)×Cat∆/(Λ∞, ∆̃J\G)
(–)\×Id
−−−−−→ Cat(∆̃J\G , C)×Cat(Λ∞, ∆̃J\G)

comp.
−−−−→ Cat(Λ∞, C) ' Cat(Λop

∞ , C)→ Cat(∆op, C) ,
(0.0.6)

where Cat∆/ is the 2-category of functors out of ∆. We note that the cyclic
category Λ is a quotient category of Λ∞ so that the self-duality Λ ∼= Λop comes
from the isomorphism Λ∞ ∼= Λop

∞ constructed by Elmendorf [23], so (0.0.6) is
regarded as the parametrized cyclic resolution. As a result, we obtain a family
of Hochschild homologies of each algebra A in C. As for the parameter category
Cat∆/(Λ∞, ∆̃J\G), since Λ∞ is the total category of a crossed simplicial group as
pointed out by Fiedorowicz and Loday [24], the structure of Cat∆/(Λ∞, ∆̃J\G)
is deeply related to the adjunctions in the following theorem.

Theorem C. There are adjunctions

CrsGrp/S∆
""

⊥ CrsGrp/S
∆̃

""
bb ⊥ GrpOp

J\

bb

between the slice categories of crossed simplicial groups and of augmented crossed
simplicial groups over the ones consisting of the symmetric groups and the cat-
egory of group operads.

The notion of crossed groups was introduced by Fiedorowicz and Loday
[24] and Krasauskas [47] independently in the simplicial case, and it is easily
generalized over arbitrary base category. It was pointed out that the paracyclic
category Λ∞ is the total category of a crossed simplicial group Z, and we have

Cat∆/(Λ∞, ∆̃J\G) ∼= CrsGrp∆(Z, J\G) . (0.0.7)

In the case G = S, the augmented crossed simplicial group J\S is an augmented
crossed simplicial subgroup of the terminal object in CrsGrp∆̃ so the both
sides in (0.0.7) consists of a unique element. The composition (0.0.6) is hence
identified with a functor Alg(C)→ Cat(∆op, C) which is exactly the usual cyclic
resolution (0.0.3). Furthermore, it is also an interesting problem to consider
maps f : G → J\G of crossed simplicial groups for a general crossed simplicial
group G. Using the formula

Cat∆/(∆G, ∆̃J\G) ∼= CrsGrp∆(G, J\G)

analogous to (0.0.7), we obtain the associated homology defined in [24] as the
functor

HGf (–) : Alg(C)
f∗(–)\
−−−−→ Cat(∆G, C)

hocolim
−−−−−→ D(C)

into the derived category D(C), where the last functor takes the homotopy
colimits of diagrams. It would be an exciting problem to consider their geometric
interpretation; such as the relation to the free loop spaces described in [38] or
[52] in the commutative case. In particular the case C is the category of modules
over quasitriangular Hopf algebra, explicit computations may be possible, which
would be a future task.
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We will establish the theorems above in the following way: after reviewing
in Chapter 1 the basic notions and results we need in the later sections, in
Chapter 2, we establish the basic theory of crossed groups. For a small category
A, a crossed A-group is an A-set G with a group structure on each G(a) for
a ∈ A which is compatible in a crossed sense with the A-set structure. Note
that the notion contains A-groups in the usual sense as a subclass. In the cases
A = ∆, ∆̃,∇, we obtain the notions of crossed simplicial groups, of augmented
crossed simplicial groups, and of crossed interval groups, where the third termi-
nology is due to [3]. Although crossed simplicial groups have been investigated
by many authors after [24] and [47], the general theory of crossed groups over
arbitrary base categories seems not to be well-studied. Above all, we will ver-
ify that the category CrsGrpA of crossed A-groups is locally presentable and
admits all small limits and colimits for every base category A. This result has
some important consequences. First, it shows that there is the terminal crossed
A-group TA. Since the category CrsGrpA admits pointwise kernels and cok-
ernels, for every crossed A-group G, the unique map f : G → TA induces a
pointwise exact sequence

∗ → Gnc ↪→ G� Gred → ∗

with

• Gnc is a (non-crossed) A-group;

• Gred is a crossed A-subgroup of the terminal crossed A-group TA.

Thus, we obtain a classification of crossed A-groups up to non-crossed ones by
computing all the crossedA-subgroups of TA. In fact, in the simplicial case, they
were all computed in [24], and it will see that we also have the straightforward
analogue in augmented case. In addition, we will achieve the classification in
the interval case using the crossed analogue of Goursat Lemma. Second, the
local presentability enables us to use General Adjoint Functor Theorem. Hence,
we obtain the basechange adjunctions

ΦG̃[ ,ΦG̃] : CrsGrp/Φ
∗G̃

A
""
<< CrsGrp/G̃

Ã⊥
⊥oo : Φ\

G̃
.

on the slice categories over G̃ ∈ CrsGrp/G̃
Ã

along a faithful functor Φ : A → Ã
which is stable under the action of G̃. Actually, we obtain not only the existence
of adjunctions but also explicit formulas. In particular, the canonical functors
∆→ ∆̃→ ∇ induce the adjunctions in more or less computable forms.

In Chapter 3, we will prove that the category GrpOp of group operads
can be fully faithfully embedded into the category CrsGrp∇ of crossed interval
groups. Moreover, The explicit computation shows that it exhibits GrpOp as
a reflective subcategory of CrsGrp∇; i.e. there is a functor

CrsGrp∇ → GrpOp ; G 7→ OG

which is left adjoint to the embedding. Combining with the basechange adjunc-
tions, we obtain Theorem C.

As for the other theorems, we will prove them in the last two chapters. In
view of the results obtained in the previous chapters, we will regard a group op-
erad G as a crossed interval group throughout these chapters. Then, two models
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of categories of operators for G-symmetric multicategories will be proposed. In
Chapter 4, we will construct a category ẼG which is a quotient of the total
category ∇G . It will be also seen that it is the horizontal part of the double
groupoid, or the “object” of an internal category

G̃G ⇒ ẼG . (0.0.8)

Then, we will define a category of algebraic G-operators as a category C over ẼG
such that

(i) it satisfies the three conditions similar to the ones on categories of non-
symmetric operators above;

(ii) it admits a structure of an internal presheaf over the internal category
G̃G ⇒ ẼG ; i.e. a functor

C ×ẼG G̃G → C

which is unital and associative.

We write Operalg
G the 2-category of categories of algebraic G-operators. We will

also see that every multicategory M gives rise to a category M o ẼG over ẼG
and that G-symmetric structures on M can be presented as internal presheaf
structures. This observation gives rise to a 2-functor MultCatG → Operalg

G ,
and we will prove it is actually a biequivalence.

On the other hand, in Chapter 5, we will construct the other model using so-
called internal Grothendieck construction. Namely, for a category of algebraic
G-operators C, the action and the projection defines a double category

C ×ẼG G̃G ⇒ C . (0.0.9)

Notice that since the double category (0.0.8) has the discrete vertical category,
so does (0.0.9). Hence, we can see (0.0.9) as a 2-category, which we write
C //ẼG G̃G . In particular, we put

BG := ẼG //ẼG G̃G ,

and we call it the classifying category of G. Using the bicategorical analogue
of the theory of coCartesian morphisms developed in [10], one can see the
three conditions on categories of operators still make sense for 2-categories over
BG , and we obtain the notion of categories of geometric G-operators, which
form a 2-truncated 3-category Opergeom

G . The 2-functor given by the internal
Grothendieck fibration causes a triequivalence

(–) //ẼG G̃G : Operalg
G → Opergeom

G .

Hence, we obtain a biequivalence MultCatG ' Opergeom
G . Moreover, we will

see the notion of representability on multicategories introduced by Hermida [33]
corresponds to the coCartesian lifting property of arbitrary morphisms, and
biequivalence above restricts to that between the 2-category RepMultCatG of
representable G-symmetric multicategories and the 3-subcategory RepOpergeom

G
of Opergeom

G consisting of Grothendieck opfibrations over BG . This result is
exactly Theorem A since MonCatG ' RepMultCatG . This observation also
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provides a recipe to construct the left adjoint EnvG : Opergeom
G → RepOpergeom

G
in Theorem B.

It is worth noting that, regarding models of categories of operators, we use
the terminologies algebraic and geometric in the same meaning as in the theory
of models for homotopy theories and higher categories [51] [70]. In this theory,
structures in a model are realized either as additional data or as a sort of prop-
erties. We say the medel is algebraic in the first case while geometric otherwise.
This is why we say objects in Operalg

G are algebraic; their symmetries associated
with G are presented in an algebraic way; i.e. by the functor C×ẼG G̃G → C. On
the other hand, the G-symmetries on objects of Opergeom

G are presented by the
lifting properties on the action groupoid Sn //G(n) for n ∈ N. We also mention
that the composition structures on both models of categories of operators can
be said to be geometric in the sense above. In this point of view, our models
are compared with the one Gurski proposed in [31] as in the following table.

composition symmetry
G-symmetric
multicategory

algebraic algebraic

Mndd(Kl
ẼG) [31] algebraic geometric

Operalg
G geometric algebraic

Opergeom
G geometric geometric

It also shows the advantage of our models in view of higher algebras. In partic-
ular, since categories of geometric G-operators are fully geometric models, it is
expected that there are ∞-categorical analogues.
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Chapter 1

Preliminaries

1.1 2-categories
In this paper, we use the notions and terminologies coming from the 2-category
theory, so we quickly review them. We essentially follow the literature [50]

Definition. A 2-category is a category enriched in the category Cat of small
categories and functors equipped with the Cartesian monoidal structure. More
precisely, a 2-category K consists of the following data

• a collection ObK, whose members are called objects of K;

• for each pair U and V of objects of K, a small category K(U, V ), whose
objects are called 1-morphisms and whose morphisms 2-morphisms;

• for each triple U , V , and W of objects of K, a functor

γ : K(V,W )×K(U, V )→ K(U,W ) ;

• for each object U ∈ K, and object idU ∈ K(U,U);

such that the diagrams

K(V,W )×K(U, V )×K(T,U) Id×γ //

γ×Id
��

K(V,W )×K(T, V )

γ

��
K(U,W )×K(T,U) // K(T,W )

(1.1.1)

K(U, V )× {idU} �
� //

""

K(U, V )×K(U,U)

γ
{{

K(U, V )

(1.1.2)

{idV } × K(U, V ) �
� //

""

K(V, V )×K(U, V )

γ
{{

K(U, V )

(1.1.3)
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Remark 1.1.1. There is a weaker notion of 2-categories; namely bicategories. In
bicategories, the associativity of 1-morphisms holds only up to specific invertible
2-morphisms which is coherent in an appropriate sense. In fact, from the ∞-
categorical point of view, many authors think of bicategories as right models
for two dimensional categories. Nevertheless, we stick to the strict notion since
it is enough for our purpose.

If U and V are objects in a 2-category K, then we represent a morphism
α : f → g ∈ K(U, V ) by a “2-cell”

U

f
&&

g

88 Vα��

in a diagram or by α : f → g : U → V in one-liner. The former notation is
sometimes called the pasting diagram of the 2-morphism α.
Example 1.1.2. Let C be an ordinary category. Then, we can see C as a 2-
category with only trivial 2-morphisms.
Example 1.1.3. We have the 2-category Cat of (small) categories, functors, and
natural transformations.

Definition. Let K and L be 2-categories. Then, a pseudofunctor F from K to
L, written as F : K → L, consists of data

• a map F : ObK → ObL;

• a functor
F : K(U, V )→ L(F (U), F (V ))

for each U, V ∈ ObK;

• an invertible 2-morphism

F (V )
F (g)

##
F (U)

F (f)
;;

F (gf)
// F (W )

λg,f
��

for each 1-morphisms f : U → V and g : V →W ;

• an invertible 2-morphism
F (U)

F (IdU )

__
λ∅
��

for each object U ∈ ObK;
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such that the following equations of 2-morphisms hold:

F (U)
F (hgf) //

F (f)

�� F (gf) ##

F (X)

F (V )
F (g)

// F (W )

F (h)

OO
=E

T\

=

F (U)
F (hgf) //

F (f)

��

F (X)

F (V )
F (g)

//
F (hg)

;;

F (W )

F (h)

OOAI

Ya ,

F (U)

F (f)

��

F (f)

NN
F (V )

F (id) ??
ks


�

= F (U)

F (f)

��

F (f)

FFF (id)__
F (V )+3

	�

= idF (f) ,

for every 1-morphisms f : U → V , g : V → W , and h : W → X in K.
In particular, a pseudofunctor F : K → L is said to be normalized if the 2-
morphisms λ∅ are trivial. We say moreover F is a 2-functor if it is normalized
with even λg,f trivial.

Definition. Let F,G : K → L be two pseudofunctors. Then a pseudonatural
transformation σ from F to G, written σ : F → G, consists of

• a 1-morphism σU : F (U)→ G(U) ∈ L for each object U ∈ K;

• a 2-morphism in L depicted as

F (U) σU //

F (f)
��

G(U)

G(f)
��

F (V )
σV
// G(V )

σf

{�

for each 1-morphism f : U → V ∈ K;

satisfying the following coherence conditions:

(i) for each α : f → g ∈ K(U, V ),

U

F (f)

""
//

G(g)

<< V
F (α)��
σg��

= U

F (f)

""
//

G(g)

<< V
σf��

G(α)��
;

(ii) For every sequence of 1-morphisms U
f
−→ V

g
−→W ∈ K,

F (U)
F (f) //

σU

��

F (gf)

##
F (V )

F (g) //

σV

��

F (W )

σW

��
G(U)

G(f)
// G(V )

G(g)
// G(W )

;C
σf

;C
σg

λ
JR

=
F (U)

σU

��

F (gf)

##
F (W )

σW

��
G(U)

G(f)
//

G(gf)

##
G(V )

G(g)
// G(W )

σgf -5

λ
JR

;
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(iii) for each object U ∈ K,

F (U)
F (idU )

__

σU

��

σU

FF
G(U)

G(idU )
??

ksσid

u}
= F (U)F (idU )

??
σU // G(U)ks .

We call σ a 2-natural transformation if the 2-morphism σf in L is trivial for
every 1-morphism f in K.

In contrast to the ordinary category theory, as for 2-categories, there is yet
another “transformation;” namely between pseudonatural transformations.

Definition. Let σ, τ : F → G : K → L be two pseudonatural transformations
between pseudofunctors. Then, a modification θ from σ to τ consists of a 2-
morphism θU : σU → τU in L for each object U ∈ K satisfying the following
coherence condition: for each 1-morphism f : U → V ∈ K,

F (U)

σU

��

τU
//

F (f)
��

G(U)

G(f)
��

F (V )

τV

__
G(V )

θU��

τf{�
=

F (U)

σU

��

F (f)
��

G(U)

G(f)
��

F (V )

τV

__
σV // G(V )
θV��

σf

{�
.

Note that 2-categories, normalized pseudofunctors, pseudonatural transfor-
mations, and modifications form a 3-category Cat2; i.e. it is a category enriched
over 2-categories with respect to the Cartesian products. Hence, we have the
notion of equivalences of 2-categories. We call an equivalence in Cat2 a biequiv-
alence. There is a convenient criterion.

Proposition 1.1.4 (e.g. see [49]). Let F : K → L be a normalized pseudofunc-
tor between 2-categories. Then, it is a biequivalence if and only if it satisfies the
following conditions:

(i) it is essentially surjective; i.e. for every object X ∈ L, there is an object
U ∈ K together with an equivalence F (U) ' X in L;

(ii) it is essentially fully faithful; i.e. for every objects U, V ∈ K, the functor

F : K(U, V )→ L(F (U), F (V ))

is an equivalence of categories.

Remark 1.1.5. Actually, one can relax in Proposition 1.1.4 the assumption that
F is normalized.

We finally discuss monads on 2-categories. Though there are several con-
ventions on the weakness, the most strict one suffices in our theory.
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Definition. Let K be a 2-category. Then, a 2-monad on K is a 2-functor
T : K → K together with 2-natural transformations

µ : T ◦ T → T , η : IdK → T

such that the diagrams below are strictly commutative:

T ◦ T ◦ T
Tµ //

µT

��

T ◦ T
µ

��
T ◦ T

µ // T

,

IdK ◦ T
ηT // T ◦ T

µ

��

T ◦ IdK
Tηoo

T

.

Definition. Let K be a 2-category and (T, µ, η) a 2-monad on it. Then, a T -
algebra is an object A ∈ K together with a 1-morphism A : TA → A such that
the diagrams below are strictly commutative:

TTA
µ //

A
��

TA

A
��

TA
A // A

,

A
η // TA

A
��
A

.

Remark 1.1.6. Even if T is a 2-monad on a 2-category K in the strict sense,
we can still consider the weak analogues of T -algebras; which are sometimes
called pseudo-T -algebras. As for these structures, the commutativity above are
replaced by specific coherent invertible 2-morphisms. Though we do not write
down it here, we mention it is important in the higher algebraic theory.

1.2 Unbiased monoidal categories
We next review the basic definitions of monoidal categories. Though it is com-
mon to define them as bicategories with a single object, we rather use the
unbiased convention, which is convenient to discuss higher coherence.

Definition (Definition 3.1.1 in [51]). Let C be a category. An unbiased monoidal
structure on a category C consists of a family of functors

⊗n : C×n → C

for n ∈ N together with natural isomorphisms

θk1,...,kn : ⊗∑
i ki
∼= ⊗n ◦ (⊗k1 × · · · × ⊗kn)

such that the following diagram of natural transformations made from θ com-
mutes:

⊗∑
j

∑
i k

(i)
j

//

��

⊗∑
j mj
◦

n∏
j=1

mj∏
i=1
⊗
k

(j)
i

��

⊗n ◦
n∏
j=1
⊗∑

i k
(j)
i

// ⊗n ◦
n∏
j=1
⊗mj ◦

n∏
j=1

mj∏
i=1
⊗
k

(j)
i

.
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An unbiased monoidal category is a category equipped with an (unbiased)
monoidal structure. For objects a1, . . . , an in an unbiased monoidal category,
we often write

a1 ⊗ · · · ⊗ an := ⊗n(a1, . . . , an) .
Note that, for an unbiased monoidal category C, the category C×0 is the trivial
category, we can think of the functor ⊗0 : ∗ → C as an object of C, which we
call the unit object in the monoidal structure.

Definition. Let C and D be two unbiased monoidal categories. A monoidal
functor F : C → D is a functor on the underlying categories together with
natural isomorphisms

λn : F (a1)⊗ · · · ⊗ F (an) ∼= F (a1 ⊗ · · · ⊗ an)

for n ∈ N which make the following diagram commute:

⊗k1+···+kn ◦ F×k1+···+kn

λk1+···+kn

��

θ // ⊗n ◦
n∏
i=1
⊗ki ◦ F×k1+···+kn

λn◦
∏
i λki

��

F ◦ ⊗k1+···+kn
F (θ) // F ◦ ⊗n ◦

n∏
i=1
⊗ki

. (1.2.1)

Definition. Let F,G : C → D be two monoidal functors between unbiased
monoidal categories. A natural transformation α : F → G is said to be monoidal
if the square

F (a1)⊗ · · · ⊗ F (an) λn //

αa1⊗···⊗αan
��

F (a1 ⊗ · · · ⊗ an)

αa1⊗···⊗an

��
G(a1)⊗ · · · ⊗G(an) λn // G(a1 ⊗ · · · ⊗ an)

is commutative for each objects a1, . . . , an ∈ C.

We denote by MonCat the 2-category of unbiased monoidal categories,
monoidal functors, and monoidal natural transformations.
Remark 1.2.1. Thanks to the Coherence Theorem (see Appendix B in [51]), the
notion of unbiased monoidal categories is equivalent to that of ordinary monoidal
categories. In fact, it is shown that the 2-category MonCat is equivalent to
that of ordinary monoidal categories, monoidal functors, and monoidal natural
transformations. It enables us to identify these two notions, and we just say a
categoryM is monoidal no matter whether it is unbiased or not.

There are alternative descriptions for monoidal categories based on the idea
of Segal [68]. To explain this, we define a category ∇ so that

• objects are the totally ordered set

〈〈n〉〉 := {−∞, 1, . . . , n,∞}

for natural numbers n (possibly 0);
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• morphisms are order-preserving maps which sends ±∞ to ±∞ respec-
tively;

• the composition is the obvious one.

We call ∇ the category of intervals. According to Joyal’s unpublished note
[39], ∇ is isomorphic to the opposite of the simplex category ∆. Segal pointed
out that the category ∇ classifies a certain algebraic structure in categories
with pullbacks. Fortunately, we can apply Segal’s construction to monoidal
categories.

Let C be an (unbiased) monoidal category. Note that the morphisms ϕ :
〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ correspond in one-to-one to (n+2)-tuples ~k = (k−∞, k1, . . . , kn, k∞)
of non-negative integers with

k−∞ + k1 + · · ·+ kn + k∞ = m

via the assignment ϕ 7→ ~k(ϕ) such that

k
(ϕ)
j :=

{
#ϕ−1{j} 1 ≤ j ≤ n ,
#ϕ−1{j} − 1 j = ±∞ .

(1.2.2)

Using the description, we define a pseudofunctor

Cs : ∇ → Cat

so that

• for each n ∈ N, we set Cs(〈〈n〉〉) := C×n;

• for a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, define Cs(ϕ) : Cs(〈〈m〉〉) →
Cs(〈〈n〉〉) to be the composition

C×m ∼= C×k
(ϕ)
−∞ ×C×k

(ϕ)
1 × · · · × C×k

(ϕ)
n ×C×k

(ϕ)
∞

∗×⊗
k
(ϕ)
1
×···×⊗

k
(ϕ)
n
×∗

−−−−−−−−−−−−−−−→ C×n ;

• for each composition ψϕ in ∇, the functoriality natural isomorphism
Cs(ψ) ◦ Cs(ϕ) ∼= Cs(ψϕ) defined in terms of the associativity isomor-
phisms θ : ⊗k1+···+kn

∼= ⊗n ×
∏
i⊗ki in the obvious way.

It is clear that Cs is a normalized pseudofunctor. The important observation is
that we can recover all the monoidal structure on C from the pseudofunctor Cs.
Namely, we have C = Cs(〈〈1〉〉) by definition. Moreover, writing ρi : 〈〈n〉〉 → 〈〈1〉〉
the morphism in ∇ such that ρi(j) = 1 precisely when i = j, one can see the
functor

(Cs(ρ1), . . . , Cs(ρn)) : Cs(〈〈n〉〉)→ Cs(〈〈1〉〉)×n

is an equivalence of categories (even an isomorphism in fact). This condition is
sometimes called the Segal condition. The n-fold monoidal product ⊗n : C×n →
C is now identified with the composition

Cs(〈〈1〉〉)×n
∼=←− Cs(〈〈n〉〉)

Cs(µn)
−−−−−→ Cs(〈〈1〉〉) ,

where µn : 〈〈n〉〉 → 〈〈1〉〉 is the morphism of ∇ such that µn(j) = 1 precisely
when 1 ≤ j ≤ n.
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1.3 Multicategories
To review basics on multicategories, we mainly follow [33] for definitions and
results.

Definition. A multicategory M consists of

• a set ObM, whose elements are called objects ofM;

• a set M(a1 . . . an; a) for each ai, a ∈ ObM, whose elements are called
multimorphisms;

• an element id = ida ∈ M(a; a) for each a ∈ ObM called the identity on
a;

• a map

γ :M(a1 . . . an; a)×
n∏
i=1
M(~a(i); ai)→M(~a(1) . . .~a(n); a)

called the composition operation for each a, ai ∈ ObM and finite se-
quences ~a(i) = a

(i)
1 . . . a

(i)
ki

of members of ObM, where ~a(1) . . .~a(n) is the
concatenation of the sequences;

satisfying the following conditions

(i) associativity: for f ∈M(a1 . . . an; a), fi ∈M(a(i)
1 . . . a

(i)
ki

; ai), and f (i)
j ∈

M(~a(i,j); a(i)
j ),

γ(f ; γ(f1; f (1)
1 , . . . , f

(1)
k1

), . . . , γ(fn; f (n)
1 , . . . , f

(n)
kn

))

= γ(γ(f ; f1, . . . , fn); f (1)
1 , . . . , f

(1)
k1
, . . . , f

(n)
kn

) .

(ii) unitality: for f ∈M(w; a),

γ(f ; id, . . . , id) = γ(id; f) = f

Remark 1.3.1. In the definition above, we require the set ObM of objects to
be actually a set, so our multicategories are sometimes said to be small. On
the other hand, one can easily relax this assumption to obtain the notion of
large multicategories. Actually, it turn out that some important examples of
multicategories are large; e.g. Example 1.3.4. Note that, if we assume so-called
the Axiom of Universe, we can rethink of them as small ones by taking a larger
universe. In the following discussion, we hence do not really distinguish small
ones from large ones as long as it does not cause a problem.
Remark 1.3.2. In spite of the definition above, some authors assume an addi-
tional structure on multicategories, namely actions of the symmetric groups Sn.
In this convention, our multicategories and operads are called planar ones. Ac-
tually, the assumption is equivalent to saying that a multicategory is equipped
with a S-symmetric structure in the sense of Section 3.2.
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Example 1.3.3. Let C be a category. Then, we can think of it as a multicategory
with the same objects, the multi-hom set

C(a1 . . . an; a) =
{
C(a1, a) n = 1
∅ n 6= 1 ,

and the same composition operation.
Example 1.3.4. For a monoidal category C, we define a multicategory C⊗ as
follows: the objects of C⊗ are those of C. For X,X1, . . . , Xn ∈ C, we set

C⊗(X1 . . . Xn;X) := C(X1 ⊗ · · · ⊗Xn, X) .

Then C⊗ has an obvious composition operation and the unit which make C⊗
into a multicategory. We call C⊗ the multicategory associated to C.

As a special case, an operad is a multicategory which has exactly one object.
If O is an operad, then there is a canonical bijection ObO ∼= N. Hence, it makes
sense to denote by O(n) the set of multimorphisms of arity n. Unwinding the
definition, the composition operation of an operad O is a map

γ : O(n)×
n∏
i=1
O(ki)→ O(k1 + · · ·+ kn) .

Example 1.3.5. We define an operad ∗ with ∗(n) singleton and the obvious
composition operation. We call it the terminal operad.
Example 1.3.6. LetM be a multicategory. For each object a ∈M, we set

Enda(n) :=M(
n︷ ︸︸ ︷

a . . . a ; a) .

Then, the multicategory structure restricts to Enda := {Enda(n)}n so that
Enda is an operad. We call it the endomorphism operad on a inM.

We can define multi-analogues of functors and natural transformations in
the ordinary category theory.

Definition. Let M and N be two multicategories. Then, a multifunctor F
fromM to N , written F :M→N , consists of

• a map F : ObM→ ObN and

• for each ai, b ∈ ObM, a map

F :M(a1 . . . an; a)→ N (F (a1) . . . F (an);F (a)) ;

which satisfy the equations

F (γ(f ; f1, . . . , fn)) = γ(F (f);F (f1), . . . , F (fn)) (1.3.1)
F (ida) = idF (a) (1.3.2)

for objects a ∈ ObM and multimorphisms f and fi whenever they make sense.
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Definition. Let F,G :M→N be two multifunctors between multicategories.
A multinatural transformation α from F to G, written α : F → G, is a family
{αa}a∈ObM of elements αa ∈ N (F (a);G(a)) indexed by the objects ofM such
that, for every multimorphism f ∈M(a1 . . . an; a), we have

γ(f ;αa1 , . . . , αan) = γ(αa; f) .

Multicategories, multifunctors, and multinatural transformations form a 2-
category MultCat; i.e. a category enriched over the category Cat of (small)
categories (with respect to the cartesian monoidal structure). Indeed, for each
pair (M,N ) of multicategories, we have the category MultCat(M,N ) of mul-
tifunctors fromM to N and multinatural transformations between them. The
composition operations are defined in a canonical way.
Example 1.3.7. In the caseM = C⊗ is a multicategory obtained from a monoidal
category C in the way of Example 1.3.4, for another multicategory N , we write

AlgN (C) := MultCat(N , C⊗)

and call the objects N -algebras in C.
Example 1.3.8. It is easily verified that the construction Example 1.3.3 gives
rise to a 2-functor Cat → MultCat, here Cat is the 2-category of (small)
categories, functors, and natural transformations. Moreover, it is strictly fully
faithful; i.e. for every pair of categories C and D, the functor

Cat(C,D)→MultCat(C,D)

is an isomorphism of categories. Note that there is a construction in the inverse
direction; for a multicategory M, define a category M with the same objects,
the hom-sets

M(a, b) :=M(a; b) ,

and the restriction of the composition operation. We call M the underlying
category of M. It easily extends to a functor MultCat → Cat which is right
adjoint to the 2-functor above.
Example 1.3.9. Let F : C → D be a monoidal functor. We define a multifunctor
F⊗ : C⊗ → D⊗ as follows:

• it is identical to F on objects;

• for a multimorphism f ∈ C⊗(X1 . . . Xn;X), we define a multimorphism

F⊗(f) ∈ D⊗(F (X1) . . . F (Xn);F (X)) = D(F (X1)⊗ · · · ⊗ F (Xn);F (X))

to be the composition

F (X1)⊗ · · · ⊗ F (Xn)
∼=−→ F (X1 ⊗ · · · ⊗Xn)

F (f)
−−−→ F (X) .

The multifunctoriality is easily verified. Similarly, one can assign a multinatural
transformation to each monoidal natural transformation. These construction
defines a 2-functor

(–)⊗ : MonCat→MultCat .
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In the rest of this section, we discuss a necessary and sufficient condition
for a multicategory to come from a monoidal category in the way of Exam-
ple 1.3.4. It will be enable us to discuss monoidal categories inside the theory
of multicategories.

Definition (Definition 8.3 in [33]). LetM be a multicategory.

(1) A multimorphism u ∈M(~a;u!~a) is said to be strongly universal if the map

M(~b (u!~a)~c; d)→M(~b~a~c; d)

induced by the precomposition with u is a bijection for every finite se-
quences ~b and ~c of objects ofM.

(2) M is said to be representable if every finite sequence ~a of objects admits
a strongly universal multimorphism u ∈M(~a;u!~a).

We note that strongly universal multimorphisms are determined by its do-
main up to unique isomorphisms; indeed, if uM(~a;u!~a) and u′ ∈ M(~a;u′!~a are
strongly universal, then we have isomorphisms

M(u′!~a;u!~a) ∼=M(~a;u!~a) ∼=M(u!~a;u!~a) ,
M(u!~a;u′!~a) ∼=M(~a;u′!~a) ∼=M(u′!~a;u′!~a) .

Chasing the elements, one can find a unique pair of morphisms τ : u′!~a → u!~a
and τ ′ : u!~a → u′!~a so that they are inverse to each other and that u = γ(τ ;u′)
and u′ = γ(τ ′;u).

Using the uniqueness of strongly universal morphisms, for each representable
multicategoryM, we can endow the underlying categoryM with an (unbiased)
monoidal structure. For each sequence ~a = a1 . . . an of objects of M, choose
a strongly universal multimorphism u~a ∈ M(~a;u~a! ~a), and put ⊗n(~a) := u~a! ~a.
We extend ⊗n to a functorM×n →M as follows: for morphisms fi : ai → bi
for 1 ≤ i ≤ n, define ⊗n(f1, . . . , fn) to be the image of (f1, . . . , fn) under the
composition

⊗n :
n∏
i=1
M(ai, bi)

u
~b
∗−→M(a1 . . . an;⊗n(~b))

(u~a)∗
←−−−∼= M(⊗n(~a),⊗n(~b)) .

The functoriality is easily verified. Moreover, the uniqueness of strongly uni-
versal morphisms implies that, for sequences ~a(1), . . . ,~a(n) of length k1, . . . , kn
respectively, there is a unique isomorphism

τ : ⊗∑
i ki

(~a(1) . . .~a(n)) ∼= ⊗n(⊗k1(~a(1)) . . .⊗kn(~a(n)))

such that

γ(u⊗k1 (~a(1))...⊗kn (~a(n));u~a
(1)
, . . . , u~a

(n)
) = γ(τ, u~a

(1)...~a(n)
) .

It turns out that τ defines a natural transformation so ({⊗n}, {τ}) forms a
monoidal structure on M. This construction actually supplies the inverse to
the following equivalence.

Theorem 1.3.10 (Corollary 8.13 in [33]). The functor given in Example 1.3.9
restricts to a biequivalence of MonCat and the 2-category of representable mul-
ticategories, multifunctors preserving strongly universal multimorphisms, and
multinatural transformations.
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1.4 CoCartesian morphisms
In this section, we review coCartesian morphisms, which are a kind of universal
morphisms. The notion is a key of the correspondence of fibered categories and
pseudofunctors into Cat, which is pointed out in Section VI.8 in [30].

Definition. Let p : C → B be a functor. A morphism f : X → Y ∈ C is said
to be p-coCartesian if it satisfies the following condition: given commutative
diagrams in C and in B depicted as the solid part below:

X
g

""
f

��
Y

∃!g′
Z

 p
−→


p(X)

p(g)

""
p(f)
��

p(Y ) ϕ // p(Z)


there is a unique morphism g′ : W → Y ∈ C with g = g′ ◦ f and p(g′) = ϕ.

We often omit the indication of the functor p and just use the terminology
coCartesian morphisms when there is no danger of confusion.

The condition above can be rephrased as follows: for a functor p : C → B, a
morphism f : X → Y ∈ C is p-coCartesian if and only if, for every Z ∈ C, the
square below is a pullback:

C(Y,Z) f∗ //

p

��
·y

C(X,Z)

p

��
B(p(Y ), p(Z))

p(f)∗ // B(p(X), p(Z))

. (1.4.1)

This observation leads to the invariance of coCartesian morphisms under iso-
morphisms; indeed, a morphism f : X → Y ∈ C is p-coCartesian if and only if
it is isomorphic to a p-coCartesian morphism.

We are often interested in the lifting problem of a morphism in the base
category to a coCartesian morphism. Let p : C → B be a functor. Given a
morphism ϕ : a → b ∈ B and an object X ∈ C with p(X) = a, a p-coCartesian
lift of ϕ along X is a p-coCartesian morphism f : X → Y with p(f) = ϕ. The
universal property of coCartesian morphisms implies that if we have another
coCartesian lift f ′ : X → Y ′ o ϕ along X, there is a unique isomorphism
h : Y ∼= Y ′ with f ′h = f . We say p admits coCartesian lifts of a class M of
morphisms if every morphism in M admits p-coCartesian lifts along every object
in the fiber over the domain.

Lemma 1.4.1. Let p : C → B be a functor, and suppose p admits coCartesian
lifts of a morphism ϕ : a→ b ∈ B. We write

Ca := p−1{a} = C ×B {a} , Cb := p−1{b} .

Then, there is a functor ϕ! : Ca → Cb together with a natural transformation

Cb � n

��
Ca

ϕ!

AA

� � // C
ϕ̂

��
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such that each component ϕ̂X : X → ϕ!(X) is a p-coCartesian morphism cov-
ering ϕ. Moreover, the pair (ϕ!, ϕ̂) is unique up to a unique coherent natural
isomorphism.

Proof. For each X ∈ Ca, choose a p-coCartesian lift of ϕ along X, and put ϕ!(X)
its codomain. In other words, we have a p-coCartesian lift ϕ̂ : X → ϕ!(X) ∈ C.
To extend ϕ! to a functor, for eachW,Z ∈ C, and for each ψ : p(W )→ p(Z) ∈ B,
we write

C(W,Z)ψ := C(W,Z)×B(p(W ),p(Z)) {ψ} .
Then, the universal property (1.4.1) enables us to consider the composition

ϕ! : Ca(X,Y ) = C(X,Y )ida
(ϕ̂Y )∗
−−−−→ C(X,ϕ!(Y ))ϕ

ϕ̂∗X←−−∼= C(ϕ!(X), ϕ!(Y ))idb = Cb(ϕ!(X), ϕ!(Y )) .

(1.4.2)

It is straightforward that (1.4.2) makes ϕ! into a functor so that ϕ̂ := {ϕ̂X}X is
a natural transformation. On the other hand, the uniqueness of the pair (ϕ!, ϕ̂)
is a direct consequence of that of coCartesian lifts.

Although the functor ϕ! : Ca → Cb is not unique in the strict sense, we call
it a induced functor.

Definition. A functor p : C → B is called a Grothendieck opfibration if it admits
coCartesian lifts of all the morphisms in B.

Lemma 1.4.2. Suppose we have a pullback square below of functors

C′

p′

��

F //

·y
C

p

��
B′ Φ // B

such that p is a Grothendieck opfibration. Then, a morphism f ′ : X ′ → Y ′ ∈ C′
is p′-coCartesian if and only if F (f ′) is p-coCartesian. Consequently, p′ is also
a Grothendieck opfibration.

Proof. We first show that f ′ : X ′ → Y ′ is p′-coCartesian provided its image in
C is p-coCartesian. For each Z ′ ∈ C′, consider the following commutative cube:

C(F (Y ′), F (Z ′))

p

��

F (f ′)∗ // C(F (X ′), F (Z ′))

p

��

C′(Y ′, Z ′) f ′∗ //

p′

��

F
66

C′(X ′, Z ′)

p′

��

F
66

B(pF (Y ′), pF (Z ′))
pF (f ′)∗// B(pF (X ′), pF (Z ′))

B′(p′(Y ′), p′(Z ′))

Φ
66

p′(f ′)∗ // B′(p(X ′), p′(Z ′))
Φ

66

(1.4.3)

Since the left and the right faces are pullbacks by the assumption, the front
face is a pullback as soon as so is the back face. The required statement then
follows.
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Conversely, consider the class S of morphisms f ′ in C′ with F (f ′) p-coCartesian.
Since p is a Grothendieck opfibration, it is closed under composition and iso-
morphisms. Moreover, every morphism in B′ admits lifts in S along every object
in the fiber over the domain. It follows that S contains all the p′-coCartesian
morphisms, which completes the proof.

Typical examples of Grothendieck opfibrations are given by the Grothendieck
construction for pseudofunctors into Cat. Let F : B → Cat be a pseudo-
functor with B seen as a 2-category with only trivial 2-morphisms. Then, the
Grothendieck construction for F , usually denoted by

∫
B F , is the category such

that

• objects are pairs (a,X) with a ∈ B and X ∈ F (a);

• morphisms (a,X) → (b, Y ) are pairs (ϕ, f) with ϕ : a → b ∈ B and
f : F (ϕ)(X)→ Y ;

• composition is the obvious one.

More diagrammatically, objects of
∫
B F are functors of the form ∗ → F (a) while

morphisms are 2-cells
F (a)

F (ϕ)

��
F (b)

∗

{X} 88

{Y } &&
f��

.

Hence, if we write Cat∗// the weak coslice 2-category of the 2-category Cat over
the trivial category ∗, we obtain a pullback square∫

B F
//

��
·y

Cat∗//

codomain
��

B F // Cat

of pseudofunctors. Since the right vertical arrow is a Grothendieck opfibration
as a functor between the underlying (1-)categories,

∫
B F → B is a Grothendieck

opfibration. Actually, every Grothendieck opfibration can be written in this
form up to equivalences.

Proposition 1.4.3 (see Exposé VI in [30]). Let B be a small category. Then, the
Grothendieck construction gives rise to a biequivalence between the 2-category
of

• pseudofunctors B → Cat,

• pseudonatural transformations, and

• modifications;

and that of

• Grothendieck opfibrations over B,
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• functors over B preserving coCartesian morphisms, and

• natural transformations over B.

For a Grothendieck opfibration p : C → B, the corresponding pseudofunctor
Ĉ : B → Cat is constructed roughly as follows: for each morphism ϕ : a→ b ∈ B,
set Ĉ(ϕ) to be an induced functor ϕ! : Ca → Cb. Then, the uniqueness guarantees
that there is a unique natural isomorphism

Ĉ(ψϕ) ∼= Ĉ(ψ) ◦ Ĉ(ϕ) .

This determines the assignments of 1- and 2-morphisms.
Remark 1.4.4. We also have the dual notions; namely, Cartesian morphisms
and Grothendieck fibrations. The dual argument shows there is a biequivalence
between 2-categories of Grothendieck fibrations over B and of pseudofunctors
Bop → Cat, which is the original statement in [30].
Remark 1.4.5. We will discuss the bicategorical analogue of the results above
in Section 5.3.
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Chapter 2

Theory of crossed groups

The notion of crossed groups was originally introduced in the simplicial case
by Fiedorowicz and Loday [24] and by Krasauskas [47] individually to obtain a
categorical description of the cyclic homology and its variants. It however still
makes sense in the other categories and would be an important research subject.
The goal of this chapter is to make a comprehensive understanding of crossed
groups for arbitrary base categories. In particular, we focus on the local pre-
sentability and monadicity over presheaf topoi. We will obtain explicit formulas
for limits, colimits, and even the terminal crossed group when the base cate-
gory is enough good. Furthermore, it is shown that there is a closed monoidal
structure on a presheaf topoi for which crossed groups are monoid objects. This
leads to the notion of crossed monoids and the monadicity. Combining these
results, one obtains Kan extensions along certain sorts of functors with explicit
formulas. We also prove a crossed analogue of Goursat’s lemma for the sake
of the classification of crossed interval groups, which Batanin and Markl were
concerned about in their paper.

2.1 Definition and examples
In this first section, we recall the definition and examples of crossed groups.
Notation. If A is a small category, we denote by SetA the category of A-sets;
i.e. presheaves over A.

Definition. Let A be a small category. Then, a crossed A-group is an A-set
G ∈ SetA together with data

• a group structure on G(a) for each a ∈ A, and

• a left action G(b) ×A(a, b) → A(a, b); (x, ϕ) 7→ ϕx of the group G(b) on
A(a, b) for each a, b ∈ A;

which satisfy the following conditions:

(i) for ϕ : a→ b and ψ : b→ c in A, and for x ∈ G(c), we have

(ψϕ)x = ψxϕψ
∗(x) ;
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(ii) for ϕ : a→ b and x, y ∈ G(b), we have

ϕ∗(xy) = (ϕy)∗(x)ϕ∗(y) .

We can describe two conditions (i) and (ii) more categorically: consider a
map

crs : G(b)×A(a, b)→ A(a, b)×G(a) ; (x, ϕ) 7→ (ϕx, ϕ∗(x)) . (2.1.1)

Then, the two conditions are respectively equivalent to the commutativities of
the diagrams

G(c)×A(b, c)×A(a, b)

id×comp
��

(id×crs)(crs×id) // A(b, c)×A(a, b)×G(a)

comp×id
��

G(c)×A(a, c) crs // A(a, c)×G(a)

(2.1.2)

and

G(c)×G(c)×A(b, c)

mul×id
��

(crs×id)(id×crs) // A(b, c)×G(b)×G(b)

id×mul
��

G(c)×A(b, c) crs // A(b, c)×G(b)

. (2.1.3)

Lemma 2.1.1. Let A be a small category, and let G be a crossed A-group.

(1) For each a ∈ A, the action of G(a) on A(a, a) preserves the identity
morphism; i.e. idx = id for any x ∈ G(a).

(2) For each a, b ∈ A, the action of G(b) on A(a, b) preserves monomorphisms
and split epimorphisms.

(3) For every morphism ϕ : a → b ∈ A, the map ϕ∗ : G(b) → G(a) preserves
the units of the groups. Moreover, if ϕ is G(b)-invariant, then ϕ∗ is a
group homomorphism.

Proof. The assertions (1) and (3) easily follow from the conditions (i) and (ii)
respectively of crossed groups. It remains to show (2). It immediately fol-
lows from (i) and the part (1) that the action of G(a) on A(a, b) preserves
split epimorphisms. To see it also preserves monomorphisms, take an arbitrary
monomorphism δ : a → b in A, and let x ∈ G(b). Given two morphisms
ϕ1, ϕ2 : c→ a, suppose δxϕ1 = δxϕ2. By the condition (i), we have

δxϕi = δx(ϕδ
∗(x)−1

i )δ
∗(x) = (δϕδ

∗(x)−1

i )x

for i = 1, 2. Hence, δxϕ1 = δxϕ2 if and only if δϕδ
∗(x)−1

1 = δϕ
δ∗(x)−1

2 . Since δ is
a monomorphism, this happens precisely if ϕδ

∗(x)−1

1 = ϕ
δ∗(x)−1

2 , or equivalently
ϕ1 = ϕ2. This implies δx is a monomorphism, and we obtain (2).

Corollary 2.1.2. Let A be a small category. If t ∈ A is a terminal object, for
every crossed A-group G, and for each object a ∈ A, the unique map a → t
induces a group homomorphism G(t) → G(a). Dually, if s ∈ A is an initial
object, the unique map s→ a induces a group homomorphism G(a)→ G(s).
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Corollary 2.1.3. Let A be a small category, and let G be a crossed A-group.
Then, if the action G(a) on A(b, a) is trivial for each a, b ∈ A, then G is A-
group; i.e. a group object in the category SetA.

Remark 2.1.4. The converse of Corollary 2.1.3 holds: every A-group can be seen
as a crossed A-group with the trivial actions on each A(a, b). To distinguish
such crossed groups from the others, we often say they are non-crossed.

Definition. Let A be a small category, and let G and H be crossed A-groups.
Then, a mapG→ H of crossedA-groups is a map ofA-sets which is a degreewise
group homomorphism respecting the actions on A(a, b) for each a, b ∈ A.

Clearly, crossed A-groups and maps of them form a category, which we will
denote by CrsGrpA. Then, the following result is obvious.

Proposition 2.1.5. For every small category A, the category CrsGrpA admits
an initial object; namely, the terminal A-set ∗ with the unique crossed group
structure.

Because of the compatibility condition in the definition of maps of crossed
groups, the terminal A-set ∗ is no longer terminal in the category CrsGrpA in
general. Nevertheless, for each crossed A-group G, there still exists the unique
A-set map G → ∗, and it makes sense to ask whether it is a map of crossed
groups or not. In this point of view, we can rephrase Corollary 2.1.3 as follows.

Corollary 2.1.6. Let A be a small category. Then, a crossed A-group G is
a non-crossed if and only if the unique A-map G → ∗ is a map of crossed
A-groups.

We denote by GrpA the category of A-groups. In view of Remark 2.1.4,
there is an embedding GrpA ↪→ CrsGrpA. Corollary 2.1.6 says that it factors
through the slice category CrsGrp/∗A and induces an equivalence

GrpA ' CrsGrp/∗A

of categories.
In Section 2.3, we will see the category CrsGrpA also admits a terminal

object, which is hard to compute in general. In particular, it does not necessarily
conincides with the initial object ∗ ∈ CrsGrpA, so the category CrsGrpA
may not be pointed. Nevertheless, we can consider the notion of images and
kernels of maps of crossed groups in an intuitive way. Indeed, if ϕ : G →
H is a map of crossed A-groups, then it turns out that its degreewise image
and kernel respectively form crossed A-groups. An important consequence of
Corollary 2.1.6 is that the kernel of a map of crossed A-groups is always non-
crosssed.

Before seeing examples, we review on three categories, which would be taken
as the base category A. The most famous one is the simplex category ∆, whose
objects are the totally ordered sets

[n] := {0, . . . , n}

for n ∈ N and whose morphisms are order-preserving maps. Crossed ∆-groups
are usually called crossed simplicial groups, and they were of central interest
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in previous works such as [47], [24], and [21]. Next, we define a category ∆̃ to
consists of the totally ordered sets

〈n〉 := {1, . . . , n}

for n ∈ N as objects and order-preserving maps as morphisms. A ∆̃-set is
sometimes called an augmented simplicial set, so we call a crossed ∆̃-group
an augmented crossed simplicial group. The third category ∇ is thecategory
of intervals, which is already given in Section 1.2. We call crossed ∇-groups
crossed interval groups, which is due to [3]. We have canonical functors

∆ j // ∆̃ J // ∇
[k] � // 〈k + 1〉, 〈l〉 � // 〈〈l〉〉

. (2.1.4)

The first functor is fully faithful, and the second is faithful and bijective on
objects.
Remark 2.1.7. In the cases the base category A is ∆, ∆̃, or ∇, for a crossed
A-group G, we write Gn instead of G([n]), G(〈n〉), or G(〈〈n〉〉). This abuse of
notation sometimes causes a problem because of the difference of the convention
on the degree in (2.1.4). Hence, the reader should be careful in the following
discussion.

Now, we are giving several examples below. For this, it is convenient to use
joins of ordered sets: for two partially ordered sets P and Q, we denote by P ?Q
their join. For example, there is a unique isomorphism 〈m〉 ? 〈n〉 ∼= 〈m + n〉 of
ordered sets.
Example 2.1.8. We define a crossed interval group S as follows:

• for each n ∈ N, Sn is the n-th permutation group, or the permutation
group on the set 〈〈n〉〉 fixing ±∞ respectively;

• for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we define ϕ∗ : Sn → Sm as follows: for σ ∈ Sn,
ϕ∗(σ) is the permutation on 〈〈m〉〉 given as the composition

〈m〉 ∼= ϕ−1{−∞} ? ϕ−1{1} ? · · · ? ϕ−1{n} ? ϕ−1{∞}
→ ϕ−1{−∞} ? ϕ−1{σ−1(1)} ? · · · ? ϕ−1{σ−1(n)} ? ϕ−1{∞} ∼= 〈m〉 ,

where the first and the last maps are the unique order-preserving bijec-
tions;

• for σ ∈ Sn, the action on ∇(〈〈m〉〉, 〈〈n〉〉) is given by

ϕσ : 〈〈m〉〉 ∼= ϕ−1{−∞} ? ϕ−1{σ−1(1)} ? · · · ? ϕ−1{σ−1(n)} ? ϕ−1{∞}
→ {−∞} ? {1} . . . {n} ? {∞} ∼= 〈〈n〉〉 .

The conditions on crossed groups are easily verified. We also have similar con-
structions for braid groups, pure braid groups, and so on.
Example 2.1.9. For each natural number n, we denote by Cn the cyclic group of
order n, which is canonically embedded in the symmetric group Sn. Although
the subsets Cn ⊂ Sn do not form an interval subset of S defined in Exam-
ple 2.1.8, one can see they actually form an augmented simplicial subset, which
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we denote by C, so Cn = Cn. The augmented simplicial structure is explicitly
described as follows: for µ : 〈m〉 → 〈n〉 ∈ ∆̃, µ∗ : Λn → Λm is given by

µ∗(σ)(i) ≡ i+ σ(µ(i))− µ(i) (mod n) .

Clearly C is a crossed augmented simplicial group, so it restricted to a crossed
simplicial group. Note that the category ∆C defined in Proposition 2.1.12 is
called the Connes’ cycle category after Connes’ work [12] on the cyclic homology
and sometimes denoted by Λ (see Remark 2.1.13).
Example 2.1.10. Recall that the wreath product of a group G by Sn is the group

G oSn := Sn nG×n

whose underlying set is Sn ×G×n with multiplication given by

(σ; ~x)(τ ; ~y) = (στ ; τ∗(~x) · ~y) ,

where, if ~x = (x1, . . . , xn) and ~y = (y1, . . . , yn),

τ∗(~x) · ~y := (xτ(1)y1, . . . , xτ(n)yn) .

In particular the case G = C2 is the cyclic group of order 2, Hn := C2 oSn is
the Weyl group of the root system Bn, which is called the n-th hyperoctahedral
group.

We claim that the family {Hn}n forms a crossed interval group H. Set
H(〈〈n〉〉) := Hn, and for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we define ϕ∗ : Hn → Hm by

ϕ∗(σ; ~ε) := (ϕ∗(σ)βϕ(ε);ϕ∗(~ε)) ,

where

• ϕ∗(σ) is the permutation on 〈〈m〉〉 defined in Example 2.1.8;

• βϕ(~ε) is the permutation given by

〈〈m〉〉 ∼= ϕ−1{−∞} ? ϕ−1{1} ? · · · ? ϕ−1{n} ? ϕ−1{∞}
idqβε1q···qβεnqid
−−−−−−−−−−−−−→ ϕ−1{−∞} ? ϕ−1{1} ? · · · ? ϕ−1{n} ? ϕ−1{∞} ∼= 〈〈m〉〉 ,

where each β : ϕ−1{j} → ϕ−1{j} is the order-reversing map;

• if ~ε = (ε1, . . . , εn), then

ϕ∗(~ε) = (εϕ(1), . . . , εϕ(m))

with the assumption ε±∞ = 1.

This actually defines an interval set

H : ∇op → Set .

It is moreover verified that H together with the action of Hn on ∇(〈〈m〉〉, 〈〈n〉〉)
through Hn → Sn is a crossed interval group, which is called the Hyperoctahe-
dral crossed interval group.
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Example 2.1.11. Let G be a crossed A-group. If ϕ : A′ → A is a faithful functor
such that the image of the map

ϕ : A′(a, b)→ A(F (a), F (b))

is stable under G(ϕ(b))-action, then the restricted A-set ϕ∗(G) inherits a struc-
ture of crossed A′-groups. For example, it is verified that the canonical functors
∆ ↪→ ∆̃ ↪→ ∇ given in (2.1.4) pull back the Hyperoctahedral crossed interval
group H to crossed groups on ∆ and ∆̃ respectively. We call both of them Hyper-
octahedral crossed simplicial groups. In particular, to avoid the confusion on the
degree convention, we denote by H the resulting crossed simplicial group while
we use the same notation H for the augmented one, so we have Hn = Hn+1.
This construction is discussed in more detail in Section 2.5.

We finally mention that we can associate each crossed A-group with a cat-
egory that is an extension of A. More precisely, we have the following result,
which is a direct consequence of the commutative squares (2.1.2) and (2.1.3)
together with Lemma 2.1.1.

Proposition 2.1.12. Let A be a small category. Suppose we are given an A-set
G together with a group structure on G(a) and a left action on A(b, a) for each
a, b ∈ A. Then, G is a crossed A-group if and only if the following data defines
a category AG:

• object: the same as A;

• morphism: for a, b ∈ A, AG(a, b) = A(a, b)×G(a);

• composition: given by

A(b, c)×G(b)×A(a, b)×G(a)
id×crs×id
−−−−−−→ A(b, c)×A(a, b)×G(a)×G(a)
comp×mul
−−−−−−−→ A(a, c)×G(a) ,

where the map crs is one defined by (2.1.1). In this case, the canonical map
A(a, b)→ AG(a, b) defines a functor which is faithful and bijective on objects.

The category AG is sometimes called the total category of G.
Remark 2.1.13. If A has no non-trivial isomorphism, then for each crossed A-
group G, and for each a ∈ A, we have

G(a) = AutAG(a) .

Moreover, the whole crossed A-group structure on G is recovered as follows: for
x ∈ G(a) = AutAG(a) and for f : b→ a ∈ A, the composition xf : b→ a ∈ AG
is uniquely represented by a pair (g, y) with g : b → a ∈ A and y ∈ G(b).
Clearly, g = fx and y = f∗(x). In other words, the crossed A-group structure
on G involves the unique factorization property of the category AG. In the case
A is the simplex category ∆, formal statements and proofs will be found in
[24] (Proposition 1.7). Note that, in these papers, crossed simplicial groups are
defined as extensions of the category ∆.

Some crossed groups have more natural descriptions in terms of total cate-
gories.
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Example 2.1.14. Fiedorowicz and Loday introduced in [24] a crossed simplicial
group Z, whose total category ∆Z has the following description due to [28] and
[23] (see also Section 3 of [63]):

• the objects are natural numbers n ∈ N;

• the hom-set Λ∞(m,n) consists of order-preserving maps f : Z→ Z (with
respect to the standard linear order on the integers) such that for each
i ∈ Z, we have

f(i+m+ 1) = f(i) + n+ 1 ;

• the composition is the obvious one.

The category ∆Z is often denoted by Λ∞ and called the paracyclic category.
Combining the two conditions, for every map f : Z→ Z lying in Λ∞(m,n), we
have

f(0) ≤ f(1) ≤ · · · ≤ f(m) ≤ f(m+ 1) = f(0)n+ 1 .

On the other hand, we have group homomorphisms

AutΛ∞(n) // Zoo

f
� // f(0)

(•+ k) k
�oo

which are inverses to each other. It hence turns out that every morphism f ∈
Λ∞(m,n) uniquely factors as f = ϕτ with τ ∈ AutΛ∞(m) and ϕ : Z → Z such
that

0 ≤ ϕ(0) ≤ ϕ(1) ≤ · · · ≤ ϕ(m) ≤ n+ 1 . (2.1.5)

Note that ϕ ∈ Λ∞(m,n) satisfying (2.1.5) can be seen as a morphism ϕ : [m]→
[n] in the simplex category ∆. Thus, in view of Remark 2.1.13, the unique fac-
torization property exhibits {Zn := AutΛ∞(n)}n as a crossed simplicial group,
which is called the duplicial crossed simplicial group in [24] after the notion
introduced in [20].

2.2 Cocompleteness and completeness
We investigate elementary properties of the category CrsGrpA with regard to
colimits and limits. Throughout the section, we fix a small category A. Note
that the problem is not as easy as in the case of usual algebraic categories over
SetA. For example, as pointed out in the previous section, terminal objects in
CrsGrpA are already highly non-trivial, and it shows that the forgetful functor
CrsGrpA → SetA does not preserve limits.

We begin with colimits since the situation is somehow easier than limits.
For a small category A, we denote by A0 the maximal discrete subcategory of
A; that is, the subcategory with the same objects and with only the identities.
Since crossedA-groups are by definition degreewise groups, we have the forgetful
functor CrsGrpA → GrpA0 .

Proposition 2.2.1. The forgetful functor CrsGrpA → GrpA0 creates arbi-
trary small colimits. Consequently, the category CrsGrpA is cocomplete.
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Proof. Thanks to Proposition 2.1.5, CrsGrpA has an initial object which is
still initial in GrpA0 . Thus, it suffices to show the functor CrsGrpA → GrpA0
creates both pushouts and filtered colimits. The latter is obvious since only
finitely many variables appear simultaneously in the axioms of crossedA-groups.

As for pushouts, suppose we are given a span

G1
f1←− H

f2−→ G2

in the category CrsGrpA. It is well-known that the pushout of the span in
GrpA0 , which we write G1 ∗H G2 to distinguish it with the pushout of the
underlying A-sets, is given as follows: for each a ∈ A0, the group (G1 ∗H G2)(a)
is the quotient of the free monoid over the set G1(a)q{e} G2(a) by the relation
∼ generated by

• insertions and deletions of the unit, i.e. for xi ∈ G1(a)q{e} G2(a),

(x1, . . . , xn) ∼ (x1, . . . , xk, e, xk+1, . . . , xn) ;

• multiplicativities of G1(a) and G2(a), i.e. for xi ∈ G1(a)q{e} G2(a) with
xk and xk+1 lying in the common group,

(x1, . . . , xn) ∼ (x1, . . . , xk−1, xkxk+1, xk+2, . . . , xn) ;

• H-invariance, i.e. for xi ∈ G1(a) q{e} G2(a) with xk ∈ Gj(a) and xk+1 ∈
Gj′(a), and for h ∈ H(a),

(x1, . . . , xn) ∼ (x1, . . . , xk−1, xkfj(h)−1, fj′(h)xk+1, xk+2, . . . , xn) .

For each morphism ϕ : a → b ∈ A, we define a map ϕ∗ : (G1 ∗H G2)(b) →
(G1 ∗H G2)(a) inductively by

ϕ∗(e) = e

ϕ∗(x1, . . . , xn) = (ϕxn)∗(x1, . . . , xn−1)ϕ∗(xn) .

It is easily verified the definition is invariant under the relation above, so ϕ∗ is
well-defined. Now, it is tedious but not difficult to see it is a unique crossed
A-group structure on G1 ∗H G2 so that both injections G1, G2 → G1 ∗H G2 are
maps of crossed A-groups, which completes the proof.

Corollary 2.2.2. The forgetful functor CrsGrpA → SetA creates filtered col-
imits.

Proof. We have the following commutative square of forgetful functors:

CrsGrpA //

��

SetA

��
GrpA0

// SetA0

By Proposition 2.2.1, the left functor creates filtered colimits, and it is well-
known that so do the right and the bottom. Hence, the result follows.
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We now get into a difficult part: the limits. Fortunately, it turns out that
the essential difficulty comes only from terminal objects and not from pullbacks.

Proposition 2.2.3. Let C be a category with a terminal object. Then, the
forgetful functor CrsGrpA → SetA creates C-limits. In particular, the category
CrsGrpA has pullbacks which are computed degreewisely.

Proof. Put t ∈ C a terminal object, and suppose we are given a functor G• :
C → CrsGrpA. Taking the limit in the category SetA, we putG∞ = limC G• ∈
SetA. Note that G∞ admits a unique degreewise group structure so that the
canonical A-map G∞ → Gc is a degreewise group homomorphism for each
c ∈ C. In particular, for each a ∈ A, the group G∞(a) inherits an action on
A(b, a) for each b ∈ A through the homomorphism G∞(a) → Gt(a). One can
then see these structures exhibit G∞ as a crossed A-group.

In order to show the existence of a terminal object, we instead show the
category CrsGrpA is locally presentable. Indeed, it is known that, in locally
presentable categories, limits can be realized as colimits. Now, CrsGrpA is
cocomplete thanks to Proposition 2.2.1. Hence, in view of Corollary 2.47 in [1],
we only have to show the accessibility. For a small category C, we denote by
|C| the cardinality of the set of morphisms of C. In the rest of the section, we
are to prove the following theorem.

Theorem 2.2.4. Let A be a small category, and let κ be an (infinite) regular
cardinal greater than ω × |A|, here ω is the smallest infinite cardinal. Then,
the category CrsGrpA is locally κ-presentable; i.e. it is cocomplete, and every
object can be written as a κ-filtered colimit of κ-small objects.

Corollary 2.2.5. For every small category A, the category CrsGrpA is both
complete and cocomplete. In particular, it admits a terminal object.

We first give a criterion for the smallness of object in CrsGrpA. Recall
that, for a set S, it is κ-small in Set precisely if |S| < κ. Thus, a key idea is
considering the functor

( · ) : CrsGrpA → Set ; G 7→ G :=
∐
a∈A

G(a)

to compare smallnesses in these two categories.

Lemma 2.2.6. Let κ be a regular cardinal greater than |A|. Then, a crossed
A-group G is κ-small provided the cardinality of the set G is less than κ.

Proof. Let G ∈ CrsGrpA with |G| < κ. We have to show that the functor

CrsGrpA(G, · ) : CrsGrpA → Set

preserves κ-filtered colimits. In view of Corollary 1.7 in [1], it suffices to verify
the preservation only for sequential ones. Suppose λ is an ordinal of cofinality
at least κ; i.e. every subset S ⊂ λ with |S| < κ has a supremum supS ∈ λ, and
take a diagram H• : λ → CrsGrpA. Writing H∞ := colimH• for simplicity,
we show the canonical map

colim
α<λ

CrsGrpA(G,Hα)→ CrsGrpA(G,H∞) (2.2.1)
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is bijective.
Note that, by virtue of Corollary 2.2.2, there is a canonical identification of

H∞ with colimα<λHα, so we obtain a commutative square

colimα<λ CrsGrpA(G,Hα) //

( · )
��

CrsGrpA(G,H∞)

( · )
��

colimα<λ Set(G,Hα) ' // Set(G, colimα<λHα)

(2.2.2)

In view of the criterion of the smallness of sets, the bottom map is bijective. On
the other hand, since the functor ( · ) is faithful, and since filtered colimits in
Set preserves injections, the vertical maps are injective. Hence, it immediately
follows the map (2.2.1) is injective. Moreover, for each map f : G → H∞
of crossed A-group, the underlying map f : G → H∞ factors through a map
f̄ : G → Hα′0

followed by the structure map Hα′0
→ H∞ for some ordinal

α′0 < λ. This does not imply f̄ is an underlying map of a map of crossed
A-group. Nevertheless, there are functions

β :
∐
a,b∈A

A(b, a)×G(a)→ λ , γ :
∐
a∈A

G(a)×G(a)→ λ ,

such that

(i) β(ϕ, x), γ(x, y) > α′0 for each ϕ ∈ A(a, b) and x, y ∈ G(b);

(ii) the map Hα′0
→ Hβ(ϕ,x) identifies the elements f̄(ϕ∗(x)) and ϕ∗(f̄(x));

(iii) the map Hα′0
→ Hγ(x,y) identifies the elements f̄(xy−1) with f̄(x) · f̄(y)−1.

The set {β(ϕ, x) | ϕ, x}∪{γ(x, y) | x, y} is of cardinality |A|×(|A|+ |G|) < κ, so
the cofinality of λ implies there is an ordinal α0 < λ with α0 > β(ϕ, x), γ(x, y)
for every ϕ, x, and y. Now, it is easily verified that the composition

G
f̄
−→ Hα′0

→ Hα0

underlies a map f0 : G → Hα0 of crossed A-group, and the map f : G → H∞
factors through f0. In other words, f is the image of f0 ∈ CrsGrpA(G,Hα0).
This implies that the map (2.2.1) is also surjective.

Fix a regular cardinal κ as in Theorem 2.2.4, and define CrsGrp<κA to be
the full subcategory of CrsGrpA spanned by crossed A-groups G with |G| < κ.
According to Lemma 2.2.6, all objects in CrsGrp<κA is κ-small in CrsGrpA.

Lemma 2.2.7. The category CrsGrp<κA is essentially small.

Proof. Since the category CrsGrpA is locally small, it suffices to show it has
only finitely many isomorphism classes. Notice that, for an indexed family
{X(a)}a∈A of sets with |X(a)| < κ, a structure of crossed A-groups can be seen
as an element of the set∏

ϕ:a→b∈A
Set(X(b), X(a))×

∏
a∈A

Set(X(a)×X(a), X(a))

×
∏
a,b∈A

Set(X(a),AutSet(A(b, a)))
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whose cardinality is bounded above by

(κκ)|A| × (κκ×κ)|A| × ((|A||A|)κ)|A|×|A| = κκ

Then, together with the cardinality of choices of the family {X(a)}a∈A, one can
see there are only at most κ|A| × κκ = κκ isomorphism classes.

Lemma 2.2.8. The subcategory CrsGrp<κA ⊂ CrsGrpA is closed under κ-
small colimits.

Proof. Let G• : C → CrsGrp<κA be a diagram with |C| < κ. Since the category
CrsGrpA is cocomplete by Proposition 2.2.1, we put G∞ := colimc∈C Gc ∈
CrsGrpA. According to Proposition 2.2.1, for each a ∈ A, there is a surjection(∐

c∈C
Gc(a)

)∗
� G∞(a) ,

where ( · )∗ : Set→ Set is the Kleene star, or the monad for monoids, while we
have ∣∣∣∣∣

(∐
c∈C

Gc(a)
)∗∣∣∣∣∣ ≤ ω ×∑

c∈C
|Gc(a)| ≤ ω × |C| × sup

c∈C
|Gc(a)|

for each a ∈ A. Since κ is regular and |A × C| < κ, it follows

|G∞| ≤ |A| × ω × |C| × sup
a∈A,c∈C

|Gc(a)| < κ ,

which shows G∞ ∈ CrsGrp<κA .

Lemma 2.2.9. Let G be a crossed A-group. Suppose we are given a subset
S ⊂ G of cardinality less than κ. Then, there is a crossed A-subgroup G′ ⊂ G
such that S ⊂ G′ and G′ ∈ CrsGrp<κA .

Proof. If S = ∅, the statement is obvious. In the case S is a singleton, say
S = {x} with x ∈ G(a0), for each a ∈ A, we set G′(a) ⊂ G(a) to be the
subgroup generated by the subset

{ϕ∗(xε) | ε = ±1, ϕ : a→ a0 ∈ A} . (2.2.3)

Since G′(a) ⊂ G(a) is clearly a subgroup, in order to see G′ actually forms a
crossed A-subgroup of G, it is enough to check it is an A-subset. Note that
since the subset (2.2.3) is closed under inverses, every element in G′(a) can be
written as products of elements of (2.2.3). For ψ : b → a ∈ A, εi = ±1, and
ϕi : a→ a0 ∈ A, we have

ψ∗(ϕ∗1(xε1) . . . ϕ∗k(xεk)) = (ϕ1ψ
ϕ∗2(xε22 )...ϕ∗k(xεkk ))∗(xε11 ) . . . (ϕkψ)∗(xεkk ) ,

which shows ψ∗ : G(a)→ G(b) carries G′(a) into G′(b), and hence G′ ⊂ G is a
crossed A-subgroup. On the other hand, the definition of G′ directly implies

∣∣G′∣∣ =

∣∣∣∣∣∐
a∈A

G′(a)

∣∣∣∣∣ ≤ ω × 2× |A| < κ
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so G′ ∈ CrsGrp<κA .
In general case, for each x ∈ S, the proof of the singleton case implies that

there is a crossed A-subgroup G′x ⊂ G so that x ∈ G′x and G′x ∈ CrsGrp<κA .
We take G′ to be the image of the map

G′1 ∗ · · · ∗G′n → G

of crossed A-groups induced by the inclusions G′i ↪→ G. Clearly S ⊂ G′, and
Lemma 2.2.8 implies that G′ ∈ CrsGrp<κA . This completes the proof.

of Theorem 2.2.4. In view of Corollary 2.47 in [1], it suffices to show the cate-
gory CrsGrpA is accessible; i.e. there is a set S of κ-small objects such that
every object in CrsGrpA can be written as a κ-filtered colimit of objects from
S. According to Lemma 2.2.6, Lemma 2.2.7, and Lemma 2.2.9, we can take S
to be any skeleton of the subcategory CrsGrp<κA ⊂ CrsGrpA.

2.3 Computation of the terminal object
In the previous section, we proved Corollary 2.2.5 that asserts the category
CrsGrpA has all small limits and colimits. In fact, Proposition 2.2.1, Corol-
lary 2.2.2, and Proposition 2.2.3 provide relatively practical ways to compute
colimits and limits except for the terminal object. On the other hand, as for a
few categories A, the terminal crossed A-group was constructed by hand. For
example, if A = ∆ or ∆̃, it is precisely the Hyperoctahedral crossed group H;
see [24]. The goal of this section is to generalize their results and compute the
terminal crossed A-group for more general A including ∇ as well as ∆ and ∆̃.
Note that, although the arguments are highly abstract, the reader should keep
the concrete examples in the mind; such as A = ∆, ∆̃, or ∇.

Definition. Let A be a category and s ∈ A an object. Then, an internal co-
relation on s is a tuple (s̄; ι0, ι1) of an object s̄ ∈ A and a jointly-epimorphic
pair ι0, ι1 : s⇒ s̄ in A. By abuse of notation, we often denote it just by s̄.

If s̄ is an internal co-relation on s ∈ A, for each a ∈ A, we have a map

(ι∗0, ι∗1) : A(s̄, a)→ A(s, a)×A(s, a)

which is by definition injective since (ι0, ι1) is jointly-epimorphic. In other
words, it exhibits A(s̄, a) as a (binary) relation on A(s, a). Explicitly, for two
morphisms α0, α1 : s ⇒ a, they are connected by the relation if and only if
there is a morphism ᾱ : s̄→ a such that α0 = ᾱι0 and α1 = ᾱι1. Hence, every
morphism a → b ∈ A induces a map A(s, a) → A(s, b) which preserves the
relation induced by s̄.

Definition. Let A be a category. An internal well-co-order on an object s ∈ A
is an internal co-relation s̄ on s such that the set A(s, a) is well-ordered by the
induced relation for every a ∈ A.

Example 2.3.1. Let Ord be the category of well-ordered sets and order-preserving
maps. In particular, Ord contains all the finite ordinals n = {0, . . . , n− 1}. We
have an obvious internal well-co-order on 1 as

ι0, ι1 : 1⇒ 2 . ; 0 7→ 0, 1
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Hence, every full subcategory of Ord containing a diagram isomorphic to the
above one, such as ∆ and ∆̃, 1 is an internally well-co-ordered object. Namely,
the generators [0] ∈ ∆ and 〈1〉 ∈ ∆̃ are canonically well-co-ordered objects.
Example 2.3.2. The object 〈〈1〉〉 ∈ ∇ admits a canonical internal co-order:

ι0, ι1 : 〈〈1〉〉 → 〈〈2〉〉 ; 1 7→ 1, 2 .

It is easily verified that, for each n ∈ N, the set ∇(〈〈1〉〉, 〈〈n〉〉) together with the
order induced by the internal co-order above is identified with the ordered set
〈〈n〉〉 itself. Thus, 〈〈1〉〉 is a well-co-ordered object.

If s ∈ A admits an internal well-co-order s̄, the corepresentable functor
A(s, · ) lifts to the functor

A(s, · ) : A → Ord .

Hence, we can make use of the following splendid property of the category Ord
through this functor.
Lemma 2.3.3. Let ϕ : A→ B be an order-preserving map between well-ordered
sets such that the inverse image ϕ−1{b} is finite for each b ∈ B. Suppose we are
given a permutation σ on A with the composition ϕσ again order-preserving.
Then, we have ϕσ = ϕ.
Proof. It suffices to prove the permutation σ is restricted to each Ab := ϕ−1{b}.
Suppose we have b ∈ B with σ(Ab) 6⊂ Ab; in particular, we may assume b is
the minimum among such elements of B since B is well-ordered. Take a ∈ Ab
such that ϕσ(a) 6= b. Note that we have ϕσ(a) > b; otherwise, the minimality
of b implies σ restricts to a permutation on Aϕσ(a). We have a /∈ Aϕσ(a) while
σ({a} ∪Aϕσ(a)) ⊂ Aϕσ(a), which contradicts to the injectivity of σ since Aϕσ(a)
is finite.

Since Ab and σ−1(Ab) are finite sets with the same cardinality, so are two
subsets Ab \ σ−1(Ab) and σ−1(Ab) \ Ab of A. The first one is non-empty, e.g.
containing a, so we can take an element a′ ∈ σ−1(Ab) \ Ab. The minimality of
b again implies ϕ(a′) > b = ϕ(a) so a′ > a. We however have

ϕσ(a′) = b < ϕσ(a) ,

which contradicts to the assumption that ϕσ preserves the order.

Corollary 2.3.4. Let A and B be finite well-ordered set. Then, the permutation
group S(B) on B admits a unique left action

S(B)×Ord(A,B)→ Ord(A,B) ; (σ, ϕ) 7→ ϕσ

such that, for each σ ∈ S(B) and ϕ ∈ Ord(A,B), ϕσ is a map through which
the composition σϕ : A→ B factors after a permutation on A.
Proof. We may assume B = n = {0, . . . , n− 1}. Since the map σϕ factors as

A ∼= ϕ−1{0}? · · ·?ϕ−1{n−1}
perm.
−−−→ ϕ−1{σ−1(0)}? · · ·?ϕ−1{σ−1(n−1)} → n ,

the existence of ϕσ follows. We show the uniqueness of ϕσ. Say σϕ = ϕσσ′ with
σ′ ∈ S(B), and suppose we have another factorization σϕ = ψτ . Then, we have
ψ = ϕσσ′τ−1. Since A is finite, and since both ϕσ and ψ are order-preserving,
Lemma 2.3.3 implies ψ = ϕσ. This guarantees the uniqueness of ϕσ. Now, the
associativity of the action easily follows from the property of ϕσ.
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In the rest of the section, we assume A to be a category such that
(i) A is locally finite; i.e. each hom-set A(a, b) is finite;

(ii) it is equipped with a generator s ∈ A, so the corepresentable functor
A(s, · ) : A → Set is by definition faithful;

(iii) s is internally well-co-ordered.

As seen in Example 2.3.1 and Example 2.3.2, the examples of A include ∆, ∆̃,
and ∇.
Remark 2.3.5. If A is a category satisfying the conditions above, the relation
on each A(s, a) induced by the internal co-relation s̄ is reflexive. This means
that every morphism α : s → a determines a morphism ᾱ : s̄ → a such that
ᾱι0 = ᾱι1 = α. In addition, since ι0 and ι1 are jointly epimorphic, such ᾱ is
unique. Hence, we obtain a unique map

refla : A(s, a)→ A(s̄, a) (2.3.1)

which is a common section of the precomposition maps with ι0 and ι1. It is
easily verified that refla is natural with respect to a ∈ A; for every morphism
ϕ : a→ b, we have

ϕ∗(refl(α)) = refl(ϕ∗(α)) .
Yoneda Lemma thus implies we have a map s̄→ s corepresenting refl.

ForA above, note that we can think ofA(a, b) as a subset of Ord(A(s, a),A(s, b))
on which the group S(A(s, a)) acts from the left. We define a group SA(a) by

SA(a) := {σ ∈ S(A(s, a)) | ∀b ∈ A : σ(A(b, a)) ⊂ A(b, a)} .

In particular, SA(a) acts on A(b, a) from the left for each b ∈ A.
Example 2.3.6. If A is a full subcategory of ∆̃ containing 〈1〉 and 〈2〉, and if we
take 〈1〉 as the generator with the canonical co-well-order, then we have

SA(〈n〉) = S(A(〈1〉, 〈n〉)) ∼= Sn .

In particular,
S∆̃(〈n〉) ∼= Sn , S∆([n]) ∼= Sn+1 .

Example 2.3.7. In the case A = ∇, the evaluation map

∇(〈〈1〉〉, 〈〈n〉〉)→ 〈〈n〉〉 ; α 7→ α(1)

is bijective, so we identify the two sets by the map. We claim

S∇(〈〈n〉〉) = S(〈n〉)×S({−∞,∞}) (2.3.2)

for each n ∈ N respecting the action on 〈〈n〉〉. Note that the action of the right
hand side group on ∇(〈〈m〉〉, 〈〈n〉〉) is given as follows: for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇,
ϕ(σ,ε) is the map

〈〈m〉〉 ∼= ϕ−1{ε(−∞)} ? ϕ−1{σ−1(1)} ? · · · ? ϕ−1{σ−1(n)} ? ϕ−1{ε(∞)}
→ {−∞} ? {1} ? · · · ? {n} ? {∞} ∼= 〈〈n〉〉 .

For the left-to-right inclusion of (2.3.2), it suffices to see the subset {−∞,∞} ⊂
〈〈n〉〉 is stable under the action of S∇(〈〈n〉〉). This follows from the observation
that the set is the image of the unique map 〈〈0〉〉 → 〈〈n〉〉 ∈ ∇. The other
direction is obvious, so we obtain (2.3.2).
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For each crossed A-group G, the action of G(a) on A(s, a) determines a
group homomorphism

Ra : G(a)→ SA(a) (2.3.3)

Lemma 2.3.8. Let G be a crossed A-group. Then, the action of G(a) on each
A(b, a) in the structure of crossed A-group agrees with the one induced from
SA(a) through the group homomorphism Ra given in (2.3.3).

Proof. For each x ∈ G(a) and ϕ : b→ a ∈ A, we have the following commutative
square:

A(s, b) ϕ∗ //

f∗(x)
��

A(s, a)

x=Ra(x)
��

A(s, b)
ϕx∗ // A(s, a)

.

Hence, the uniqueness of the action of SA(a) on A(b, a) given in Corollary 2.3.4
implies ϕx = ϕRa(x).

Lemma 2.3.9. Let G be a crossed A-group. Suppose x ∈ G(a) and α ∈ A(s, a).
Then, for every morphism ϕ : b→ a ∈ A, the permutation

ϕ∗(x) : A(s, b)→ A(s, b)

restricts to a map (ϕ∗)−1{α} → (ϕx∗)−1{αx} which is either order-preserving or
order-reversing, depending only on x and α but not on ϕ.

Proof. Let ϕ : b → a ∈ A be an arbitrary morphism, so we have a map ϕ∗ :
A(s, b) → A(s, a). Take any two elements ψ0, ψ1 ∈ A(s, b) with ϕ∗(ψ0) =
ϕ∗(ψ1) = α. We may assume ψ0 ≤ ψ1 so there is a morphism ψ̄ : s̄ → b with
ψ̄ι0 = ψ0 and ψ̄ι1 = ψ1. Since ϕψ̄ι0 = ϕψ̄ι1 = α, we have ϕψ̄ = refl(α),
where refl is the map defined in Remark 2.3.5, and the following diagram is
commutative:

A(s, s̄) ψ̄∗ //

refl(α)∗(x)
��

A(s, b) ϕ∗ //

ϕ∗(x)
��

A(s, a)

x

��
A(s, s̄) ψ̄

ϕ∗(x)
// A(s, b)

ϕx∗ // A(s, a)

Hence, the order of two elements ϕ∗(x)(ψ0), ϕ∗(x)(ψ1) ∈ A(s, b) is determined
by that of refl(α)∗(x)(ι0) and refl(α)∗(x)(ι1). It clearly no longer depends
on ϕ nor elements ψ0, ψ1 ∈ (ϕ∗)−1{α}, so we obtain the result.

We now construct a candidate for the terminal crossed A-group. For each
morphism ϕ : b→ a ∈ A, we define a map

βϕ : C×A(s,a)
2 → S(A(s, b))

as follows: for ~ε = (εi)i∈A(s,a), βϕ(~ε) ∈ S(A(s, b)) is the unique permutation
such that

• it preserves the fibers of the map ϕ∗ : A(s, b)→ A(s, a);

• for each i ∈ A(s, a), the restricted map βϕ(~ε) : (ϕ∗)−1{i} → (ϕ∗)−1{i} is
either order-preserving or order-reversing depending on εi ∈ C2.
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The map βϕ is obviously a group homomorphism. Also, we define a map

ϕ∗ : SA(a)→ S(A(s, b))

so that ϕ∗(σ) is the unique permutation satisfying

(i) the square below is commutative:

A(s, b) ϕ∗ //

ϕ∗(σ)
��

A(s, a)

σ

��
A(s, b)

ϕσ∗ // A(s, a)

(ii) ϕ∗(σ) : A(s, b)→ A(s, b) restricts to an order-preserving map

ϕ∗(σ) : (ϕ∗)−1{i} → (ϕx∗)−1{ix}

for each i ∈ A(s, a).

The action of SA(a) on A(s, b) enables us to consider the semidirect product
SA(a) n C

×A(s,a)
2 , which is just a cartesian product SA(a)× C×A(s,a)

2 as a set
together with the multiplication

(τ ; ~ζ)(σ; ~ε) = (τσ; ~ζ · σ∗(~ε)) =
(
τσ;

(
ζiεσ(i)

)
i∈A(s,a)

)
.

We define

WA(a) :=
{

(σ; ~ε) ∈ SA(a) n C
×A(s,a)
2

∣∣∣ ∀ϕ ∈ A(b, a) : ϕ∗(σ)βϕ(~ε) ∈ SA(b)
}
.

(2.3.4)
Remark 2.3.10. The permutation τ = ϕ∗(σ)βϕ(~ε) onA(s, b) appearing in (2.3.4)
is the permutation characterized by the following two properties:

(i) the square below is commutative:

A(s, b) ϕ∗ //

τ

��

A(s, a)

σ

��
A(s, b)

ϕσ∗ // A(s, a)

(ii) the restriction τ : (ϕ∗)−1{i} → (ϕσ∗ )−1{iσ} is either order-preserving or
order-reversing depending on εi ∈ C2.

Proposition 2.3.11. Let A be as above. Then, the subset WA(a) ⊂ SA(a) n
C
×A(s,a)
2 given in (2.3.4) has the following properties:

(1) WA(a) is closed under multiplication and the inverses; hence it is a sub-
group;

(2) for each morphism ϕ : b→ a ∈ A, define

ϕ∗ : WA(a)→WA(b) ; (σ; ~ε) 7→ (ϕ∗(σ)βϕ(~ε);ϕ∗(~ε)) .

Then, this defines a structure of A-sets on WA.
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Moreover, the family {WA(a)}a∈A forms a crossed A-group.

Proof. We first show (1). For each (σ; ~ε), (τ ; ~ζ) ∈ WA(a), and for every mor-
phism ϕ : b→ a ∈ A, we have the following commutative diagram:

A(s, b) ϕ∗ //

ϕ∗(σ)βϕ(~ε)
��

A(s, a)

σ

��
A(s, b)

ϕσ∗ //

(ϕσ)∗(τ)βϕσ (~ζ)
��

A(s, a)

τ

��
A(s, b)

ϕτσ∗ // A(s, a)

Verifying the conditions in Remark 2.3.10, one will see the left vertical com-
position coincides with the permutation ϕ∗(τσ)βϕ(~ζ · σ∗(~ε)). It follows that
(~ζ; τ)(~ε;σ) ∈WA(a). Closedness under the inverses is proved similarly.

As for the part (2), note that the map ϕ∗ : WA(a)→WA(b) is actually well-
defined. Indeed, for every morphism ψ : c → b ∈ A, we have a commutative
diagram below.

A(s, c) ψ∗ //

ψ∗(ϕ∗(σ)βϕ(~ε))βψ(ϕ∗(~ε))
��

A(s, b) ϕ∗ //

ϕ∗(σ)βϕ(~ε)
��

A(s, a)

σ

��
A(s, c) ψϕ

∗(σ)βϕ(~ε)
// A(s, b) ϕσ // A(s, a)

Similarly to the part (1), one can check the conditions in Remark 2.3.10 to see
the left vertical arrow equals to the permutation (ϕψ)∗(σ)βϕψ(~ε), which belongs
to SA(c) since (σ; ~ε) ∈WA(a). This argument also shows the functoriality, so
WA is an A-set.

It remains to show WA is a crossed A-group. However, one can notice the
proofs of (1) and (2) above also show WA satisfies the two conditions on crossed
groups respectively.

Unfortunately, for a crossed A-group G, the group homomorphism Ra :
G(a) → SA(a) given in (2.3.3) does not define a map of A-sets in general.
Nevertheless, it turns out that the only obstruction is parities, so we can put
that information on the codomain of Ra. More precisely, define a map ~εa :
G(a)→ C

×A(s,a)
2 as follows: recall that for each x ∈ G(a) and each α ∈ A(s, a),

the square below is commutative:

A(s, s̄)
refl(α)∗ //

refl(α)∗(x)
��

A(s, a)

x

��
A(s, s̄)

refl(αx)∗ // A(s, a)

We set ~εa(x) = (εa(x)α)α∈A(s,a) by

εa(x)α :=
{

0 refl(α)∗(x)(ι0) < refl(α)∗(x)(ι1)
1 refl(α)∗(x)(ι0) > refl(α)∗(x)(ι1) .
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Lemma 2.3.12. Let G be as above. Then, for each a ∈ A and x ∈ G(a), the
pair

(Ra(x); ~εa(x)) ∈ S(A(s, a)) n C
×A(s,a)
2

belongs to the subgroup WA(a) defined in (2.3.4). Moreover, the induced maps

R̃a := (Ra; ~εa) : G(a)→WA(a)

form a map G→WA of crossed A-groups.

Proof. Verifying the conditions in Remark 2.3.10, one can observe that, for each
x ∈ G(a), and for each ϕ : b→ a ∈ A, we have

Ra(ϕ∗(x)) = ϕ∗(Ra(x)) · βϕ(~εa(x)) . (2.3.5)

The left hand side clearly belongs toSA(a), this implies (Ra(x); ~εa(x)) ∈WA(a)
by the definition (2.3.4) of WA. On the other hand, it is also verified that

~εa(ϕ∗(x)) = ϕ∗(~εa(x)) . (2.3.6)

The equation (2.3.6) and (2.3.5) imply that R̃a = (Ra; ~εa) is natural with respect
to a ∈ A, so it defines a map R̃ : G→WA of A-sets.

It is obvious that R̃ : G → WA respects the action on each A(a, b), so it
remains to prove it is a degreewise group homomorphism. Since the preservation
of the unit is straightforward, it suffices to show, for each a ∈ A, R̃a : G(a) →
WA(a) preserves multiplications. For each x, y ∈ G(a), and for each α ∈ A(s, a),
we have a commutative diagram below:

A(s, s̄)
refl(α)∗ //

refl(α)∗(x)
��

A(s, a)

x

��
A(s, s̄)

refl(αx)∗ //

refl(αx)∗(y)
��

A(s, a)

y

��
A(s, s̄)

refl(αyx)∗ // A(s, a)

(2.3.7)

One can deduce from (2.3.7) that

εa(yx)α = εa(y)αxεa(x) ,

which implies ~εa(yx) = Ra(x)∗(~εa(y))~εa(x). Thus, we obtain

R̃(yx) = (Ra(yx); ~εa(yx))
= (Ra(y)Ra(x);Ra(x)∗(~εa(y))~εa(x))
= (Ra(y); ~εa(y)) · (Ra(x); ~εa(x))

so that Ra : G(a)→WA(a) is a group homomorphism.

Theorem 2.3.13 (cf. Theorem 1.4 in [47]). Let A be a small locally finite
category equipped with an internally well-co-ordered generator s ∈ A. Then, the
Weyl crossed A-group WA is a terminal object in the category CrsGrpA.
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Proof. By virtue of Lemma 2.3.12, it suffices to show that, for each crossed
A-group, the map R̃ : G→WA is the unique map of crossed A-group for each
G ∈ CrsGrpA. Since WA(a) is, as a set, a subset of the direct product

SA(a)× CA(s,a)
2

for each a ∈ A, an A-map f : G→WA is determined by maps

fperm : G(a)→ SA(a) , fsign = (f (α)
sign)α∈A(s,a) : G(a)→ C

×A(s,a)
2

for each a ∈ A. If f is a map of crossed A-group, the map fperm clearly has
to be the one associated to the action of G(a) on A(s, a). On the other hand,
each f

(α)
sign is also determined automatically thanks to the naturality of f and

Lemma 2.3.9. It follows that R̃ is the only map into WA.

Corollary 2.3.14. Let A be as above. Suppose G is an A-set which is equipped
with a degreewise group structure. Then, the following data are equivalent:

(a) left actions of G(a) on A(b, a) for a, b ∈ A which exhibit G as a crossed
A-group;

(b) a map G→WA of A-sets which is a degreewise group homomorphism.

Corollary 2.3.15. Let A be as above, and let G and H be crossed A-groups.
Then, a map f : G→ H of A-sets which is a degreewise group homomorphism
is a map of crossed A-groups if and only if the triangle below is commutative:

G
f //

R̃ !!

H

R̃}}
WA

Example 2.3.16. In the case A = ∆̃, since it is a full subcategory of Ord, we
have

S∆̃(〈n〉) = Ord(∆̃(〈1〉, 〈n〉)) ∼= Sn

W∆̃(〈n〉) = Sn n C×n2
∼= Hn .

It is easily verified that these induce an isomorphism from W∆̃ to the hyperoc-
tahedral crossed simplicial group H described in Example 2.1.11
Example 2.3.17. Recall that, in the case A = ∇, we saw in Example 2.3.7 that
S∇(〈〈n〉〉) ∼= S(〈n〉) ×S({−∞,∞}). We claim that an element of S∇(〈〈n〉〉) n
C
×〈〈n〉〉
2 of the form

x = ((σ, θ); ε−∞, ε1 . . . , εn, ε∞)

for (σ, θ) ∈ S(〈n〉)×S({−∞,∞}) and εi ∈ C2 belongs to W∇(〈〈n〉〉) if and only
if θ = ε−∞ = ε∞ under the canonical identification S({−∞,∞}) ∼= C2. For a
map ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the permutation ϕ∗(x) restricts to bijections

ϕ−1{−∞} → ϕ−1{θ(−∞)} , ϕ−1{∞} → ϕ−1{θ(∞)}

which are either order-preserving or order-reversing according to ε−∞ and ε∞
respectively. On the other hand, in view of the computation of Example 2.3.7,
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ϕ∗(x) belongs to S∇(〈〈m〉〉) if and only if it preserves the subset {−∞,∞}. It
is easily seen that this happens for every ϕ : 〈〈m〉〉 → 〈〈n〉〉 precisely when the
elements θ and ε±∞ all coincide. As a consequence, we obtain an isomorphism

W∇(〈〈n〉〉) ∼= Hn × C2 .

We finally note that the explicit computation of terminal crossed A-group
leads to a classification.
Proposition 2.3.18 (cf. Theorem 3.6 in [24]). Let A be an arbitrary small
category. Then, for every crossed A-group G, there is a sequence

Gnc ↪→ G� Gred (2.3.8)

of maps of crossed A-groups such that
(i) the sequence (2.3.8) is degreewisely a short exact sequence of groups;

(ii) Gnc is a (non-crossed) A-group;

(iii) Gred is a crossed A-subgroup of the terminal crossed A-group.
Moreover, the sequence (2.3.8) extends to a functor from CrsGrpA into the
category of degreewise short exact sequences in CrsGrpA.
Proof. Put TA the terminal crossed A-group, and set Gred to be the image of
the unique map G → TA. Then, we can define Gnc by the following pullback
square:

Gnc //

��
·y

∗

��
G // Gred

The required properties are verified easily.

Example 2.3.19. In Proposition 3.5 in [24], there is a complete list of crossed
simplicial subgroups of W∆ ∼= H as in Table 2.1.

name symbol n-th group
Trivial ∗ 1

Reflexive C2 C2
Cyclic C Cn+1

Dihedral D Dn+1
Symmetric S Sn+1

Reflexosymmetric S̃ Sn+1 × C2
Weyl (Hyperoctahedral) W∆ ∼= H Hn+1

Table 2.1: The crossed simplicial subgroups of W∆

Example 2.3.20. We will see in Example 2.5.5 in Section 2.5 that the embedding
∆ ↪→ ∆̃ induces a fully faithful embedding

CrsGrp∆ ↪→ CrsGrp∆̃

which sends W∆ to W∆̃. Hence, we obtain the same list of augmented crossed
simplicial subgroups of W∆̃ as Table 2.1 while the indices are shifted by 1
because of the identification [n] ∼= 〈n+ 1〉.

47



In the appendix, we will compute all the crossed interval subgroups of W∇.

2.4 Crossed groups as monoid objects
We proved Theorem 2.2.4 that asserts the category CrsGrpA is locally pre-
sentable for each small category A by highly abstract argument, and it was for
the sake of the existence of terminal crossed groups. On the other hand, we also
proved the latter independently in a more explicit way in Theorem 2.3.13 for
some special categories A. Combining this with Proposition 2.2.1 and Proposi-
tion 2.2.3, which are proved in more or less constructive ways, one can recover
the completeness and the cocompleteness of CrsGrpA mentioned in Corol-
lary 2.2.5. In this section, we are going further: we see the category CrsGrpA
is even algebraic, in some sense, over a presheaf category, which guarantees the
locally presentability. More precisely, for a crossed A-group G, we have the
forgetful functor

CrsGrp/GA → Set/GA (2.4.1)

between slice categories. One has the category CrsGrpA on the left hand side
when he takes G to be the terminal crossed A-group, say G = TA. Note that
though the functor (2.4.1) really forgets degreewise group structures, it remem-
bers the actions on each hom-set A(a, b) through that of G, while the category
Set/GA is just a presheaf topos. This suggests that the true underlying category
of CrsGrpA should be not SetA but the slice category Set/TAA . Throughout
this section, we fix a small category A and a crossed A-group G and aim to see
(2.4.1) has a good left adjoint.

Notation. For each object X ∈ Set/GA , say p : X → G is the structure map, we
consider its “action” on hom-sets as

X(b)×A(a, b)→ A(a, b) ; (x, ϕ) 7→ ϕx := ϕp(x)

for a, b ∈ A even though X(b) is no longer a group.
To begin with, we introduce the following construction.

Definition. For K ∈ SetA and X ∈ Set/GA , we define an A-set K oG X as
follows:

• for each a ∈ A, we set (K oG X)(a) := K(a)×X(a);

• for each ϕ : a→ b ∈ A, we set

ϕ∗ : (K oG X)(b)→ (K oG X)(a) ; (k, x) 7→ ((ϕx)∗(k), ϕ∗(x)) .

Remark 2.4.1. The operation o was originally introduced by Krasauskas in
Definition 2.1 in [47] in the case A = ∆ and G = W∆.

To see K oG X above actually defines an A-set, it is convenient to consider
the map

crsX : X(b)×A(a, b)→ A(a, b)×X(a) ; (x, ϕ) 7→ (ϕx, ϕ∗(x)) (2.4.2)
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for each X ∈ Set/GA . Similarly to the case of crossed groups, we have the
following commutative diagram:

X(c)×A(b, c)×A(a, b)
(id×crsX)(crsX×id)//

id×comp
��

A(b, c)×A(a, b)×X(a)

comp×id
��

X(c)×A(a, c) crsX // A(a, c)×X(a)

(2.4.3)

Note that the A-set structure on K oG X is given by

(K oG X)(b)×A(a, b) = K(b)×X(b)×A(a, b)
id×crsX−−−−−→ K(b)×A(a, b)×X(a)
actK×id
−−−−−→ K(a)×X(a)
= (K oG X)(a) .

(2.4.4)

Then, combining (2.4.3) and (2.4.4), one can verify KoGX is actually an A-set.

Lemma 2.4.2. If two objects a, b ∈ A are fixed, the map crs given in (2.4.2) is
natural with respect to X ∈ Set/GA .

Proof. Suppose f : X → Y ∈ Set/GA . We have to show the square below
commutes:

X(b)×A(a, b) crsX //

f×id
��

A(a, b)×X(a)

id×f
��

Y (b)×A(a, b) crsY // A(a, b)× Y (a)

For (x, ϕ) ∈ X(b)×A(a, b), we have

(id× f) ◦ crsX(x, ϕ) = (ϕx, fϕ∗(x)) ,
crsY ◦ (f × id)(x, ϕ) = (ϕf(x), ϕ∗f(x)) .

Since f is a map of A-set over G, the actions of x and f(x) on A(a, b) agree
with each other, so the required result follows.

Corollary 2.4.3. The assignment (K,X)→ K oG X defines a functor

oG : SetA × Set/GA → SetA .

The key observation is that we can lift the functor oG to a monoidal struc-
ture on Set/GA . For this, note that the degreewise multiplication gives rise to an
A-map

µ : GoG G→ G .

Indeed, for ϕ : a → b ∈ A, the condition (ii) on crossed groups implies the
following square is commutative:

(GoG G)(b)

ϕ∗

��

µ // G(b)

ϕ∗

��
(GoG G)(a) µ // G(a)
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Hence, we can define a functor

oG : Set/GA × Set/GA → Set/GA (2.4.5)

by
(X,Y ) 7→ (X oG Y → GoG G

µ
−→ G) .

Proposition 2.4.4. The functor (2.4.5) gives a monoidal structure on Set/GA
where the unit is the terminal A-set ∗ with the unique map ∗ → G of crossed
A-groups. Moreover, the monoidal structure is biclosed; i.e. there are functors

HomL
G,HomR

G : (Set/GA )op × Set/GA → Set/GA

together with natural isomorphisms

Set/GA (X oG Y, Z) ∼= Set/GA (X,HomR
G(Y,Z))

∼= Set/GA (Y,HomL
G(X,Z)) .

Proof. We first show that, for X,Y, Z ∈ Set/GA , the degreewise canonical iden-
tification actually gives an isomorphism

(X oG Y ) oG Z ∼= Z oG (Y oG Z) .

Since it is clearly a degreewise bijection, it suffices to show it is actually a map
of A-sets over G. Suppose ϕ : a → b ∈ A is a morphism in A. Then, an easy
computation shows that both maps

ϕ∗ : ((X oG Y ) oG Z)(b)→ ((X oG Y ) oG Z)(a)
ϕ∗ : (X oG (Y oG Z))(b)→ (X oG (Y oG Z))(a)

are identified with the map ϕ∗ : X(b)×Y (b)×Z(b)→ X(a)×Y (a)×Z(a) given
by

ϕ∗(x, y, z) = (((ϕy)z)∗(x), (ϕz)∗(y), z) .

Thus, we obtain a canonical identification (XoG Y )oG Z ∼= XoG (Y oG Z) as
A-sets. Actually it is an isomorphism over G; indeed, the structure maps into
G are given by the common formula

X(a)× Y (a)× Z(a)→ G(a) (x, y, z) 7→ p(x)q(y)r(z) ,

where p : X → G, q : Y → G, and r : Z → G are the structure maps. Therefore,
we obtain an associativity isomorphism for the functor oG. The unitality of ∗
is easily verify, so the first assertion follows.

To see the monoidal structure is biclosed, note that the category Set/GA is a
presheaf topos and so locally presentable. Hence, by General Adjoint Functor
Theorem, it suffices to show the functor oG preserves arbitrary small colimits in
each variable. Notice that colimits in Set/GA are computed in the category SetA
and so agree with the degreewise ones. Now, the functor oG is degreewisely
just the cartesian product, so the problem is reduced to the case A = ∗ where
the result is obvious.
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Remark 2.4.5. We have an explicit description ofA-sets HomR
G(Y,Z) and HomL

G(X,Z)
as follows: for each a ∈ A, we denote by A[a] the A-set represented by a. Then,
we have

HomR
G(Y,Z)(a) =

∐
A[a]→G

SetA(A[a] oG Y,Z) ,

HomL
G(X,Z)(a) =

∐
A[a]→G

SetA(X oG A[a], Z) .

Remark 2.4.6. Similarly to Proposition 2.4.4, one can also prove that the functor
oG : SetA × Set/GA → SetA given in Corollary 2.4.3 defines a right action of
the monoidal category (Set/GA ,oG) on the category SetA. Note that, in the
case A = ∆, this functor was discussed in Section 4 and 5 in [24], where they
wrote FG(X) := X oG G for X ∈ Set∆ and a crossed simplicial group G.
Lemma 2.4.7. Let G → H be a map of crossed A-groups. Then, the induced
functor Set/GA → Set/HA is monoidal with respect to monoidal structures oG
and oH .
Proof. For each X,Y ∈ Set/GA , X oG Y and X oH Y are clearly identical as
A-sets. In addition, since G→ H is a map of crossed A-groups, the square

X oG Y

��

X oH Y

��
G // H

is commutative. Hence, the result is obvious.

We are interested in monoid objects in the category Set/GA with respect to
the monoidal structure oG. Recall that a monoid object in Set/GA is an object
M equipped with two morphisms

η : ∗ →M

µ : M oS M →M

satisfying the ordinary conditions on monoids, namely the associativity and the
unitality. The next lemma shows crossed A-groups are examples of monoid
objects.
Lemma 2.4.8. Let H be a crossed A-group over G; i.e. a crossed A-group
equipped with a map H → G of crossed A-groups. Then, the maps ηH : ∗ → H
and µH : H oG H → H given by

ηH : ∗ → H(a) ; ∗ 7→ ea

µH : (H oG H)(a)→ H(a) ; (x, y) 7→ xy

are maps of A-sets over G. Moreover, they exhibit H as a monoid object in
Set/GA with respect to oG.
Proof. The first statement follows from the assumption that the structure map
H → G is a map of crossed A-groups and the formula

µH(ϕ∗(x, y)) = (ϕy)∗(x)ϕ∗(y) = ϕ∗(xy) = ϕ∗(µH(x, y)) .

The associativity and the unitality are obvious since H(a) is a group for each
a ∈ A.
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We denote by Mon(Set/GA ,oG) the category of monoid object in Set/GA with
respect to the monoidal structure oG. In particular, when G is the terminal
crossed A-group TA, we write

CrsMonA := Mon(Set/TAA ,oTA) .

Definition. A crossed A-monoid is just an object of CrsMonA; i.e. a monoid
object in the category Set/TA with respect to the monoidal structure oTA . We
call maps in CrsMonA maps of crossed A-monoids.

Note that since every crossed A-group can be seen as one over the terminal
crossed A-group TA, we can think of it as a crossed A-monoid by virtue of
Lemma 2.4.8. Hence, it makes sense to consider the slice category CrsMon/GA .
On the other hand, in view of Lemma 2.4.7, the map G → TA also induces a
functor

Mon(Set/GA ,oG)→ CrsMonA . (2.4.6)
It immediately follows from the definition of oG that G is itself a terminal object
in Mon(Set/GA ,oG). Thus, the functor (2.4.6) factors through

Mon(Set/GA ,oG)→ CrsMon/GA . (2.4.7)

Proposition 2.4.9. The functor (2.4.7) is an equivalence of categories.

Proof. To see (2.4.7) is essentially surjective, put TA to be the terminal crossed
A-group, and observe that we have XoGX = XoTAX as A-sets for each X ∈
Set/GA . It turns out that a monoid structure on X with respect to oTA defines
one with respect tooG if and only if the mapX → G is a monoid homomorphism
with respect to oTA . This implies that (2.4.7) is essentially surjective. It also
follows from the similar observation that (2.4.7) is fully faithful.

Theorem 2.4.10. Let A be a small category and G a crossed A-group. Then,
the forgetful functor CrsMon/GA → Set/GA admits a left adjoint so to form a
monadic adjunction:

FGA : Set/GA ⊥
)) CrsMon/GAii : UGA .

Moreover, the associated monad on Set/GA is finitely; i.e. it commutes with
filtered colimits. Consequently, the category CrsMon/GA is locally presentable.

Proof. According to Proposition 2.4.9, we can regard CrsMon/GA as the cate-
gory of monoid objects in Set/GA with respect to the monoidal structure oG.
Since it is biclosed by Proposition 2.4.4, we have an explicit description for the
monad TGmon of free monoids; namely

TGmon(X) :=
∞∐
n=0

XoGn =
∞∐
n=0

n︷ ︸︸ ︷
X oG · · ·oG X .

Thus, the first statement follows. To see TGmon is finitely, it suffices to show
that the functor X 7→ XoGn commutes with filtered colimits for each n ∈ N.
Now, the colimits are computed degreewisely in SetA, andXoGn is degreewisely
nothing but the n-fold cartesian product, it follows from the same result for the
category Set. The last statement now follows from 2.78 in [1].
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Corollary 2.4.11. For every small category A, the category CrsMonA is lo-
cally presentable.

Corollary 2.4.12. The category CrsMon/GA is complete and cocomplete. More-
over, arbitrary limits and filtered colimits can be computed in the category Set/GA .

We want to make use of Theorem 2.4.10 to establish a required adjunction
between CrsGrp/GA and Set/GA . In view of Lemma 2.4.8, we can think of each
crossed A-group over G as an object of CrsMon/GA . This assignment actually
defines a functor

CrsGrp/GA → CrsMon/GA . (2.4.8)
Indeed, every map f : H → K of crossed A-groups over G clearly preserves the
monoid structure described in Lemma 2.4.8.

Proposition 2.4.13. In the situation above, the functor (2.4.8) is fully faithful.
Moreover, a crossed A-monoid M over G belongs to the essential image if and
only if it is a degreewise group.

Proof. Notice first that the following triangle is commutative:

CrsGrp/GA //

forget %%

CrsMon/GA

forgetyy
Set/GA

Since both of the forgetful functors are faithful, the top one is also faithful. To
see it is also full, take two crossed A-groups H and K over G and an arbitrary
homomorphism f : H → K of crossed A-monoids over G. We show f is actually
a map of crossedA-groups. Since it is clearly a map ofA-sets that is a degreewise
group homomorphism, it suffices to show f respects the actions of H(a) and
K(a) on A(b, a) for each a, b ∈ A. This follows from the observation that the
actions of H(a) and K(a) factor through G(a) and that we have a commutative
triangle below:

H(a) f //

##

K(a)

{{
G(a)

We finally prove the last assertion. Let M be a crossed A-monoid which is a
degreewise group. Then, it is easily verified that the structure map M → G is
a degreewise group homomorphism. Hence, for each a, b ∈ A, the group M(a)
inherits an action on A(b, a) from G(a). One can see this action together with
the group structure make M into a crossed A-group. In addition, M → G

is clearly a map of crossed A-groups, so that we obtain M ∈ CrsGrp/GA as
required.

By virtue of Proposition 2.4.13, we may regard CrsGrp/GA as a full subcate-
gory of CrsMon/GA . In fact, it is more than just a subcategory but special one.
Namely, it is both reflective and coreflective.

We just need one lemma.
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Lemma 2.4.14. Let M be a monoid object in Set/GA , and let ϕ : a → b ∈ A.
Then, the map ϕ∗ : M(b) → M(a) preserves invertible elements in the monoid
structures.

Proof. If x ∈ M(b) is invertible in its monoid structure, we can describe the
inverse of ϕ∗(x) ∈M(a) explicitly as follows:

ϕ∗(x)−1 = (ϕx)∗(x−1) .

Indeed, we have

ϕ∗(x)(ϕx)∗(x−1) = (ϕx
−1x)∗(x)(ϕx)∗(x−1) = (ϕx)∗(xx−1) = 1

(ϕx)∗(x−1)ϕ∗(x) = ϕ∗(xx−1) = 1

Theorem 2.4.15. Let A be a small category, and let G be a crossed A-group.
Then, the subcategory CrsGrp/GA ⊂ CrsMon/GA is closed under arbitrary (small)
limits and colimits. Consequently, CrsGrp/GA ⊂ CrsMon/GA is both reflective
and coreflective as a subcategory; i.e. the inclusion admits both left and right
adjoints.

Proof. We first show CrsGrp/GA ⊂ CrsMon/GA is coreflective. The right adjoint
functor J : CrsMon/GA → CrsGrp/GA is described as follows: for a crossed A-
monoid M over G, the underlying A-set of J(M) is degreewisely the group of
invertible elements of M(a), which actually forms an A-subset of M thanks to
Lemma 2.4.14. It is easily verified that the composition J(M) ↪→ M → G and
the restricted operations exhibit J(M) as a crossed A-group over G. Note that,
for a crossed A-group H over G, each map f : H → M of crossed A-monoids
preserves invertible elements so it factors through J(M) ↪→M . Moreover, since
J(M) → M is a monomorphism, this factorization is unique. This implies we
have a natural bijection

CrsMon/GA (H,M) ∼= CrsGrp/GA (H,J(M)) .

Hence, J is right adjoint to the inclusion.
Next, we prove the closedness properties. As for colimits, it follows from the

coreflectivity proved above, Proposition 2.2.1, and Corollary 2.4.12. To see it
is also the case for limits, let H• : I → CrsGrp/GA be a functor from a small
category I. Since the category CrsMon/GA is complete by Corollary 2.4.12,
we can take the limit in the category CrsMon/GA and write H∞ := limi∈I Hi.
We have to show H∞ is a crossed A-group. Note that H∞ is also the limit in
CrsMon/GA of the extended diagram HB

• : IB = I ? {v} → CrsGrp/GA given
by

HB
x =

{
Hx x ∈ I
G x = v .

In view of Corollary 2.4.12, limits of cocone diagrams in CrsMon/GA are com-
puted degreewisely, so for each a ∈ A, we have

H∞(a) ∼= lim
x∈IB

HB
x (a) .
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The right hand side is a limit of groups, so it is again a group. It follows thatH∞
is a degreewise group so it belongs to CrsGrp/GA by virtue of Proposition 2.4.13.

To see the last statement, we have to show the embedding CrsGrp/GA →
CrsMon/GA admits a left adjoint. This follows from the first assertion, Propo-
sition 2.2.1, and the General Adjoint Functor Theorem.

In summary, for every crossed A-group G, we obtain the following adjunc-
tions:

CrsGrp/GA
� � //⊥
⊥

CrsMon/GAee

yy
))

⊥ Set/GAii

where the right one is monadic, and each rightward arrow creates arbitrary
limits and filtered colimits.
Remark 2.4.16. If one knows a terminal crossed A-group TA, then he can prove
Theorem 2.2.4 in a more concrete way. Indeed, it is a consequence of Theo-
rem 2.4.10, Theorem 2.4.15 above, and Corollary 2.4 in [56].

2.5 Basechange of crossed monoids
It is often the case that the category A is in nature related to another category,
say Ã, by a functor Φ : A → Ã. Such a functor gives rise to adjunctions

Φ!,Φ∗ : SetA
""
<< SetÃ⊥

⊥oo : Φ∗ ,

where Φ! and Φ∗ are the left and right Kan extensions of Φ respectively along
the Yoneda embedding. More generally, for an Ã-set S̃, we also have adjunctions

ΦS̃! ,ΦS̃∗ : Set/Φ
∗S̃

A
""
<< Set/S̃

Ã⊥
⊥oo : Φ∗

S̃
. (2.5.1)

Namely, Φ∗
S̃
is just the canonical lift of Φ∗, and two functors ΦS̃! ,ΦS̃∗ are defined

as follows: forX ∈ Set/Φ
∗S̃

A , ΦS̃! X := Φ!X with the adjoint morphism Φ!X → S,
and ΦS̃∗X is the object in the pullback square below:

ΦS̃∗X

��

//

·y
Φ∗X

��
S̃ // Φ∗Φ∗S̃

A lifts of the adjunction (2.5.1) is the central interest in this section.
Now, fix a functor Φ : A → Ã, and let G̃ be a crossed Ã-group. The notion of

crossed monoids anyway arises from the monoidal structure on the category of
presheaves as mentioned in Section 2.4, we investigate how the functor Φ∗

G̃
given

above relates monoidal structures. Notice that, for this question to make sense,
we have to give Φ∗G̃ a structure of A-groups. Unfortunately, it immediately
turns out that there is no canonical way to do this, so we give up the general
cases and concentrate only on faithful functors.
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Definition. Let Φ : A → Ã be a faithful functor between small categories.
Then, for a crossed Ã-group G̃, Φ is said to be G̃-stable if for each a, b ∈ A, the
image of the map

Φ : A(a, b)→ Ã(Φ(a),Φ(b))

is G̃(b)-stable.

For example, fully faithful functors are stable for every crossed group. The
following result is straightforward.

Lemma 2.5.1. Let Φ : A → Ã be a faithful functor between small categories.
Suppose G̃ is a crossed Ã-group such that Φ is G̃-stable. Then, the A-set Φ∗G̃
admits a unique structure of crossed A-groups such that

(i) for each a ∈ A, the group structure on Φ∗G̃(a) = G̃(Φ(a)) agrees with the
original one;

(ii) for each a, b ∈ A, the map

Φ : A(a, b)→ Ã(Φ(a),Φ(b))

is Φ∗G̃(b)-equivariant.

In the following, we always regard Φ∗G̃ as a crossed A-group with the
structure in Lemma 2.5.1 whenever Φ is G̃-stable faithful functor. Hence, the
monoidal structure oΦ∗G̃ on the category Set/Φ

∗G̃
A makes sense (see Section 2.4).

Proposition 2.5.2. Let Φ : A → Ã be a faithful functor between small cate-
gories which is G̃-stable for a crossed Ã-group G̃. Then, the induced functor

Φ∗
G̃

: Set/G̃
Ã
→ Set/Φ

∗G̃
A

is monoidal with respect to the monoidal structures oG̃ and oΦ∗G̃.

Proof. Note that, for each X̃, Ỹ ∈ Set/G̃
Ã

, and for each a ∈ A, we have a
canonical identification

Φ∗(X̃ oG̃ Ỹ )(a) = (X̃ oG̃ Ỹ )(Φ(a)) = X̃(Φ(a))× Ỹ (Φ(a))

= Φ∗X̃(a)× Φ∗Ỹ (a) = (Φ∗õΦ∗G̃Φ∗Ỹ )(a) .

On the other hand, for each morphism ϕ : a→ b ∈ A, the induced map

ϕ∗ : X̃(Φ(b))× Ỹ (Φ(b))→ X̃(Φ(a))× Ỹ (Φ(a))

is, no matter whether it is considered in Φ∗(X̃ oG̃ Ỹ ) or Φ∗X̃ oΦ∗G̃ Φ∗Ỹ , given
by

Φ∗(x, y) = Φ(Φ)∗(x, y) = ((Φ(ϕ)y)∗(x),Φ(ϕ)∗(y)) = (Φ(ϕy)∗(x),Φ(ϕ)∗(y)) .

Thus, we obtain a canonical identification Φ∗(X̃oG̃ Ỹ ) = Φ∗X̃oΦ∗G̃Φ∗Ỹ , which
makes Φ into a monoidal functor.
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Corollary 2.5.3. Let Φ : A → Ã and G̃ ∈ CrsGrpÃ be as in Proposition 2.5.2.
Then, the adjunction Φ∗

G̃
a ΦG̃∗ induces an adjunction

Φ\
G̃

: CrsMon/G̃
Ã

⊥
)) CrsMon/Φ

∗G̃
Aii : ΦG̃] .

Proof. The statement is a consequence of Proposition 2.5.2 and the fact that,
for a monoidal functor F : C → D, the induced functor Mon(C) → Mon(D)
admits a right adjoint as soon as so does F . The reader will find the full proof
of this in the section 2.3 in [64].

Note that the fact we used in the proof of Corollary 2.5.3 not only shows the
existence of the adjunction but also provides a way to compute it. Indeed, if M̃
is a crossed Ã-monoid over G̃, then Φ∗

G̃
M̃ has a canonical structure of crossed

A-monoids in view of Proposition 2.5.2. On the other hand, since the functor
ΦG̃∗ is right adjoint to the monoidal functor Φ∗

G̃
, it admits a structure of lax

monoidal functors; namely we have ΦG̃∗ (∗) ∼= ∗ and a natural transformation

µ : ΦG̃X oG̃ ΦG̃Y → ΦG̃∗ (X oΦ∗G̃ Y )

subject to an appropriate coherence conditions. Then, for each crossed A-
monoid M over Φ∗G̃, ΦG̃∗M admits a canonical structure of crossed Ã-monoids
over G̃ as

ΦG̃∗M oG̃ ΦG̃∗M
µ
−→ ΦG̃∗ (M oΦ∗G̃M)→ ΦG̃∗M

∗ ∼= ΦG̃∗ (∗)→ ΦG̃∗M .

This actually gives the right adjoint ΦG̃] in the adjunction in Corollary 2.5.3.

Proposition 2.5.4. Let Φ : A → Ã be a fully faithful functor, and let G̃ be a
crossed Ã-group. Then, the functor ΦG̃] : CrsMon/Φ

∗G̃
A → CrsMon/G̃

Ã
induced

by the right Kan extension of Φ is fully faithful.

Proof. Since Φ is fully faithful, the induced functor

Φ/G̃ : A/(Φ∗G̃)→ Ã/G̃

between the categories of elements is also fully faithful. Note that we have
canonical identifications

Set/Φ
∗G̃

A ' SetA/Φ∗G̃ and Set/G̃
Ã
' SetÃ/G̃

so that the adjunction Φ∗
G̃
a ΦG̃∗ is identified with the one obtained by the right

Kan extension of Φ/G̃. Since Kan extensions of fully faithful functors along the
Yoneda embedding are again fully faithful, e.g see Proposition 4.23 in [45], ΦG̃∗
is fully faithful. In other words, for each X ∈ Set/Φ

∗G̃
A , the counit

Φ∗
G̃

ΦG̃∗ X → X (2.5.2)

is an isomorphism. Note that if X is a crossed A-monoid over Φ∗G̃, then (2.5.2)
underlies the counit map Φ\

G̃
ΦG̃] X → X. This implies that the right adjoint ΦG̃]

is fully faithful.
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Example 2.5.5. Take A → Ã to be the inclusion j : ∆ ↪→ ∆̃. The right adjoint
functor j∗ to the restriction j∗ : Set∆̃ → Set∆ sends each simplicial set X• to
the augmented one j∗X given by

j∗X(〈n〉) =
{
{pt} n = 0
Xn−1 n ≥ 1 .

(2.5.3)

In particular, we have a canonical isomorphisms

j∗W∆̃ ∼= W∆ , j∗W
∆ ∼= W∆̃ . (2.5.4)

Now, since the functor j is fully faithful, it is W∆̃-stable, so we obtain an
adjunction

j∗
W∆̃ : Set/W

∆̃

∆̃
⊥
)) Set/W

∆

∆ii : jW
∆̃

∗

with j∗
W∆̃

monoidal by Proposition 2.5.2. We finally obtain an adjunction

j\ : CrsMon∆̃ ⊥
)) CrsMon∆ii : j] .

Note that, thanks to the equation (2.5.4), the functor j] is also given by (2.5.3)
and fully faithful by virtue of Proposition 2.5.4.
Example 2.5.6. By its construction, the category ∇ is the Kleisli category of the
monad

J : ∆̃→ ∆̃ ; 〈n〉 7→ 〈n+ 2〉 ∼= {−∞} ? 〈n〉 ? {∞} ∼= 〈〈n〉〉 .

In view of this, one can find the right adjoint to the canonical embedding J :
∆̃→ ∇; namely

U : ∇ → ∆̃ ; 〈〈n〉〉 → 〈n+ 2〉 .
It turns out that the pullbacks along these functors gives rise to an adjunction
J∗ a U∗ : Set∆̃ → Set∇, and the uniqueness of right adjoints implies U∗ ∼= J∗.
More explicitly, the right adjoint J∗ : Set∆̃ → Set∇ is given by

J∗X(〈〈n〉〉) = X(〈n+ 2〉) .

The counit X → J∗J
∗X is the monomorphism described as follows: consider

the map τn : 〈〈n+ 2〉〉 → 〈〈n〉〉 defined by

τn(i) =


−∞ i = −∞, 1
i− 1 2 ≤ i ≤ n+ 1
∞ i = n+ 2,∞ .

Then, each component X → J∗J
∗X is the map induced by τn:

τ∗n : X(〈〈n〉〉)→ J∗J
∗X(〈〈n〉〉) = X(〈〈n+ 2〉〉) .

In particular, as for the Weyl crossed interval group W∇, the unit map W∇ →
J∗J
∗W∇ exhibits W∇(〈〈n〉〉) as a subset of W∇(〈〈n+ 2〉〉) given by{

(σ; ε1, . . . , εn+2; θ) ∈W∇(〈〈n+ 2〉〉)
∣∣∣∣ σ({1, n+ 2}) = {1, n+ 2} ,
σ|{1,n+2} = ε1 = εn+2 = θ

}
.
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On the other hand, we have

J∗W∇ ∼= H× C2 ∼= W∆̃ × C2 .

Since W∆̃ is the terminal object in CrsMon∆̃, giving a map M → J∗W∇

of augmented crossed simplicial monoid is equivalent to giving an augmented
simplicial map M → C2 which is a degreewise monoid homomorphism. Hence,
for M ∈ CrsMon/W

∆̃×C2

∆̃
with associated map θ : M → C2, we have

JW
∇

] M(〈〈n〉〉) =
{
x ∈M(〈n+ 2〉)

∣∣∣∣ x({1, n+ 2}) = {1, n+ 2},
x|{1,n+2} = ε1(x) = εn+2(x) = θ(x)

}
,

where we write (x; ε1(x), . . . , εn+2(x)) the image of x in W∆̃. It exactly gives
the right adjoint in the adjunction

J\
W∇

: CrsMon∇ ⊥
)) CrsMon/W

∆̃×C2

∆̃
ii : JW

∇

] . (2.5.5)

Note that this adjunction extends to the right: namely, the projection W∆̃ ×
C2 → W∆̃, which is the unique map of augmented crossed simplicial groups
between them, gives rise to an adjunction

CrsMon/W
∆̃×C2

∆̃
⊥
))

ii CrsMon∆̃(
M →W∆̃ × C2

)
� // M(

M × C2 →W∆̃ × C2

)
�oo M

(2.5.6)

Combining (2.5.5) with (2.5.6), we obtain an adjunction

J\ : CrsMon∇ ⊥
)) CrsMon∆̃ii : J] .

We next discuss the other adjunction ΦG̃! a Φ∗
G̃

induced by the left Kan
extension of a G̃-stable faithful functor Φ : A → Ã. In contrast to the right Kan
extension, the functor ΦG̃! itself does not induce any functor on the category of
monoids in general. We hence need to construct directly the left adjoint to the
functor

Φ\
G̃

: CrsMon/G̃
Ã
→ CrsMon/Φ

∗G̃
A .

Fortunately, we can make use of the following theorem.

Theorem 2.5.7 (Adjoint Lifting Theorem, Theorem 4.5.6 in [9]). Suppose we
have a square of functors

M
Q //

U
��

∼=

N

V
��

C R // D
which is commutative up to a natural isomorphism, and suppose M has all
coequalizers. Then, Q has a left adjoint as soon as so does R. More precisely,
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if F a U , G a V , and L a R, so FL a RU ∼= V Q, then the left adjoint
K : N →M to Q is defined by the coequalizer sequence

FLV GV (N)
FLV ε,ωV //// FLV (N) // K(N) (2.5.7)

inM, where ε : GV → Id is the counit of the adjunction, and

α : G
GηFLaVQ

−−−−−−→ GV QFL
εQFL
−−−−→ QFL

ω : FLV G
FLV α
−−−−→ FLV QFL

εFLaVQFL
−−−−−−−→ FL .

Remark 2.5.8. One can deduce Theorem 2.5.7 from, besides the direct proof, a
more general theorem called Adjoint Triangle Theorem. We refer the reader to
[19] and [72].

We can apply Theorem 2.5.7 in our situation, i.e. to the square

CrsMon/G̃
Ã

Φ\
G̃ //

UG̃

��

CrsMon/Φ
∗G̃

A

UΦ∗G̃

��

Set/G̃
Ã

Φ∗
G̃ // Set/Φ

∗G̃
A

. (2.5.8)

To obtain a more explicit description, however, we need to know more about
each involved functor. In particular, since all the right adjoints just forget
structures, it is enough to care about the left adjoints. We first look at the free
functor

FG : Set/GA → CrsMon/GA
for a crossed A-group G. This functor is the one in Theorem 2.4.10 and com-
puted as follows: for each X ∈ Set/GA with the structure map p : X → G, FGX
is, as an A-set, degreewisely the free monoid generated by X with the structure
map

ϕ∗ : FGX(b) → FGX(a)
x1x2 . . . xn 7→ (ϕp(x2)...p(xn))∗(x1)(ϕp(x3)...p(xn))∗(x2) . . . ϕ∗(xn) .

for each ϕ : a→ b ∈ A. The map FGX → G is the induced one.
On the other hand, for a functor Φ : A → Ã, its left Kan extension Φ! :

SetA → SetÃ along the Yoneda embedding is realized as follows: for X ∈ SetA
and for ã ∈ Ã, Φ!X(ã) is the quotient set{

(x, ϕ̃)
∣∣∣ x ∈ X(b), ϕ̃ ∈ Ã(ã,Φ(b)) for b ∈ A

}/
∼

by the equivalence relation ∼ generated by

(θ∗(x), ϕ̃) ∼ (x,Φ(θ)ϕ̃)

for each triples (x, ϕ̃, θ) such that both sides make sense. We write [x, ϕ̃] ∈
Φ!X(ã) the equivalence class represented by the pair (x, ϕ̃). If X is equipped
with an A-map f : X → Φ∗S̃, then we have an Ã-map

Φ!X → S̃ ; [x, ϕ̃] 7→ ϕ̃∗(f(x)) ,
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which exactly gives the functor ΦS̃! : Set/Φ
∗S̃

A → Set/S̃
Ã
.

Combining the observations above and Theorem 2.5.7, we obtain the follow-
ing result.

Theorem 2.5.9. Let G̃ be a crossed Ã-group, and let Φ : A → Ã be a G̃-stable
faithful functor. Then, the pullback Φ\

G̃
admits a left adjoint functor ΦG̃[ so to

form an adjunction

ΦG̃[ : CrsMon/Φ
∗G̃

A ⊥
)) CrsMon/G̃

Ãii : Φ\
G̃
.

More precisely, for each M ∈ CrsMon/Φ
∗G̃

A with the structure map p : M →
Φ∗G̃, the crossed Ã-monoid ΦG̃[ M over G̃ is given as follows: for each ã ∈ Ã, the
monoid ΦG̃[ M(ã) is obtained as the quotient of the free monoid with generating
set {

(x, ϕ̃)
∣∣∣ x ∈M(b), ϕ̃ ∈ Ã(ã,Φ(b)) for b ∈ A

}
(2.5.9)

by the congruence relation ∼ generated by

(eb, ϕ̃) ∼ ea , (xy, ϕ̃) ∼ (x, ϕ̃y)(y, ϕ̃) , (θ∗(z), ϕ̃) ∼ (z,Φ(θ)ϕ̃)

for x, y, z, ϕ̃, θ such that each term makes sense. For each ψ̃ : b̃ → ã ∈ Ã, the
map ψ̃∗ : ΦG̃[ M(ã)→ ΦG̃[ M (̃b) is given by

ψ̃([x1, ϕ̃1] . . . [xn, ϕ̃n]) = [x1, ψ̃
ϕ̃∗2(p(x2))...ϕ̃∗n(p(xn))ϕ̃1] . . . [xn, ψ̃ϕ̃n] .

Finally, ΦG̃[ M → G̃ is the one generated by [x, ϕ̃] 7→ ϕ̃∗(p(x)).

Proof. We apply Theorem 2.5.7 to the diagram (2.5.8). To simplify the notation,
we write G := Φ∗G̃ and omit all the forgetful functors from formulas. Then,
the first thing we need is to know the two morphisms

F G̃ΦG̃! ε, ω : F G̃ΦG̃! FGM ⇒ F G̃ΦG̃! M (2.5.10)

of (2.5.7) for each M ∈ CrsGrp/GA . According to the discussion above, for each
ã ∈ Ã, the elements of F G̃ΦG̃! FGM(ã) are finite words in the quotient set{

(x1, . . . , xn; ϕ̃)
∣∣∣ n ∈ N, xi ∈M(b), ϕ̃ ∈ Ã(ã,Φ(b)) for b ∈ A

}/
∼

by the equivalence relation ∼ generated by

(x1, . . . , xn; Φ(θ)ϕ̃) ∼ ((θx2...xn)∗(x1), . . . , θ∗(xn); ϕ̃) .

We write [x1, . . . , xn; ϕ̃] the equivalence class represented by the tuple (x1, . . . , xn; ϕ̃).
On the other hand, F G̃ΦG̃! M(ã) is the set of words in the set ΦG̃! M(ã), which
is obtained as the quotient of the set (2.5.9) as mentioned just before Theo-
rem 2.5.9. Then, the direct computation shows the two maps in (2.5.10) are the
monoid homomorphisms generated by the maps

[x1, . . . , xn; ϕ̃]
7→ [x1 . . . xn, ϕ̃], [x1, ϕ̃

x2...xn ] . . . [xn, ϕ̃] ,

where one multiplies x1, . . . , xn in M while the other distributes the brackets.
Therefore one obtains the required presentation.
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Corollary 2.5.10. Let Φ : A → Ã be a fully faithful functor, and let G̃
be a crossed Ã-group. Then, the left adjoint functor ΦG̃[ : CrsMon/Φ

∗G̃
A →

CrsMon/G̃
Ã

to the pullback Φ\
G̃

is fully faithful.

Proof. Suppose Φ is fully faithful, so we may regard A as a full subcategory of
Ã. It suffices to show the unit M → Φ\

G̃
ΦG̃[ M of the adjunction ΦG̃[ a Φ\

G̃
is an

isomorphism for each M ∈ CrsMon/Φ
∗G̃

A . Note that, for a ∈ A, it is given by

M(a)→ Φ\
G̃

ΦG̃[ M(a) = ΦG̃[ M(a) ; x 7→ [x, id] . (2.5.11)

On the other hand, since A is a full subcategory of Ã, we have

[y, ϕ̃] = [ϕ̃∗(y), id]

for each y ∈ M(b) and ϕ̃ ∈ Ã(a, b) = A(a, b). This implies that the map
(2.5.11) is surjective. Moreover, the faithfulness of the left Kan extension ΦG̃! :
Set/Φ

∗G̃
A → SetG̃Ã implies that [x, id] = [x′, id] if and only if x = x′. Thus,

(2.5.11) is also injective, so we obtain the result.

Remark 2.5.11. Corollary 2.5.10 also follows from Proposition 2.5.4 and the fact
that, for adjunctions L a F a R, L is fully faithful if and only if so is R. It
seems to be a kind of folklore while the reader will find proofs in [22] and [46].
Example 2.5.12. Take Φ to be the embedding j : ∆ → ∆̃ and G̃ = W∆̃, then
we obtain an adjunction

j[ : CrsMon∆ ⊥
)) CrsMon∆̃ii : j\ (2.5.12)

by Theorem 2.5.9. Since j is fully faithful, by virtue of Corollary 2.5.10, for
every every crossed simplicial monoid M•, we have a canonical identification

j[M(〈n〉) ∼= Mn−1

for each n ≥ 1. On the other hand, since the only object 〈0〉 ∈ ∆̃ outside the
image of j is initial, for the left Kan extension j!M , we have

j!M(〈0〉) ∼= colim
∆

M• ∼= coeq
(
M1

d0,d1
−−−−−→−−−−−→M0

)
∼= π0(M) ,

where π0(M) is the set of connected components of the simplicial set M . We
claim π0(M) inherits a structure of monoids through the quotient map M0 →
π0(M). Note that π0(M) is obtained as the quotient of M0 by the equivalence
relation ∼ generated by

d0x ∼ d1x

for each x ∈M1. Hence, to verify the claim, it suffices to find z, z′ ∈M1 which
support

u · d0x ∼ u · d1x , d0x · u ∼ d1x · u
respectively for every x ∈ M1 and u ∈ M0. Actually, we can take z := s0u · x
and z′ := x · s0u; indeed, we have

diz = dx(i)s0u · dix = u · dix ,
diz
′ = ds0u(i)x · dis0u = ds0u(i)x · u .
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It turns out that the monoid structure on π0M above makes not only the map
M0 → π0M but also Mn → π0M into a monoid homomorphism for arbitrary
n ∈ N. Finally, the left adjoint functor j[ in (2.5.12) is given by

j[M(〈n〉) ∼=

{
π0M n = 0
Mn−1 n ≥ 1 .

Example 2.5.13. Take Φ to be the functor J : ∆̃ → ∇. Set I to be the set of
morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ such that it restricts to a bijection

ϕ−1{1, . . . , n} → {1, . . . , n} .

It is known that every morphism in ∇ uniquely factors through a morphism in I
followed by one in the image of J. This factorization gives us a nice description
of the left Kan extension functor

J! : Set∆̃ → Set∇

as follows: for an augmented simplicial set X, J!X(〈〈n〉〉) is the set

{(x, ρ) | k ∈ N, x ∈ X(k), ρ : 〈〈n〉〉 → 〈〈k〉〉 ∈ I} (2.5.13)

For ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the induced map ϕ∗ : J!X(〈〈n〉〉) → J!X(〈〈m〉〉) is
given by

ϕ∗(x, ρ) = (µ∗(x), ρϕ) ,

where (µ, ρϕ) is the unique pair of morphisms with µ ∈ J(∆̃), ρϕ ∈ I, and
µρϕ = ρϕ. Thus, the left adjoint JW∇[ in the adjunction

JW
∇

[ : CrsMon/W
∆̃×C2

∆̃
⊥
)) CrsMon∇ii : J\

W∇
(2.5.14)

is described as follows: for M ∈ CrsMon/W
∆̃×C2

∆̃
with the associated aug-

mented simplicial map θ : M → C2, JW
∇

[ M(〈〈n〉〉) is the quotient of the free
monoid over the set defined similarly to (2.5.13) by the congruence relation
generated by

(xy, ρ) ∼ (x, ρθ(y))(y, ρ) , (ek, ρ) ∼ en . (2.5.15)

In particular, if θ : M → C2 is trivial, the relation (2.5.15) gives rise to an
isomorphism

J[M(〈〈n〉〉) ∼= ∗
ρ:〈〈n〉〉→〈〈k〉〉∈I

M(〈k〉) ,

where the right hand side is the free product of monoids.
To end the section, we mention crossed groups. We saw above that the Kan

extensions along stable faithful functors give rise to adjunctions between the
category of crossed monoids. Notice that all the construction can be described
as limits and colimits, at least degreewisely. On the other hand, in view of
Theorem 2.4.15, the subcategory CrsGrpA ⊂ CrsMonA is closed under both
limits and colimits. This implies all the discussion above restricts to crossed
groups, so we obtain the following result.
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Theorem 2.5.14. Let Φ : A → Ã be a faithful functor, and let G̃ be a crossed
Ã-group such that Φ is G̃-stable. Then, the adjunctions

ΦG̃[ ,ΦG̃] : CrsMon/Φ
∗G̃

A
""
<< CrsMon/G̃

Ã⊥
⊥oo : Φ\

G̃

given in Corollary 2.5.3 and Theorem 2.5.9 restrict to

ΦG̃[ ,ΦG̃] : CrsGrp/Φ
∗G̃

A
""
<< CrsGrp/G̃

Ã⊥
⊥oo : Φ\

G̃
.

Moreover, if Φ is fully faithful, so are ΦG̃[ and ΦG̃] even after restricted to crossed
groups.

2.6 Classification of crossed interval groups
We give a complete list of crossed interval subgroups of the terminal crossed
interval group W∇. As mentioned at the end of Section 2.3, this gives us a
classification of crossed interval groups up to non-crossed parts (see Proposi-
tion 2.3.18). Recall that, according to the computation in Example 2.3.17, we
have

W∇(〈〈n〉〉) ∼= Hn × C2 , (2.6.1)
where Hn is the n-th hyperoctahedral group, and C2 is the group of order 2.
At first glance, this looks pretty nice; we have an excellent theorem, namely,
Goursat’s Lemma [29] to seek subgroups of a product of groups. Unfortunately,
the “product” in (2.6.1) is, however, not actually the product of interval sets;
the second component C2 is not really closed under the interval set structure so
that the projections Hn × C2 → Hn fails to define a map of interval sets. This
is because of the morphisms in ∇ outside the image of ∆̃, so we first consider
its restriction to ∆̃. Indeed, let J : ∆̃→ ∇ be the functor given by

J(〈n〉) = 〈〈n〉〉

(see Example 2.5.6). Since J is W∇-stable faithful functor, in view of Corol-
lary 2.5.3, it induces a functor

J\ : CrsGrp∇ → CrsGrp/J
∗W∇

∆̃
.

A good news is that the isomorphism (2.6.1) now exhibits J\W∇ as a product
W∆̃ × C2 of augmented simplicial sets, where C2 is the constant augmented
simplicial set at C2. Note that J\ is faithful so it preserves monomorphisms.
Hence every crossed interval subgroups of W∇ is sent to an augmented crossed
simplicial subgroup of J\W∇ ∼= W∆̃ × C2.

To compute all the augmented crossed simplicial subgroups of W∆̃×C2, we
establish a crossed analogue of Goursat’s Lemma. This can actually be done for
general base categories A.

Lemma 2.6.1. Let A be a small category. Suppose we are given an inclusion
N ↪→ G of crossed A-groups such that N(a) ⊂ G(a) is a normal subgroup for
each a ∈ A. Then, the family {G(a)/N(a)}a admits a unique structure of A-sets
such that the canonical map G(a)� G(a)/N(a) is a map of A-sets.
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Proof. The uniqueness follows from the surjectivity of each mapG(a)→ G(a)/N(a).
We show that, for each ϕ : b→ a ∈ A, the map

ϕ∗ : G(a)/N(a)→ G(b)/N(b) ; xN(a)→ ϕ∗(x)N(b) (2.6.2)

is well-defined. Note that, since N(a) and N(b) are normal, it is equivalent
to see the same statement for right cosets. For each x ∈ G(a) and for every
u ∈ N(a), we have

ϕ∗(ux) = (ϕx)∗(u)ϕ∗(x) .

Since N is a crossed A-subgroup of G, (ϕx)∗(u) ∈ N(b) so we obtain ϕ∗(ux) ∈
N(b)ϕ∗(x). This immediately implies that (2.6.2) in fact defines an A-set struc-
ture on the family {G(a)/N(a)}a. The required property is easily verified.

In what follows, we write G/N the A-set obtained in Lemma 2.6.1. Notice
that it admits a canonical degreewise group structure induced from G.

Similarly to the ordinary Goursat’s Lemma, we aim to present subgroups of
a product of crossed A-groups in terms of subgroups of each components. Here,
the term “product” is ambiguous; indeed, cartesian products in the category
CrsGrpA do not always agree with products of A-sets, while the latter do
not always produce crossed A-groups even if they made from crossed A-groups.
For example, our target W∆̃ × C2 is not a cartesian product in the category
CrsGrp∆̃. Hence, we need to find an appropriate notion to substitute for
products. A key observation is that, for a group G, to establish an isomorphism
G ∼= G(1) × G(2), it suffices to find a pair (G(1), G(2)) of subgroups of G such
that G is generated by G(1) ∪G(2) and

G(1) ∩G(2) = [G(1), G(2)] = {e} ,

where the middle is the commutator subgroup.

Definition. Let A be a small category. A crossed A-group G is said to be a
virtual product of crossed A-subgroups G(1) and G(2) if the following conditions
hold:

(i) the map G(1) ∗G(2) → G induced by the inclusions is an epimorphism in
CrsGrpA, where G(1) ∗G(2) is the coproduct in CrsGrpA (see Proposi-
tion 2.2.1);

(ii) the pullback G(1)×GG(2) is trivial; roughly, we often write G(1)∩G(2) = ∗;

(iii) for each a ∈ A, the commutator subgroup [G(1)(a), G(2)(a)] ⊂ G(a) is
trivial; in other words, elements of G(1) and G(2) commute with each
other.

Lemma 2.6.2. Let A be a small category, and let G be a crossed A-group
which is a virtual product of crossed A-subgroups G(1) and G(2). Then, for
every morphism ϕ : a→ b, and for each element xi ∈ G(i) for i = 1, 2, we have

(ϕx2)∗(x1) = ϕ∗(x1) , (ϕx1)∗(x2) = ϕ∗(x2) .

Proof. The condition on crossed groups implies

ϕ∗(x1x2) = (ϕx2)∗(x1)ϕ∗(x2) , ϕ∗(x2x1) = (ϕx1)∗(x2)ϕ∗(x1) .
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Since the commutator subgroups [G(1)(a), G(2)(a)] ⊂ G(a) and [G(1)(b), G(2)(b)] ⊂
G(b) are trivial, the elements above equal, and we obtain

ϕ∗(x1)−1(ϕx2)∗(x1) = (ϕx1)∗(x2)ϕ∗(x2)−1 .

The left hand side belongs to G(1)(b) while the right to G(2)(b), so both belong
to G(1)(b) ∩G(2)(b) = {e}. Thus, the result follows.

Theorem 2.6.3 (Goursat’s Lemma for crossed groups). Let A be a small cat-
egory. Suppose G is a crossed A-group which is a virtual product of crossed
A-subgroups G(1), G(2) ⊂ G. Then, there is a 1-1 correspondence between the
following data:

(a) a crossed A-subgroup H of G;

(b) a quintuple (H̃(1), H(1); H̃(2), H(2);χ) of

(i) crossed A-subgroups H(i) ⊂ H̃(i) ⊂ G(i) for i = 1, 2 so that H(i)(a)
is a normal subgroup in H̃(i)(a) for each a ∈ A;

(ii) a map χ : H̃(1)/H(1) → H̃(2)/H(2) of A-sets which is a degreewise
group isomorphism.

Proof. We denote by Sub(G) the set of crossed A-subgroups of G and by
Gou(G(1), G(2)) the set of quintuples as in (b). ForQ = (H̃(1), H(1); H̃(2), H(2);χ) ∈
Gou(G(1), G(2)), consider the subset

HQ(a) :=
{
x1x2

∣∣∣ x1 ∈ H̃(1)(a), x2 ∈ H̃(2)(a), χ
(
x1H

(1)(a)
)

= x2H
(2)(a)

}
of G(a) for each a ∈ A. We see the family HQ = {HQ(a)}a forms a crossed
A-subgroup of G. Since [G(1)(a), G(2)(a)] = ∗ and χ is a degreewise group
isomorphism, HQ is a degreewise subgroup of G. On the other hand, for ϕ :
b→ a ∈ A, Lemma 2.6.2 implies that, for each x1x2 ∈ HQ(a) with xi ∈ H̃(i)(a)
and χ

(
x1H

(1)(a)
)

= x2H
(2)(a),

ϕ∗(x1x2) = (ϕx2)∗(x1)ϕ∗(x2) = ϕ∗(x1)ϕ∗(x2) .

Since χ is an A-map, we have

χ
(
ϕ∗(x1)H(1)(b)

)
= ϕ∗χ

(
x1H

(1)(a)
)

= ϕ∗(x2)H(2)(b)

so ϕ∗(x1x2) ∈ HQ(b). Hence, HQ ⊂ G is closed under both the degreewise
group structure and the A-set structure so to define a crossed A-subgroup.

Now, consider the map

Gou(G(1), G(2))→ Sub(G) ; Q 7→ HQ . (2.6.3)

We show it admits an inverse. Suppose H ⊂ G is a crossed A-subgroup. For
{i, j} = {1, 2}, and for a ∈ A, we define

H̃(i)(a) :=
{
xi ∈ G(i)(a)

∣∣∣ ∃xj ∈ G(j)(a) : xixj ∈ H(a)
}

H(i)(a) = G(i)(a) ∩H(a) .
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Note that the family H̃(i) = {H̃(i)(a)}a forms a crossed A-subgroup of G(i) as
well as H(i) = {H(i)(a)}a. Indeed, if (x1, x2), (x′1, x′2) ∈ G(1)(a) × G(2)(a) are
pairs with x1x2, x

′
1x
′
2 ∈ H(a), and if ϕ : b→ a ∈ A, then by Lemma 2.6.2,

(x1x
′
1)(x2x

′
2) = (x1x2)(x′1x′2) ∈ H(a) ,

ϕ∗(x1)ϕ∗(x2) = ϕ∗(x1x2) ∈ H(b) .
(2.6.4)

On the other hand, H(i)(a) is clearly a normal subgroup of H(a). Moreover, for
xi ∈ H̃(i)(a), take an element xj ∈ G(j)(a) with xixj ∈ H(a), then

xiH
(i)(a) = xixjH

(i)(a)x−1
j = (xixjH(i)(a)(xixj)−1)xi = H(i)(a)xi ,

which implies H(i)(a) is a normal subgroup of H̃(i)(a). Hence, by Lemma 2.6.1,
we obtain two A-sets H̃(1)/H(1) and H̃(2)/H(2) that are degreewise groups.
Define a map χHa : (H̃(1)/H(1))(a)→ (H̃(2)/H(2))(a) so that

χHa

(
x1H

(1)(a)
)

= x2H
(2)(a)

if and only if x1x2 ∈ H(a). It is easily verified that such a map χa is uniquely
determined by the crossed A-subgroup H ⊂ G. Furthermore, the formulas
(2.6.4) implies that χH = {χHa }a defines an A-map H̃(1)/H(1) → H̃(2)/H(2)

that is a degreewise group isomorphism. We write

QH := (H̃(1), H(1); H̃(2), H(2);χH)

the resulting quintuple. Then, clearly QH ∈ Gou(G(1), G(2)), and the classical
Goursat’s Lemma for groups shows that the assignment H 7→ QH gives the
inverse of the map (2.6.3).

In the rest, we compute all the crossed interval subgroups of W∇. To begin
with, we focus on the crossed interval subgroup H ⊂ W∇ of hyperoctahedral
groups whose structure is given in Example 2.1.10. Since we have J∗H ∼= W∆̃,
crossed interval subgroups of H are augmented crossed simplicial subgroups of
W∆̃ closed under the structure of interval sets. As a result of [24], we have a
complete list of crossed simplicial subgroups of W∆ as in Table 2.1 in Exam-
ple 2.3.19. In view of Example 2.5.5, to obtain a complete list of augmented
crossed simplicial subgroups ofW∆̃, we only have to shift the indices in Table 2.1
by 1. The result is indicated in Table 2.2. It is seen that, among Table 2.2,

name symbol group at 〈n〉
Trivial ∗ 1

Reflexive C2 C2
Cyclic C Cn

Dihedral D Dn

Symmetric S Sn

Reflexosymmetric S̃ Sn × C2

Weyl (Hyperoctahedral) W∆̃ ∼= H Hn

Table 2.2: The augmented crossed simplicial subgroups of W∆̃
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crossed interval subgroups of H are precisely the trivial one ∗, the symmetric
one S, and the hyperoctahedral one H itself.

Now suppose H ⊂W∇ is a crossed interval subgroup. Since the augmented
crossed simplicial group J∗W∇ ∼= H × C2 is, as suggested by the notation, a
virtual product of H and C2, Theorem 2.6.3 implies there is an associated quin-
tuple (H̃(1), H(1); H̃(2), H(2);χH) of augmented crossed simplicial subgroups
H(1) ⊂ H̃(1) ⊂ H, H(2) ⊂ H̃(2) ⊂ C2, and χ : H̃(1)/H(1) ∼= H̃(2)/H(2). In
particular, according to the proof of Theorem 2.6.3, H(1) = H ∩ H is an in-
tersection of crossed interval subgroups of W∇, so H(1) is a crossed interval
subgroup of H, which is either ∗, S, or H by the argument above. On the other
hand, since H̃(2)/H(2) is a subquotient of the group C2, it is, degreewisely, of
order at most 2. Thus, the isomorphism χH is, if exists, uniquely determined
by the other data (H̃(1), H(1); H̃(2), H(2)), so we can omit it in what follows. As
a result, all the possibilities of the quadruples are listed below:

(∗, ∗; ∗, ∗) , (S,S; ∗, ∗) , (H,H; ∗, ∗) , (∗, C2; ∗, C2) ,
(S, S̃; ∗, C2) , (∗, ∗;C2, C2) , (S,S;C2, C2) , (H,H;C2, C2) .

It turns out that the sixth and the seventh do not produce crossed interval
subgroups while the others do. Hence, we finally obtain the list of crossed
interval subgroups of W∇ (Table 2.3).

name symbol group at 〈〈n〉〉 associated
quadruple

Trivial ∗ 1 (∗, ∗; ∗, ∗)
Reflexive C2 C2 (∗, C2; ∗, C2)
Symmetric S Sn (S,S; ∗, ∗)

Reflexosymmetric S̃ Sn × C2 (S, S̃; ∗, C2)
Hyperoctahedral H Hn (H,H; ∗, ∗)

Weyl W∇ Hn × C2 (H,H;C2, C2)

Table 2.3: The crossed interval subgroups of W∇
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Chapter 3

Group operads and the
embedding

In this chapter, we will establish and investigate a fully faithful embedding of
the category of group operads into that of crossed interval groups. For this, we
introduce a monoidal structure on the slice of the category of operads over the
operad of symmetric groups. Comparing with the monoidal structure on the
category of interval sets discussed in Chapter 2, we obtain a monoidal functor
connecting these two categories. It will be shown that this actually induces a
fully faithful functor on monoid objects and does not change the underlying
sets, so we obtain a required embedding. The conditions for crossed interval
groups to belong to the essential image will be proposed; namely in terms of
commutativity of certain elements. As a result, it will turn out that the group
operads form a reflective subcategory of the category of crossed interval groups.
Finally, we will discuss monoid objects in symmetric monoidal category and
Hochschild homologies on them.

3.1 Group operads
We first recall the formal definition of group operads.
Notation. (1) For each natural number n ∈ N, write

〈n〉 := {1, . . . , n} .

We often regard it as the linearly ordered set with the canonical order.

(2) If P and Q are poset, i.e. partially ordered set, then we denote by P ? Q
the join of them. In other words, P ?Q is the set P qQ together with the
ordering so that for x, y ∈ P ? Q,

x ≤ y ⇐⇒

{
(x, y) ∈ (P × P )q (Q×Q) with x ≤ y , or
x ∈ P and y ∈ Q .

Hence, we have a unique isomorphism 〈m〉 ? 〈n〉 ∼= 〈m+ n〉 of posets.
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For each natural number n ∈ N, we put S(n) the n-th permutation group,
or the permutation group on the set 〈n〉 = {1, . . . , n}. We begin with the obser-
vation that the family S = {S(n)}n admits a canonical structure of operads.
Namely, if σ ∈ S(n) and σi ∈ S(ki) for 1 ≤ i ≤ n, we write γ(σ;σ1, . . . , σn) the
permutation on 〈k1 + · · ·+ kn〉 given below:

〈k1 + · · ·+ kn〉 ∼= 〈k1〉 ? · · · ? 〈kn〉
σ1q···qσn−−−−−−−→ 〈k1〉 ? · · · ? 〈kn〉
σ∗−→ 〈kσ−1(1)〉 ? · · · ? 〈kσ−1(n)〉
∼= 〈k1 + · · ·+ kn〉 .

This defines a map

γ = γS : S(n)×
n∏
i=1

S(k1)→ S(k1 + · · ·+ kn) .

It is tedious but not difficult to see it makes S into an operad.
Group operads are likely “generalizations” of the operad S. For the defini-

tion, we follow [15] for conventions except the terminology.
Definition. A group operad is an operad G together with data
• a group structure on each G(n);

• a map G → S of operads so that each G(n)→ S(n) is a group homomor-
phism, which gives rise to a left G(n)-action on 〈n〉;

which satisfy the identity

γG(xy;x1y1, . . . , xnyn) = γG(x;xy−1(1), . . . , xy−1(n))γG(y; y1, . . . , yn) (3.1.1)

for every x, y ∈ G(n) and xi, yi ∈ G(ki) for 1 ≤ i ≤ n.
Remark 3.1.1. Note that, in the paper [15] the terminology “action operads”
was used there. This is probably because the name “group operads” may be
confusing with group-enriched operads or group objects in operads. Nevertheless,
we stick to the terminology in a certain reason, which will turn out later.
Example 3.1.2. The operad S is a group operad with the identity map S

=
−→ S.

Example 3.1.3. For each n ∈ N, denote by B(n) the braid group of n-strands.
In a similar manner to S, one can endow the family B = {B(n)}n with the
structure of operads. Then, the canonical quotient map B → S exhibits B as a
group operad. The similar argument works for pure braids, ribbon braids, and
so on.

The reader can find more interesting examples in [76] and [31]. We here
mention basic properties of group operads.
Proposition 3.1.4. For a group operad G, the following hold.
(1) The composition map

γ : G(1)× G(1)→ G(1)

in the operad structure on G coincides with the multiplication in the group
structure. In particular, the unit e1 ∈ G(1) in the group structure is exactly
the identity of the operad G. Moreover, G(1) is an abelian group.
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(2) For each n ∈ N, write en ∈ G(n) the unit in the group structure. Then,
for k1, . . . , kn ∈ N, we have

γ(en; ek1 , . . . , ekn) = ek1+···+kn .

In other words, the family {en}n determines a map ∗ → G of operads from
the terminal (or trivial) operad ∗.

(3) For each n ∈ N, the map

G(1)→ G(n) ; x 7→ γ(x; en)

is a group homomorphism.

Proof. Notice that, for x, x′, y, y′ ∈ G(1), the condition (3.1.1) on group operads
implies

γ(xx′; yy′) = γ(x; y)γ(x′; y′) . (3.1.2)

Hence, the part (1) follows from the Eckmann-Hilton argument.
To see (2), since G(k1 + · · · + kn) is a group, it suffices to see the element

γ(en; ek1 , . . . , ekn) is idempotent. By the condition on group operads again, we
have

γ(en; ek1 , . . . , ekn)2 = γ(e2
n; e2

k1
, . . . , e2

kn) = γ(en; ek1 , . . . , ekn) .

This implies γ(en; ek1 , . . . , ekn) = ek1+···+kn .
The last assertion (3) directly follows from the condition (3.1.1) and the part

(1).

Definition. Let G and H be group operads. Then, a map of group operads is
a map f : G → H of operads such that

(i) for each n ∈ N, the map f : G(n)→ H(n) is a group homomorphism;

(ii) the triangle below is commutative:

G
f //

��

H

��
S

,

where the vertical arrows are the structure maps.

Clearly maps of group operads compose so as to form a category, which
we will denote by GrpOp. One of the important results proved in [31] is the
presentability of the category.

Theorem 3.1.5 (Theorem 3.5 and Theorem 3.8 in [31]). The category GrpOp
is locally finitely presentable. Moreover, the forgetful functor U : GrpOp →
Set/SN into the slice category of N-indexed family of sets over the family {S(n)}n
creates limits and filtered colimits.

We are here not going further with the theory of group operads. In the rest
of the section, rather than that, we aim to recover the notion of group operads
from another aspect, namely a monoidal structure.
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Definition. Let X and Y be two operads, and suppose we are given a map
ρ : Y → S of operads. We define an operad X o Y as follows:

• for each n ∈ N, put (X o Y)(n) := X (n)× Y(n);

• for (x, y) ∈ (X o Y)(n) and (xi, yi) ∈ (X o Y)(ki) for 1 ≤ i ≤ n, the
composition is given by

γXoY((x, y); (x1, y1), . . . , (xn, yn))
:= (γX (x;xρ(y)−1(1), . . . , xρ(y)−1(n)), γY(y; y1, . . . , yn)) ;

It is easily verified that the above data actually define an operad X o Y
so that the identity is the pair idXoY = (idX , idY). Moreover, the assignment
(X ,Y, ρ) 7→ X o Y is functorial; indeed, if we have a map f : X → X ′ and a
triangle

Y
g //

ρ
��

Y ′

ρ′��
S

of operads, the maps

f o g : (X o Y)(n)→ (X ′ o Y ′)(n) ; (x, y) 7→ (f(x), g(y))

form a map X o Y → X ′ o Y ′ of operads. In other words, if we denote by Op
the category of operads and by Op/S the slice category over S, then we obtain
a functor

o : Op×Op/S → Op . (3.1.3)

The following result is a direct consequence of the operad structure of S.

Lemma 3.1.6. The multiplication maps

mul : S(n)×S(n)→ S(n) ; (σ, τ) 7→ στ

define a map S o S → S of operads, here we take S o S with respect to the
identity map S

=
−→ S.

Lemma 3.1.6 offers a lift of the functor (3.1.3) to a binary operation on
Op/S; indeed, we have the following composition

o : Op/S ×Op/S ∼= (Op×Op/S)/(S,S) o
−→ Op/SoS mul!−−→ Op/S . (3.1.4)

Proposition 3.1.7. The functor (3.1.4) defines a monoidal structure on the
category Op/S so that the trivial operad ∗ is the unit object.

Proof. Since the last statement is obvious, we have to give an associativity
isomorphism. It suffices to show that, for operads X , Y, and Z over S, the
identification

((X o Y) o Z)(n) = X (n)× Y(n)×Z(n) = (X o (Y o Z))(n)
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is an isomorphism (X o Y) o Z ∼= X o (Y o Z). Actually, in either case, the
composition operation is given by

γ((x, y, z); (x1, y1, z1), . . . , (xn, yn, zn))
=
(
γX (x;xπ(z)−1ρ(y)−1(1), . . . , xπ(z)−1ρ(y)−1(n)),

γY(y; yπ(z)−1(1), . . . , yπ(z)−1(n)), γZ(z; z1, . . . , zn)
)
,

where ρ : Y → S and π : Z → S are the structure map.

Definition. A monoid operad is a monoid object in the category Op/S with
respect to the monoidal structure o.

We denote by MonOp the category of monoid operads and monoid ho-
momorphisms in Op/S. Note that a monoid operad X consists of an operad
together with data

• a monoid structure on each X (n), and

• a map X → S of operads so that X (n)→ S is a monoid homomorphism;

which satisfy appropriate conditions. Comparing it with the definition of group
operads, one may notice that a group operad G determines a monoid operad
and that it gives rise to a functor GrpOp→MonOp. The following result is
an easy exercise.

Proposition 3.1.8. The functor GrpOp → MonOp is fully faithful. More-
over, a monoid operad X belongs to the essential image if and only if for each
n ∈ N, the monoid X (n) is a group.

3.2 Symmetries on multicategories
One of the important aspects on group operads is their actions on multicate-
gories. In this section, we see that each group operad G gives rise to the notion
of G-symmetric structure on multicategories.

The argument begin with the observation that the functor o : Op×Op/S →
Op extends to a functor

o : MultCat×Op/S →MultCat. (3.2.1)

Indeed, for a multicategory M and an operad ρ : X → S over S, we define a
multicategoryMo X as follows:

• objects are those ofM;

• for a1, . . . , an, a ∈M, we set

M(a1 . . . an; a) :=
{

(f, x)
∣∣ x ∈ X (n), f ∈M(aρ(x)−1(1) . . . aρ(x)−1(n); a)

}
;

• the composition operation is defined so that

γMoX ((f, x); (f1, x1), . . . , (fn, xn))
:=
(
γM(f ; fρ(x)−1(1), . . . , fρ(x)−1(n)), γX (x;x1, . . . , xn)

)
.
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It is easily checked that the composition makes sense and is associative. Note
that we have a canonical identification

(Mo X ) o Y =Mo (X o Y) .

Hence, the functor (3.2.1) exhibits the category MultCat as a right Op/S-
module with respect to the monoidal structureo on Op/S defined in Section 3.1.
As a consequence, if X is a monoid operad, it gives rise to a functor

(–) o X : MultCat→MultCat .

It is actually a 2-functor: it sends a multinatural transformation α : F → G :
M→N to the multinatural transformation consisting of

(αa, e1) ∈ (N o G)(F (a);G(a)) = N (F (a);G(a))× G(1) (3.2.2)

for each a ∈ M. Furthermore, it is easily verified that the monoid operad
structure on X makes the 2-functor (–)oX into a 2-monad: we have an obvious
2-natural isomorphism

((–) o X ) o X ∼= (–) o (X o X )

so that we can define two 2-natural transformations

((–) o X ) o X ∼= (–) o (X o X )
Id×mul
−−−−→ (–) o X ,

Id ∼= (–) o ∗
Id×unit
−−−−−→ (–) o X .

Definition. Let X be a monoid operad. Then, an X -symmetric structure on
a multicategory M is nothing but a structure of a strict 2-algebra over the
2-monad (–) o X ; i.e. a multifunctor

sym :Mo X →M

which makes the following diagrams commute:

Mo X o X Idomul //

symoId
��

Mo X
sym
��

Mo X
sym //M

,

Mo ∗ Id×unit //Mo X

sym��
M

. (3.2.3)

We sayM is X -symmetric if it is equipped with an X -symmetric structure.

Example 3.2.1. If X = ∗ is the trivial group operad, then ∗-symmetric multi-
categories are just multicategories.
Example 3.2.2. In the case X = S is the group operad of symmetric groups, S-
symmetric multicategories are precisely symmetric multicategories in the usual
sense.
Example 3.2.3. We say a monoidal category C is X -symmetric if the multicat-
egory C⊗ (see Example 1.3.4) is equipped with an X -symmetric structure. For
example, S-symmetric (resp. B-symmetric) monoidal categories are nothing
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but symmetric (resp. braided) monoidal categories Indeed, in this case, for each
x ∈ G(n) and for objects X1, . . . , Xn ∈ C, we set

Θx
X1...Xn : X1 ⊗ · · · ⊗Xn → Xx−1(1) ⊗Xx−1(n)

to be the image of the pair (id, x) by the map

(C⊗ o X )(X1 . . . Xn;Xx−1(1) ⊗ · · · ⊗Xx−1(n))
sym
−−→ C⊗(X1 . . . Xn;Xx−1(1) ⊗ · · · ⊗Xx−1(n))
= C(X1 ⊗ · · · ⊗Xn;Xx−1(1) ⊗ · · · ⊗Xx−1(n)) .

It is verified that the family Θx := {Θx
X1...Xn

}X1,...,Xn forms a natural transfor-
mation such that Θen = id and ΘxΘy = Θxy. If X = S (resp. B), this natural
transformation Θx is nothing but the appropriate composition of the braidings
in the symmetric (resp. braided) structure.

We also consider multifunctors respecting symmetries.

Definition. Let X be a monoid operad, and let M and N be X -symmetric
multicategory. Then, a multifunctor F : M → N is said to be X -symmetric
if it is a morphism of algebras over the 2-monad (–) o X ; i.e. the following
diagram commutes:

Mo X FoId //

sym
��

N o X
sym
��

M F // N

.

We denote by MultCatX the 2-category of X -symmetric multicategories,
X -symmetric multifunctors, and transformations of morphisms. We also define
a 2-category MonCatX to be the pullback

MonCatX := MonCat×MultCat MultCatX

and call its morphisms G-symmetric monoidal functors. Note that we do not pro-
vide any special terminologies for 2-morphisms in MultCatX or in MonCatX
because of the following result.

Lemma 3.2.4. Let X be a monoid operad. Then, the forgetful 2-functor

MultCatX →MultCat

is locally fully faithful.

Proof. Take two X -symmetric multicategoryM and N . Note that the category
MultCatX (M,N ) is obtained as the equalizer of the parallel functors

MultCat(M,N )
sym∗◦(–)oX //

sym∗
//MultCat(Mo X ,N ) .

Thanks to (3.2.2) and (3.2.3), both functors are identities on morphisms, so we
get the result.

Remark 3.2.5. We are mainly interested in the case X is a group operad. In
this case, it was proved in [15] that MultCatX is biequivalent to the 2-category
of pseudo-algebras over (–) o X .
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3.3 The embedding of pointed operads
In Section 3.1, we obtained two alternative definitions of group operads; one
is the direct definition, and the other is due to Proposition 3.1.8. Comparing
them with Proposition 2.4.13, the reader may have a feeling that they can be
translated to one another. The goal of this section is to make it clearer and to
establish a fully faithful embedding GrpOp ↪→ CrsGrp∇.

We denote by Op∗/ the category of pointed operads; i.e. the coslice category,
or the under category, on the trivial operad ∗. Since the set ∗(n) is a singleton
for each n ∈ N, giving a map ∗ → X of operads is equivalent to giving a family
{en}n of elements en ∈ X (n) satisfying

γ(en; ek1 , . . . , ekn) = ek1+···+kn . (3.3.1)

We first define a functor Ψ : Op∗/ → Set∇ as follows: recall that mor-
phisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ correspond in one-to-one to (n + 2)-tuples ~k =
(k−∞, k1, . . . , kn, k∞) of non-negative integers with k−∞+k1+· · ·+kn+k∞ = m

via the assignment ϕ 7→ ~k(ϕ) given by (1.2.2). To simplify the notation, for a
pointed operad X with base points en ∈ X (n), we write e(ϕ)

j := e
k

(ϕ)
j

for each
j ∈ 〈〈n〉〉. In this case, we define an interval set Ψ(X ) by

• for each n ∈ N, Ψ(X )n := X (n);

• for a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we set

ϕ∗ : Ψ(X )n → Ψ(X )m ; x 7→ γ(e3; e(ϕ)
−∞, γ(x; e(ϕ)

1 , . . . , e(ϕ)
n ), e(ϕ)

∞ ).
(3.3.2)

Note that, by virtue of the equation (3.3.1), for morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 and
ψ : 〈〈l〉〉 → 〈〈m〉〉 in ∇, if ϕ−1{j} \ {±∞} = {i1 < · · · < i

k
(ϕ)
j
} ⊂ 〈〈m〉〉, we have

e
(ϕψ)
j =


γ(e2; e(ψ)

−∞, γ(e(ϕ)
−∞; e(ψ)

i1
, . . . , e

(ψ)
i
k
(ϕ)
j

)) j = −∞ ,

γ(e(ϕ)
j ; e(ψ)

i1
, . . . , e

(ψ)
i
k
(ϕ)
j

) 1 ≤ j ≤ n ,

γ(e2; γ(e(ϕ)
∞ ; e(ψ)

i1
, . . . , e

(ψ)
i
k
(ϕ)
j

), e(ψ)
∞ ) j =∞ .

This and the associativity of the compositions in operads imply ψ∗ϕ∗ = (ϕψ)∗
so that Ψ(X ) is in fact an interval set. On the other hand, if f : X → Y is a
map of pointed operads, so we have f(en) = en, then the maps

Ψ(f) : Ψ(X )n → Ψ(Y)n ; x 7→ f(x)

clearly define a map Ψ(f) : Ψ(X )→ Ψ(Y) of interval sets. The functoriality is
obvious so that we obtain a functor Ψ : Op∗/ → Set∇.
Example 3.3.1. Note that every group operad is by definition pointed. In par-
ticular, the operad S canonically admits the map ∗ → S corresponding to the
unit of each S(n). The interval set Ψ(S) is isomorphic to the interval set S
given in Example 2.1.8..
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Thinking of S as a pointed object in the category Op, we can take the slice
category (Op∗/)/S on S. Then, one can observe that the monoidal structure
o on Op/S lifts to (Op∗/)/S. Indeed, notice that there is an isomorphism
(Op∗/)/S ∼= (Op/S)∗/ so the monoidal structure o induces a functor

(Op∗/)/S × (Op∗/)/S ∼= (Op/S)∗/ × (Op/S)∗/
o
−→ (Op/S)(∗o∗)/ ∼= (Op/S)∗/ ∼= (Op∗/)/S .

It is easily verified this defines a monoidal structure on (Op∗/)S/ so that the
functor (Op∗/)/S → Op/S is strictly monoidal.

Lemma 3.3.2. The functor

ΨS : (Op∗/)/S → Set/Ψ(S)
∇ = Set/S∇

induced by the functor Ψ defined above is strictly monoidal.

Proof. It is obvious that the functor ΨS preserves the unit objects, namely
ΨS(∗) = ∗ with regard to the maps into Ψ(S) = S. We have to show the
equation ΨS(X o Y) = ΨS(X ) o ΨS(Y) for every pointed operads X and Y
over S. It clearly holds degreewisely, so it suffices to verify the structures of
interval sets agree with each other. Let ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ be a morphism.
Say ρ : Y → S is the structure map, then in the interval set ΨS(X o Y), the
induced map ϕ∗ : ΨS(X o Y)n → ΨS(X o Y)m is given by

ϕ∗(x, y) = γXoY(e3; e(ϕ)
−∞, γXoY((x, y); e(ϕ)

1 , . . . , e(ϕ)
n ), e(ϕ)

∞ )

= (γX (e3; e(ϕ)
−∞, γX (x; e(ϕ)

ρ(y)−1(1), . . . , e
(ϕ)
ρ(y)−1(n)), e

(ϕ)
∞ ),

γY(e3; e(ϕ)
−∞, γY(y; e(ϕ)

1 , . . . , e(ϕ)
n ), e(ϕ)

∞ ))

(3.3.3)

Note that for each σ ∈ Sn, we have

e
(ϕσ)
±∞ = e

(ϕ)
±∞ , e

(ϕσ)
j = e

(ϕ)
σ−1(j) for 1 ≤ j ≤ n .

Hence, the right hand side of (3.3.3) can be written as ((ϕρ(y))∗(x), ϕ∗(y)), which
is exactly the image of the pair (x, y) under the map ϕ∗ : (ΨS(X )oΨS(Y))n →
(ΨS(X )oΨS(Y))m. It follows that ΨS(X oY) is identical to ΨS(X )oΨS(Y)
as interval sets. The structure maps into S obviously coincide, so we obtain the
result.

Theorem 3.3.3. The functor ΨS induces a fully faithful functor

Ψ̂ : MonOp→ CrsMon/S∇ .

Moreover, it restricts to a right adjoint functor GrpOp→ CrsGrp/S∇ .

Proof. Since the functor ΨS is strictly monoidal as proved in Lemma 3.3.2, it
induces a functor Ψ̂ between the categories of monoid objects. More precisely,
it sends a monoid operad X = (X , mul, e) to the interval set ΨS(X ) over S
together with the structure maps

mul : ΨS(X ) o ΨS(X ) = ΨS(X o X )
Ψ(mul)
−−−−→ ΨS(X )

e : ∗ = ΨS(∗)
Ψ(e)
−−−→ ΨS(X ) .
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Hence, the monoid structure on each Ψ̂(X )n coincides with that on X (n).
Clearly Ψ̂ is faithful, so we show it is also full.

Let X and Y be two monoid operads, and suppose f : Ψ̂(X ) → Ψ(Y) be a
map of crossed interval monoids. To see f comes from a map of monoid operads,
it is enough to show that the maps

f : X (n) = ΨS(X )n
f
−→ ΨS(Y)n = Y(n)

form a map of operads. Since it preserves the unit elements, we have f(en) = en;
in particular, f preserves the identities id = e1 of operads. If x ∈ X (n) =
ΨS(X )n and xi ∈ X (ki) for 1 ≤ i ≤ n, the definition of monoid operads implies

γX (x;x1, . . . , xn) = γX (x; ek1 , . . . , ekn)
· γX (e3; e0, x1, ek2+···+kn)
· γX (e3; ek1 , x2, ek3+···+kn)

...
· γX (e3; ek1+···+kn−1 , xn, e0) .

(3.3.4)

Taking the unique morphism µ : 〈〈k1 + · · · + kn〉〉 → 〈〈n〉〉 with k
(µ)
±∞ = 0 and

k
(µ)
j = kj for j ∈ 〈n〉 and the morphism ρj : 〈〈k1 + · · ·+ kn〉〉 → 〈〈kj〉〉 defined by

ρj(i) :=


−∞ i ≤ k1 + · · ·+ kj−1 ,

i− (k1 + · · ·+ kj−1) k1 + · · ·+ kj−1 + 1 ≤ i ≤ k1 + · · ·+ kj ,

∞ i ≥ k1 + · · ·+ kj + 1 ,

then, by the definition (3.3.2) of the functor Ψ, we can rewrite the formula
(3.3.4) as follows:

γX (x;x1, . . . , xn) = µ∗(x)ρ∗1(x1)ρ∗2(x2) . . . ρ∗n(xn) .

The same formula also holds in Y, and, since f is a map of crossed interval
monoids, we obtain

f(γX (x;x1, . . . , xn)) = f(µ∗(x)ρ∗1(x1) . . . ρ∗n(xn))
= f(µ∗(x))f(ρ∗1(x1)) . . . f(ρ∗n(xn))
= µ∗(f(x))ρ∗1(f(x1)) . . . ρ∗n(f(xn))
= γY(f(x); f(x1), . . . , f(xn)) .

This implies that the maps f : X (n)→ Y(n) form a map of monoid operads.
As for the last statement, it follows from Proposition 3.1.8, Proposition 2.4.13,

Theorem 3.1.5, Theorem 2.2.4, Theorem 2.3.13, Example 2.3.17, and General
Adjoint Functor Theorem (e.g. see Theorem 1.66 in [1]).

Note that, the inclusion S ↪→W∇ of crossed interval groups induces a fully
faithful functor CrsGrp/S∇ ↪→ CrsGrp∇. Combining it with Theorem 3.3.3,
one obtains an embedding GrpOp→ CrsGrp∇. Hence, in the rest of the pa-
per, we identify group operads with their images under this functor. In partic-
ular, under this convention, we have S = Ψ̂(S), which explains the coincidence
of the notations.
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3.4 Operadic interval groups
In this section, we aim to determine the essential image of the embedding
GrpOp ↪→ CrsGrp∇. Since it is fully faithful, it will provide an alterna-
tive definition of group operads. Furthermore, we will see that there is a larger
class of crossed interval groups which are associated to operads. This result
suggests an extension of the notion of group operads.

First of all, we need to know about the category ∇.

Definition. Let ϕ : 〈〈m〉〉 → 〈〈n〉〉 be a morphism in ∇.

(1) ϕ is said to be active if we have ϕ : ϕ−1{±∞} → {±∞}.

(2) ϕ is said to be inert if the restriction ϕ : ϕ−1{1, . . . , n} → {1, . . . , n} is
bijective.

Remark 3.4.1. In the paper [54], Lurie considered the notions above for mor-
phisms in the category Fin∗ of pointed finite sets. Actually, we have a functor

∇ → Fin∗ ; 〈〈n〉〉 7→ 〈〈n〉〉/{±∞} .

A morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ is active (resp. inert) if and only if so is its
image in Fin∗.

The following results are easy to verify.

Lemma 3.4.2. (1) Every morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ uniquely factors
as ϕ = µρ with ρ inert and µ active.

(2) Every inert morphism admits a unique section in ∇.

In the following arguments, inert morphisms play distinguished roles. One
reason is the definition of the functor Ψ̂; if G is a group operad, then the group
G(k) admits embeddings into G(n) provided k ≤ n, namely the group homo-
morphisms of the form

G(k)→ G(n) ; x 7→ γ(e3; ep, x, eq)

with n = k + p + q. In terms of the category ∇, they are realized as the maps
induced by inert morphisms ρ : 〈〈n〉〉 → 〈〈k〉〉. For example if ρ : 〈〈n〉〉 → 〈〈k〉〉 is
an inert morphism with the unique section δ : 〈〈k〉〉 → 〈〈n〉〉, then the map ρ∗ :
S(k)→ S(n) exhibits each permutation σ on 〈k〉 as that on {δ(1), . . . , δ(k)} ⊂
〈n〉. This embedding is one of the characteristic properties of group operads
among general crossed interval groups.

Lemma 3.4.3. For a crossed interval group G, the following are equivalent:

(a) the unique map G → W∇ of crossed interval groups factors through the
hyperoctahedral crossed interval group H ⊂W∇.

(b) for every inert morphism ρ : 〈〈n〉〉 → 〈〈k〉〉, and for every x ∈ Gk, we have
ρx = ρ.

In the case the conditions above are satisfied, each inert morphism ρ : 〈〈n〉〉 →
〈〈k〉〉 ∈ ∇ induces an injective group homomorphism ρ∗ : Gk → Gl.
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Proof. Note that, for each n ∈ N, the subgroup Hn ⊂ (W∇)n consists of ele-
ments whose actions on inert morphisms are trivial. Since the map G → W∇

respects the action on morphisms, this implies the conditions (a) and (b) are
equivalent.

The last statement is directly follows from the definition of crossed groups
(e.g. see Lemma 2.1.1).

Remark 3.4.4. The last statement in Lemma 3.4.3 is not equivalent to the two
conditions. For example, there is a crossed interval group Refl which is the
constant presheaf at Z/2Z and the action on hom-sets “reverses the order.” This
has non-trivial actions on inert morphisms while every morphism ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇ induces a group homomorphism ϕ∗ : Refln → Reflm.

The next property we discuss is the commutativity of elements with “distinct
supports.” Suppose G is a group operad, and consider two embeddings

η : G(k)→ G(k + l) ; x 7→ γ(e2;x, el) ,
η′ : G(l)→ G(k + l) ; y 7→ γ(e2; ek, y) .

Then, for each x ∈ G(k) and y ∈ G(l), we have η(x)η′(y) = η′(y)η(x) in G(k+ l).
In other words, they induces an injective group homomorphism G(k)× G(l) →
G(k+l). To formulate this phenomenon in terms of the category∇, we introduce
the following notion.

Definition. We say two morphisms ϕ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ϕ2 : 〈〈n〉〉 → 〈〈k2〉〉 in
∇ with the same domain are dissociated if, for each morphism α : 〈〈1〉〉 → 〈〈n〉〉 ∈
∇, either of the compositions ϕ1α or ϕ2α factors through the object 〈〈0〉〉 ∈ ∇.

Note that, in view of the identification ∇(〈〈1〉〉, 〈〈n〉〉) ∼= 〈〈n〉〉, two morphisms
ϕ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ϕ2 : 〈〈n〉〉 → 〈〈k2〉〉 in ∇ are dissociated if and only if, for
each i ∈ 〈〈n〉〉, either ϕ1(i) or ϕ2(i) is ±∞. This observation leads to the result
below.

Lemma 3.4.5. Let ϕi : 〈〈n〉〉 → 〈〈ki〉〉 (i = 1, 2) be morphisms in ∇.

(1) If ϕ1 = µ1ρ1 and ϕ2 = µ2ρ2 are the unique factorizations into inert
morphisms followed by active morphisms, then ϕ1 and ϕ2 are dissociated
if and only if ρ1 and ρ2 are so.

(2) For a morphism ψ : 〈〈m〉〉 → 〈〈→ 〈〈n〉〉 ∈ ∇, the compositions ϕ1ψ and
ϕ2ψ are dissociated provided so are ϕ1 and ϕ2.

Lemma 3.4.6. Let G be a crossed interval group satisfying the conditions in
Lemma 3.4.3, and suppose ϕ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ϕ2 : 〈〈n〉〉 → 〈〈k2〉〉 are dissoci-
ated morphisms of ∇. Then, for each element x ∈ G(k1) and every morphism
ψ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we have

ϕ2ψ
ϕ∗1(x) = ϕ2ψ .

Proof. Since the unique map G → W∇ factors through G → H, and since it
respects the actions on the morphisms of ∇, it will suffice to verify the statement
only in the case G = H. Note that, for a morphism ψ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, and for
an element (σ; ~ε) ∈ Hn, the compositions ϕ2ψ

(σ;~ε) is, as a map, the composition

〈〈m〉〉
ψ∗(σ)−1

−−−−−→ 〈〈m〉〉
ψ
−→ 〈〈n〉〉

σ
−→ 〈〈n〉〉

ϕ2−→ 〈〈k2〉〉 .
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If (σ; ~ε) belongs to the image of the map ϕ∗1 : Hk1 → Hn, the dissociativity
of ϕ1 and ϕ2 implies the permutation σ is the identity except on exactly one
of ϕ−1

2 {−∞} or ϕ−1
2 {∞}. Hence, we have ϕ2 ◦ σ = ϕ2 as maps. In the same

reason, by virtue of Lemma 3.4.5, we obtain ϕ2 ◦ ψ ◦ ψ∗(σ)−1 = ϕ2 ◦ ψ. This
completes the proof.

Now, we formulate the “operad-like” crossed interval groups as below.

Definition. A crossed interval group G is said to be operadic if it satisfies the
following:

(i) G satisfies the equivalent conditions in Lemma 3.4.3;

(ii) if ρ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ρ2 : 〈〈n〉〉 → 〈〈k2〉〉 are dissociated inert morphisms
in ∇, then elements of the images ρ∗1(Gk1) commute with those of ρ∗2(Gk2);
in other words, the commutator [ρ∗1(Gk1), ρ∗2(Gk2)] ⊂ Gn is trivial.

Example 3.4.7. As expected, for every group operad G, the crossed interval
group Ψ̂(G) is operadic. To see this, notice that if ρ1 : 〈〈n〉〉 → 〈〈k1〉〉 and
ρ2 : 〈〈n〉〉 → 〈〈k2〉〉 are dissociated inert morphisms, then there are integers k±∞
and l such that, for each xi ∈ G(ki),

ρ∗i1(xi1) = γ(e5; e−∞, xi1 , el, eki2 , e∞) , ρ∗i2(xi2) = γ(e5; e−∞, ei2 , el, xi2 , e∞)

for {i1, i2} = {1, 2}. Hence, the condition on group operads implies these el-
ements commute with each other. In view of Lemma 3.4.5, it follows Ψ̂(G) is
operadic.
Example 3.4.8. The crossed interval group H is operadic. This follows from the
direct computation and that S is operadic.

Operadic crossed interval groups are actually associated with operads. To
see it, we introduce some notions for simplicity; for a sequence ~k = (k1, . . . , kn)
of non-negative integers, we put

• µ~k : 〈〈k1 + · · · + kn〉〉 → 〈〈n〉〉 ∈ ∇ to be the unique active morphism with
#µ−1

~k
{j} = kj for each 1 ≤ j ≤ n; and

• ρ(~k)
j : 〈〈k1 + · · ·+ kn〉〉 → 〈〈kj〉〉 ∈ ∇ to be the inert morphism given by

〈〈k1 + · · ·+ kn〉〉
∼= {−∞, 1, . . . , k1 + · · ·+ kj−1} ? 〈kj〉

? {k1 + · · ·+ kj + 1, . . . , k1 + · · ·+ kn,∞}
const?id?const
−−−−−−−−−→ {−∞} ? 〈kj〉 ? {∞}
∼= 〈〈kj〉〉 .

For an operadic crossed interval group G, we define an operad OG as follows:

• for each n ∈ N, OG(n) := Gn;

• the composition

γ : OG(n)×OG(k1)× · · · × OG(kn)→ OG(k1 + · · ·+ kn)
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is given by

γ(x;x1, . . . , xn) := µ∗~k(x) · (ρ(~k)
1 )∗(x1) . . . (ρ(~k)

n )∗(xn) ,

where ~k = (k1, . . . , kn).

The associativity is seen as follows: let x ∈ Gn, xi ∈ Gki , and x
(i)
s ∈ Gk(i)

s
for

1 ≤ i ≤ n and 1 ≤ s ≤ ki, and put ~l = (
∑
s k

(1)
s , . . . ,

∑
s k

(n)
s ). Then, we have

γ
(
x; γ(x1;x(1)

1 , . . . , x
(1)
k1

), . . . , γ(xn;x(n)
1 , . . . , x

(1)
kn

)
)

= µ∗~l (x) · (ρ(~l)
1 )∗

(
µ∗~k(1)(x1) · (ρ(~k(1))

1 )∗(x(1)
1 ) . . . (ρ(~k(1))

k1
)∗(x(1)

k1
)
)

. . . (ρ(~l)
n )∗

(
µ∗~k(n)(xn) · (ρ(~k(n))

1 )∗(x(n)
1 ) . . . (ρ(~k(n))

kn
)∗(x(n)

kn
)
)
.

(3.4.1)

Since G is operadic, each (ρ(~l)
i )∗ is a group homomorphism. In addition, ρ(~l)

i

and ρ(~l)
j are dissociated provided i 6= j, so by virtue of Lemma 3.4.6, the right

hand side of (3.4.1) is written as

µ∗~l (x)(µ~k(1)ρ
(~l)
1 )∗(x1) . . . (µ~k(n)ρ

(~l)
n )∗(xn)

· (ρ(~k(1))
1 ρ

(~l)
1 )∗(x(1)

1 ) . . . (ρ(~k(1))
k1

ρ
(~l)
1 )∗(x(1)

k1
) . . . (ρ(~k(n))

kn
ρ(~l)
n )∗(x(n)

kn
) . (3.4.2)

Finally, using the formulas

µ~l = µ~kµ~k(1)...~k(n)

µ~k(i)ρ
(~l)
i = ρ

(~k)
i µ~k(1)...~k(n)

ρ(~k(i))
s ρ

(~l)
i = ρ

(~k(1)...~k(n))
k1+···+ki−1+s

with ~k(1) . . .~k(n) = (k(1)
1 , . . . , k

(1)
k1
, . . . , k

(n)
kn

), (3.4.2) is furthermore equal to

µ∗~k(1)...~k(n)

(
µ∗~k(x)(ρ(~k)

1 )∗(x1) . . . (ρ(~k)
n )∗(xn)

)
· (ρ(~k(1)...~k(n))

1 )∗(x(1)
1 ) . . . (ρ(~k(1)...~k(n))

k1
)∗(x(1)

k1
) . . . (ρ(~k(1)...~k(n))

k1+···+kn )∗(x(n)
kn

)

= γ(γ(x;x1, . . . , xn);x(1)
1 , . . . , x

(1)
k1
, . . . , x

(n)
kn

) .

Clearly, the unit e1 ∈ G1 = OG(1) behaves as the identity, so OG is in fact an
operad.
Example 3.4.9. If G is a group operad, we have a strict identification

OΨ̂(G) = G .

In particular, OS = S.
We denote by CrsOpGrp ⊂ CrsGrp/H∇ the full subcategory spanned by

operadic crossed interval groups. On the other hand, we define a category Opgr
whose objects are operads O equipped with a group structure on each O(n)
and whose morphisms are maps of operads which are group homomorphisms
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levelwisely. Then, the assignment G 7→ OG clearly extends to a functor O(–) :
CrsOpGrp → Opgr. By abuse of notation, we write H = OH, so we have the
induced functor

OH
(–) : CrsOpGrp→ Op/Hgr .

Theorem 3.4.10. The functor OH
(–) is a fully faithful functor.

Proof. To obtain the result, it suffices to show that, for operadic crossed interval
groups G and H, a family {f : Gn → Hn}n∈N of group homomorphisms forms
a map of crossed interval group if and only if it forms a map of operads. This
is verified almost identically to the first part of Theorem 3.3.3.

Theorem 3.4.11. The subcategory CrsOpGrp ⊂ CrsGrp/H∇ is reflective; i.e.
the inclusion functor admits a left adjoint.

Proof. For a crossed interval group G over H, define K(G)n ⊂ Gn to be the
subgroup generated by the commutators

[ρ∗1(x1), ρ∗2(x2)] = ρ∗1(x1)ρ∗2(x2)ρ∗1(x1)−1ρ∗2(x2)−1

= ρ∗1(x1)ρ∗2(x2)ρ∗1(x−1
1 )ρ∗2(x−1

2 )

for dissociated inert morphisms ρi : 〈〈n〉〉 → 〈〈ki〉〉 and xi ∈ Gki for i = 1, 2. We
assert K(G) = {K(G)n}n forms a crossed interval subgroup of G. Indeed, for
a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, in view of Lemma 3.4.6, we have

ϕ∗([ρ∗1(x1), ρ∗2(x2)])

= (ρ1ϕ
ρ∗2(x2)ρ∗1(x−1

1 )ρ∗2(x−1
2 ))∗(x1)(ρ2ϕ

ρ∗1(x−1
1 )ρ∗2(x−1

2 ))∗(x2)

· (ρ1ϕ
ρ∗2(x−1

2 ))∗(x−1
1 )(ρ2ϕ)∗(x−1

2 )

= (ρ1ϕ
ρ∗1(x−1

1 )ρ∗2(x−1
2 ))∗(x1)(ρ2ϕ

ρ∗2(x−1
2 ))∗(x2)(ρ1ϕ)∗(x−1

1 )(ρ2ϕ)∗(x−1
2 )

= ((ρ1ϕ)x
−1
1 )∗(x1)((ρ2ϕ)x

−1
2 )∗(x2)(ρ1ϕ)∗(x−1

1 )(ρ2ϕ)∗(x−1
2 )

= [((ρ1ϕ)x
−1
1 )∗(x1), ((ρ2ϕ)x

−1
2 )∗(x2)] .

(3.4.3)

Using Lemma 3.4.5, one can see morphisms (ρ1ϕ)x−1
1 and (ρ2ϕ)x−1

2 are dissoci-
ated, so (3.4.3) is one of generators of K(G)m. Hence, K(G) is a crossed interval
subgroup of G.

Now, if H is an operadic crossed interval group, then every map f : G→ H
of crossed interval groups sends the generators of K(G) to the unit. This in
particular implies the mapK(G)→ H factors through the initial crossed interval
group ∗ ⊂ H, and the unique map K(G)→ ∗ of interval sets is actually a map
of crossed interval groups. We define a crossed interval group G̃ by the following
pushout square in CrsGrp/H∇ :

K(G) //
� _

��

∗

��
G // G̃

.

It is obvious that G̃ is operadic. Moreover, the observation above shows that
every map G → H of crossed interval groups uniquely factors through G → G̃
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provided H is operadic. In other words, the assignment G 7→ G̃ gives the
left adjoint of the inclusion CrsOpGrp ↪→ CrsGrp/H∇ , which is exactly the
required result.

Example 3.4.12. Recall that we have a functor

j : ∆→ ∇ ; [n] 7→ {−∞} ? [n] ? {∞} ∼= 〈〈n+ 1〉〉

from the simplex category ∆. By Theorem 2.5.14, it induces a left adjoint
functor

jH[ : CrsGrp∆ → CrsGrp/H∇ .

According to the computations in Example 2.5.12 and Example 2.5.13, for a
crossed simplicial groupG, the crossed interval group jH[ G is described as follows:
for each n ∈ N, the group (jH[ G)n is the one generated by pairs (x, ρ) of an inert
morphism ρ : 〈〈n〉〉 → 〈〈k〉〉 and an element x ∈ Gk−1, with assuming G−1 = π0G,
which are subject to relation

(xy, ρ) ∼ (x, ρ)(y, ρ) . (3.4.4)

In particular, (jH[ G)n is the free product of copies of Gk−1 indexed by inert
morphisms ρ : 〈〈n〉〉 → 〈〈k〉〉 with k varying. To obtain the “operadification” of
jH[ G, we only have to force the relation

(x1, ρ1)(x2, ρ2) ∼ (x2, ρ2)(x1, ρ1)

for dissociated inert morphisms ρi : 〈〈n〉〉 → 〈〈ki〉〉 and elements xi ∈ Gki−1 in
addition to (3.4.4).

As seen in Example 3.4.7, the embedding Ψ̂ : GrpOp→ CrsGrp/H∇ factors
through the subcategory CrsOpGrp ↪→ CrsGrp/H∇ . To conclude the section,
we compute the essential image of Ψ̂. This is essentially achieved by interpreting
the condition (3.1.1) in terms of crossed interval groups.

Definition. A crossed interval group G is said to be tame if it satisfies the
following condition: for each sequence ~k = (k1, . . . , kn) and for each x ∈ Gn and
xi ∈ Gki for 1 ≤ i ≤ n, one has

µ∗~k(x) · (ρ(~k)
i )∗(xi) = (ρ(x∗(~k))

x(i) )∗(xi) · µ∗~k(x) ,

where we put x∗(~k) = (kx−1(1), . . . , kx−1(n)).

Theorem 3.4.13. A crossed interval group G belongs to the essential image of
the functor Ψ̂ : GrpOp→ CrsGrp∇ if and only if it is operadic and tame and
lies over S ⊂W∇.

Proof. If G = Ψ̂(G) for a group operad G, then for ~k = (k1, . . . , kn), x ∈ Gn,
and xi ∈ Gki for 1 ≤ i ≤ n, we have

µ∗~k(x) · (ρ(~k)
i )∗(xi) = γ(x; ek1 , . . . ,

i
^
xi, . . . , ekn)

= γ(en; ekx−1(1)
, . . . ,

x(i)
^
xi , . . . , ekx−1(n)

) · γ(x; ek1 , . . . , ekn)

= (ρ(x∗(~k))
x(i) )∗(xi) · µ∗~k(x) .
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Hence, Ψ̂(G) is tame as well as operadic.
Conversely, supposeG is an operadic and tame crossed interval group overS.

We assert OG is a group operad. Indeed, in view of Example 3.4.9, the operad
OG admits a canonical map OG → OS = S of operads which is levelwise group
homomorphism. In addition, since G is tame, for x, y ∈ Gn and xi, yi ∈ Gki ,
we have

γ(xy;x1y1, . . . , xnyn) = µ∗~k(xy)(ρ(~k)
1 )∗(x1y1) . . . (ρ(~k)

n )∗(xnyn)
= µ∗

y∗(~k)(x)µ∗~k(y)

· (ρ(~k)
1 )∗(x1)(ρ(~k)

1 )∗(y1) . . . (ρ(~k)
n )∗(xn)(ρ(~k)

n )∗(yn)

= µ∗
y∗(~k)(x)(ρ(y∗(~k))

y(1) )∗(x1) . . . (ρ(y∗(~k))
y(n) )∗(xn)

· µ∗~k(y)(ρ(~k)
1 )∗(y1) . . . (ρ(~k)

n )∗(yn)
= γ(x;xy−1(1), . . . , xy−1(n))γ(y; y1, . . . , yn) .

This implies OG satisfies the condition (3.1.1), and it is a group operad. Now,
it is clear that Ψ̂(OG) ∼= G, and this completes the proof.

Similarly to the operadicity, for each crossed interval group G over S, one
can find a crossed interval subgroup L(G) ⊂ G so that

(i) L(G) is non-crossed; i.e. there is a map L(G) → ∗ of crossed interval
groups;

(ii) G 7→ L(G) is functorial; i.e. every map f : G → H of crossed interval
groups over S restricts to L(G)→ L(H);

(iii) for each n ∈ N, L(G)n ⊂ Gn contains all the elements of the form

µ∗~k(x) · (ρ(~k)
i )∗(xi) · µ∗~k(x)−1 · (ρ(x∗(~k))

x(i) )∗(xi)−1

for ~k = (k1, . . . , km) with
∑
ki = n, x ∈ Gm, and xi ∈ Gki ;

(iv) L(G) is trivial provided G is tame.

Then, the “taming” Gt of G is obtained by the following pushout square in
CrsGrp/S∇

L(G) //
� _

��

∗

��
G // Gt

,

and it gives rise to a left adjoint to the inclusion of the full subcategory CrsGrptame
∇ ⊂

CrsGrp/S∇ spanned by tame crossed interval groups. Moreover, since the op-
eradification and the taming commute with each other, the latter is restricted
so as to induce the left adjoint to the functor Ψ̂:

(–)t : CrsOpGrp ))
⊥ CrsOpGrptameii : Ψ̂ ,
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where CrsOpGrptame = CrsOpGrp ∩ CrsGrptame
∇ . Note that, in view of

Theorem 3.4.13, the functor Ψ̂ induces an equivalence (actually an isomorphism)
GrpOp ' CrsOpGrptame. Hence, we obtain an explicit description of the left
adjoint to Ψ̂, which has been proved to exist in Theorem 3.3.3.
Remark 3.4.14. It was proved in Theorem 3.5 in [31] that the category GrpOp
is locally presentable. The observation above gives us an alternative proof of
this fact: in view of Theorem 3.3.3, we may regard GrpOp as a reflective
subcategory of CrsGrp/S∇ . It is verified that operadic crossed interval groups
and tame ones are closed under filtered colimits respectively. Then, GrpOp is
locally presentable thanks to Corollary to Theorem 2.48 in [1].

3.5 Associative algebras
In this final section, we give an application of the results established in the
previous sections.

We begin with the following observation. Let C be a monoidal category.
Then, the category of monoid objects of C is equivalent to the category MultCat(∗, C⊗)
of multifunctors from the terminal operad to the multicategory C⊗ associated
to C (seeExample 1.3.4). We write Alg(C) := Alg∗(C) (cf. Example 1.3.7). The
assignment gives rise to a 2-functor

Alg(–) : MonCat→ Cat .

It was shown in Section VII.5 in [55] that the 2-functor is represented by the
category ∆̃ with the join ? as the monoidal structure. Indeed, as easily checked,
the following data defines a multifunctor M : ∗ → ∆̃⊗:

• for the unique object ∗ of ∗, we set M(∗) := 〈1〉;

• for the unique operations µn ∈ ∗(n), we set

M(µn) ∈ ∆̃⊗(〈1〉 . . . 〈1〉; 〈1〉) = ∆̃(〈1〉 ? · · · ? 〈1〉, 〈1〉) = ∆̃(〈n〉, 〈1〉)

to be the unique morphism to the terminal object 〈1〉.

Then, the precomposition with M gives rise to a functor

MonCat(∆̃, C)
(–)⊗
−−−→MultCat(∆̃⊗, C⊗)

M∗

−−→ Alg(C)

for each monoidal category C, which is claimed to be an equivalence.
On the other hand, if G is a group operad, then we can consider the compo-

sition
MonCatG

forget
−−−−→MonCat

Alg(–)
−−−−→ Cat . (3.5.1)

We discuss the representability of this 2-functor. We first have to construct a
candidate of the representing object. In view of Theorem 3.3.3, we regard the
category CrsGrp as a full subcategory of CrsGrp/S∇ , so we may identify G
with its image ΨS(G) in CrsGrp/S∇ . Recall that we have a functor J : ∆̃→ ∇
which appeared in (2.1.4). Hence, pulling back along J, we obtain an augmented
crossed simplicial group J\G by virtue of Theorem 2.5.14 so as to form the total
category ∆̃J\G .
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Lemma 3.5.1. Let G be a group operad. Then, the monoidal structure on ∆̃
extends to the total category ∆̃J\G so that it is G-symmetric.

Proof. Since the inclusion ∆̃→ ∆̃J\G is bijective on objects, we have to extends
the monoidal product on morphisms. Recall that morphisms of ∆̃J\G are of the
form (ϕ, x) : 〈m〉 → 〈n〉 with ϕ : 〈m〉 → 〈n〉 ∈ ∆̃ and x ∈ G(m). For morphisms
(ϕi, xi) : 〈mi〉 → 〈ni〉 for 1 ≤ i ≤ n, we set

(ϕ1, x1) ? · · · ? (ϕn, xn) :=
(
ϕ1 ? · · · ? ϕn, γ(en;x1, . . . , xn)

)
.

The functoriality is obvious, and the strict associativity follows from those of
the join and the composition operation in the operad G.

To introduce a G-symmetric structure, note that we have

(∆̃⊗
J\G o G)(〈k1〉 . . . 〈kn〉; 〈m〉) = ∆̃J\G(〈k1 + · · ·+ kn〉, 〈m〉)× G(n).

Then, we consider the map

(∆̃⊗
J\G o G)(〈k1〉 . . . 〈kn〉; 〈m〉) → ∆̃⊗

J\G(〈k1〉 . . . 〈kn〉; 〈m〉)
((ϕ, x), u) 7→

(
ϕ, x · γ(u; ek1 , . . . , ekn

)
.

(3.5.2)

Using the description of the crossed interval group S given in Example 2.1.8,
one can check the following formula:(

ϕ, x · γ(u; ek1 , . . . , ekn)
)
◦
(
ϕ1 ? · · · ? ϕn, γ(en;x1, . . . , xn)

)
=
(
ϕ ◦ (ϕu−1(1) ? · · · ? ϕu−1(n))x,
(ϕu−1(1) ? · · · ? ϕu−1(n))∗(x) · γ(u;x1, . . . , xn)

)
,

which implies (3.5.2) actually defines an identity-on-object multifunctor ∆̃⊗
J\Go

G → ∆̃⊗
J\G . It is obvious that it exhibits ∆̃J\G as a G-symmetric monoidal

category.

We assert that the G-symmetric monoidal category ∆̃⊗
J\G in fact represents

the 2-functor (3.5.1). To see this, notice that, since the 2-category MultCatG
is the category of 2-algebras over the 2-monad (–)oG, we have an isomorphism

MultCat(M,N ) ∼= MultCatG(Mo G,N )

of categories for each M ∈ MultCat and N ∈ MultCatG . Hence, for G-
symmetric monoidal category C, we have a canonical isomorphism

Alg(C) = MultCat(∗, C⊗) ∼= MultCatG(G, C⊗) ,

here we use the isomorphism ∗ o G ∼= G. We define a multifunctor MG : G →
∆̃J\G as follows:

• for the unique object ∗ of G, set MG(∗) := 〈1〉;

• for each x ∈ G(n), we put MG(x) := (µn, x) ∈ ∆̃J\G(〈n〉, 〈1〉), where
µn : 〈n〉 → 〈1〉 ∈ ∆̃ is the unique map into the terminal object in ∆̃.
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It is straightforward from the description (3.5.2) that MG is even G-symmetric.

Proposition 3.5.2. Let G be a group operad. Then, for every G-symmetric
monoidal category C, the functor

MonCatG(∆̃J\G , C)
(–)⊗
−−−→MultCatG(∆̃⊗

J\G , C
⊗)

M∗G−−→MultCatG(G, C⊗) ∼= Alg(C) ,
(3.5.3)

where the second functor is induced by the precomposition with MG : G → ∆̃⊗
J\G

is an equivalence of categories.

Proof. We actually construct the inverse to the composition, say M⊗G , of the
first two functors in (3.5.3). Notice that every morphism 〈m〉 → 〈n〉 ∈ ∆̃ can
be uniquely written in the form µk1 ? · · · ? µkn for a sequence ~k = (k1, . . . , kn)
with k1 + · · ·+kn = m (cf. Eq. (1.2.2)), where µk : 〈k〉 → 〈1〉 is the unique map
into the terminal object 〈1〉 in ∆̃. For a G-symmetric multifunctor F : G → C⊗,
we define a functor F⊗ : ∆̃J\G → C as follows:

• for each n ∈ N, we set F⊗(〈n〉) := F (∗)⊗n, where ∗ is the unique object
of the operad G;

• for each morphism (ϕ, x) : 〈m〉 → 〈n〉 ∈ ∆̃J\G , say ϕ = µk1 ? · · · ? µkn , we
define a morphism F⊗(ϕ, x) : F (∗)⊗m → F (∗)⊗n to be the composition

F (∗)⊗m
Θx
−−→ F (∗)⊗m ∼= F (∗)⊗k1⊗· · ·⊗F (∗)⊗kn

F (ek1 )⊗···⊗F (ek1 )
−−−−−−−−−−−−→ F (∗)⊗n ,

where Θx is the natural transformation given in Example 3.2.3.

The naturality of Θx implies that, if we have a sequence (l1, . . . , lm), the square
below commutes in C:

F (∗)⊗l1 ⊗ · · · ⊗ F (∗)⊗lm

Θx
��

F (el1 )⊗···⊗F (elm )
// F (∗)⊗m

Θx

��
F (∗)⊗lx−1(l1) ⊗ · · · ⊗ F (∗)⊗lx−1(m)

F (el
x−1(1)

)⊗···⊗F (el
x−1(m)

)
// F (∗)⊗m

.

Since the left vertical arrow agrees with the morphism Θγ(x;el1 ,...,elm ) under the
isomorphisms

F (∗)⊗l1 ⊗ · · · ⊗ F (∗)⊗lm ∼= F (∗)⊗(l1+···+lm)

∼= F (∗)⊗lx−1(l1) ⊗ · · · ⊗ F (∗)⊗lx−1(m) ,

the functoriality of F⊗ follows. In addition, it is straightforward from the defi-
nition that F⊗ is monoidal, with the comparison isomorphism

F (〈k1〉)⊗ · · · ⊗ F (〈kn〉) = F (∗)⊗k1 ⊗ · · · ⊗ F (∗)⊗kn

∼= F (∗)⊗(k1+···+kn)

= F (〈k1〉 ? · · · ? 〈kn〉) ,
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and G-symmetric. On the other hand, note that a multinatural transformation
α : F → G : G → C⊗ consists of a morphism α : F (∗) → G(∗) ∈ C such that,
for each k ∈ N, the square below is commutative:

F (∗)⊗k

F (ek)
��

α⊗k // G(∗)⊗k

G(ek)
��

F (∗) α // G(∗)

.

It immediately follows that, setting (α⊗)〈k〉 := α⊗k, we get a natural transfor-
mation α⊗ : F⊗ → G⊗. Hence, the construction above defines a functor

(–)⊗ : MultCatG(G, C⊗)→MonCatG(∆̃J\G , C) .

The composition M⊗G ◦ (–)⊗ is clearly identified with the identity functor
on MultCatG(G, C⊗). On the other hand, if F : ∆̃J\G → C is a G-symmetric
monoidal functor, it is equipped with an isomorphism

λn : (M⊗G (F ))⊗(〈n〉) = M⊗G (F )(∗)⊗n = F (〈1〉)⊗n
∼=−→ F (〈n〉)

for each n ∈ N. We assert λ = {λn}n forms a natural isomorphism M⊗G (–)⊗ ∼=
Id. Indeed, for each sequence k1, . . . , kn of non-negative integers, the coherence
diagram (1.2.1) for λ guarantees the following diagram to commute:

F (〈1〉)⊗k1+···+kn
∼= //

λk1+···+kn

��

F (〈1〉)⊗k1 ⊗ · · · ⊗ F (〈1〉)⊗kn

λk1⊗···⊗λkn
��

F (〈k1 + · · ·+ kn〉)

F (µk1?···?µkn )
��

F (〈k1〉)⊗ · · · ⊗ F (〈kn〉)
λnoo

F (µk1 )⊗···⊗F (µkn )
��

F (〈n〉) F (〈1〉)⊗nλnoo

, (3.5.4)

where µk : 〈k〉 → 〈1〉 is the unique morphism to the terminal object. Notice
that, according to the description of the multifunctor F⊗ : ∆̃⊗

J\G → C
⊗ given in

Example 1.3.9, the composition of the top arrow and the right vertical arrows
exactly gives the morphism

M⊗G (F )⊗(µk1 ? · · · ? µkn) : M⊗G (F )⊗(〈k1 + · · ·+ kn〉)→M⊗G (F )⊗(〈n〉) .

Hence, it follows from the commutativity of (3.5.4) that λ is a natural iso-
morphism. Moreover, the upper half square in (3.5.4) is precisely the coher-
ence diagram for λ to be monoidal. In other words, we obtain an isomorphism
λ : M⊗G (F )⊗ ∼= F in the category MonCatG(∆̃J\G , C). If α : F → G : ∆̃J\G → C
is a monoidal natural transformation, then the coherence of α gives us the equa-
tion

λ ◦M⊗G (α)⊗ = α ◦ λ ,

so that λ actually defines a natural isomorphism M⊗G (–)⊗ ∼= Id, which exhibits
the functor (–)⊗ as an inverse to M⊗G .

89



To conclude the chapter, we mention the relation of the category ∆̃J\G to the
Hochschild homologies for algebras. For this, we need to recall the paracyclic
category Λ∞ defined in Example 2.1.14, which is the total category of the crossed
simplicial group Z. The following result is due to Elmendorf.

Proposition 3.5.3 (Proposition 1 in [23]). There is an identity-on-object func-
tor (–) : Λop

∞ → Λ∞ such that, for f ∈ λ∞(m,n),

f : Z→ Z ; j 7→ min{i ∈ Z | j ≤ f(i)} .

Proof. We first verify f actually belongs to Λ∞(n,m). Clearly, it is order-
preserving. Note that, since f is order-preserving, the map f is characterized
by the following property: for every i ∈ Z,

f(j) ≤ i ⇐⇒ j ≤ f(i) . (3.5.5)

Consequently, we obtain

f(j + n+ 1) ≤ i ⇐⇒ j + n+ 1 ≤ f(i)
⇐⇒ j ≤ f(i−m− 1)
⇐⇒ f(j) +m+ 1 ≤ i ,

which implies f(j + n+ 1) = f(j) +m+ 1 so that f ∈ Λ∞(n,m).
The functoriality of (–) is another consequence of the property (3.5.5). To

see it is an isomorphism, it suffices to show it is fully faithful. In fact, the inverse
of the map (–) : Λ∞(m,n)→ Λ∞(n,m) is given by

g 7→
[
i 7→ max{j ∈ Z | g(j) ≤ i}

]
.

Example 3.5.4. Let ϕ : [m]→ [n] ∈ ∆ be a map in the simplex category. Under
the identification of it with the image in Λ∞, the composition

ϕ̂ : {0, . . . , n} ↪→ Z
ϕ
−→ Z� Z/(m+ 1)Z ∼= {0, . . . ,m}

is described as follows:

ϕ̂−1{i} =
{
{0, 1, . . . , ϕ(0), ϕ(m) + 1, . . . , n} i = 0 ,

{ϕ(i− 1), ϕ(i− 1) + 1, . . . , ϕ(i)} 1 ≤ i ≤ m .

Hence, seeing ϕ as a morphism in the total category ∆Z , we can write it as a
pair

ϕ =
(
µϕ(0)+n−ϕ(m) ? µϕ(1)−ϕ(0) ? · · · ? µϕ(m)−ϕ(m−1), τ

n−ϕ(m)
n

)
,

where ? is the join of totally ordered sets, µk : [k − 1] → [0] is the unique
morphism to the terminal object in ∆, and τn ∈ Zn is the element corresponding
to 1 ∈ Z under the canonical isomorphism Zn

∼= Z.
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Now, suppose C is a G-symmetric monoidal abelian category; i.e. it is abelian
and equipped with a G-symmetric monoidal structure so that the functor

⊗n : C×n → C

is right exact in each variable for each n ∈ N. We denote by Ch(C) the category
of chain complexes in C. For a monoid object A ∈ C, the Hochschild complex
C•(A) ∈ Ch(C) (with coefficient A) has the following construction, which is
based on the one given in [62]. By virtue of Proposition 3.5.2, A gives rise
to a G-symmetric monoidal functor A⊗ : ∆̃J\G → C. On the other hand, the
embedding described in Example 2.5.5 enables us to see Z as an augmented
crossed simplicial group, so we can also form the total category ∆̃Z . Note that
the embedding Λ∞ ∼= ∆Z ↪→ ∆̃Z identifies Λ∞ with the full subcategory of
∆̃Z spanned by all but the initial object. Hence, choosing a map Z → J\G of
augmented crossed simplicial groups, we obtain a paracyclic object in C:

A}
• : Λop

∞
∼= Λ∞ ↪→ ∆̃Z → ∆̃J\G

A⊗
−−→ C ,

where the first isomorphism is the one given in Proposition 3.5.3. Then, the
computations in Example 3.5.4 shows that the Hochschild complex C•(A) ∈
Ch(C) is isomorphic to the associated chain complex of the simplicial object
A}|∆op .
Remark 3.5.5. In the above construction, we chose a map Z → J\G of aug-
mented crossed simplicial groups. Note that, since Z is connected as a simpli-
cial set, so the computation in (2.5.12) shows that for every augmented crossed
simplicial group G, maps Z → G of crossed simplicial groups correspond in
one-to-one to those of augmented ones. It follows that the Hochschild chain
C•(A) is actually indexed by the following isomorphic sets:

CrsGrp∆(Z, J\G) ∼= CrsGrp∆̃(Z, J\G) ∼= CrsGrp∇(J[Z,G) .

Example 3.5.6. Take G = B the group operad of braid groups. In this case,
there is the following canonical pullback square

Z //

��
·y

J\B

��
C // S

in the category CrsGrp∆. Hence, there is a canonical choice of a Hochschild
chain for a monoid object in a braided monoidal abelian category.
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Chapter 4

Symmetries in terms of
internal presheaves

For a group operad G, a G-symmetric structure onM is by definition a multi-
functorMo G → M. On the other hand, there is a way to exhibit multicate-
gories as fibrations over the category ∇. Indeed, as for a symmetric multicat-
egories, or colored operads, C, May and Thomason [58] constructed a fibration
Ĉ → Fin∗ over the category of pointed finite sets so that (topological) categories
over Ĉ satisfying certain conditions corresponds in one-to-one to algebras over
C. The construction has a straightforward non-symmetric analogue; if M is a
multicategory, it gives rise to a fibration M∇ → ∇. In this section, we aim
at encoding G-symmetric structures in this language. More precisely, we will
construct a counterpart of the 2-functor (–) o G on the fibration side.

4.1 Quotients of the total category
We begin with an observation that a sort of symmetries on an algebraic structure
are presented by quotients of the total category of crossed interval groups. Recall
that, as pointed out in [68], monoids are associated with functorM∇ : ∇ → Set
satisfying so-called the Segal condition with M∇(〈〈0〉〉) ∼= ∗. Namely, if M is a
monoid, then

• for each n ∈ N, M∇(〈〈n〉〉) = M×n;

• for a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the map ϕ∗ : M×m →M×n is given
by

ϕ∗(x1, . . . , xm) =

 ∏
ϕ(i)=1

xi, . . . ,
∏

ϕ(i)=n

xi

 ,

where the products are taken in the obvious orders.

Let G be a crossed interval group. Then, the functorM∇ canonically extends to
the total category ∇G. Indeed, notice that a functor X : ∇G → Set determines
and determined by the data

• the restriction X|∇ : ∇ → Set;
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• for each n ∈ N, a left Gn-action on the set X(〈〈n〉〉), say Gn ×X(〈〈n〉〉)→
X(〈〈n〉〉) ; (u, x) 7→ xu;

such that, for each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, x ∈ X(〈〈m〉〉), and v ∈ Gn,

ϕ∗(x)v = (ϕv)∗(xϕ
∗(v)) .

Each Gn now acts on M∇(〈〈n〉〉) = M×n through the canonical map Gn →
W∇n → Sn, and the action gives an extension M∇G : ∇G → Set. In particular,
when G = S (see Example 2.1.8), we assert that the monoid M is commutative
if and only if the functor M∇S : ∇S → Set factors through an appropriate
quotient category of ∇S. We set µn : 〈〈n〉〉 → 〈〈1〉〉 ∈ ∇ with µn(i) = 1 for
1 ≤ i ≤ n and µn(±∞) = ±∞. Then, for each (x1, . . . , xn) ∈ M×n, and for
each σ ∈ Sn, we have

(µn, σ)∗(x1, . . . , xn) = (µn)∗(xσ−1(1), . . . , xσ−1(n)) = xσ−1(1) . . . xσ−1(n) .

It follows that M is commutative if and only if the two induced maps (µn, σ)∗
and (µn)∗ agrees with each other for every n and σ; in other words, M∇S factors
through a quotient q : ∇S → Q such that q(µn, σ) = q(µn, en), where en ∈ Sn

is the unit.
More generally, we can regard any quotients of ∇G may present a kind of

symmetries on monoids or higher variants, and this is the main theme of this
section. In particular, we focus on the classification of quotients of the following
form.
Definition. Let G be a crossed interval group. Then, a G-quotal category is
a category Q equipped with a functor q : ∇G → Q satisfying the following
conditions:
(i) q is full and bijective on objects, so we may assume ObQ = Ob∇;

(ii) for ϕ,ϕ′ ∈ ∇(〈〈m〉〉, 〈〈n〉〉) and x, x′ ∈ Gm, the equality of morphisms

q(ϕ, x) = q(ϕ′, x′) : 〈〈m〉〉 → 〈〈n〉〉 ∈ Q

in Q implies ϕ = ϕ′.
Lemma 4.1.1. Let G be a crossed interval group, and let Q be a G-quotal
category with q : ∇G → Q. Then, the composition

∇ ↪→ ∇G
q
−→ Q (4.1.1)

is faithful and conservative.
Proof. Let us denote by em ∈ Gm the unit of the group. Then, the composition
(4.1.1) sends a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ to q(ϕ, em). Hence, the condition
on G-quotal categories directly implies (4.1.1) is faithful.

Next, suppose ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ is a morphism such that q(ϕ, em) is an
isomorphism. Since q is full, the inverse of q(ϕ, em) can be written in the form
q(ψ, y) with ψ : 〈〈n〉〉 → 〈〈m〉〉 ∈ ∇ and y ∈ Gn. We have

id〈〈m〉〉 = q(ψ, y) ◦ q(ϕ, em) = q(ψϕy, ϕ∗(y))
id〈〈n〉〉 = q(ϕ, em) ◦ q(ψ, y) = q(ϕψ, y) .

By virtue of the condition on G-quotal categories, the former equation implies
id〈〈m〉〉 = ψϕy while the latter implies id〈〈n〉〉 = ϕψ. It follows that ψ is an inverse
of ϕ in ∇, so (4.1.1) is conservative.
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Thanks to Lemma 4.1.1, we can identify morphisms in ∇ with their images
in a G-quotal category; namely, if q : ∇G → Q is a G-quotal category, then by
abuse of notation, we write ϕ = q(ϕ, em) for every ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇.

There is a general recipe to construct G-quotal categories. For this, we
introduce some notions.

Definition. Let G be a crossed interval group, and let ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇
be a morphism. Then, an element x ∈ Gm is called a right stabilizer of ϕ if
for every morphism ψ : 〈〈l〉〉 → 〈〈m〉〉 ∈ ∇, we have ϕψ∗ = ϕψ. We denote by
RStGϕ ⊂ Gm the subset of right stabilizers of ϕ.

It is obvious that, for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the subset RStGϕ ⊂ Gm is a
subgroup.

Definition. Let G be a crossed interval group. A congruence family on G is a
family K = {Kϕ}ϕ indexed by morphisms in ∇ such that, for every ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇,

(i) Kϕ is a subgroup of RStGϕ ;

(ii) for every morphism χ : 〈〈n〉〉 → 〈〈k〉〉 ∈ ∇, Kϕ ⊂ Kχϕ;

(iii) for every morphism ψ : 〈〈l〉〉 → 〈〈m〉〉 ∈ ∇, the map ψ∗ : Gm → Gl restricts
to a map Kϕ → Kϕψ;

(iv) for every element y ∈ Gn, we have

ϕ∗(y) ·Kϕ · ϕ∗(y)−1 = Kϕy . (4.1.2)

Remark 4.1.2. The first three conditions above implies K = {Kϕ}ϕ forms a
crossed group over opTw(∇) := Tw(∇)op the opposite of the twisted arrow
category of ∇; opTw(∇) is the category such that

• the objects are morphisms of ∇;

• for morphisms ϕi : 〈〈mi〉〉 → 〈〈ni〉〉 ∈ ∇ for i = 1, 2, morphisms ϕ1 → ϕ2 in
Tw(∇) are pairs (α, β) of morphisms in commutative squares of the form

〈〈m1〉〉
α //

ϕ1

��

〈〈m2〉〉

ϕ2

��
〈〈n1〉〉 〈〈n2〉〉

βoo

;

• the composition is given by

(γ, δ) ◦ (α, β) = (γα, βδ) .

The second and the third conditions imply each morphism (α, β) : ϕ1 → ϕ2 in
opTw(∇) induces a map

(α, β)∗ : Kϕ2

α∗

−−→ Kϕ2α ↪→ Kβϕ2α = Kϕ1 .
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Moreover, for a morphism (α, β) : ϕ1 → ϕ2 ∈ opTw(∇) as above, if x ∈ Gm2

is a right stabilizer of ϕ2, then the pair (αx, β) is again a morphism ϕ1 → ϕ2
in opTw(∇). Hence, by virtue of the first condition, this defines a left action of
Kϕ2 on the set opTw(∇)(ϕ1, ϕ2). It is easily verified that these data actually
form a crossed opTw(∇)-group structure on the family K = {Kϕ}ϕ.
Example 4.1.3. The family RStG = {RStGϕ}ϕ is itself a congruence family. In-
deed, the first three conditions for congruence families are obvious. To verify
(4.1.2), observe that, for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, ψ : 〈〈l〉〉 → 〈〈l〉〉∇, x ∈ RStGϕ , and
y ∈ Gn, we have

ϕψϕ
∗(y)xϕ∗(y)−1

= (ϕψxϕ
∗(y)−1

)y = (ϕψϕ
∗(y)−1

)y = ϕψ .

Note that, in view of Remark 4.1.2, a congruence family on G is nothing but a
crossed opTw(∇)-subgroup of RStG satisfying (4.1.2).
Example 4.1.4. Let G be a group operad. Recall that, as pointed out in Sec-
tion 1.2, morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ correspond in one-to-one to tuples
~k(ϕ) = (k(ϕ)

−∞, k
(ϕ)
1 , . . . , k

(ϕ)
n , k

(ϕ)
∞ ) with k(ϕ)

−∞ + k
(ϕ)
1 + · · ·+ k

(ϕ)
n + k

(ϕ)
∞ = m. We

set a subset DecGϕ ⊂ Gm to be the image of the map

G(k(ϕ)
−∞)× G(k(ϕ)

1 )× · · · × G(k(ϕ)
n )× G(k(ϕ)

∞ ) → G(m)
(x−∞, x1, . . . , xn, x∞) 7→ γ(en+2;x−∞, x1, . . . , xn, x∞)

.

(4.1.3)
As easily verified, the map (4.1.3) is actually a group homomorphism, and
DecG = {DecGϕ}ϕ forms a crossed opTw(∇)-subgroup. Moreover, for y ∈ G(n),
we have

ϕ∗(y) · γ(en+2;x−∞, x1, . . . , xn, x∞)
= γ(e3;x−∞, γ(y; e

k
(ϕ)
1
, . . . , e

k
(ϕ)
n

)γ(en;x1, . . . , xn), x∞)

= γ(e3;x−∞, γ(en;xy−1(1), . . . , xy−1(n))γ(y; e
k

(ϕ)
1
, . . . , e

k
(ϕ)
n

), x∞)

= γ(en+2;x−∞, xy−1(1), . . . , xy−1(n)) · ϕ∗(y) ,

which implies
ϕ∗(y) ·DecGϕ ·ϕ∗(y)−1 = DecGϕy .

Thus, DecG is a congruence family on G.
Example 4.1.5. For each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we set Trivϕ to consists of a
single element em which is seen as the unit of Gm for any crossed interval group
G. Then, clearly Triv = {Trivϕ}ϕ is a congruence family on G. In view of
Remark 4.1.2, Triv is the trivial crossed opTw(∇)-group.
Example 4.1.6. Let K be a congruence family on a crossed interval group G.
For each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we have a canonical group homomorphism

Kϕ ↪→ RStGϕ ↪→ Gm →W∇m .

We put K ′ϕ the kernel and claim that K ′ = {K ′ϕ}ϕ forms a congruence family.
Namely, it is an uncrossed opTw(∇)-subgroup of RStG since it is the kernel of
the map RStG → RStW

∇
of crossed opTw(∇)-groups. This observation also

leads to the equation (4.1.2).
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We see congruence families on a crossed interval group G are associated to
G-quotal categories. We use the following lemma.

Lemma 4.1.7. Let G be a crossed interval group, and let K = {Kϕ}ϕ be a
congruence family on G. Suppose ϕ : 〈〈l〉〉 → 〈〈m〉〉 and ψ : 〈〈m〉〉 → 〈〈n〉〉 are
morphisms in ∇. Then, for each y ∈ Gn, the composition

(Kψ · y)×Gm ↪→ Gn ×Gm → Gm
(y′, x) 7→ ϕ∗(y′) · x

induces a maps
{Kϕ · y} × (Kϕ\Gm)→ (Kψϕy\Gm) .

Proof. Take x ∈ Gm and y ∈ Gn. Then, for u ∈ Kϕ and v ∈ Kψ, we have

ϕ∗(vy) · ux = (ϕy)∗(v) · (ϕ∗(y) · u · ϕ∗(y)−1) · ϕ∗(y)x . (4.1.4)

By virtue of the conditions on the congruence family K, the first term in the
right hand side of (4.1.4) belongs to Kψϕy while the second to Kϕy ⊂ Kψϕy .
Hence, the result follows.

Now, for a congruence family K on a crossed interval group G, we define a
category QK as follows: the objects are the same as ∇, and for m,n ∈ N,

QK(〈〈m〉〉, 〈〈n〉〉) = {(ϕ, [x]) | ϕ ∈ ∇(〈〈m〉〉, 〈〈n〉〉), [x] ∈ Kϕ\Gm} .

There is an obvious map q : ∇G(〈〈m〉〉, 〈〈n〉〉)→ Q(〈〈m〉〉, 〈〈n〉〉). Using Lemma 4.1.7
and the inclusion Kϕ ⊂ RStGϕ , one can see the composition in the total category
∇G induces a composition operation in QK so that q is a functor.

Proposition 4.1.8. For every congruence family K on a crossed interval group
G, the functor

q : ∇G → QK
given above exhibits QK as a G-quotal category. Moreover, the assignment
K 7→ QK gives a one-to-one correspondence between congruence families on G
and (isomorphism classes of) G-quotal categories respecting the orders.

Proof. The first statement is obvious. To see the assignment is one-to-one,
suppose Q is a G-quotal category with q : ∇G → Q. For each ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇, we put

KQϕ := {x ∈ Gm | q(ϕ, x) = ϕ} .

We assert KQ = {KQϕ }ϕ forms a congruence family on G. First, clearly we have
KQϕ ⊂ KQχϕ and ψ∗(KQϕ ) ⊂ KQϕψ whenever the compositions make sense. Next,
for ϕ : 〈〈m〉〉 → 〈〈n〉〉 and ψ : 〈〈l〉〉 → 〈〈m〉〉, and for each x ∈ KQϕ , we have

ϕψ = q(ϕ, x)ψ = q(ϕψx, ψ∗(x)) , (4.1.5)

here we identify morphisms in ∇ with their images in Q. Since Q is G-quotal,
(4.1.5) implies ϕψ = ϕψx, so we obtain KQϕ ⊂ RStGϕ . In addition, for y ∈ Gn
and x ∈ KQϕ , we have

q(ϕy, ϕ∗(y)xϕ∗(y)−1)
= q(id, y)q(ϕ, x)q(id, ϕ∗(y)−1) = q(id, y)q(ϕ,ϕ∗(y)−1) = ϕy ,
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which implies
ϕ∗(y) ·KQϕ · ϕ∗(y)−1 = KQϕy .

Therefore, KQ is a congruence family.
It is straightforward that Q 7→ KQ is an inverse assignment to K 7→ QK .

Furthermore, if we have an inclusion K ⊂ K ′ between congruence families, i.e.
Kϕ ⊂ K ′ϕ for each morphism ϕ in ∇, then there is a functor QK → QK′ which
makes the following diagram commutes:

∇G

�� ��
QK // QK′

In other words, the assignment K 7→ K ′ respects the orders, and this completes
the proof.

To end the section, we mention a closure operator on the partially ordered
set of congruence families. Recall that we mentioned two classes of morphisms in
∇ in Section 3.4; namely inert and active morphisms, and every morphism in ∇
uniquely factors through an inert morphism followed by an active one according
to Lemma 3.4.2. In other words, if we put I and A the classes of inert and active
morphisms in ∇ respectively, then (I,A) is an orthogonal factorization system;
i.e. it satisfies the following conditions

(i) the classes I and A are closed under compositions and contains all the
isomorphisms;

(ii) every morphisms in ∇ is of the form µρ with ρ ∈ I and µ ∈ A;

(iii) for every commutative square

〈〈k〉〉
ϕ //

ρ

��

〈〈m〉〉

µ

��
〈〈l〉〉

ψ //

∃!χ

<<

〈〈n〉〉

with ρ ∈ I and µ ∈ A, there is a unique diagonal χ so that χρ = ϕ and
µχ = ψ.

Remark 4.1.9. The notion was first introduced by Freyd and Kelly in [25] under
the name factorization. We instead use the name above to emphasize the unique
lifting property and to distinguish it from weak factorization systems.

Let G be a crossed interval group, and let K be a congruence family on G.
Using Lemma 3.4.2, we construct another congruence family K as follows: for
each active morphism µ in ∇, we put Kµ = Kµ. For a general morphism ϕ in
∇, we set Kϕ ⊂ RStGϕ to consist x ∈ RStGϕ such that, for every morphism ψ

with ϕψ making sense and active, ψ∗(x) ∈ RStGϕψ belongs to Kϕψ. Thanks to
Lemma 3.4.2, this extension does not change Kµ for active µ.

Lemma 4.1.10. In the situation above, the family K = {Kϕ}ϕ forms a con-
gruence family on G.
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Proof. We first verify Kϕ ⊂ RStGϕ forms a subgroup. Suppose ψ is a morphism
in ∇ with ϕψ making sense and active. For two elements x, y ∈ Kϕ, we have

ψ∗(x−1y) = (ψx
−1y)∗(x)−1ψ∗(y) . (4.1.6)

Since x, y ∈ RStGϕ , the composition ϕψx−1y equals to ϕψ, which is active. Hence,
both terms in the right hand side of (4.1.6) belongs to Kϕ, which implies x−1y ∈
Kϕ.

Using Lemma 3.4.2, one can verify K = {Kϕ}ϕ forms a crossed opTw(∇)-
subgroup of RStG. It remains to verify the formula (4.1.2). Clearly, the inclusion
in one direction will suffice, so we show

ϕ∗(y) ·Kϕ · ϕ∗(y)−1 ⊂ Kϕy (4.1.7)

for each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and y ∈ Gn. Suppose ψ : 〈〈l〉〉 → 〈〈m〉〉 ∈ ∇ is a
morphism with ϕyψ active. For x ∈ Kϕ, we have

ψ∗(ϕ∗(y)xϕ∗(y)−1) = (ϕψxϕ
∗(y)−1

)∗(y) · (ψϕ
∗(y)−1

)∗(x) · ψ∗(ϕ∗(y)−1)

= (ϕψϕ
∗(y)−1

)∗(y) · (ψϕ
∗(y)−1

)∗(x) · (ϕyψ)∗(y−1)

= (ϕyψ)∗(y−1)−1 · (ψϕ
∗(y)−1

)∗(x) · (ϕyψ)∗(y−1)

(4.1.8)

Note that, since ϕψϕ∗(y)−1 = (ϕyψ)y−1 is active, the middle term in the right
hand side of (4.1.8) belongs to K(ϕyψ)y−1 . Using the formula (4.1.2) for the
congruence family K, one gets

(ϕyψ)∗(y−1)−1 ·K(ϕyψ)y−1 · (ϕyψ)∗(y−1) = Kϕyψ .

This implies that ψ∗(ϕ∗(y)xϕ∗(y)−1) ∈ Kϕyψ, and the inclusion (4.1.7) follows.

Lemma 4.1.11. Let G be a crossed interval group. Then, the assignment
K 7→ K defines a closure operator on the ordered set of congruence families on
G.

Proof. The assignment K 7→ K clearly respects the inclusions. Moreover, since
Kµ = Kµ for active morphisms µ, we also have Kϕ = Kϕ for every morphism
ϕ. On the other hand, we have Kϕ ⊂ RStGϕ , and for every morphism ψ with
ϕψ making sense and active, ψ∗(Kϕ) ⊂ Kϕψ. This implies Kϕ ⊂ Kϕ. Thus,
we obtain the result.

Definition. A congruence family K on a crossed interval group G is said to be
proper if it is closed with respect to the closure operator (–) defined above in
the ordered set of congruence families on G; i.e. K = K.

Every crossed interval group G admits the minimum proper congruence fam-
ily; namely the closure Triv of the trivial congruence family given in Exam-
ple 4.1.5. We write InrG := Triv. Hence, every proper congruence family on G
contains InrG. Moreover, it satisfies the following properties.

Lemma 4.1.12. Let G be a crossed interval group.
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(1) If a composition ϕψ in ∇ is active, then the action of InrGϕ stabilizes ψ.

(2) For every morphism ϕ in ∇, the subgroup InrGϕ ⊂ RStGϕ is normal.

(3) Let K be a proper congruence family on G. Then, for an active morphism
µ and for an inert morphism ρ with ϕρ making sense, the composition

Kµ

ρ∗

−→ Kµρ � Kµρ/ InrGµρ (4.1.9)

is bijective.

Proof. We first show (1). Take the factorization ϕ = µρ with ρ inert and µ
active, and let δ be the unique section of ρ. Notice that, in view of Lemma 3.4.2,
δ is characterized by the following two properties:

(i) ϕδ is active;

(ii) every morphism ψ with ϕψ making sense and active uniquely factors as
ψ = δψ′ for a morphism ψ′.

It follows that δ is fixed by the action of RStGϕ . Moreover, if ϕψ is active, the
property above implies there is a morphism ψ′ with ψ = δψ. Then, for each
x ∈ InrGϕ , we have

ψx = (δψ′)x = δxψ′δ
∗(x) = δψ′ = ψ ,

so that (1) follows.
Next, suppose u ∈ InrGϕ and x ∈ RStGϕ . For every morphism ψ with ϕψ

making sense and active, we have

ψ∗(xux−1) = (ψux
−1

)∗(x)(ψx
−1

)∗(u)ψ∗(x−1) = (ψux
−1

)∗(x)

Note that ϕψx−1 = ϕψ is active, so (ψx−1)∗(u) is the unit. Moreover, the part
(1) implies ψux−1 = ψx

−1 . It follows that ψ∗(xux−1) vanishes, and we obtain
(2).

Finally, we show (3). Let δ : 〈〈m〉〉 → 〈〈l〉〉 ∈ ∇ be the unique section of ρ.
We assert that the map δ∗ : Kµρ → Kµ induces the inverse of (4.1.9). Indeed,
for each u ∈ InvGµρ, the definition of InvGµρ and the part (1) imply δ∗(u) = e
and δu = δ. Hence, for every x ∈ Kµρ, δ∗(xu) = δ∗(x). In other words, δ∗ is
InvGµρ-invariant so that it induces a map

δ† : Kµρ/ InrGµρ → Kµ .

Since δ is a section of ρ, the map is clearly a left inverse of the map (4.1.9). To
see it is also a right inverse, it is enough to see that, for each x ∈ Kµρ, we have
ρ∗(δ∗(x))x−1 ∈ InrGµρ. Note that, by virtue of the characterization of δ above,
this holds if and only if the map δ∗ vanishes the element. We have

δ∗(ρ∗(δ∗(x)) · x−1) = (δρδx
−1

)∗(x) · δ∗(x−1) .

As mentioned above, δ is fixed by the action of RStGµρ, so we have δρδx−1 = δ

and δ∗(x−1) = δ∗(x)−1. Thus, δ∗(ρ∗(δ∗(x)) · x−1) = e, and we conclude δ† is a
right inverse of (4.1.9), which completes the proof.
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4.2 Associated double categories
In the previous section, we see that congruence families are associated with
quotal categories by taking the quotients of the total category. Our problem is,
on the other hand, higher categorical so we need “higher categorical quotients”
in some sense.

Recall that a double category is a category internal to the category Cat; i.e.
a diagram

C
s,t
−−→−−→ B

in the category Cat of small categories together with functors

γ : C×B C→ C and ι : B → C

satisfying the appropriate conditions which is imposed on ordinary categories,
where the domain of γ is the pullback of the cospan C

s
−→ B

t
←− C. Hence, a dou-

ble category has two kinds of compositions; namely the horizontal composition
◦H, the compositions in the categorical structures of C and B, and the vertical
composition ◦V given by the functor γ. For morphisms f, g, h, k in C, we have

(f ◦H g) ◦V (h ◦H k) = (f ◦V h) ◦H (g ◦V k)

whenever both sides make sense.
Remark 4.2.1. In what follows, we will often drop the structure functors γ and
ι from the notation. For example, in the case above, we say C⇒ B is a double
category.

Let G be a crossed interval group, and suppose we have a pair (K,L) of
proper congruence families satisfying the following conditions:

(♠1) for each morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the subgroup Kϕ ⊂ Gm is
contained in the normalizer subgroup N(Lϕ) of Lϕ; i.e.

N(Lϕ) =
{
x ∈ Gm

∣∣ xLϕx−1 = Lϕ
}

;

(♠2) if ψϕ is a composition of morphisms in ∇, for every u ∈ Lψ and for each
x ∈ Kϕ,

[ϕ∗(u)xϕ∗(u)−1] = [x] ∈ InrGψϕ \Kψϕ .

In this case, we define a category QL//K as follows:

• the objects are the same as ∇;

• for m,n ∈ N, morphisms 〈〈m〉〉 → 〈〈n〉〉 in QL//K are triples (ϕ, [u], [x])
with ϕ ∈ ∇(〈〈m〉〉, 〈〈n〉〉), [u] ∈ InrGϕ \Kϕ, and [x] ∈ Lϕ\Gm;

• the composition is given by

(ψ, [v], [y]) ◦ (ϕ, [u], [x]) = (ψϕy, [ϕ∗(vy)uϕ∗(y)−1], [ϕ∗(y)x]) .

Note that we have

ϕ∗(vy)uϕ∗(y)−1 = (ϕy)∗(v) · ϕ∗(y)uϕ∗(y)−1 ,
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so the conditions on congruence families imply the element belongs to Kψϕy . In
addition, (2) in Lemma 4.1.12 and the condition (♠2) guarantee that the compo-
sition does not depend on the choice of representatives. If we are given another
morphism (χ, [w], [z]) postcomposable with (ψ, [v], [y]), the second component
of the composition

((χ, [w], [z]) ◦ (ψ, [v], [y])) ◦ (ϕ, [u], [x])

is represented by the element

ϕ∗(ψ∗(wz)vψ∗(z)−1ψ∗(z)y)uϕ∗(ψ∗(z)y)−1

= (ψϕvy)∗(wz)ϕ∗(vy)u ((ψϕy)∗(z)ϕ∗(y))−1

= (ψϕy)∗(wz)ϕ∗(vy)uϕ∗(y)−1(ψϕy)∗(z)−1 ,

which also represents the second component of the other composition. Thanks
to this and the associativity of morphisms in EG, one obtains the associativity
of the composition in GL//K so that it is actually a category.
Example 4.2.2. For every proper congruence family L, the pair (InrG, L) sat-
isfies the conditions (♠1) and (♠2). One can verify that there is a canonical
isomorphism QL//InrG

∼= QL.
Example 4.2.3. Let G be a group operad, so we have the congruence family
DecG given in Example 4.1.4. For each morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we set
KecGϕ ⊂ DecG to be the kernel of the composition

DecGϕ ↪→ G(m)→ S(m) .

In view of Example 4.1.6, the family KecG = {KecGϕ}ϕ forms a congruence family
on G. Taking the closure in the sense of Lemma 4.1.11, we obtain proper congru-
ence families DecG and KecG . One can verify that the pair (DecG ,KecG) satisfies
the conditions (♠1) and (♠2) so that they give rise to a category GKecG//DecG .

The category QL//K comes equipped with two canonical functors

s, t : QL//K ⇒ QL , (4.2.1)

here QL is the G-quotal category associated with L, such that

• they are the identities on objects;

• for each morphism (ϕ, [u], [x]) ∈ QL//K(〈〈m〉〉, 〈〈n〉〉),

s(ϕ, [u], [x]) = (ϕ, [x]) , t(ϕ, [u], [x]) = (ϕ, [ux]) .

Note that the assignment t does not depend on the choice of representatives
by virtue of the condition (♠1). Then, the functorialities are easily verified.
We assert that the diagram (4.2.1) canonically admits a structure of a double
category: define functors γ : QL//K ×QL QL//K → QL//K and ι : QL → QL//K
by

γ ((ϕ, [u], [u′x]), (ϕ, [u′], [x])) := (ϕ, [uu′], [x]) , ι(ϕ, [x]) := (ϕ, [e], [x]) ,

where e is the unit in the group Kϕ. These actually define functors thanks to
(2) in Lemma 4.1.12, and the associativity and the unitality are obvious. We
call the double category (4.2.1) the double category associated to the pair (K,L).
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Remark 4.2.4. In the case L ⊂ K, the double category QL//K ⇒ QL looks
like a “homotopy quotient” of the category QL with respect to the congruence
family K in the following sense: since the functors (4.2.1) are the identities on
objects, one can see the double category as a 2-category, say QL//K . For each
m,n ∈ N, the category QL//K(〈〈m〉〉, 〈〈n〉〉) is a groupoid whose isomorphism
classes corresponds in one-to-one to morphisms 〈〈m〉〉 → 〈〈n〉〉 in the G-quotal
category QK associated with K. We will make further discussions in this point
of view in Section 5.1.

We further take a quotient of the double category QL//K ⇒ QL using the
following general construction.

Proposition 4.2.5. Let A be a category, and let M be a left cancellative class
of morphisms in A; i.e. if a composition δε belongs to M, so does δ. For each
a, b ∈ A, define a relation ∼M on the set A(a, b) such that α ∼M α′ if and only
if, for each morphism β in A with codomain a, one has αβ = α′β as soon as
either of the sides belongs to M. Then, the relation ∼M is a congruence on A
in the sense in II.8 of [55]. Consequently, taking the quotient of each hom-set
of A by ∼M, one gets a quotient category A → A/∼M.

Proof. It is obvious that ∼M is an equivalence relation on each hom-set A(a, b).
We have to show, for compositions αβγ and αβ′γ with β ∼M β′, we have
αβγ ∼M αβγ. Suppose a composition αβγδ belongs to M. By virtue of the
observation above, we have βγδ ∈ M, so β ∼M β′ implies βγδ = β′γδ. Thus, we
obtain αβγδ = αβ′γδ and conclude αβγ ∼M αβ′γ.

Remark 4.2.6. Typical examples of left cancellative class of morphisms come
from orthogonal factorization systems (see the discussion in page 96). Suppose
(E,M) is an orthogonal factorization system on a category A. One can see that
the class M is left cancellative provided every morphisms in E is an epimorphism.
Indeed, if ε = µρ and δµ = νσ are factorizations with µ, ν ∈ M and ρ, σ ∈ E,
then the equation δε ◦ id = ν ◦ σρ and the unique lifting property implies σρ
is an isomorphism. Since σ is an epimorphism by the assumption on E, ρ is an
isomorphism so that ε ∈ M.

We apply Proposition 4.2.5 to the category QL//K . To obtain a left cancella-
tive classes on it, in view of Remark 4.2.6, we construct orthogonal factorization
system. We define two classes IL//K and AL// of morphisms in QL//K as follows:

IL//K := {(ϕ, [u], [x]) | ϕ : inert} ,
AL//K := {(ϕ, [u], [x]) | ϕ : active} .

We assert that (IL//K ,AL//K) forms an orthogonal factorization system onQL//K .
In fact, if we have a composition µρ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ with µ active and ρ
inert, then for each u ∈ Kµρ and x ∈ Gm, one can use (3) in Lemma 4.1.12 to
find a unique element u ∈ Kµ so that

(µρ, [u], [x]) = (µ, [u], [e]) ◦ (ρ, [em], [x]) .

As easily verified, the factorization is unique up to a unique isomorphism, and
we conclude (IL//K ,AL//K) is an orthogonal factorization. Since every member
of IL//K is a split epimorphism, Lemma 3.4.2 implies AL//K is left cancellative.
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We denote by Q̃L//K the quotient category of QL//K obtained by Proposi-
tion 4.2.5 with the class AL//K . In particular, as mentioned in Example 4.2.2,
there is an isomorphism QL ∼= QL//InrG . We take a quotient category QL � Q̃L
which corresponding to Q̃L//InrG through the isomorphism. To simplify the
notation, we set (IL,AL) the orthogonal factorization system corresponds to
(IL//InrG ,AL//InrG).
Remark 4.2.7. We have a convenient criterion for the congruence ∼AL//K . Sup-
pose ϕ,ϕ′ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, x, x′ ∈ Gm, u ∈ Kϕ, and u′ ∈ Kϕ′ . Then, we
have (ϕ, [u], [x]) ∼AL//K (ϕ′, [u′], [x′]) if and only if for every ψ : 〈〈l〉〉 → 〈〈m〉〉
with either ϕψx or ϕ′ψx′ active, the following equations hold:

ϕψx = ϕ′ψx
′
∈ ∇(〈〈l〉〉, 〈〈n〉〉)

[ψ∗(x)] = [ψ∗(x′)] ∈ Lϕψx\Gl
[(ψx)∗(u)] = [(ψx

′
)∗(u′)] ∈ InrGϕψx\Kϕψx .

Furthermore, let ϕ = µρ and ϕ′ = µ′ρ′ be the factorization with µ, µ′ active
and ρ, ρ′ inert, and say δ and δ′ are the unique sections of ρ and ρ′ respectively.
Then, it turns out that we only have to test the conditions above in the cases
ψ = δx

−1 and ψ = δ′x
′−1 .

Example 4.2.8. Let G be a crossed interval group and L a proper congruence
family. For 1 ≤ i ≤ n, define ρi : 〈〈n〉〉 → 〈〈1〉〉 to be the inert morphism such
that

ρi(j) =


−∞ j < i ,

1 j = i ,

∞ j > i ,

and put δi the unique section of ρi. Then, for each x ∈ Gn, we have

(ρx(i), [x]) ∼AL (ρi, [ρ∗i δ∗i (x)]) ∈ QL(〈〈n〉〉, 〈〈1〉〉) . (4.2.2)

Indeed, since ρ∗i δ∗i (x) ∈ Gn acts trivially on active morphisms, we have

ρx(i)δx(i) = id〈〈1〉〉 = ρiδi = ρiδ
x−1

x(i) = ρiδ
ρ∗i (x)δ∗i (x)x−1

x(i)

(δx
−1

x(i))∗(x) = δ∗i (x) = δ∗i ((ρiδi)∗(x)) .

Hence, (4.2.2) follows from the argument in Remark 4.2.7.
Example 4.2.9. Let G be a crossed interval group with G0 trivial, and let (K,L)
be a pair of proper congruence family on G satisfying (♠1) and (♠2). We assert
that the object 〈〈0〉〉 ∈ Q̃L//K is a terminal object. Indeed, it is obvious that, for
each n ∈ N, there is at least one morphism 〈〈n〉〉 → 〈〈0〉〉 ∈ Q̃L//K . On the other
hand, for a morphism [ϕ, u, x] : 〈〈n〉〉 → 〈〈0〉〉 ∈ Q̃L//K , a composition ϕψ in ∇ is
active exactly when ψ is the unique morphism ψ : 〈〈0〉〉 → 〈〈n〉〉. Since ψ is fixed
by the action of Gn, we have

ϕψ = id〈〈0〉〉
ψ∗(u) = ψ∗(x) = e0 .

The right hand sides depend neither on ϕ, u, nor x. This implies that there is
at most one morphism 〈〈n〉〉 → 〈〈0〉〉 ∈ Q̃L//K .
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We can see the quotient functor QL//K → Q̃L//K transfers the orthogonal
factorization (IL//K ,AL//K). Indeed, writing ĨL//K and ÃL//K the images of IL//K
and AL//K in Q̃L//K respectively, we obtain the following result.

Lemma 4.2.10. Let G be a crossed interval group, and suppose (K,L) is a pair
of proper congruence families satisfying the property (♠1) and (♠2). Then, as
for morphisms in Q̃L//K , the following hold.

(1) Every morphism can be written as a composition of the form

[µ, u, e] ◦ [ρ, e, x]

with µ active and ρ inert.

(2) We have an equation

[µ, u, e] ◦ [ρ, e, x] = [ν, v, e] ◦ [π, e, y] (4.2.3)

with µ, ν active and ρ, π inert precisely when the following two are satisfied:

(i) (µ, [u], [e]) = (ν, [v], [e]) as morphisms in QL//K ;
(ii) there is an element w ∈ Lµ such that

[ρ, e, ρ∗(w)x] = [π, e, y] .

Consequently, the pair
(̃
IK//L, ÃK//L

)
forms an orthogonal factorization system

on Q̃K//L.

Proof. The assertion (1) directly follows from the definition of Q̃L//K and (3)
in Lemma 4.1.12.

As for the part (2), the two conditions (i) and (ii) clearly implies 4.2.3.
Conversely, suppose 4.2.3 holds; so we have

[µρ, ρ∗(u), x] = [νπ, π∗(v), y] .

Put δ and ε the sections of ρ and π respectively, and we obtain

µ = νπδyx
−1

, δ∗(yx−1) ∈ Lµ , [u] = [(δyx
−1

)∗π∗(v)] ∈ InrGµ \Kµ ,

ν = µρεxy
−1

, ε∗(xy−1) ∈ Lν , [v] = [(εxy
−1

)∗ρ∗(u)] ∈ InrGν \Kν .

By virtue of the unique factorization in ∇ and the uniqueness of the sections of
ρ and π, the leftmost equations imply δx−1 = εy

−1 and µ = ν. In this case, the
rightmost equations just say [u] = [v] ∈ InrGµ \Kµ, and the condition (i) follows.
On the other hand, in view of Remark 4.2.7, one can see

[ρ, e, ρ∗δ∗(yx−1)x] = [π, e, y] ,

which supplies the element w in the condition (ii) thanks to the middle mem-
bership relations.

We finally show the last assertion. The part (1) precisely implies the possi-
bility of the factorization. Since the classes ĨL//K and ÃL//K are clearly closed
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under compositions, it remains to show the unique lifting property. Note that
since every morphism in ĨL//K is isomorphic to a morphism of the form

ρ = [ρ, e, e]

with ρ being an inert morphism in ∇. Similarly, every morphism in ÃL//K is
isomorphic to a morphism of the form

[µ, u, e]

with µ active. Hence, it suffices to solve the unique lifting problem on the
commutative squares of the form

〈〈k〉〉

ρ

��

ϕ // 〈〈m〉〉

[µ,u,e]
��

〈〈l〉〉 ψ // 〈〈n〉〉

(4.2.4)

in Q̃L//K . By the part (1), we may put

ϕ = [κ, s, e] ◦ [σ, e, x] , ψ = [λ, t, e] ◦ [τ, e, y]

with κ, λ active and σ, τ inert. Then, the commutative square (4.2.4) implies

[µκ, κ∗(u)s, e] ◦ [σ, e, x] = [λ, t, e] ◦ [τ, e, y] ◦ ρ .

By virtue of the part (2), we have

µκ = λ , [κ∗(u)s] = [t] ∈ InrGλ \Kλ , (4.2.5)

and there is an element w ∈ Lλ such that

[σ, e, x] = [τ, e, τ∗(w)y] ◦ ρ . (4.2.6)

We set
χ := [κ, s, w] ◦ [τ, e, y] : 〈〈l〉〉 → 〈〈m〉〉 .

Then, thanks to the equations (4.2.5) and (4.2.6), one can verify χ is actually
a diagonal filler in (4.2.4); i.e.

χ ◦ ρ = ϕ , [µ, u, e] ◦ χ = ψ .

In addition, since ρ is a split epimorphism, χ is unique. It follows that the pair
(̃IL//K , ÃL//) satisfies the unique lifting property so it is an orthogonal factoriza-
tion system on Q̃L//K , as required.

Example 4.2.11. As a consequence of Lemma 4.2.10, for active morphisms µ, µ′ :
〈〈m〉〉 → 〈〈n〉〉, we have (µ, [u], [x]) ∼AL//K (µ′, [u′], [x′]) for two morphisms in
QL//K if and only if they are in fact equal.

Lemma 4.2.12. Let G be a crossed interval group, and let (K,L) be a pair of
proper congruence families on G satisfying (♠1) and (♠2). Then, the quotient
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functors QL//K → Q̃L//K and QL → Q̃L derive functors s, t : Q̃L//K ⇒ Q̃L
from the functors (4.2.1) so that the diagram below is commutative:

QL//K
s //

��
·y

QL

��

QL//K
too

x·
��

Q̃L//K
s // Q̃L Q̃L//K

too

. (4.2.7)

Moreover, each square in (4.2.7) is a pullback of categories.

Proof. The first statement is straightforward. To see the last, we show that
when we fix a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and an element x ∈ Gm, for two
elements u, u′ ∈ Kϕ, the following three are all equivalent:

(a) (ϕ, [u], [x]) ∼AL//K (ϕ, [u′], [x]) ∈ QL//K(〈〈m〉〉, 〈〈n〉〉);

(b) (ϕ, [u], [u−1x]) ∼AL//K (ϕ, [u′], [u′−1x]) ∈ QL//K(〈〈m〉〉, 〈〈n〉〉);

(c) u−1u′ ∈ InrGϕ .

Note the equivalence of (a) and (c) implies the left square in (4.2.7) is a pullback
while the equivalence of (b) and (c) implies the other.

Let ϕ = µρ be the factorization with µ active and ρ inert. In view of Re-
mark 4.2.7, the condition (a) is satisfied if and only if δ∗(u) = δ∗(u′) since
InrGϕδ = InrGµ is trivial. The latter is equivalent to (c) in view of (3) in
Lemma 4.1.12. The same argument also completely goes well for the condi-
tion (b), and this completes the proof.

Proposition 4.2.13. Let G be a crossed interval group, and let K be a proper
congruence family on G. Then, the diagram

s, t : Q̃L//K ⇒ Q̃L (4.2.8)

admits a structure of a double category inherited from (4.2.1).

Proof. It suffices to see that the vertical composition functor

γ : QL//K ×QL QL//K → QL//K

induces a functor
γ : Q̃L//K ×Q̃L Q̃L//K → Q̃L//K .

Note that, in view of the pullback squares in (4.2.7), we have a canonical iso-
morphism

QL//K ×QL QL//K ∼= QL ×Q̃L
(
Q̃L//K ×Q̃L Q̃L//K

)
of categories, where the right hand side is the limit of the diagram

QL

��
Q̃L//K

s // Q̃L Q̃L//K
too

.
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Thus, we have to show the composition

γ̃ : QL ×Q̃L
(
Q̃L//K ×Q̃L Q̃L//K

)
∼= QL//K ×QL QL//K

γ
−→ QL//K → Q̃L//K

depends, with respect to the first parameter, only on the images under the
functor QL → Q̃L . Since γ̃ is clearly the identity on objects, we concentrate
on morphisms. Note that, for a morphism (ϕ, [x]) of QL and for morphisms ζ
and θ of Q̃L//K with

t(ζ) = s(θ) = [ϕ, x] ∈ Q̃L , (4.2.9)

the image γ̃((ϕ, [x]), θ, ζ) is given as follows: by virtue of Lemma 4.2.12, (4.2.9)
implies there are elements u, v ∈ Kϕ so that

ζ = [ϕ, u, u−1x] , θ = [ϕ, v, x] .

Then we have
γ̃((ϕ, [x]), θ, ζ) = [ϕ, vu, u−1x] .

Now, suppose (ϕ, [x]) ∼AL (ϕ′, [x′]), and take u′, v′ ∈ Kϕ so that

ζ = [ϕ′, u′, u′−1x′] , θ = [ϕ′, v′, x′] .

We show the congruence

(ϕ, [vu], [u−1x]) ∼AL//K (ϕ′, [v′u′], [u′−1x′]) . (4.2.10)

Let ψ be a morphism precomposable with ϕ such that either ϕψu−1x or ϕ′ψu′−1x′

is active. Since u and u′ are right stabilizers of ϕ, this implies either ϕψx or
ϕ′ψx

′ is also active. Then, in view of Remark 4.2.7, the congruences

(ϕ, [u], [u−1x]) ∼AL//K (ϕ′, [u′], [u′−1x′]) , (ϕ, [v], [x]) ∼AL//K (ϕ′, [v′], [x′])

imply
ϕψu

−1x = ϕψu
′−1x′ , [ψ∗(u−1x)] = [ψ∗(u′−1x′)]

and

[(ψu
−1x)∗(vu)] = [(ψx)∗(v)(ψu

−1x)∗(u)]

= [(ψx)∗(v′)(ψu
′−1x′)∗(u′)]

= [(ψu
′−1x′)∗(v′u′)] .

Thus, (4.2.10) follows, and we obtain γ̃((ϕ, [x]), θ, ζ) = γ̃((ϕ′, [x′]), θ, ζ) as re-
quired.

4.3 Internal presheaves over the associated dou-
ble categories

We constructed double categories QL//K ⇒ QL and Q̃L//K ⇒ Q̃L for a sort of
pairs (K,L) of proper congruence families on crossed interval groups G. Recall
that, as they are internal categories in the category Cat of small categories, we
can consider the following notion on them.
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Definition (cf. [37], Definition 2.14). Let C
s,t
−−→−−→ B be a double category. Then

an internal presheaf over it consists of the data

• a category (X → B) ∈ Cat/B over B;

• a functor
AX : X ×B C→ X

in Cat/B, where the domain is the pullback of the cospan X → B
t
←− C

and seen as a category over B with the composition

X ×B C
proj.
−−−→ C

s
−→ B ;

such that the diagrams below are commutative:

X ×B C×B C
AX×IdC //

IdX×γC
��

X ×B C

AX
��

X ×B C
AX // X

,

X ×B B
IdX×ι // X ×B C

AX
��
X

.

A double category C⇒ B gives rise to a 2-monad

Cat/B → Cat/B ; X 7→ X ×B C .

Actually, internal presheaves over C ⇒ B are precisely (strict) 2-algebras on
it. In particular, they form a 2-category, which we denote by PSh(C ⇒ B).
The 2-morphisms in PSh(C ⇒ B) are, by definition, natural transformations
α : H → K : X → Y over B such that the following two horizontal compositions
coincide:

X ×B C
H×Id

,,

K×Id
22 Y ×B C

AY // Yα×id�� ,

X ×B C
AX // X

H
))

K

55 Yα�� .

One can easily prove the following result.

Lemma 4.3.1. Let C⇒ B be a double category such that the functors s, t : C⇒
B are the identity on objects. Then, the forgetful functor

PSh(C⇒ B)→ Cat/B

is locally fully faithful; i.e. for internal presheaves X and Y, the functor

PSh(C⇒ B)(X ,Y)→ Cat/B(X ,Y)

is fully faithful.

Suppose we are given a group operad G and a G-symmetric multicategoryM.
In view of categories of operators ofM with regard to G, the pair (DecG ,KecG)
plays the fundamental role. We will write

GG := QKecG//DecG , EG := QKecG , G̃G := Q̃KecG//DecG , ẼG := Q̃KecG .
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In this section, we see M gives rise to internal presheaves over the double
categories GG ⇒ EG and G̃G ⇒ ẼG given in (4.2.1) and Proposition 4.2.13. We
need some kinds of word calculus, and the following notations are convenient.
Notation. Let S be a set and ~a = a1 . . . an a word in S; i.e. ai ∈ S.

(1) If G is a crossed interval group, then for x ∈ Gn, we write

x∗~a := ax−1(1) . . . ax−1(n) .

Note that it coincides with the canonical left Gn-action on S×n induced
by the map Gn →W∇n → Sn.

(2) Suppose ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ is an arbitrary morphism, and say ϕ−1{j} =
{i1 < · · · < i

k
(ϕ)
j
} for each 1 ≤ j ≤ n. Then, we write

~aϕj = ai1 . . . ai
k
(ϕ)
j

.

Hence, the concatenated word ~aϕ1 . . .~aϕn is a subword of the original ~a.

Lemma 4.3.2. Let S be a set and ~a = a1 . . . am a word in S.

(1) Suppose we are given morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 and ψ : 〈〈n〉〉 → 〈〈p〉〉 in
∇, and say

ψ−1{s} := {js1 < · · · < jsr} .
Then, we have

~aψϕs = ~aϕjs1 . . .~a
ϕ
jsr
.

(2) Let G be a crossed interval group, and write the canonical map Gn →
W∇n

∼= (Sn n Z/2Z)× Z/2Z in the form

y 7→ (σy; εy1, . . . , εyn; θy) .

Then, for every morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and every y ∈ Gn,

(ϕ∗(y)∗~a)ϕ
y

j = β
εy
y−1(j)
∗ ~aϕy−1(j) .

where β is the order-reversing permutation.

(3) Let G be a crossed interval group. Suppose we have two morphisms ϕ,ϕ′ :
〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and two elements x, x′ ∈ Gm. If two morphisms
[ϕ, x], [ϕ′, x′] in EG coincide with each other, then, for each 1 ≤ j ≤ n,

(x∗~a)ϕj = (x′∗~a)ϕ
′

j .

Proof. The parts (1) is obvious. On the other hand, the part (2) follows from
the following characterization of the permutation on 〈〈m〉〉 associated with ϕ∗(y):

(i) the square below is commutative

〈〈m〉〉
ϕ //

ψ∗(y)
��

〈〈n〉〉

y

��
〈〈m〉〉

ϕy // 〈〈n〉〉

;
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(ii) for each j ∈ 〈〈n〉〉, the bijection

ϕ−1{j} → (ϕy)−1{y(j)}

restricting the permutation ϕ∗(y) either preserves or reverses the order
depending on εyj .

We show (3). Under the identification 〈〈k〉〉 ∼= ∇(〈〈1〉〉, 〈〈k〉〉), the data induces
maps

〈〈m〉〉
x
−→ 〈〈m〉〉

ϕ
−→ 〈〈n〉〉 ,

〈〈m〉〉
x′

−→ 〈〈m〉〉
ϕ′

−→ 〈〈n〉〉 .
(4.3.1)

It is observed that if [ϕ, x] = [ϕ′, x′], the two maps (4.3.1) have the same inverse
image of 〈n〉 = {1, . . . , n} ⊂ 〈〈n〉〉 where they agree with each other. Hence, the
required equation (x∗~a)ϕj = (x′∗~a)ϕ

′

j follows for each 1 ≤ j ≤ n.

We begin the main construction. For a multicategoryM, we define a cate-
goryM o EG as follows:

• objects are finite sequences ~a = a1 . . . an of objects ofM;

• for ~a = a1 . . . am and ~b = b1 . . . bn, the hom-set (M o EG)(~a,~b) consists of
tuples (ϕ; f1, . . . , fn; [x]) of

– ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇,
– [x] ∈ KecGϕ\G(m) represented by x ∈ G(m), and
– fj ∈ M((x∗~a)ϕj ; bj) for each 1 ≤ j ≤ n (see (3) in Lemma 4.3.2 and

Lemma 4.2.12);

• for morphisms (ϕ; ~f ; [x]) : a1 . . . al → b1 . . . bm and (ψ;~g; [y]) : b1 . . . bm →
c1 . . . cn, the composition is given by

(ψ;~g; [y])◦(ϕ; ~f ; [x]) :=
(
ψϕy; γ(g1; (y∗ ~f)ψ1 ), . . . , γ(gn; (y∗ ~f)ψn); [ϕ∗(y)x]

)
.

The composition is in fact associative; indeed, suppose we have another mor-
phism (χ;~h; [z]) : ~c→ d1 . . . dp, and consider the equation(

(χ;~h; [z]) ◦ (ψ;~g; [y])
)
◦ (ϕ; ~f ; [x]) = (χ;~h; [z]) ◦

(
(ψ;~g; [y]) ◦ (χ;~h; [z])

)
.

(4.3.2)
In terms of the first and the third components of the tuples, the equation clearly
holds. If we put χ−1{s} = {js1 < · · · < jsr}, then, in view of Lemma 4.3.2, each
term of the second component in the left hand side of (4.3.2) is given by

γ
(
γ(hs; (z∗~g)χs ); (ψ∗(z)∗y∗ ~f)χψ

z

s

)
= γ

(
γ(hs; gz−1(js1), . . . , gz−1(jsr)); (y∗ ~f)ψz−1(js1) . . . (y∗ ~f)ψz−1(jsr)

)
= γ

(
hs; γ(gz−1(js1); (y∗ ~f)ψz−1(js1)), . . . , γ(gz−1(jsr); (y∗ ~f)ψz−1(jsr))

)
Clearly, the last term is precisely the one appearing as a component in the
left hand side of (4.3.2), so that the composition is associative. Note that the
identity on the object a1 . . . an ∈M o EG is the tuple

(id〈〈n〉〉; ida1 , . . . , idan ; [en]) .
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Example 4.3.3. In the caseM = ∗ is the terminal operad, the resulting category
∗ o EG is nothing but the category EG itself.

We extend the constructionsM→Mo EG to 2-functors. If F :M→N be
a G-symmetric multifunctor, then we define a functor FG :MoEG → N oEG so
that

• for each objects a1 . . . am ∈M o EG , we put

FG(a1 . . . am) := F (a1) . . . F (am) ;

• for ~a = a1 . . . am,~b = b1 . . . bn ∈M o EG , define

FG : (M o EG)(~a,~b) → (N o EG)(FG(~a), FG(~b))
(ϕ; f1, . . . , fn; [x]) 7→ (ϕ;F (f1), . . . , F (fn); [x]) .

The functoriality is easily verified. In addition, if α : F → G : M → N is a
multinatural transformation of multinatural functors, then one can check that
the morphisms

αGa1...am = (id〈〈m〉〉;αa1 , . . . , αam ; em) : FG(a1 . . . am)→ GG(a1 . . . am)

for a1 . . . am ∈MoEG form a natural transformation αG : FG → GG . Combining
with Example 4.3.3, we obtain a 2-functor

(–) o EG : MultCat→ Cat/EG . (4.3.3)

We furthermore consider a quotient of the category M o EG . For two mor-
phisms

(ϕ; f1, . . . , fn; [x]), (ϕ′; f ′1, . . . , f ′n; [x′]) : a1 . . . am → b1 . . . bn ∈M o EG ,

we write (ϕ; f1, . . . , fn; [x]) ∼AG (ϕ′; f ′1, . . . , f ′n; [x′]) precisely when we have
[ϕ, x] = [ϕ′, x′] in ẼG(〈〈m〉〉, 〈〈n〉〉) and fj = f ′j for each 1 ≤ j ≤ n. Note
that, thanks to (3) in Lemma 4.3.2, the first equation implies

M((x∗~a)ϕj ; bj) =M((x′∗~a)ϕ
′

j ; bj)

so that the latter comparison makes sense. It is straightforward that the relation
∼AG is a congruence on the categoryMoEG . We denote byMo ẼG the resulting
quotient category. For each morphism (ϕ; f1, . . . , fn; [x]) of M o EG , we write
[ϕ; f1, . . . , fn;x] its image in M o ẼG . It is easily verified that the assignment
M 7→M o ẼG also extends to a 2-functor so that the functorMo EG →Mo ẼG
forms a 2-natural transformation. More explicitly, a multifunctor F :M→ N
induces a functor F̃G :M o ẼG → N o ẼG such that

• for each object ~a = a1 . . . am ∈M o ẼG , F̃G(~a) = F (a1) . . . F (am);

• as for morphisms, we have

F̃G([ϕ; f1, . . . , fn;x]) = [ϕ;F (f1), . . . , F (fn);x] .
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On the other hand, if α : F → G : M → N is a multinatural transformation,
we have a natural transformation α̃G : F̃G → G̃G with

α̃Ga1...am = [id〈〈m〉〉;αa1 , . . . , αam ; em]

for each a1 . . . am ∈Mo ẼG . Observing the canonical identification ∗ o ẼG ∼= ẼG ,
we obtain a 2-functor

(–) o ẼG : MultCat→ Cat/ẼG . (4.3.4)

Lemma 4.3.4. LetM be a multicategory. Then, for every group operad G, the
square below is a pullback:

M o EG //

��

·y
M o ẼG

��
EG // ẼG

.

Proof. The result is straightforward from the definition of the category ẼG .

We now take G-symmetries into account and see that they give rise to internal
presheaf structures on M o EG (resp. of M o ẼG) over the double category
GG ⇒ EG (resp. on G̃G ⇒ ẼG). To simplify the notation, we define categories
M oGG andM o G̃G by the pullback squares

M oGG //

��
·y

M o EG

��
GG

t // EG

,

M o G̃G //

��
·y

M o ẼG

��
G̃G

t // ẼG

.

Hence, the required internal presheaf structures are functors

γ :M oGG →M o EG , γ :M o G̃G →M o ẼG , (4.3.5)

over EG and ẼG respectively which satisfy appropriate conditions. Since the
latter may be induced from the first, we mainly discuss M o EG . Note that
the category M o GG is described explicitly as follows: for each objects ~a =
a1 . . . am,~b = b1 . . . bn ∈ M o GG , the hom-set (M o GG)(~a,~b) consists of tuples
(ϕ; f1, . . . , fn; [u], [x]) such that

• [u] ∈ InrGϕ \DecGϕ and [x] ∈ KecGϕ\Gm;

• (ϕ; f1, . . . , fn; [ux]) : ~a→ ~b makes sense as a morphism inM o EG ;

The composition is given by

(ψ; g1, . . . , gl; [v], [y]) ◦ (ϕ; f1, . . . , fn; [u], [x])

= (ψϕy; γ(g1; ((vy)∗ ~f)ψ1 ), . . . , γ(gl; (vy)∗ ~f)ψl ; [ϕ∗(vy)uϕ∗(y)−1], [ϕ∗(y)x]) ,
(4.3.6)
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and the structure functorM oGG → EG is an identity-on-object functor with

(M oGG)(a1 . . . am, b1 . . . bn) → EG(〈〈m〉〉, 〈〈n〉〉)
(ϕ; f1, . . . , fn; [u], [x]) 7→ (ϕ, [x])

.

For the construction of a internal presheaf structure, the key is a comparison of
the categoryM oGG with (Mo G) o EG (see the construction in Section 1.3).
Notation. For a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, and for each 1 ≤ j ≤ n,
suppose

ϕ−1{j} =
{
i1 < · · · < i

k
(ϕ)
j

}
.

In this case, we set

δ
(ϕ)
j : 〈〈k(ϕ)

j 〉〉 → 〈〈m〉〉 ; s 7→


−∞ s = −∞ ,

is 1 ≤ s ≤ k(ϕ)
j ,

∞ s =∞ .

(4.3.7)

Hence, the composition ϕδ(ϕ)
j factors through the map 〈〈1〉〉 → 〈〈n〉〉 correspond-

ing to the element j ∈ 〈〈n〉〉.
Remark 4.3.5. The morphism δ

(ϕ)
j defined above is characterized by the follow-

ing two properties:

(i) the composition ϕδ(ϕ)
j factors through the map 〈〈1〉〉 → 〈〈n〉〉 corresponding

to the element j ∈ 〈〈n〉〉;

(ii) if ψ is a morphism with the previous property, then there is a unique
morphism ψ′ such that ψ = δ

(ϕ)
j ψ′.

Lemma 4.3.6. Let G be a crossed interval group. Then, for every morphism
ϕ : 〈〈m〉〉 → 〈〈n〉〉, the map

~δ(ϕ)∗ : RStGϕ → G
k

(ϕ)
1
× · · · ×G

k
(ϕ)
n

; x 7→
(
δ

(ϕ)∗
1 (x), . . . , δ(ϕ)∗

n (x)
)

is a group homomorphism. Moreover, its kernel contains the subgroup InrGϕ ⊂
RStGϕ .

Proof. To see each map δ
(ϕ)∗
j : RStGϕ → G

k
(ϕ)
j

is a group homomorphism, it

suffices to show δ(ϕ) is invariant under the left action of RStGϕ . This follows from
the characterization in Remark 4.3.5. The last assertion is straightforward.

In the case G = G is a group operad, if ϕ = µρ is the unique factorization
with µ active and ρ inert, then there are canonical identifications

G(k(ϕ)
1 )× · · · × G(k(ϕ)

n ) ∼= DecGµ = DecGµ .

Put δ the unique section of ρ, then one can see the both squares in the diagram
below are commutative:

DecGϕ
δ∗ //

��

DecGµ
∼=
��

ρ∗
oo

RStGϕ
~δ(ϕ)∗

// G(k(ϕ)
1 )× · · · × G(k(ϕ)

n )

(4.3.8)
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In other words, the composition of the left and the bottom arrows in (4.3.8)
induces the inverse of the map (4.1.9) in the case K = DecG .

Theorem 4.3.7. Let G be a group operad, and letM be a multicategory. Then,
the family of maps

Φ: (M oGG)(~a,~b) → ((Mo G) o EG)(~a,~b)

(ϕ; f1, . . . , fn; [u], [x]) 7→
(
ϕ; (f1, δ

(ϕ)∗
1 (u)), . . . , (fn, δ(ϕ)∗

n (u)); [x]
)

for ~a = a1 . . . am,~b = b1 . . . bn ∈M oGG form an identity-on-objects functor

Φ :M oGG → (Mo G) o EG .

Moreover, Φ is an isomorphism of categories which is 2-natural with respect to
M∈MultCat.

Proof. First notice that, by virtue of Lemma 4.3.6, for each class [u] ∈ InrGϕ \DecGϕ,
the element δ(ϕ)∗

j (u) does not depend on the choice of the representative u ∈
DecGϕ for every 1 ≤ j ≤ n. In particular, in view of Lemma 4.1.12, we may take
u of the form

u = γ(em+2; e(ϕ)
−∞, u1, . . . , um, e

(ϕ)
∞ ) ∈ DecGϕ ⊂ G(m) (4.3.9)

with ui ∈ G(k(ϕ)
i ), where e(ϕ)

±∞ := e
k

(ϕ)
±∞

. In this case, we have δ(ϕ)∗
i (u) = ui so

that, for each morphism inM oGG of the form (ϕ; f1, . . . , fm; [u], [x]), we have

Φ(ϕ; f1, . . . , fm; [u], [x]) = (ϕ; (f1, u1), . . . , (fm, um); [x]) .

Now, for every morphism (ψ; g1, . . . , gn; [v], [y]) inMoGG postcomposable with
(ϕ; ~f ; [u], [x]) above, the explicit formula of the composition operation inMoG
and the formulas in Lemma 4.3.2 give the equation

Φ(ψ;~g; [v], [y]) ◦ Φ(ϕ; ~f ; [u], [x])

=
(
ψϕy;

(
γM(g1; δ(ψ)∗

1 (v)∗(y∗ ~f)ψ1 ), γG(δ(ψ)∗
1 (v); (y∗~u)ψ1 )

)
,

. . . ,
(
γM(gn; δ(ψ)∗

n (v)∗(y∗ ~f)ψn), γG(δ(ψ)∗
n (v); (y∗~u)ψn)

)
; [ϕ∗(y)x]

)
=
(
ψϕy;

(
γM(g1; ((vy)∗ ~f)ψ1 ), γG(δ(ψ)∗

1 (v); (y∗~u)ψ1 )
)
,

. . . ,
(
γM(gn; ((vy)∗ ~f)ψn), γG(δ(ψ)∗

n (v); (y∗~u)ψn)
)

; [ϕ∗(y)x]
)
.

(4.3.10)

The comparison of (4.3.10) with the formula (4.3.6) tells us that, in order to
have the functoriality of Φ, we only have to verify the equation

δ
(ψϕy)∗
j (ϕ∗(vy)uϕ∗(y)−1) = γ(δ(ψ)∗

j (v); (y∗~u)ψj ) (4.3.11)

for each 1 ≤ j ≤ n. By virtue of Lemma 4.3.6, the left hand side of (4.3.11)
equals

(ϕyδ(ψϕy)
j )∗(v) · δ(ψϕy)∗

j

(
ϕ∗(y)uϕ∗(y)−1) . (4.3.12)
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Notice that there is a unique active morphism ϕ′j : 〈〈k(ψϕy)
j 〉〉 → 〈〈k(ψ)

j 〉〉 which
makes the square below commute:

〈〈k(ψϕy)
j 〉〉

ϕ′j //

δ
(ψϕy)
j

��

〈〈k(ψ)
j 〉〉

δ
(ψ)
j

��

// 〈〈1〉〉

{j}
��

〈〈l〉〉
ϕy // 〈〈m〉〉

ψ // 〈〈n〉〉

. (4.3.13)

It turns out that each square in (4.3.13) forms a pullback square of (ordinary)
maps, so one has

k
(ϕ′j)
s = k

(ϕy)
δ
(ψ)
j (s)

= k
(ϕ)
y−1(δ(ψ)

j (s))

for each 1 ≤ s ≤ k(ψ)
j . Thus, we obtain

(ϕyδ(ψϕy)
j )∗(v) = (δ(ψ)

j ϕ′j)∗(v)

= γG
(
δ

(ψ)∗
j (v); e(ϕ)

y−1(δ(ψ)
j (1))

, . . . , e
(ϕ)
y−1(δ(ψ)

j (k(ψ)
j ))

)
= γG

(
δ

(ψ)∗
j (v); (y∗~e(ϕ))ψj

) (4.3.14)

where e(ϕ)
i = e

k
(ϕ)
i

. On the other hand, in view of the presentation (4.3.9), we
have

δ
(ψϕy)∗
j

(
ϕ∗(y)uϕ∗(y)−1) = δ

(ψϕy)∗
j

(
γG(em+2; e(ϕ)

−∞, uy−1(1), . . . , uy−1(m), e
(ϕ)
∞ )

)
= γG

(
e

(ψ)
j ;u

y−1(δ(ψ)
j (1)), . . . , uy−1(δ(ψ)

j (k(ψ)
j ))

)
= γG

(
e

(ψ)
j ; (y∗~u)ψj

)
(4.3.15)

Substituting (4.3.14) and (4.3.15) into (4.3.12), we obtain (4.3.11), which implies
Φ is actually a functor.

The 2-naturality of Φ immediately follows from definition. We verify Φ is
an isomorphism of categories. Since it is the identity on objects, it suffices to
show Φ is bijective on each hom-sets. This is actually a consequence of (3) in
Lemma 4.1.12.

Corollary 4.3.8. For every group operad G, the 2-functor (–) oEG admits a lift
depicted as the dashed arrow in the diagram below:

MultCatG //

forget
��

PSh(GG ⇒ EG)

forget
��

MultCat
(–)oEG // Cat/EG

.

Proof. In view of Theorem 4.3.7, each G-symmetric multicategoryM admits a
canonical functor

(M o EG)×EG GG =M oGG
Φ
−→∼= (Mo G) o EG →M o EG . (4.3.16)
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Lemma 4.3.6 and the direct computation shows that it is in fact a structure of
an internal presheaf over the double category GG ⇒ EG . Moreover, since the
isomorphism Φ is 2-natural, the structure functor (4.3.16) is also 2-natural with
respect to G-symmetric multicategoriesM. Therefore, we obtain the result.

We finally obtain an analogues on quotients.
Theorem 4.3.9. Let G be a group operad, and letM be a multicategory. Then,
there is an isomorphism Φ̃ : M o G̃G ∼= (M o G) o ẼG which is the identity on
objects and, on each hom-set, described as

Φ̃([ϕ; f1, . . . , fn;u, x]) =
[
ϕ; (f1, δ

(ϕ)∗
1 (u)), . . . , (fn, δ(ϕ)∗

n (u));x
]
. (4.3.17)

Moreover, Φ̃ is a 2-natural transformation with respect toM∈MultCat such
that the diagram below is commutative:

M oGG
Φ
∼=
//

��

(Mo G) o EG

��
M o G̃G

Φ̃
∼=
// (Mo G) o ẼG

Proof. We have the following commutative diagram of functors:

M o G̃G //

��

M o ẼG

��
M oGG //

��

99

M o EG

��

::

G̃G
t // ẼG

GG
t //

99

EG

::

(4.3.18)

Note that, Lemmas 4.3.4 and 4.2.12 assert that the bottom and the right faces,
as well as the front and the back, are pullbacks. Hence, the “associativity
property” of pullbacks (e.g. see Proposition 2.5.9 in [8]) implies the other faces
are also pullbacks. In particular, we obtain isomorphisms of categories:

(MoG̃G)×ẼG EG
∼=MoGDecG

Φ
−→∼= (MoG)oEG ∼= ((MoG)oẼG)×ẼG EG (4.3.19)

The explicit computation shows that the isomorphism (4.3.19) is induced by the
identity on EG and an identity-on-object functor Φ̃ : M o G̃G → (M o G) o ẼG
described as (4.3.17). Moreover, since the functor EG → ẼG is full and the
identity on objects, the pullback along it preserves and reflects fully-faithfulness.
Thus, we conclude Φ̃ is an isomorphism of categories. The 2-naturality and the
compatibility with Φ are obvious.

Corollary 4.3.10. For every group operad G, the 2-functor (–) o ẼG admits a
lift depicted as the dashed arrow in the diagram below:

MultCatG //

forget
��

PSh(G̃G ⇒ ẼG)

forget
��

MultCat
(–)oẼG // Cat/ẼG

.
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4.4 CoCartesian lifting properties
We investigate the image of the functor MultCatG → PSh(G̃G ⇒ ẼG) given
in Corollary 4.3.10.

Definition. For a crossed interval group G, a morphism in ẼG is called active
(resp. inert) if it is of the form [µ, x] for µ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ active (resp.
inert) and arbitrary x ∈ Gm.

In particular, the functor ∇ → ẼG preserves active morphisms and inert
morphisms respectively. Throughout the section, the following inert morphisms
in ∇ play important roles: for each 1 ≤ i ≤ n, we define a morphism ρi : 〈〈n〉〉 →
〈〈1〉〉 by

ρi(j) =


−∞ j < i ,

1 j = i ,

∞ j > i .

By abuse of notation, we use the same notation ρi to denote its image in ẼG.

Proposition 4.4.1. Let G be a group operad, and let M be a multicategory.
Then, the canonical functor pM :MoẼG → ẼG satisfies the following properties.

(1) Every inert morphism [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ ẼG admits pM-coCartesian
lifts along any object in the fiber (M o ẼG)〈〈m〉〉 := p−1

M{〈〈m〉〉}. More pre-
cisely, if δ : 〈〈n〉〉 → 〈〈m〉〉 is the section of ρ, then for each ~a = a1 . . . am ∈
(M o ẼG)〈〈n〉〉, the morphism

[̂ρ, x]~a := [ρ; idax−1(δ(1))
, . . . , idax−1(δ(n))

;x]
: a1 . . . am → ax−1(δ(1)) . . . ax−1(δ(n))

(4.4.1)

is pM-coCartesian.

(2) For an object ~a = a1 . . . an ∈ (M o ẼG)〈〈n〉〉, choose a pM-coCartesian lift
ρ̂j : ~a → a′j of ρj along ~a for each 1 ≤ i ≤ n. Then, for every object
~b ∈M o ẼG, the square below is a pullback:

(M o ẼG)(~b,~a)
((ρ̂1)∗,...,(ρ̂n)∗) //

pM

��
·y

∏n
i=1(M o ẼG)(~b, a′i)

pM

��
ẼG(pM(~b), 〈〈n〉〉)

((ρ1)∗,...,(ρn)∗) // ẼG(pM(~b), 〈〈1〉〉)×n

. (4.4.2)

(3) For each 1 ≤ i ≤ n, take a functor (ρi)! : (M o ẼG)〈〈n〉〉 → (M o ẼG)〈〈1〉〉
together with a natural transformation ρ̂i : ~a → (ρi)!~a which is (compo-
nentwisely) pM-coCartesian. Then the functor

((ρ1)!, . . . , (ρn)!) : (M o ẼG)〈〈n〉〉 → (M o ẼG)×n〈〈1〉〉

is an equivalence of categories:
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Remark 4.4.2. The condition (2) actually does not depend on the choice of
coCartesian lifts ρ̂i of ρi. Indeed, if one choose another coCartesian lift ρ̂′i :
~a → a′′i , then the uniqueness of the coCartesian lifts implies there is a unique
isomorphism a′i

∼= a′′i so that ρ̂′i factors through ρ̂i followed by the isomorphism.
Moreover, it also gives rise to an isomorphism of squares (4.4.2). Thus, if (2)
satisfied for one family of coCartesian lifts, then it is also for the other.

A similar argument shows that the condition (3) does not depend on the
choice of the functors (ρi)!.

Proof of Proposition 4.4.1. In order to verify (1), it clearly suffices to consider
only the case x ∈ Gm is the unit. For an inert morphism ρ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇,
set δ to be the unique section, and suppose we have a morphism in M o ẼG of
the form

[ϕρ; f1, . . . , fl; ρ∗(y)] : a1 . . . am → ~b .

We show it uniquely factors through the morphism

ρ̂~a = [ρ; idaδ(1) , . . . , idaδ(n) ; em] : ~a→ aδ(1) . . . aδ(n)

Thanks to the unique factorization in ∇, we have

[ϕρ; f1, . . . , fl; ρ∗(y)] = [ϕ; f1, . . . , fl; y] ◦ ρ̂~a , (4.4.3)

so there in fact exists a factorization. Moreover, since the morphism [ϕ; f1, . . . , fl; y]
is uniquely determined by the underlying morphism [ϕ, y] in ẼG and the tuple
(f1, . . . , fl), which is determined by the left hand side. This implies the factor-
ization (4.4.3) is unique, so ρ̂~a is pM-coCartesian.

We next see (2). For an object ~a = a1 . . . an ∈ (M o ẼG)〈〈n〉〉, in view of
Remark 4.4.2, we may assume the lift ρ̂i = (ρ̂i)~a is the one given in the part
(1). Suppose ~b = b1 . . . bm ∈ M o ẼG , and [ϕ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ ẼG . Then, if
one has a morphism of the form

[ϕ; f1, . . . , fn;x] : ~b→ ~a , (4.4.4)

then fi ∈M((x∗~b)ϕi ; ai). On the other hand, we have (x∗~b)ρiϕ1 = (x∗~b)ϕi so that
(4.4.4) makes sense if and only if we have morphisms

[ρiϕ; fi;x] : ~b→ ai (4.4.5)

for 1 ≤ i ≤ n. When we fix a morphism [ϕ, x] in ẼG , the two data (4.4.4) and
(4.4.5) clearly correspond in one-to-one to each other. It follows that the square
(4.4.2) is a pullback.

We finally show (3). Note that, in view of Example 4.2.11, every morphism
in (M o ẼG)〈〈n〉〉 is of the form

[id〈〈n〉〉; f1, . . . , fn; en] : a1 . . . an → b1 . . . bn

with fi ∈ M(ai; bi) = M(ai, bi), here M is the underlying category of M. In
other words, we have a canonical isomorphism

(M o ẼG)〈〈n〉〉 ∼=M×n ∼= (M o ẼG)×n〈〈1〉〉 . (4.4.6)
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Hence, it suffices to show the functor (ρi)! : (MoẼG)〈〈n〉〉 → (MoẼG)〈〈1〉〉 coincides
with the projection under the isomorphism (4.4.6). If (ρi)! is the one induced by
the pM-coCartesian lifts in the part (1), this follows from the correspondence of
(4.4.4) to (4.4.5) and the unique factorization (4.4.3). In view of Remark 4.4.2,
this completes the proof.

We define a 2-subcategory Oper′G ⊂ Cat/ẼG as follows:

• objects of Oper′G are those categories C over ẼG that satisfy three prop-
erties in Proposition 4.4.1;

• for C,D ∈ Oper′G , the hom-category Oper′G(C,D) is the full subcategory
of Cat/ẼG spanned by functors C → D over ẼG which preserve coCartesian
lifts of inert morphisms in ẼG .

Furthermore, we put

Operalg
G := PSh(G̃G ⇒ ẼG)×

Cat/̃EG
Oper′G ,

whose objects are called categories of algebraic G-operators, and whose mor-
phisms maps of algebraic G-operators. Thanks to Corollary 4.3.10 and Propo-
sition 4.4.1, the 2-functor (–) o ẼG induces a 2-functor MultCatG → Operalg

G ,
which we also denote by (–) o ẼG by abuse of notation. Thanks to Lemma 4.3.1,
the forgetful functor

Operalg
G → Oper′G

is locally fully faithful.
Example 4.4.3. As we have ∗ o ẼG ∼= ẼG , the identity functor ẼG → ẼG exhibits
ẼG as a category of algebraic G-operators.
Example 4.4.4. Recall that every group operad G is itself a G-symmetric mul-
ticategory with the multiplication map G o G → G (see Proposition 3.1.8). On
the other hand, in view of Theorem 4.3.9, we have isomorphisms

G̃G ∼= ∗ o G̃G ∼= (∗o G) o ẼG ∼= G o ẼG .

It follows that the functor s : G̃G → ẼG exhibits G̃G as a category of algebraic
G-operators.

It turns out that there are free G-symmetrizations of objects in Oper′G .
Indeed, we have the following property on the free construction.

Lemma 4.4.5. For every C ∈ Oper′G, the functor

C ∼= C ×ẼG ẼG
Id×ι
−−−→ C ×ẼG G̃G (4.4.7)

preserves coCartesian lifts of inert morphisms.

Proof. Note that the category C ×ẼG G̃G is described as follows:

• objects are the same as C;

• for X,Y ∈ C, the hom-set (C ×ẼG G̃G)(X,Y ) consists of tuples [ϕ; f ;u, x]
so that [ϕ, u, x] : q(X) → q(Y ) ∈ G̃G makes sense and f : X → Y ∈ C
with q(f) = [ϕ, ux];
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• the composition is given by

[ψ; g; v, y] ◦ [ϕ; f ;u, x] = [ψϕy; gf ;ϕ∗(vy)uϕ∗(y)−1, ϕ∗(y)x] ;

• the structure functor C ×ẼG G̃G → ẼG is given by

[ϕ; f ;u, x] 7→ [ϕ, x] .

Suppose [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ ẼG is an inert morphism, and take a coCartesian
lift

[̂ρ, x]X : X → X ′ ∈ C

along X ∈ C. The functor (4.4.7) sends it to

[ρ; [̂ρ, x]X ; e, x] : X → X ′ ∈ C ×ẼG G̃G . (4.4.8)

To see (4.4.8) is coCartesian, consider a morphism in C ×ẼG G̃G of the form
[ϕρ; f ;u, x] : X → Y . In view of (3) in Lemma 4.1.12, there is a unique element
u ∈ DecGϕ such that [u] = [ρ∗(u)] ∈ InrGϕρ\DecGϕρ, which implies

[ϕρ, ux] = [ϕ, u] ◦ [ρ, x] .

On the other hand, since [̂ρ, x] is coCartesian, there is a unique factorization
f = f ′ ◦ [̂ρ, x]X with f ′ : X ′ → Y covering [ϕ, u]. One obtains

[ϕρ; f ;u, x] = [ϕ; f ′;u, e] ◦ [ρ; [̂ρ, x]X ; e, x] . (4.4.9)

Since the morphisms f ′ and u are uniquely determined by the other data, the
factorization (4.4.9) is unique. It follows that the morphism (4.4.8) is coCarte-
sian.

Proposition 4.4.6. The free 2-functor

Cat/ẼG → PSh(G̃G ⇒ ẼG) ; C 7→ C ×ẼG G̃G

associated to the 2-monad of internal presheaves over the double category G̃⇒
ẼG restricts to a 2-functor

Oper′G → Operalg
G .

Proof. It clearly suffices to show the composition

Oper′G ↪→ Cat/ẼG
(–)×ẼG

G̃G
−−−−−−→ PSh(G̃G ⇒ ẼG)

forget
−−−−→ Cat/ẼG

factors through the subcategory Oper′G at the end. We have to verify it regard-
ing objects and 1-morphisms.

Let C ∈ Oper′G with q : C → ẼG . We verify the three conditions in Propo-
sition 4.4.1 for C ×ẼG G̃G . Since the unit C → C ×ẼG G̃G is the identity on
objects, Lemma 4.4.5 implies C ×ẼG G̃G admits all the coCartesian lifts of inert
morphisms. On the other hand, according to the description of C ×ẼG G̃G in the
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proof of Lemma 4.4.5, one easily verify the property (2) in Proposition 4.4.1.
To see the property (3), observe that the category (G̃G)〈〈n〉〉 consists of automor-
phisms on 〈〈n〉〉 in G̃G of the form

[id〈〈n〉〉, u, en]

for u ∈ DecGid〈〈n〉〉 . It turns out that such morphisms vanished by the functor
t : G̃G → ẼG , so we obtain isomorphisms

(C ×ẼG G̃G)〈〈n〉〉 ∼= C ×ẼG (G̃G)〈〈n〉〉 ∼= C〈〈n〉〉 × (G̃G)〈〈n〉〉

Under the identification, it is easily verified that, for each inert morphism ρi :
〈〈n〉〉 → 〈〈1〉〉, the induced functor

(ρi)! : (C ×ẼG G̃G)〈〈n〉〉 → (C ×ẼG G̃G)〈〈1〉〉

coincides with the one induced by

(ρi)! : C〈〈n〉〉 → C〈〈1〉〉 , (ρi)! : (G̃G)〈〈n〉〉 → (G̃G)〈〈1〉〉 .

Thus, the functor

((ρ1)!, . . . , (ρn)!) : (C ×ẼG G̃G)〈〈n〉〉 → (C ×ẼG G̃G)×n〈〈1〉〉

is an equivalence.
As for 1-morphisms, suppose F : C → D is a functor over ẼG for C,D ∈

Oper′G . We have the following commutative square:

C F //

η

��

D

η

��
C ×ẼG G̃G

F×Id // D ×ẼG G̃G

. (4.4.10)

In view of Lemma 4.4.5, all the coCartesian lifts of inert morphisms in C×ẼG G̃G
and D ×ẼG G̃G are isomorphic to the images of ones in C and in D respectively
by the vertical functors. It follows that the bottom arrow in (4.4.10) preserves
coCartesian lifts of inert morphisms as soon as so does the top. The required
result now follows immediately.

Corollary 4.4.7. Let G be a group operad, and let C be a category of algebraic
G-operators. Then, the functor

AC : C ×ẼG G̃G → C

in the internal presheaf structure on C is a map of algebraic G-operators.

Proof. By virtue of Lemma 4.4.5 and Proposition 4.4.6, AC is a 1-morphism in
the 2-category Oper′G . In addition, it is straightforward from the definition of
internal presheaves that AC is a map of internal presheaves. Combining them,
one obtains the result.
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4.5 The equivalence of notions
We continue the discussion on the 2-functor (–) o ẼG : MultCatG → Operalg

G
given in Section 4.3 (precisely Corollary 4.3.10). The goal of this section is to
prove the following result.

Theorem 4.5.1. Let G be a group operad. Then, the 2-functor

(–) o ẼG : MultCatG → Operalg
G

is a biequivalence of 2-categories. In other words, the following hold.

(1) It is essentially fully faithful; i.e. for every pair (M,N ) of G-symmetric
multicategories, the functor

MultCatG(M,N ) → Operalg
G (M o ẼG ,N o ẼG)

F, α 7→ F̃G , α̃G
(4.5.1)

is an equivalence of categories.

(2) It is essentially surjective; i.e. for every category of algebraic G-operators
C, there is a G-symmetric multicategory M together with an equivalence
M o ẼG ' C in Operalg

G .

Remark 4.5.2. It is known that a pseudofunctor K → L between 2-categories
admits a pseudoinverse, i.e. a pseudofunctor L → K which is the inverse up
to natural isomorphisms, provided it is essentially fully faithful and essentially
surjective in the sense in Theorem 4.5.1. The reader can find a sketch in Section
3.2 in [49].

In order to prove Theorem 4.5.1, we need to observe that coCartesian lifts
of inert morphisms in M o ẼG are preserved coherently by arbitrary maps of
algebraic G-operators. To simplify the notation, we use the following conven-
tion: let [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ ẼG be an inert morphism. Although we may
denote by [̂ρ, x]X an arbitrary coCartesian lift ρ along an object X in a general
category of algebraic G-operators C, we always assume [̂ρ, x]~a is the one in (1)
in Proposition 4.4.1 in the special case C =M o ẼG . In particular, we write

ρ̂~a := [̂ρ, em]~a , x̂~a := [̂id, x]~a .

Hence, if δ is the section of ρ, the induced functor

ρ! : (M o ẼG)〈〈m〉〉 → (M o ẼG)〈〈n〉〉

coincides with the canonical projection so that ρ!(a1 . . . am) = aδ(1) . . . aδ(n).

Lemma 4.5.3. Let G be a group operad, and let M and N be G-symmetric
multicategories. Suppose H :MoẼG → N oẼG is a map of algebraic G-operators.
Then, for each ~a = a1 . . . am and each 1 ≤ i ≤ m, there is a unique isomorphism

λ~a,i : H(ai)
∼=−→ (ρi)!H(~a) ∈ (M o ẼG)〈〈1〉〉 =M

such that (ρ̂i)H(~a) = λ~a,i ◦H((ρ̂i)~a). Moreover, the family{
λ~a = [id〈〈m〉〉;λ~a,1, . . . , λ~a,m; em]

∣∣∣ ~a = a1 . . . am ∈M o ẼG
}
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enjoys the property that, for every inert morphism [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ ẼG,
say δ is the section of ρ, and for each ~a = a1 . . . am ∈M o ẼG, the square below
commutes inM o ẼG:

H(a1) . . . H(am) λ~a //

[̂ρ,x]H(a1)...H(am)
��

H(a1 . . . am)

H([̂ρ,x]~a)
��

H(ax−1δ(1)) . . . H(ax−1δ(n))
λρ!x∗~a // H(ax−1δ(1) . . . ax−1δ(n))

(4.5.2)

Proof. Since the functor H : M o ẼG → N o ẼG preserves coCartesian lifts of
inert morphisms, the morphism H((ρ̂i)~a) : H(~a)→ H(ai) is coCartesian. Thus,
the first statement is obvious. As for the second, it turns out that we only have
to verify the commutativity of (4.5.2) for inert morphisms of the forms [ρ, em]
and [id, x]. In the first case, for each 1 ≤ j ≤ n, we have

(ρ̂j)H(ρ!~a) ◦H(ρ̂~a) ◦ λ~a = λρ!~a,j
◦H((ρ̂j)ρ!~a

◦ ρ̂~a) ◦ λ~a
= λρ!~a,j

◦H((ρ̂δ(j))~a) ◦ λ~a
= λρ!~a,j

◦ λ−1
~a,δ(j) ◦ (ρ̂δ(j))H(~a) ◦ λ~a

= λρ!~a,j
◦ (ρ̂δ(j))H(a1)...H(am)

= (ρ̂j)H(ρ!~a) ◦ λρ!~a
◦ ρ̂H(a1)...H(am) .

In view of (2) in Proposition 4.4.1, this implies H(ρ̂~a)λ~a = λρ!~aρ̂H(a1)...H(am),
and (4.5.2) is commutative.

It remains to show the commutativity of (4.5.2) in the case ρ is the identity.
Similarly to the case above, we have

(ρ̂j)H(x∗~a) ◦H(x̂~a) ◦ λ~a = λx∗~a,j ◦H((ρ̂j)x∗~a ◦ x̂~a) ◦ λ~a
= λx∗~a,j ◦H([̂ρj , x]~a) ◦ λ~a .

(4.5.3)

In view of , setting δj to be the section of ρj for each 1 ≤ j ≤ m, we have

[ρj , x] = [ρx−1(j), ρ
∗
x−1(j)δ

∗
x−1(j)(x)]

= [id〈〈n〉〉, δ∗x−1(j)(x)] ◦ ρx−1(j)

= ρx−1(j)

as morphisms in ẼG since KecGid〈〈1〉〉 = KecGid〈〈1〉〉 = G(1). Substituting it to (4.5.3),
we get

(ρ̂j)H(x∗~a) ◦H(x̂~a) ◦ λ~a = λx∗~a,j ◦H((ρ̂x−1(j))~a) ◦ λ~a
= λx∗~a,j ◦ λ

−1
~a,x−1(j) ◦ (ρ̂x−1(j))H(~a) ◦ λ~a

= λx∗~a,j ◦ (ρ̂x−1(j))H(a1)...H(am)

= λx∗~a,j ◦ [̂ρj , x]H(a1)...H(am)

= (ρ̂j)H(x∗~a) ◦ λx∗~a ◦ x̂H(a1)...H(am) .

Hence, (2) in Proposition 4.4.1 again implies the commutativity of (4.5.2).
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On the other hand, on the construction of a G-symmetric multicategories
from a category of algebraic G-operators, we need to observe how coCartesian
lifts of inert morphisms determine composition operations. Notice that, if we
denote by µn : 〈〈n〉〉 → 〈〈1〉〉 the active morphism with µn(±∞) = ±∞ and
µn(i) = 1 for 1 ≤ i ≤ n, then, for a multicategory M, the multihom-set
M(a1 . . . an; a) is recovered from the categoryM o ẼG as

M(a1 . . . an; a) ∼= (M o ẼG)(a1 . . . an, a)µn ,

here the right hand side is the set of morphisms a1 . . . an → a inMo ẼG covering
µn.
Notation. Given active morphisms ν1 : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇ for 1 ≤ i ≤ n, we
define an active morphism ν1 � · · · � νn : 〈〈k1 + · · ·+ kn〉〉 → 〈〈l1 + · · ·+ ln〉〉 ∈ ∇
to be the map

〈〈k1 + · · ·+ kn〉〉 ∼= {−∞} ? 〈k1〉 ? · · · ? 〈kn〉 ? {∞}
idqν1q···qνnqid
−−−−−−−−−−−→ {−∞} ? 〈l1〉 ? · · · ? 〈ln〉 ? {∞} ∼= 〈〈l1 + · · ·+ ln〉〉 ,

here ? is the join of ordered sets and all maps are order-preserving. In particular,
we write

µ~k := µk1 � · · · � µkn .

On the other hand, we set ρ(~k)
i : 〈〈k1 + · · · + kn〉〉 → 〈〈ki〉〉 ∈ ∇ to be the inert

morphism with

ρ
(~k)
i (j) =


−∞ j ≤

∑
s<i ks ,

j −
∑
s<i ks

∑
s<i ks < j ≤

∑
s≤i ks ,

∞ j >
∑
s≤i ks .

(4.5.4)

We will identify the morphisms above with their images in ẼG .
Using the notation above, one can immediately see

(ν′1ν1 � · · · � ν′nνn) = (ν′1 � · · · � ν′n) ◦ (ν1 � · · · � νn) , (4.5.5)

ρ
(~l)
i ◦ (ν1 � · · · � νn) = νi ◦ ρ(~k)

i , (4.5.6)

for active morphisms νi : 〈〈ki〉〉 → 〈〈li〉〉 and ν′i : 〈〈li〉〉 → 〈〈mi〉〉 with ~k =
(k1, . . . , kn) and ~l = (l1, . . . , ln).

Lemma 4.5.4. Let C ∈ Oper′G, and suppose we are given active morphisms
νi : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇ for 1 ≤ i ≤ n. Put ~k = (k1, . . . , kn) and ~l = (l1, . . . , ln),
and suppose in addition (ρ̂(~k)

i )X : X → Xi and (ρ̂(~l)
i )Y : Y → Yi are coCartesian

morphisms in C covering ρ(~k)
i and ρ

(~l)
i respectively. Then, there is a unique

bijection

$ :
n∏
i=1
C(Xi, Yi)νi → C(X,Y )ν1�···�νn

such that (ρ̂(~l)
i )Y ◦ $(f1, . . . , fn) = fi ◦ (ρ̂(~k)

i ), where C(V,W )ν is the set of
morphisms V → W ∈ C covering ν. Moreover, if other active morphisms
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ν′i : 〈〈li〉〉 → 〈〈mi〉〉 ∈ ∇ and coCartesian morphisms (ρ̂(~m))Z : Z → Zi ∈ C
covering ρ(~m) are given for 1 ≤ i ≤ n, with ~m = (m1, . . . ,mn), then the square
below is commutative:

n∏
i=1
C(Yi, Zi)ν′i × C(Xi, Yi)νi

∏
comp //

$×$

��

n∏
i=1
C(Xi, Zi)ν′iνi

$

��
C(Y,Z)ν′1�···�ν′n × C(X,Y )ν1�···�νn

comp // C(X,Z)(ν′1ν1)�···�(ν′nνn)

. (4.5.7)

Proof. The existence of $ immediately follows from the equation ρiµ~k = µkiρ
(~k)
i

and the universal property of the coCartesian morphisms. The uniqueness is
guaranteed by the property (2) of objects of Oper′G . To see the last statement,
take morphisms fi : Xi → Yi and gi : Yi → Zi covering νi and ν′i respectively
for each 1 ≤ i ≤ n. Then, we have

(ρ̂(~m)
i )Z ◦$(g1, . . . , gn) ◦$(f1, . . . , fn) = gi ◦ (ρ̂(~l)

i )Y ◦$(f1, . . . , fn)

= gifi ◦ (ρ̂(~k)
i )X ,

so the uniqueness of $ implies

$(g1f1, . . . , gnfn) = $(g1, . . . , gn) ◦$(f1, . . . , fn) .

Hence, the commutativity of (4.5.7) follows.

Lemma 4.5.5. Let C be a category of algebraic G-operators, and let X ∈ C〈〈m〉〉
is an object together with coCartesian morphisms

(ρ̂i)X : X → Xi

covering the inert morphism ρi : 〈〈m〉〉 → 〈〈1〉〉 ∈ ∇ for 1 ≤ i ≤ m. For an inert
morphism [ρ, x] : 〈〈n〉〉 → 〈〈n〉〉 ∈ ẼG, say δ is the section of ρ in ∇, suppose we
are given an object X ′ ∈ C〈〈n〉〉 together with coCartesian morphisms

(ρ̂j)X′ : X ′ → Xx−1(δ(n))

covering the inert morphism ρj : 〈〈n〉〉 → 〈〈1〉〉 for 1 ≤ j ≤ n. Then, there is a
unique isomorphism [̂ρ, x]X : X → X ′ ∈ C covering the morphism [ρ, x] which
makes the diagram

X
[̂ρ,x]X //

(ρ̂x−1(δ(j)))X !!

X ′

(ρ̂j)X′}}
Xx−1(δ(j))

(4.5.8)

commutes for each 1 ≤ j ≤ n. Moreover, [̂ρ, x]X is coCartesian.

Proof. According to the computation in Example 4.2.8, we have

ρj ◦ [ρ, x] = [ρδ(j), x] = ρx−1(δ(j))

125



so that the first statement directly follows from the property (2) of categories of
algebraic G-operators. To prove the last, take coCartesian lifts [̂ρ, x]′X : X → X ′′

of [ρ, x] along X and (ρ̂j)X′′ : X ′′ → X ′′j of ρj along X ′′ for 1 ≤ j ≤ n.
The computation above shows the composition (ρ̂j)X′′ ◦ [̂ρ, x]′X is a coCartesian
lift of ρx−1(δ(j)), so the uniqueness of coCartesian lifts enables us to assume
X ′′j = Xx−1(δ(j)) and the following diagram commutes:

X
[̂ρ,x]

′
X //

(ρ̂x−1(δ(j)))X !!

X ′′

(ρ̂j)X′′||
Xx−1(δ(j))

. (4.5.9)

We have two cones in C below{
(ρ̂j)X′ : X ′ → Xx−1(δ(j))

}n
j=1 ,{

(ρ̂j)X′′ : X ′′ → Xx−1(δ(j))
}n
j=1 ,

both of which consist of coCartesian morphisms and lie over the cone

{ρj : 〈〈n〉〉 → 〈〈1〉〉}nj=1

in ẼG . Then, the property (2) of categories of algebraic G-operators implies
there is a unique isomorphism θ : X ′′ → X ′ ∈ C〈〈n〉〉 such that (ρ̂j)X′θ = (ρ̂j)X′′ .
In view of the uniqueness of the morphism [̂ρ, x]X , we obtain

θ ◦ [̂ρ, x]X = [̂ρ, x]′X .

In particular, [̂ρ, x]X is isomorphic to a coCartesian morphism, so it is itself
coCartesian.

When we endow a G-symmetric structure, it is good to have transfer.

Lemma 4.5.6. Let G be a group operad. Suppose we are given a multicategory
M and a category of algebraic G-operators C together with an equivalence

H :M o ẼG
∼
−→ C

in the 2-category Oper′G. Then, there is a unique G-symmetric structure onM
which makes H into an equivalence in Operalg

G .

Proof. For each D ∈ Oper′G with q′ : D → ẼG , for X,Y ∈ D, and for [ϕ, x] :
q′(X) → q′(Y ) ∈ ẼG , we write D(X,Y )[ϕ,x] the set of morphisms of D lying
over [ϕ, x]. Hence, in view of Theorem 4.3.9, we have canonical bijections

M(a1 . . . an; a) ∼= (M o ẼG)(a1 . . . an, a)µn
H
−→∼= C(H(a1 . . . an), H(a))µn .

(4.5.10)
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for objects a, ai ∈M. On the other hand, since G̃G → ẼG is full and the identity
on objects, the induced functor HG̃G :MoG̃G → C×ẼG G̃G is also an equivalence
in Oper′G in view of Proposition 4.4.6. Thus, we also have bijections

(Mo G)(a1 . . . an; a) ∼= (M o G̃G)(a1 . . . an, a)µn
HG̃G−−−→∼= (C ×ẼG G̃G)(H(a1 . . . an), H(a))µn .

(4.5.11)

Note that the internal presheaf structure AC : C ×ẼG G̃G → C is the identity on
objects; indeed, the following diagram commutes:

C ×ẼG ẼG
Id×ι // C ×ẼG G̃G

AC
��
C

. (4.5.12)

Combining with the isomorphisms in (4.5.10) and (4.5.11), we now obtain a
map

AM : (Mo G)(a1 . . . an; a) ∼= (C ×ẼG G̃G)(H(a1 . . . an), H(a))µn
AC−→ C(H(a1 . . . an), H(a))µn ∼=M(a1 . . . an; a) .

(4.5.13)

We assert that the map (4.5.13) gives a G-symmetric structure onM. Notice
that, the composition operation in M is recovered from C as follows: for each
a, ai ∈ ObM and ~a(i) = a

(i)
1 . . . a

(i)
ki
, the composition operation is given by

M(a1 . . . an; a)×
n∏
i=1
M(~a(i); ai)

∼= C(H(a1 . . . an), H(a))µn ×
n∏
i=1
C(H(~a(i)), H(ai))µki

id×$
−−−→∼= C(H(a1 . . . an), H(a))µn × C(H(~a(1) . . .~a(n)), H(a1 . . . an))µ~k
comp.
−−−−→ C(H(~a(1) . . .~a(n)), H(a))µk1+···+kn

∼=M(~a(1) . . .~a(n); a) ,

(4.5.14)

where $ is the bijection in Lemma 4.5.4 with respect to the image by H of the
standard coCartesian lifts

(ρ̂i)~a : ~a→ ai , (ρ̂(~k)
i )~a(1)...~a(n) : ~a(1) . . .~a(n) → ~a(i) ∈M o ẼG .

Similarly, the composition inMoG is also recovered from C×ẼG G̃G . Moreover,

thanks to the choice of the coCartesian lifts of ρi and ρ(~k)
i , the square below is

commutative:∏n
i=1(C ×ẼG G̃G)(H(~a(i)), H(ai))µki

∏
AC //

$

��

∏n
i=1 C(H(~a(i)), H(ai))µki

$

��
(C ×ẼG G̃G)(H(~a(1) . . .~a(n)), H(~a))µ~k

AC // C(H(~a(1) . . .~a(n)), H(~a))µ~k
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This together with the functoriality of AC implies that the map (4.5.13) actually
defines a multifunctor AM : M o G → M. It furthermore turns out that AM
is actually a G-symmetric structure on M; the unitality and the associativity
follow from the corresponding axioms for the internal presheaf structure on C.

Finally, we see H respects the internal presheaf structures over G̃G ⇒ ẼG .
In view of Theorem 4.3.9 and the property (2) of categories of algebraic G-
symmetric operators, it suffices to show that, for each morphism [ϕ; f1, . . . , fn;u, x] :
~a→ ~b = b1 . . . bn inM o ẼG , we have

H((ρ̂j)~b) ◦H([ϕ; AM(f1, δ
(ϕ)∗
1 (u)), . . .AM(fn, δ(ϕ)∗

n (u));x])
= H((ρ̂j)~b) ◦ ACHG̃G ([ϕ; f1, . . . , fn;u, x])

(4.5.15)

for each 1 ≤ j ≤ n. Let ϕ = µρ be the factorization with µ active and ρ inert,
so (3) in Lemma 4.1.12 allows us to assume u = ρ∗(u) with u ∈ DecGµ . If we put
µ = µ~k, then the left hand side of (4.5.15) is computed as

H((ρ̂j)~b) ◦H([ϕ; AM(f1, δ
(ϕ)∗
1 (u)), . . .AM(fn, δ(ϕ)∗

n (u));x])

= H([µkj ; AM(fj , δ(µ)∗
j (u)); e]) ◦H(ρ̂(~k)

j [̂ρ, x]~a)

= ACHG̃G ([µkj ; fj ; δ
(µ)∗
j (u), e]) ◦H(ρ̂(~k)

j [̂ρ, x]~a) .

(4.5.16)

On the other hand, according to (4.5.12), for every standard coCartesian lift
[̂ρ′, x′] of an inert morphism inM o ẼG , one has

H([̂ρ′, x′]) = ACHG̃G ([̂ρ′, x′]) ,

here we identify [̂ρ′, x′] with its image inMo ẼG using Lemma 4.4.5. Thus, the
right hand side of (4.5.15) is given by

H((ρ̂j)~b) ◦ ACHG̃G ([ϕ; f1, . . . , fn;u, x])

= ACHG̃G (ρ̂j~b ◦ [µ~k; f1, . . . , fn;u, e] ◦ [̂ρ, x]~a)

= ACHG̃G ([µkj ; fj ; δ
(µ)∗
j (u), e]) ◦H(ρ̂(~k)

j [̂ρ, x]~a) .

(4.5.17)

Now, (4.5.16) and (4.5.17) give rise tot the equation (4.5.15), and it shows H is
a 1-morphism in Operalg

G . The uniqueness is obvious by construction.

Proof of Theorem 4.5.1. In order to show (1), we construct an inverse Θ of
(4.5.1). Fix G-symmetric multicategories M and N . Suppose H : M o ẼG →
N o ẼG is a map of algebraic G-operators, and take the family

{λ~a = [id;λ~a,1, . . . , λ~a,m; em]}~a=a1...am

of morphisms in N o ẼG as in Lemma 4.5.3. Note that H induces a functor
H :M→N between underlying categories via the restriction to the fibers over
〈〈1〉〉 ∈ ẼG . On the other hand, if f ∈ M(~a; b) is a multimorphism, we can take
a unique multimorphism H◦(f) ∈ N (H(~a);H(b)) so that

H([µm; f ; em]) = [µm;H◦(f); em] .
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We define a multifunctor Θ(H) : M → N as follows: for each a ∈ ObM,
we set Θ(H)(a) := H(a). For each ~a = a1 . . . am and each b, define

Θ(H) : M(~a; b) → N (H(a1) . . . H(am);H(b))
f 7→ γN (H◦(f);λ~a,1, . . . , λ~a,m)

.

Since λa,1 is the identity for a ∈ M, Θ(H) preserves the identities, so we show
the multifunctoriality. For fi ∈ M(a(i)

1 . . . a
(i)
ki

; ai) for 1 ≤ i ≤ m, thanks to the
commutative square (4.5.2), we have

(ρ̂i)H(~a) ◦H([µ~k; f1, . . . , fm; e]) ◦ λ~a(1)...~a(m)

= λ~a,i ◦H((ρ̂i)~a ◦ [µ~k; f1, . . . , fm; e]) ◦ λ~a(1)...~a(m)

= λ~a,i ◦H([µki ; fi; e] ◦ (ρ̂(~k)
i )~a(1)...~a(m)) ◦ λ~a(1)...~a(m)

= λ~a,i ◦ [µki ;H◦(fi); e] ◦ λ~a(i) ◦ (ρ̂(~k)
i )H(~a(1))...H(~a(m))

= λ~a,i ◦ [µki ; Θ(H)(fi); e]
= (ρ̂i)H(~a) ◦ λ~a ◦ [µ~k; Θ(H)(f1), . . . ,Θ(H)(fm); e] ,

which, by virtue of the property (2) in Proposition 4.4.1, implies the square
below is commutative:

H(a(1)
1 ) . . . H(a(1)

k1
) . . . H(a(m)

km
)
λ
~a(1)...~a(m) //

[µ~k;Θ(H)(f1),...,Θ(H)(fm);e]
��

H(~a(1) . . .~a(m))

H([µ~k;f1,...,fm;e])
��

H(a1) . . . H(am) λ~a // H(a1 . . . am)
(4.5.18)

Therefore we obtain

[µk1+···+km ; γN (Θ(H)(f); Θ(H)(f1), . . . ,Θ(H)(fm)); e]
= [µm; Θ(H)(f); e] ◦ [µ~k; Θ(H)(f1), . . . ,Θ(H)(fm); e]
= [µm;H◦(f); e] ◦ λ~a ◦ [µ~k; Θ(H)(f1), . . . ,Θ(H)(fm); e]
= H([µm; f ; e] ◦ [µ~k; f1, . . . , fm; e]) ◦ λ~a(1)...~a(m)

= H([µk1+···+km ; γM(f ; f1, . . . , fm); e] ◦ λ~a(1)...~a(m)

= [µk1+···+km ;H◦(γM(f ; f1, . . . , fm)); e] ◦ λ~a(1)...~a(m)

= [µk1+···+km ; Θ(H)(γM(f ; f1, . . . , fm)); e] ,

and the multifunctoriality of Θ(H) follows. Furthermore, Θ(H) : M → N is
G-symmetric. To see this, notice that, for f ∈M(x∗~a, b), we have

H([µm; f ;x]) = [µm;H◦(f); e] ◦H(x̂~a)
= [µm;H◦(f); e] ◦ λx∗~a ◦ x̂H(~a) ◦ λ−1

~a

= [µm; Θ(H)(f);x] ◦ λ−1
~a

=
[
µm; γN

(
Θ(H)(f);λ−1

~a,x−1(1), . . . , λ~a,x−1(m)

)
;x
]
.

It follows that, for the induced functor HG :M oGG → N oGG , we have

HG([µm; f ;x, em]) =
[
µm; γN

(
Θ(H)(f);λ−1

~a,x−1(1), . . . , λ
−1
~a,x−1(m)

)
;x, em

]
.
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Since H is a map of internal presheaves, we obtain

H([µm; fx; em]) =
[
µm; γN

(
Θ(H)(f);λ−1

~a,x−1(1), . . . , λ
−1
~a,x−1(m)

)x
; em

]
=
[
µm; γN

(
Θ(H)(f)x;λ−1

~a,1, . . . , λ
−1
~a,m

)
; em

]
= [µm; Θ(H)(f)x; em] ◦ λ−1

~a

and so Θ(H)(fx) = Θ(H)(f)x.
We extend Θ to an actual functor

Θ : Operalg
G (M o ẼG ,N o ẼG)→MultCatG(M,N )

as follows: note that, in view of Lemma 4.3.1, for 1-morphisms H,K : M o
ẼG → N o ẼG ∈ Operalg

G , a 2-morphism ξ : H → K is nothing but a natural
transformation over ẼG . We set

Θ(ξ) := {ξa : H(a)→ K(a)}a∈M . (4.5.19)

To see (4.5.19) forms a multinatural transformation Θ(H)→ Θ(K), notice that,
for each ~a = a1 . . . an ∈M o ẼG , the naturality of ξ implies the square

H(a1 . . . an) ξ~a //

H((ρ̂i)~a)
��

K(a1 . . . an)

K((ρ̂i)~a)
��

H(ai)
ξai // K(ai)

is commutative for each 1 ≤ i ≤ n. Computing the compositions, one obtains

ξ~a = λ
(K)
~a ◦ [id; ξa1 , . . . , ξan ; en] ◦ λ(H)−1

~a ,

where λ(H) and λ(K) are the ones in Lemma 4.5.3 for functors H and K respec-
tively. Then, the multinaturality of (4.5.19) is straightforward.

We verify Θ is actually an inverse to the functor (4.5.1). If F :M→N is a
G-symmetric multifunctor, then the G-symmetric multifunctor Θ(F̃G) is exactly
F itself since λ~a is trivial in this case. On the other hand, in view of (4.5.2)

and (4.5.18), the family λ = {λ~a}~a forms a natural isomorphism Θ̃(H)
G ∼= H.

The uniqueness of λ implies it is natural with respect to H. Hence, (4.5.1) is
an equivalence of categories, and we have finished the proof of the part (1).

Finally, we show the part (2). Let q : C → ẼG be a category of algebraic
G-operators. By virtue of Lemma 4.5.6, in order to see C lies in the essential
image of (–) o ẼG , it suffices to show there is a multicategoryM together with
an equivalence M o ẼG

∼
−→ C in the 2-category Oper′G . For each finite word

~W = W1 . . .Wn of objects in C with, say, q(Wi) = 〈〈ki〉〉, the property (3) of cat-
egories of algebraic G-operators allows us to take an object $( ~W ) ∈ C〈〈k1+···+kn〉〉
together with coCartesian morphisms

(ρ̂(~k)
i ) ~W : $( ~W )→Wi

covering the inert morphism ρ
(~k)
i : 〈〈k1 + · · ·+kn〉〉 → 〈〈ki〉〉 ∈ ∇. In the following

argument, we fix such data for each ~W . Note that the coincidence of the symbol
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$ here and in Lemma 4.5.4 is intentional; for ~V = V1 . . . Vn with Vi ∈ C and
q(Vi) = 〈〈li〉〉, and for active morphisms νi : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇, we have a map

$ :
n∏
i=1
C(Wi, Vi)νi → C($(W1 . . .Wn), $(V1 . . . Vn))ν1�···�νn

so that
(ρ̂(~l)
i )~V ◦$(f1, . . . , fn) = fi ◦ (ρ̂(~k)

i ) ~W .

Put C := C〈〈1〉〉. Note that, for ~X(i) = X
(i)
1 . . . X

(i)
ki

with X(i)
j ∈ C, Lemma 4.5.5

asserts that there is a unique isomorphism

θ : $($( ~X(1)) . . . $( ~X(n))) ∼= $( ~X(1) . . . ~X(n)) ∈ C〈〈k1+···+kn〉〉

which makes the square below commutes:

$($( ~X(1)) . . . $( ~X(n))) θ
∼=
//

ρ̂
(~k)
i
��

$( ~X(1) . . . ~X(n))

ρ̂k1+···+ki−1+j

��
$( ~X(i))

ρ̂j // X(i)
j

.

The property (2) also implies that, for morphisms f (i)
j : X(i)

j → Y
(i)
j ∈ C for

1 ≤ i ≤ n and 1 ≤ j ≤ kn, the following square is also commutative:

$($( ~X(1)), . . . , $( ~X(n)))

$($(~f(1)),...,$(~f(n)))
��

θ // $( ~X(1) . . . ~X(n))

$(f(1)
1 ,...,f

(1)
k1
,...,f

(n)
kn

)
��

$($(~Y (1)), . . . , $(~Y (n))) θ // $(~Y (1) . . . ~Y (n))

(4.5.20)

In addition, the uniqueness of θ guarantees that it makes the diagram below
commute:

$($($( ~X(1,1)) . . . $( ~X(1,r1))) . . . $($( ~X(n,1)) . . . $( ~X(n,rn))))
θ

ww
$(θ,...,θ)

��

$($( ~X(1,1)) . . . $( ~X(1,r1)) . . . $( ~X(n,rn)))

θ

��

$($( ~X(1,1) . . . ~X(1,r1)) . . . $( ~X(n,rn)))

θww
$( ~X(1,1) . . . ~X(1,r1) . . . ~X(n,rn))

(4.5.21)
We now define a multicategoryMC so that

• objects are those in C;

• for X,X1, . . . , Xm ∈ C, we set

MC(X1 . . . Xm;X) := C($(X1 . . . Xm), X)µm ;
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• the composition is given by

γ :MC(X1 . . . Xn;X)×
n∏
i=1
MC( ~X(i);Xi)

∼= C($(X1 . . . Xn), X)µn ×
n∏
i=1
C($( ~X(i)), Xi)µki

id×$
−−−→ C($(X1 . . . Xn), X)µn

× C($($( ~X(1)) . . . $( ~X(n))), $(X1 . . . Xn))µ~k
comp.
−−−−→ C($($( ~X(1)) . . . $( ~X(n))), X)µk1+···+kn

θ−1∗

−−−→ C($( ~X(1) . . . ~X(n)), X)µk1+···+kn
;

in other words, we have

γ(f ; f1, . . . , fn) = f ◦$(f1, . . . , fn) ◦ θ−1 .

The associativity of the composition is verified as follows: take morphisms f ∈
MC(X1 . . . Xn;X), fi ∈ MC(X(i)

1 . . . X
(i)
ki

;Xi), and f (i)
j ∈ MC( ~X(i,j);X(i)

j ) for
1 ≤ i ≤ n and 1 ≤ j ≤ ki. Then, thanks to the commutative squares (4.5.7),
(4.5.20), and (4.5.21), we have

γ(f ; γ(f1; f (1)
1 , . . . , f

(1)
k1

), . . . , γ(fn; f (n)
1 , . . . , f

(n)
kn

))

= f ◦$(f1 ◦$(f (1)
1 , . . . , f

(1)
k1

) ◦ θ−1, . . . , fn ◦$(f (n)
1 , . . . , f

(n)
kn

) ◦ θ−1) ◦ θ−1

= f ◦$(f1, . . . , fn)
◦$($(f (1)

1 , . . . , f
(1)
k1

), . . . , $(f (n)
1 , . . . , f

(n)
kn

)) ◦$(θ, . . . , θ)−1 ◦ θ−1

= γ(f ; f1, . . . , fn) ◦$(f (1)
1 , . . . , f

(1)
k1
, . . . , f

(n)
kn

) ◦ θ−1

= γ(γ(f ; f1, . . . , fn); f (1)
1 , . . . , f

(1)
k1
, . . . , f

(n)
kn

) ,

which implies the associativity of the composition. The unitality is obvious so
thatMC is actually a multicategory.

We define a functor P :MC o ẼG → C as follows: for each object X1 . . . Xm ∈
MC o ẼG , put

P (X1 . . . Xm) := $(X1 . . . Xm) .

As for a morphism [ϕ; f1, . . . , fn;x] : X1 . . . Xm → Y1 . . . Yn, taking the factor-
ization ϕ = µρ with µ active and ρ inert, we set

P ([ϕ; f1, . . . , fn;x]) := $(f1, . . . , fn) ◦ θ−1 ◦ [̂ρ, x]X1...Xm
, (4.5.22)

where [̂ρ, x]X1...Xm
: $(X1 . . . Xm)→ $(Xx−1(1) . . . Xx−1(m)) is the coCartesian

lift of [ρ, x] given in Lemma 4.5.5. The functoriality of P directly follows from
the uniqueness of each morphisms in the right hand side of (4.5.22). It is clear
that P preserves coCartesian lifts of inert morphisms, so P is a 1-morphism
in Oper′G . In addition, the property (3) of categories of algebraic G-operators
implies P is essentially surjective. Hence, in order to see P is an equivalence, it
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remains to show it is fully faithful. Consider an arbitrary morphism in C of the
form

h : $(X1 . . . Xm)→ $(Y1 . . . Yn)

covering [ϕ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ ẼG . If ϕ = µρ is the factorization with µ active
and ρ inert, say δ is the section of ρ, the universal property of the coCartesian
morphism [̂ρ, x]X1...Xm

given in Lemma 4.5.5 implies that there is a unique
morphism h′ : $(Xx−1(δ(1)) . . . Xx−1(δ(m))) → $(Y1 . . . Yn) ∈ C covering µ such
that

h = h′ ◦ [̂ρ, x]X1...Xm

In view of Lemma 4.5.4, h′ can be uniquely written as h′ = $(h1, . . . , hm). This
implies P is fully faithful, and this completes the proof.
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Chapter 5

Categories of operators

It turned out that the notion of categories of operators introduced by May and
Thomason [58] give a considerable advantage over the usual algebraic description
of operads or multicategories especially when we go into the higher situation. For
example, Lurie [54] defined the notion of∞-operads based on the idea. Namely,
he exhibited ∞-operads as fibrations of ∞-categories over the category Fin∗ of
pointed finite sets together with several universal lifting properties similar to
Proposition 4.4.1. Surprisingly, although he mainly treated symmetric operads,
there is no algebraic data; everything is encoded into the base category Fin∗
and the lifting properties.

In this chapter, we will discuss a variant of them for G-symmetric multicat-
egories; we will exhibit them as a kind of fibrations over a certain 2-category
associated with G.

5.1 Internal Grothendieck construction
We first review the internal analogue of the Grothendieck construction. The
essential idea was originally proposed by Meyer [59] [60]. Though the notion
is available in general Cartesian categories, we specialize it in the case of the
category Cat.

Let X be an internal presheaf over a double category C⇒ B, say γ : C×BC→
C, ι : B → C, and AX : X ×B C → X are the functors in the structures. Notice
that, in this case, we have the following diagram

X ×B C×B C

proj
��

AX×Id //

·y
X ×B C

proj //

proj
��
·y

C

t

��
X ×B C

AX // X // B

where each square is a pullback. We write (X ×B C)×X (X ×B C) the pullback
of the cospan

X ×B C
AX−−→ X

proj
←−− X ×B C ,
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then we obtain two functors

Γ : (X ×B C)×X (X ×B C) ∼= X ×B C×B C
Id×γ
−−−→ X ×B C ,

I : X = X ×B B
Id×ι
−−−→ X ×B C .

It is easily verified that these functors makes the diagram

X ×B C
S:=AX //
T :=proj

//X

into a double category, which we call the internal Grothendieck construction for
X .
Example 5.1.1. If C⇒ B is a double category, then the category B, seen as the
terminal object of Cat/B, admits a unique structure of an internal presheaf;
namely the identity functor

B ×B C
=
−→ C .

The internal Grothendieck construction for B is the double category C ⇒ B
itself.

We have a special interest in the following case.

Definition. A double category s, t : C ⇒ B is said to have vertically discrete
objects if s and t are the identity on objects.

If a double category C ⇒ B has vertically discrete objects, the functors
γ : C ×B C → C and ι : B → C are also the identity on objects. As mentioned
in Remark 4.2.4, in this case, we can see the double category as a 2-category.
Indeed, define a 2-category CyB as follows:

• objects are those in B, or those in C equivalently;

• for a, b ∈ B, 1-morphisms a→ b are morphisms ϕ : a→ b ∈ B;

• for 1-morphisms ϕ,ψ : a→ b, 2-morphisms ϕ→ ψ are morphisms x : a→
b ∈ C with s(x) = ϕ and t(x) = ψ;

• the horizontal compositions are given by the compositions in B and C;

• the vertical composition is given by the functor γ : C×B C→ C.

Note that if X is an internal presheaf over C⇒ B, then the internal Grothendieck
construction X ×B C⇒ X for X has horizontally discrete objects as soon as so
does C⇒ B. Hence, we can assign the 2-category (X ×B C)yX to each internal
presheaf X over C ⇒ B. We write X //B C := (X ×B C)yX . In particular, for
the terminal internal presheaf B over C ⇒ B, put BBC := B //B C. Actually, it
turns out that the assignment canonically extends to a (strict) 3-functor

(–) //B C : PSh(C⇒ B)→ Cat/BBC
2 ,

where the codomain is the strict slice category of the (strict) 3-category Cat2
of 2-categories, normalized pseudofunctors, pseudonatural transformations, and
modifications; for these materials, the original definitions are found in [4] while
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there is a lot of literature; e.g. Chapter 7 in [8] and [49]. Note that even though
we use weak notions, for each internal presheaf X over C ⇒ B, the canonical
pseudofunctor X //B C → BBC is actually a strict 2-functor. The reader might
be afraid that the appearance of the 3-category makes things unnecessarily
complicated while we have worked on 2-categories. One can, however, see that
there are not so many 2-morphisms in X //B C as we really have to struggle with
3-morphisms. The key is the following result.

Lemma 5.1.2. Let X be an internal presheaf over a double category C ⇒ B
which has vertically discrete objects. Suppose we are given a 2-morphism α :
ϕ → ψ in the 2-category BBC together with a 1-morphism f in X //B C which
covers ψ. Then, there is a unique 2-morphism α! : f ′ → f covering α.

Proof. Let p : X → B be the structure functor of X ∈ Cat/B. For a 2-category
K, we denote by Mork K the set of k-morphisms in K. Then, the canonical
2-functor gives rise to a square

Mor2(X //B C) //

cod
��

Mor2(BBC)

cod
��

Mor1(X //B C) // Mor1(BBC)

. (5.1.1)

Unwinding the definition, the square (5.1.1) equals to the square

∐
X,Y ∈X

(X ×B C)(X,Y )
∐

proj //

��

∐
a,b∈B

C(a, b)

t

��∐
X,Y ∈X

X (X,Y ) //
∐
a,b∈B

B(a, b)

which is obviously a pullback. Hence, (5.1.1) is also a pullback, and the result
immediately follows.

In fact, Lemma 5.1.2 is involved with a sort of contraction of higher struc-
tures. Following the standard convention, we say a pseudofunctor F : K → L
between 2-categories locally has property P for a property P on ordinary func-
tors if, for each objects U, V ∈ K, the functor

F : K(U, V )→ L(F (U), F (V ))

has the property P . For example, the following is an immediate consequence of
Lemma 5.1.2.

Corollary 5.1.3. In the situation in Lemma 5.1.2, the 2-functor

X //B C→ BBC

is locally faithful and locally conservative.
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Note that every locally faithful and locally conservative normalized pseudo-
functor p : K → S exhibits K as a 1-truncated object in the (strict) slice
3-category Cat/S2 ; i.e. for every 2-category q : L → S over S, the 2-category

Cat/S2 (L,K) := Cat2(L,K)×Cat2(L,S) {q}

is biequivalent to an ordinary category. To see this, it suffices to show that, for
parallel two pseudonatural transformations

α, β : F → G : L → K

over S, there is at most one modification θ : α → β over S, which is, if exists,
an isomorphism. Expanding the definition, a modification θ : α → β over L is
an assignment of a 2-morphism

F (M)
αM ++

βM

33 G(M)θM�� (5.1.2)

in K to each object M ∈ L such that

(i) for each 1-morphism h : M → N ∈ L, the following equation of the
compositions of two 2-cells holds:

F (M)

αM

""

βM

//

F (h)
��

G(M)

G(h)
��βhu}

F (N)

βN

<<
G(N)

θM��

=

F (M)

αM

""

F (h)
��

G(M)

G(h)
��

αhu}
F (N) αN //

βN

<<
G(N)

θN��

;

(ii) for each M ∈ L, the image of (5.1.2) in L under F : K → L, depicted
below, is trivial.

q(M) = pF (M)

p(αS)
**

p(βS)

44
pG(M) = q(M)p(θS)

��
.

In particular, by virtue of the last condition (ii), the local faithfulness of p implies
there is only at most one possibility for each θM while the local conservativity
implies it is an isomorphism.

Corollary 5.1.4. In the situation in Lemma 5.1.2, the object X //BC ∈ Cat/BBC
2

is 1-truncated

We denote by (Cat/BBC
2 )lfc ⊂ Cat/BBC

2 the full 3-subcategory spanned
by those objects K → BBC which is locally faithful and locally conservative.
Thanks to the argument above, (Cat/BBC

2 )lfc is triequivalent to a 2-category,
that is each hom-2-category is biequivalent to an ordinary category, in spite of
its notation.
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Remark 5.1.5. From a homotopical aspect of the higher category theory, one
can see that the local faithfulness and the local conservativity of a 2-functor
F : K → L are equivalent to the solvabilities of the lifting problems of the forms{

•
&&

88 •
}

// K

F

��{
•

((
66 •
}

// L

����

�	��

��

,

{
•

((
66 •
}

// K

F

��{
•

((
66

∼= •
}

// L

� _

��

��

respectively.
Lemma 5.1.2 has another important consequence.

Corollary 5.1.6. Let X be an internal presheaf over a double category C⇒ B
which has vertically discrete objects. Then, the functor

X //B C→ BBC

is a local Grothendieck fibration; i.e. for objects X,Y ∈ X , the functor

(X //B C)(X,Y )→ BBC(p(X), p(Y ))

is a Grothendieck fibration, where p : X //B C→ BBC is the canonical 2-functor.

We denote by lFib/BBC ⊂ Cat/BBC
2 the subcategory consisting of local

Grothendieck fibrations over BBC, normalized pseudofunctors over BBC pre-
serving Cartesian lifts of 2-morphisms of BBC, and all the pseudonatural trans-
formations and modifications over BBC between such functors. In addition, we
set

ldFib/BBC := lFib/BBC ∩ (Cat/BBC
2 )lfc ⊂ Cat/BBC

2 .

We often think of ldFib/BBC as a 2-category by taking isomorphism classes of
2-morphisms. By virtue of Corollary 5.1.4 and Corollary 5.1.6, the 2-functor
(–) //B C factors through the inclusion ldFib/BBC ↪→ Cat/BBC

2 .

Theorem 5.1.7. Let C⇒ B be a double category which has vertically discrete
objects. Then, the 2-functor

(–) //B C : PSh(C⇒ B)→ ldFib/BBC (5.1.3)

is a biequivalence of 2-categories.

Proof. We first show (5.1.3) is essentially fully faithful. Let X and Y be internal
presheaves over C⇒ B. We have to show that the functor

PSh(C⇒ B)(X ,Y)→ ldFib/BBC(X //B C,Y //B C) (5.1.4)

is an equivalence of categories. Note that, by virtue of Lemma 5.1.2, every
pseudofunctor X //B C→ Y //B C over BBC is in fact a strict 2-functor. Hence,
taking the pullback along the obvious inclusion B ↪→ BBC, one gets a functor

ldFib/BBC(X //B C,Y //B C)→ Cat/B(X ,Y) . (5.1.5)
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Notice that the composition of (5.1.4) and (5.1.5) is exactly the forgetful functor

PSh(C⇒ B)(X ,Y)→ Cat/B(X ,Y) ,

which is fully faithful by virtue of Lemma 4.3.1. Hence, (5.1.4) is faithful and
(5.1.5) is full on the essential image of (5.1.4). Moreover, (5.1.5) is also faithful.
Indeed, thanks to Lemma 5.1.2, for functors F,G : X //B C→ B //B C over BBC,
a 2-natural transformation α : F → G over BBC is determined by the family

{αX : F (X)→ G(X) ∈ Y //B C}X∈(X//BC) .

Since X and X //B C have the same object set, this implies (5.1.5) is faithful.
Using the left cancellativity of fully faithful functors, one can see (5.1.4) is
fully faithful. To see it is also essentially surjective, observe that, in view of
Lemma 5.1.2, a 1-morphism F : X //B C → Y //B C in ldFib/BBC determines
and is determined by the data

• for each object X ∈ X , an object F (X) ∈ Y;

• for each morphism f : X → Y ∈ X , a morphism F (f) : F (X)→ F (Y );

which satisfies the following conditions:

(i) F (gf) = F (g)F (f) for composable morphisms g, f in X ;

(ii) F (idX) = idF (X);

(iii) for each (f, x) : (X ×B C)(X,Y ),

F (AX (f, x)) = AY(F (f), x) ,

where AX and AY are the internal presheaf structure on X and Y respec-
tively.

The above data, on the other hand, clearly equivalent to a 1-morphism X → Y
in PSh(C⇒ B). Hence, (5.1.4) is essentially surjective.

It remains to show (5.1.3) is essentially surjective. Let q : K → BBC be a
locally faithful and locally conservative local Grothendieck fibration. We define
a category K as follows:

• objects are those of K;

• for objects U, V ∈ K, the hom-set K(U, V ) is the quotient of the set of 1-
morphisms U → V in K by the relation ∼ such that, for h, k : a→ b ∈ K,
h ∼ k if and only if there is a 2-morphism α : h → k with q(α) trivial in
BBC;

• the composition is the one inherited from K.

Thanks to the local faithfulness and the local conservativity, the data above
actually define a category K, and it is canonically equipped with a functor
q : K → B. In addition, since K → BBC is a local Grothendieck fibration, for
each 1-morphism f : U → V ∈ K, and for each x : q(U)→ q(V ) ∈ C, we can take
a 1-morphism AK(f, x) : U → V together with a 2-morphism α : AK(f, x) → f
in K covering the 2-morphism (q(f), x) : γ(q(f), x) → q(f) in BBC. The local
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faithfulness and the local conservativity again implies the morphism AK(f, x) is
unique up to a unique isomorphism whose image is trivial in BBC. Hence, the
morphism

[AK(f, x)] : U → V

in K represented by AK(f, x) depends only on the morphism [f ]. Moreover, by
the use of the uniqueness of AK(f, x), one can see that it extends to a functor

AK : K ×B C→ K

which gives K a structure of an internal presheaf over C⇒ B. Finally, it is not
difficult to see that the canonical functor K → K //B C is a biequivalence.

5.2 Review on the canonical model structure on
Cat

Before entering the discussion on coCartesian morphisms in 2-categories, we
review the canonical model structure on Cat. In fact, even when we treat with
strict 2-categories, it will turn out that the universal properties on coCartesian
morphisms are strongly involved with weak notions. Hence, the homotopical
aspect in the category theory is essentially important in the following arguments.

There are some interesting model structures constructed on the category
Cat. The one we are interested in here is the following.

Theorem 5.2.1 (folklore?, Theorem 4 in [43], Theorem 3.1 in [67]). There is a
cofibrantly generated simplicial model structure on Cat, in the sense of Quillen,
which consists of the following classes:

• weak equivalences are equivalences of categories;

• cofibrations are functors which is injective on objects;

• fibrations are isofibrations.

Moreover, the model structure is proper.

We call the model structure above the canonical model structure. In partic-
ular, every object in Cat is both fibrant and cofibrant in this model structure.
Remark 5.2.2. The properness of the canonical model structure is a consequence
of the results of [42].
Remark 5.2.3. There is another important model structure on Cat, namely
the Thomason model structure, constructed in [74], whose weak equivalences
are functors whose geometric realization is a weak homotopy equivalence in the
category of (compactly generated) topological spaces.

We are particularly interested in homotopy pullbacks in the canonical model
structure. Suppose we have a cospan

C
F
−→ S

G
←− D . (5.2.1)

A recipe to construct homotopy pullbacks is supplied by the Gluing Lemma
(or the Cube Lemma according to Lemma 5.2.6 in [36]). Since every object is
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fibrant in our case, it asserts that the (strict) pullback on (5.2.1) is a homotopy
pullback provided either F or G is an isofibration. We note that the same result
was also proved in [42] in the classical category theory. Hence, what we have
to do is to take a fibrant replacement of either F or G. Recall that, in Cat, we
have an excellent factorization of functors.

Definition. Let F : C → S and G : D → S be functors. We define a category
F ↓G, called the comma category, as follows:

• objects are triples (X,u, Y ) of X ∈ C, Y ∈ G, and an arrow u : F (X) →
G(Y ) ∈ S;

• morphisms (X,u, Y )→ (X ′, u′, Y ′) are pairs (f, g) of f : X → X ′ ∈ C and
g : Y → Y ′ ∈ D which make the diagram below commute:

F (X) u //

F (f)
��

G(Y )

G(g)
��

F (X ′) u′ // G(Y ′)

;

• the composition is defined componentwisely.

The comma category F ↓G is canonically equipped with functors

dom : F ↓G→ D ; (X,u, Y ) 7→ Y ,

cod : F ↓G→ C ; (X,u, Y ) 7→ X ,

both of which are isofibrations. In particular, if F is the identity functor, we
write S ↓G := IdS ↓G. In this case, we have another canonical functor

D → S ↓G ; Y 7→ (G(Y ), idG(Y ), Y ) ,

which is obviously fully faithful. Then, it turns out that the functor G : D → S
has the following factorization:

D ↪→ S ↓G
dom
−−−→ S .

Taking the essential image, say P (G), of the first embedding, one obtains a
commutative triangle

D �
� //

G ��

P (G)

dom
}}
S

,

which is a fibrant replacement of G : D → S. Note that P (G) coincides with the
middle term in the factorization given in part M5 in the proof of Theorem 3.1
in [67]. Finally, we obtain a homotopy pullback on (5.2.1) as the pullback

C ×S P (G) //

��
·y

C

F

��
D �
� // P (G) dom // S
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We are interested not only in computing homotopy pullbacks but also in
recognizing whether a given square in Cat is a homotopy pullback or not. In
fact, we will make use of the following criterion.

Lemma 5.2.4. Suppose we are given a commutative square

D F̃ //

q

��

E
p

��
B F // C

(5.2.2)

of functors. Then, (5.2.2) is a homotopy pullback square in the canonical model
structure on Cat if and only if the induced functors

{b} ×h
B D → {F (b)} ×h

C E

{b′
f
−→ b} ×h

B D → {F (b′)
F (f)
−−−→ F (b)} ×h

C E

on homotopy pullbacks are equivalences of categories for each object b ∈ B and
for each morphism f : b′ → b ∈ B.

Proof. Clearly, the former condition implies the latter, so we show the converse.
Note that we only have to prove the statement for specific homotopy pullbacks.
Hence, taking a fibrant replacements of functors, we may assume the functors
p and q in the diagram (5.2.2) are isofibrations. Moreover, thanks to the base
change adjunction Cat/B � Cat/C , we may also assume the functor F : B →
C is the identity functor on B. Then, the latter condition implies we have
equivalences of categories

{b} ×B D → {b} ×B E (5.2.3)

{b′
f
−→ b} ×B D → {b′

f
−→ b} ×B E (5.2.4)

for each b ∈ B and each f : b′ → b ∈ B. We have to show the functor F̃ : D → E
is an equivalence of categories in this case. Considering the equivalences as in
(5.2.3) for all the objects in B, one will see F̃ is an essentially surjective. To
see it is also full, suppose we are given a morphism g : F̃ (X)→ F̃ (Y ) ∈ E with
X,Y ∈ D. Since (5.2.4) is essentially surjective for f = q(g), one can find a
morphism g̃′ : X ′ → Y ′ ∈ D together with a commutative diagram

F̃ (X) g //

v

��

F̃ (Y )

w

��
F̃ (X ′)

F̃ (g̃′) // F̃ (Y ′)

in E with the vertical arrows being isomorphisms covering the identities in B.
Since F̃ is fiberwisely an equivalence of categories by virtue of (5.2.3), there are
unique isomorphisms ṽ : X → X ′ and w̃ : Y → Y ′ in D with F̃ (ṽ) = v and
F̃ (w̃) = w, and we obtain F̃ (w̃−1g̃′ṽ) = F̃ (g). Hence, F̃ is full. Similarly, It is
follows from the faithfulness of (5.2.3) and the fullness of (5.2.4) that F̃ is also
faithful, which completes the proof.
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Corollary 5.2.5. A commutative square

D //

��

E

��
B F // C

of functors with B groupoid is a homotopy pullback square in the canonical model
structure on Cat if and only if the induced functor

{b} ×h
B D → {F (b)} ×h

C E

on homotopy fibers is an equivalence of categories for each b ∈ B.
Proof. Clearly the former implies the latter. To see the converse, in view of
Lemma 5.2.4, it suffices to show the induced functor

{b′
f
−→ b} ×h

B D → {F (b′)
F (f)
−−−→ F (b)} ×h

C E (5.2.5)

is an equivalence of categories for each morphism f : b′ → b ∈ B. Since we
assumed B is a groupoid, both morphisms f and F (f) are isomorphisms. It
turns out that the functor (5.2.5) is equivalent to the functor

{b} ×h
B D → {F (b)} ×h

C E .

The result is now obvious.

Remark 5.2.6. Note that the geometric realization |–| : Grpd→ Top, which is
a functor from the category of groupoids to that of (compactly generated) topo-
logical spaces, exactly exhibits groupoids as models for homotopy 1-types. In
this point of view, Corollary 5.2.5 is also a consequence of Quillen’s Theorem A
[66].

5.3 CoCartesian morphisms in 2-categories
We begin to discuss the 2-analogue of coCartesian morphisms. Note that there
are some different conventions for (co)Cartesian morphisms in 2-categories. For
example, the notion appears in Definition 2.1 in [32] with more or less “strict”
flavor while we also have 2-truncated version for the corresponding notion in
(∞, 1)-category theory [53]. To simplify the situation, we consider coCartesian
morphisms only for the following kind of pseudofunctors.
Definition (cf. [48]). A pseudofunctor p : K → S is called a pseudo-isofibration
if it satisfies the following two properties:
(i) for every object U ∈ K, and for every equivalence u : S ' p(U) in S, there

is an equivalence ũ : S̃ → U ∈ K with p(ũ) = u;

(ii) p is a local isofibration.
Definition (cf. Definition 3.1.1 in [10] and Proposition 2.4.4.3 in [53]). Let
p : K → S be a pseudo-isofibration. Then, a 1-morphism f : U → V ∈ K is said
to be p-coCartesian if, for every object W ∈ K, the functor

K(V,W )→ K(U,W )×S(p(U),p(W )) S(q(V ), q(W ))

induced by p and f is an equivalence of categories.
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Since we assumed p is pseudo-isofibration above, our definition is equivalent
to Buckley’s one [10] for fibered bicategories. The primary advantage of it over
strict variants is the following.

Lemma 5.3.1. Let p : K → S and q : L → S be pseudo-isofibrations. Suppose
we have an equivalence F : K → L in the 3-category Cat/S2 . Then, a morphism
f : U → V ∈ K is p-coCartesian if and only if F (f) is q-coCartesian.

Proof. Since p is a local isofibration, in view of Theorem 5.2.1, the condition for
f to be a coCartesian morphism is equivalent to that, for every object W ∈ K,
the square

K(V,W ) f∗ //

p

��

K(U,W )

p

��
S(p(V ), p(W ))

p(f)∗ // S(p(U), p(W ))

(5.3.1)

is a homotopy pullback in the canonical model structure on Cat (or a bipullback
according to [42]). Note that, since F : K → L is an equivalence in Cat/S2 , it
induces an equivalence from the square (5.3.1) to

L(F (V ), F (W ))
F (f)∗ //

q

��

L(F (U), F (W ))

q

��
S(qF (V ), qF (W ))

qF (f)∗// S(qF (U), qF (W ))

. (5.3.2)

Thus, (5.3.1) is a homotopy pullback if and only if so is (5.3.2). It follows
that f : U → V is p-coCartesian as soon as F (f) is q-coCartesian. To see the
converse, for an object M ∈ L, consider the square below:

L(F (V ),M)
F (f)∗ //

q

��

L(F (U),M)

q

��
S(qF (V ), q(M))

qF (f)∗// S(qF (U), q(M))

. (5.3.3)

Since F is an equivalence in Cat/S2 , one can take an object W ∈ K together
with an equivalence h : F (W ) → M in L such that q(h) : p(W ) = qF (W ) →
q(M) is the identity. The equivalence h clearly gives an equivalence between
squares (5.3.2) and (5.3.3). It follows that (5.3.3) is a homotopy pullback for
every M ∈ L if and only if so is (5.3.2) for every W ∈ K. The result is now
straightforward.

In the literature [10], the inverse to the bicategorical analogue of the Grothendieck
construction is discussed. Although we do not really need the whole construc-
tion, we here review the machinery to produce pseudofunctors from the coCarte-
sian lifting, which is well-known in the ordinary category theory.

Lemma 5.3.2. Let p : K → S be a pseudo-isofibration, and suppose f : U → V
is a p-coCartesian morphism in K. For an object W ∈ K with p(W ) = p(V ),
define full subcategories K(U,W )p(f) ⊂ K(U,W ) and K(V,W )idp(V ) ⊂ K(V,W )
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spanned by 1-morphisms U →W and V →W lying over the 1-morphisms p(f)
and idp(V ) in S respectively. Then, the functor

f∗ : K(V,W )idp(V ) → K(U,W )p(f)

given by the precomposition with f is an equivalence of categories.

Proof. We have the following commutative diagram in the category Cat:

K(V,W )idp(V )
� � //

��

f∗ &&

K(V,W )
f∗

&&

p

��

K(U,W )p(f)
� � //

��

K(U,W )

p

��

{idp(V )} //

&&

S(p(V ), p(V ))
p(f)∗

''
{p(f)} // S(p(U), p(V ))

. (5.3.4)

Since f is p-coCartesian, the right face of (5.3.4) is a homotopy pullbacks in
the canonical model structure. Moreover, since p is local isofibration, in view of
[42], the front and the back faces are also homotopy pullbacks. Then, the “as-
sociativity property” of homotopy pullbacks in the right proper model category
Cat (e.g. see Proposition 13.3.15 in [34]) implies the left face is a homotopy
pullback. The required result now follows immediately.

Let p : K → S be a normalized pseudo-isofibration. Notice that, for each
object A ∈ S, the fiber KA of p over A is canonically identified with the hom-
2-category Cat/S2 ({A},K) of the 3-category Cat/S2 , where {A} is the trivial
2-category together with the 2-functor {A} ↪→ S corresponding to A. Similarly,
for a 1-morphism u : A→ B ∈ S, we denote by {u} the 2-category over S given
by {

A
u
−→ B

}
↪→ S .

The evaluations give rise to 2-functors

evA : Cat/S2 ({u},K)→ Cat/S2 ({A},K) ' KA ,

evB : Cat/S2 ({u},K)→ Cat/S2 ({B},K) ' KB .

We see that if u admits all possible p-coCartesian lifts, then there is a pseudo-
functor which goes in the inverse direction to evA. Define a 2-subcategory
K(u) ⊂ Cat/S2 ({u},K) described as follows:

• objects are coCartesian 1-morphisms f : U → V in K covering u;

• the hom-category K(u)(f, g) is the full subcategory of Cat/S2 ({u},K)(f, g)
spanned by 2-morphisms in K of the form

U
f //

αA

��

V

αB

��

αu

{�
S

g // T

with αu invertible.
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Proposition 5.3.3. Let p : K → S be a normalized pseudo-isofibration. Sup-
pose u : A → B is a 1-morphism in S such that, for each object U in the fiber
KA ⊂ K over A, there is a p-coCartesian morphism f : U → V with p(f) = u.
Then, the composition of 2-functors

K(u) ↪→ Cat/S2 ({u},K)
evA−−→ KA (5.3.5)

is a biequivalence.

Proof. The assumption directly implies (5.3.5) is essentially surjective, so it
suffices to show it is also essentially fully faithful. More precisely, taking two
p-coCartesian morphisms f : U → V and g : S → T in K covering u, we show
the functor

K(u)(f, g)→ KA(U, S) = K(U, S)idA (5.3.6)
is an equivalence of categories. In view of Lemma 5.3.2, it will be enough to see
the square

K(u)(f, g) evB //

evA
��

K(V, T )idB

f∗

��
K(U, S)idA

g∗ // K(U, T )u

(5.3.7)

is a homotopy pullback in the canonical model structure on Cat. We follow the
recipe described in Section 5.2. Consider the comma category K(U, T )u ↓ g∗,
and put P (g∗) the essential image of the embedding

K(U, S)idA ↪→ K(U, T )u ↓ g∗ .

Unwinding the definition, P (g∗) is the category described as follows:

• objects are triples (α, α, α′) representing invertible 2-morphisms in K of
the form

U

α

��

α′

��
S

g
// T

α

{�
;

• morphisms (α, α, α′) → (β, β, β′) are pairs (θ, θ′) of θ : α → β and θ′ :
α′ → β′ satisfying the equation of 2-morphisms:

U

β

�� ��

α′

��
S

g
// T

β

{�

θ′

|�
=

U

��
β

%%

α′

��
S

g
// T

α

{�

θks .

We have an obvious functor K(u)(f, g) → P (g∗) so that the square below is a
pullback:

K(u)(f, g) evB //

��
·y

K(V, T )idB

f∗

��
P (g∗)

g̃∗ // K(U, T )u

. (5.3.8)
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Hence, according to the argument in Section 5.2, we conclude (5.3.7) is a ho-
motopy pullback, and this completes the proof.

In the situation in Proposition 5.3.3, we have a span of 2-functors

KA
evA←−− K(u)

evB−−→ KB ,

where the left leg is a biequivalence according to Proposition 5.3.3. Thus, choos-
ing a pseudoinverse to evA, we obtains a pseudofunctor

u! : KA → KB .

Although it obviously depends on the choice of a pseudoinverse, we say u! is
a pseudofunctor induced by u as long as it is constructed in this way. Fortu-
nately, it is unique up to a pseudonatural isomorphism which is unique up to a
unique invertible modification thanks to the uniqueness of the pseudoinverses.
In particular, if K → S is 1-truncated in the 3-category Cat/S2 , the fibers KA
and KB are biequivalent to ordinary categories. Hence, u! : KA → KB can be
thought of as an ordinary functor between ordinary categories rather than a
pseudofunctor.

To finish the abstract nonsense, we see the inheritance of coCartesian lifting
properties through the internal Grothendieck construction. Note that for an
internal presheaf X over a double category C ⇒ B having vertically discrete
objects, the functor X //B C is a local isofibration thanks to Corollary 5.1.6. It
is moreover a 2-isofibration if and only if the functor X → B is an isofibration.

Proposition 5.3.4. Let X be an internal presheaf over a double category C⇒ B
which has vertically discrete objects, say p : X → B and pX : X //B C → BBC
are the structure functors. If p is an isofibration, then for a morphism f : X →
Y ∈ X , the following are equivalent:

(a) f is p-coCartesian in the ordinary sense;

(b) f is pX -coCartesian as a morphism in X //B C in the sense above.

Proof. Since we have a pullback square

X

p

��

//

·y
X //B C

pX

��
B �
� // BBC

,

the statement (b) clearly implies (a). Conversely, suppose f : X → Y is a
p-coCartesian morphism in X . To see it is pX -coCartesian in X //B C, it suffices
to show that, for each object Z ∈ X , the square

(X //B C)(Y, Z) f∗ //

pX

��

(X //B C)(X,Z)

pX

��
BBC(pX (Y ), pX (Z))

pX (f)∗// BBC(pX (Y ), pX (Z))

(5.3.9)
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is actually a pullback. Suppose we have a 2-morphism

X

g

((

h

66 Zα�� (5.3.10)

in X //BC together with a factorization of its image under pX depicted as follows:

pX (X)
pX (f) // pX (Y )

ϕ
++

ψ

33 pX (Z)(ψ,x)�� . (5.3.11)

Since f is p-coCartesian in X , there is a unique morphism h′ : Y → Z ∈ X
covering ψ such that h = h′f . In addition, Lemma 5.1.2 implies there is a
unique 2-morphism α′ : g′ → h′ : Y → Z which covers the 2-morphism (ψ, x) in
(5.3.11). Now, we have the 2-morphism

X
f // Y

g′

((

h′

66 Zα′�� (5.3.12)

which covers (5.3.11). According to Lemma 5.1.2, the lift is unique, so the
2-morphism (5.3.12) equals to (5.3.10). In other words, we obtain a factoriza-
tion of (5.3.10) through f . Lemma 5.1.2 also guarantees the uniqueness of the
factorization. It follows that (5.3.9) is a pullback square, which completes the
proof.

Suppose X is an internal presheaf over a double category C ⇒ B with ver-
tically discrete objects such that X → B is an isofibration. As a consequence
of Proposition 5.3.4, if a morphism ϕ : a → b ∈ B admits coCartesian lifts in
X , the corresponding 1-morphism ϕ in BBC also admits coCartesian lifts in
X //B C. Moreover, we can identify the induced functor ϕ! : Xa → Xb with
ϕ! : (X //B C)a → (X //B C)b constructed the way above.

5.4 Categories of operators
Let G be a group operad. We apply the results obtained in the previous sections
to the double category G̃G ⇒ ẼG , which has vertically discrete objects. Write
BG := BẼG G̃G , and call it the classifying category of G. We obtain a 3-functor

(–) //BG G̃G : PSh(G̃G ⇒ ẼG)→ ldFib/BG . (5.4.1)

Since BG and ẼG have the same underlying 1-category, BG inherits the orthog-
onal factorization system described just after Remark 4.2.6. Hence, we say a
1-morphism in BG is inert (resp. active) if it is so in ẼG . On the other hand, it
is clear that every 2-morphism in BG is invertible, so a pseudofunctor K → BG
is a local Grothendieck fibration if and only if it is a local isofibration.

Definition. Let G be a group operad. An object O ∈ ldFib/BG is called a
category of geometric G-operators if it satisfies the following conditions:
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(i) for every inert 1-morphism [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ BG , and for each object
X ∈ O〈〈m〉〉 in the fiber, there is a coCartesian morphism [̂ρ, x] : X → X ′

in O covering [ρ, x];

(ii) if ρ̂i : X → Xi is a coCartesian morphism in O covering the inert 1-
morphism ρi : 〈〈n〉〉 → 〈〈1〉〉 ∈ BG for 1 ≤ i ≤ n, then for every object
W ∈ O, say W ∈ O〈〈k〉〉 the square

O(W,X)
((ρ̂1)∗,...,(ρ̂n)∗) //

��

∏n
i=1O(W,Xi)

��
BG(〈〈k〉〉, 〈〈n〉〉)

((ρ1)∗,...,(ρn)∗) // BG(〈〈k〉〉, 〈〈1〉〉)×n

is a homotopy pullback in the canonical model structure on Cat;

(iii) if (ρi)! : O〈〈n〉〉 → O〈〈1〉〉 is a pseudofunctor induced by ρi : 〈〈n〉〉 → 〈〈1〉〉 for
1 ≤ i ≤ n, then the pseudofunctor

((ρ1)!, . . . , (ρn)!) : O〈〈n〉〉 → O×n〈〈1〉〉

is a biequivalence.

Remark 5.4.1. If O ∈ ldFib/BG satisfies the condition (i), then the pseudofunc-
tor O → BG is a pseudo-isofibration. Indeed, every equivalence in BG is inert,
and it is easily seen that a morphism lying over an equivalence is coCartesian if
and only if it is an equivalence. This is why the other conditions make sense.

Definition. Let G be a group operad, and let O and P are categories of ge-
ometric G-operators. Then, a map of geometric G-operators is a normalized
pseudofunctor O → P which is a 1-morphism in ldFib/BG and preserves co-
Cartesian lifts of inert morphisms.

We denote by Opergeom
G ⊂ ldFib/BG the 3-subcategory consisting of cate-

gories of geometric G-operators, maps of geometric G-operators, and all 2- and
3-morphisms between them. Similarly to ldFib/BG , every object of Opergeom

G is
1-truncated, so we can regard Opergeom

G as a 2-category by taking isomorphism
classes of 2-morphisms.

Theorem 5.4.2. Let G be a group operad. Then, the 2-functor (–) //ẼG G̃G :
PSh(ẼG ⇒ G̃G)→ ldFib/BG given in (5.4.1)restricts to a biequivalence

Operalg
G → Opergeom

G .

Proof. In view of Proposition 5.3.4, a pseudofunctor F : X //ẼG G̃G → Y //ẼG G̃G
over BGG preserves coCartesian lifts of inert morphisms if and only if so does
the underlying functor F : X → Y. This implies that, to see the result, it
suffices to show the 2-functor (–) //ẼG G̃G restricts to Operalg

G → Opergeom
G

on objects essentially surjectively. Notice that, by virtue of Lemma 5.3.1, the
subcategory Opergeom

G ⊂ ldFib/BG is closed under equivalences; i.e. it contains
all the (1-)equivalences, and if one has an equivalence K ' O ∈ ldFib/BG with
O ∈ Opergeom

G , then K ∈ Opergeom
G . Hence, since the 2-functor (–) //ẼG G̃G
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is a biequivalence, in particular essentially surjective, the problem reduces to
showing that, for each X ∈ PSh(G̃G ⇒ ẼG), we have X ∈ Operalg

G if and
only if X //ẼG G̃G ∈ Opergeom

G . In particular, using Proposition 5.3.4 and its
following argument, one can easily see that the coCartesian lifting problems of
inert morphisms are equivalent and that the induced (pseudo)functors

X〈〈n〉〉 → X×n〈〈1〉〉 , (X //ẼG G̃G)〈〈n〉〉 → (X //ẼG G̃G)×n〈〈1〉〉

are canonically identified. Therefore, it remains to show the following statement:
if ρ̂i : X → Xi is a coCartesian morphism in X covering the inert morphism
ρi : 〈〈n〉〉 → 〈〈1〉〉 for 1 ≤ i ≤ n, then for every W ∈ X , say W ∈ X〈〈k〉〉, the
following two conditions are equivalent:

(a) the square
X (W,X) //

��

∏n
i=1 X (W,Xi)

��
ẼG(〈〈k〉〉, 〈〈n〉〉) // ẼG(〈〈k〉〉, 〈〈1〉〉)×n

(5.4.2)

is a pullback (of sets and maps).

(b) the square

(X //ẼG G̃G)(W,X) //

��

∏n
i=1(X //ẼG G̃G)(W,Xi)

��
BG(〈〈k〉〉, 〈〈n〉〉) // BG(〈〈k〉〉, 〈〈1〉〉)×n

(5.4.3)

is a homotopy pullback in the canonical model structure on Cat.

We first verify (a) implies (b). In fact, if (5.4.2) is a pullback, then (5.4.3) is
a (strict) pullback in Cat. Indeed, in this case, using “associativity property”
of pullbacks, one can obtain the following pullback square:

(X ×ẼG G̃G)(W,X) //

��
·y

∏n
i=1(X ×ẼG G̃G)(W,Xi)

��
G̃G(〈〈k〉〉, 〈〈n〉〉) // G̃G(〈〈k〉〉, 〈〈1〉〉)×n

,

which implies (5.4.3) is a pullback on morphisms as well as on objects. Since
X //ẼG G̃G → BG is a local isofibration, it follows that (5.4.3) is a homotopy
pullback.

Conversely suppose (5.4.3) is a homotopy pullback. To show (a), it suffices
to show that the induced equivalence

(X //ẼG G̃G)(W,X)→ BG(〈〈k〉〉, 〈〈n〉〉)×BG(〈〈k〉〉,〈〈1〉〉)×n

n∏
i=1

(X //ẼG G̃G)(W,Xi)

(5.4.4)
of categories is bijective on objects. It is a consequence of Lemma 5.1.2 that
(5.4.4) reflects the identities. Since (5.4.4) is an equivalence of categories, in
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particular fully faithful, this implies (5.4.4) is injective on objects. On the
other hand, Lemma 5.1.2 also implies every isomorphism in the right hand side
of (5.4.4) is determined by its domain and the image in BG(〈〈k〉〉, 〈〈n〉〉) under
the canonical projection. Since X //ẼG G̃G → BG is a local isofibration, it is
straightforward that (5.4.4) is an isofibration and, so, surjective objects. Hence,
we obtain the part (a).

Combining Theorem 5.4.2 with Theorem 4.5.1, we obtain a sequence of
biequivalences

MultCatG
(–)oẼG−−−−→ Operalg

G

(–)//ẼG G̃G−−−−−−→ Opergeom
G .

We denote the composition by (–)OG : MultCatG → Opergeom
G . We here sketch

how we can recover the original G-symmetric multicategoryM from the category
of geometric G-operators MOG → BG . Since we have a canonical 2-functor
ẼG → BG , we can consider the pullback along it; namely MOG ×BG ẼG → ẼG ,
which also admits coCartesian lifts of inert morphisms. Hence, one can recover
the multicategory M in the same way as in the latter half of the proof of
Theorem 4.5.1. It remains to give the G-symmetric structure on M. For each
n ∈ N, we define a full subcategory BGn ⊂ BG(〈〈n〉〉, 〈〈1〉〉) which is the connected
component of µn ∈ BG(〈〈n〉〉, 〈〈1〉〉). Notice that, writing G ⊂ S the image of the
canonical map G → S of group operads, we have an exact sequence

1→ KecGµn ↪→ DecGµn � Gn → 1

since DecGµn ∼= G(n). It then turns out that the category BGn is canonically
isomorphic to the category such that

• objects are permutations σ ∈ Sn;

• for permutations σ, τ ∈ Sn, morphisms σ → τ are pairs (x, σ) with x ∈
G(n) whose underlying permutations are τσ−1;

• the composition is the multiplication in G(n).

Now, for a1, . . . , an, b ∈M, consider the pullback square

MOG(a1 . . . an, b)BGn //

��
·y

MOG(a1 . . . an, b)

��
BGn
� � // BG(〈〈n〉〉, 〈〈1〉〉)

.

Since the left vertical arrow is a discrete fibration, it is associated with a functor
M̂OG

a1...an,b
: (BGn )op → Set. Expanding the construction, one can see it is given

as follows:

• for each permutation σ ∈ Sn,

M̂OG
a1...an,b

(σ) =M(aσ−1(1) . . . aσ−1(n); b) ;
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• for (τ, x) : σ → τ ∈ BGn ,

M̂OG
a1...an,b

(x, σ) : M(aτ−1(1) . . . aτ−1(n); b) → M(aσ−1(1) . . . aσ−1(n); b)
f 7→ fx ,

where fx is the image of f under the action of x ∈ G(n).

In other words, we have recovered the G-symmetric structure onM in terms of
the coCartesian lifting.

We finally mention the relation of the notions of categories of geometric
S-operators and of ∞-operads introduced by Lurie [54]. Recall that Segal’s
category Γ is a category such that

• objects are pointed sets 〈n〉+ := {1, . . . , n, ∗} for n ∈ N;

• morphisms are, in the opposite direction, arbitrary maps preserving the
base-points.

Hence, the opposite category Γop is a skeleton of the category of finite pointed
sets. It admits an orthogonal factorization system: a morphism ϕ : 〈m〉+ →
〈n〉+ ∈ Γop is said to be inert if the restriction ϕ−1{1, . . . , n} → {1, . . . , n}
is bijective while ϕ active if ϕ−1{∗} = {∗}. It is easily verified that the pair
({inert}, {active}) forms an orthogonal factorization system. In particular, for
each 1 ≤ i ≤ n, we write ρi : 〈n〉+ → 〈1〉+ the inert morphism in Γop with
ρi(j) = 1 if and only if j = i. Then, an∞-operad is an “isofibration” p : E → Γop

which satisfies the following three conditions

(i) every inert morphism 〈m〉+ → 〈n〉+ ∈ Γop admits a “coCartesian” lift
along each object in the fiber E〈m〉+ ;

(ii) if ρ̂i : X → Xi ∈ E is a “coCartesian” morphism in E for each 1 ≤ i ≤ n,
then for each W ∈ E , say W ∈ E〈k〉+ , the square

E(W,X)
((ρ̂1)∗,...,(ρ̂n)∗) //

��

∏n
i=1 E(W,Xi)

��
Γop(〈k〉+, 〈n〉+)

((ρ1)∗,...,(ρn)∗) // Γop(〈k〉+, 〈1〉+)×n

is a “homotopy pullback”;

(iii) the “functor”
((ρ1)!, . . . , (ρn)!) : E〈n〉+ → E

×n
〈1〉+

induced by coCartesian lifts of ρ1, . . . , ρn is an equivalence of “categories.”

Note that although all the double-quoted words above are originally considered
in the ∞-categorical context, we here interpret them just literally. In fact, one
can regard the resulting notion as 1-truncated ∞-operads. To compare it with
the notion of categories of geometric S-operators, we consider the following
functor:

∇ → Γop ; 〈〈k〉〉 7→ 〈〈k〉〉
/
{−∞,∞} .
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Lemma 5.4.3. The functor above extends to a locally fully faithful 2-functor
BS → Γop. Moreover, a 1-morphism in BS is inert (resp. active) if and only if
so is its image in Γop.

Proof. To see the first statement, notice that, for two 1-morphisms [ϕ, σ], [ψ, τ ] :
〈〈m〉〉 → 〈〈n〉〉 ∈ BS, there is a 2-morphism [ϕ, σ] → [ψ, τ ] if and only if there is
an element υ ∈ DecSϕ such that

[ψ, τ ] = [ϕ, υσ] . (5.4.5)

Since υ is a right stabilizer of ϕ, the equation (5.4.5) implies that, for each
α : 〈〈1〉〉 → 〈〈m〉〉 with ϕδσ active, we have

ϕδσ = ϕδυσ = ψδτ .

In other words, the induced maps

〈〈m〉〉 ∼= ∇(〈〈1〉〉, 〈〈m〉〉)→ ∇(〈〈1〉〉, 〈〈n〉〉) ∼= 〈〈n〉〉� 〈〈n〉〉
/
{−∞,∞}

coincide with each other. Hence, we obtain an extension BS → Γop.
Using the equation KecS = InrS, one can see that the 2-category BS allows

at most one 2-morphism between a fixed pair of a source and a target, and it
immediately implies BS → Γop is locally faithful. On the other hand, notice
that, for υ ∈ DecSϕ , (5.4.5) holds if and only if the following two conditions are
satisfied:

(i) (ϕυσ)−1{−1, . . . , n} = (ψτ)−1{1, . . . , n}, or equivalently, (ϕυσ)−1{±∞} =
(ψτ)−1{±∞};

(ii) the composition

ϕ−1{1, . . . , n}
υ−1

−−→ (ϕυ)−1{1, . . . , n}

σ−1

−−→ (ψτ)−1{1, . . . , n}
τ
−→ ψ−1{1, . . . , n}

is an order-preserving bijection;

where we identify Sm with the subgroup of the permutation group on 〈〈m〉〉
consisting of the stabilizers of ±∞. It follows that one can find υ ∈ DecSϕ
satisfying (5.4.5) provided the induced maps

〈〈m〉〉
/
{±∞} → 〈〈n〉〉

/
{±∞}

coincide with each other. This completes the proof of the local fully-faithfulness
of BS → Γop.

The last assertion is straightforward.

Remark 5.4.4. Since the 2-functor BS → Γop is bijective on objects, as a con-
sequence of Lemma 5.4.3, BS is biequivalent to a wide subcategory of Γop.
Namely, a morphism ϕ : 〈m〉+ → 〈n〉+ in Γop belongs to the image of BS if and
only if the subset ϕ−1{1, . . . , n} ⊂ {1, . . . ,m} is consecutive.
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Thanks to Lemma 5.4.3, we have a 2-functor

ldFib/Γop → ldFib/BS

which sends 1-truncated ∞-operads to categories of geometric S-operators. In
addition, the 2-functor (–)OS factors through it and the Lurie’s operadic nerve
functor N⊗ : MultCatS → Op≤1

∞ (see Definition 2.1.1.23 in [54]), where the
codomain is the 2-category of 1-truncated∞-operads, so that the triangle below
commutes:

MultCatS

(–)OS
$$

N⊗ // Op≤1
∞

||
Opergeom

S

.

This observation provides us a comparison of two models of categories of oper-
ators for symmetric multicategories.

5.5 Representability
We investigate representability of multicategories in terms of categories of oper-
ators. Recall that we defined in Section 4.5 the binary operation � on the active
morphisms in ∇.

Lemma 5.5.1. Let G be a group operad, and let M be a G-symmetric multi-
category. Then, a multimorphism u ∈ M(a1 . . . an; a) is strongly universal, in
the sense in Section 1.3 if and only if, for every b1, . . . , bk, c1 . . . cl ∈ M, the
1-morphism

[id〈〈k〉〉 � µn � id〈〈l〉〉; idb1 , . . . , idbk , u, idc1 , . . . , idcl ; ek+n+l]

: b1 . . . bka1 . . . anc1 . . . cl → b1 . . . bkac1 . . . cl
(5.5.1)

inMOG is coCartesian with respect to the canonical 2-functorMOG → BG.

Proof. It is a straightforward consequence of Proposition 5.3.4 that the mul-
timorphism u is strongly universal provided (5.5.1) is coCartesian for every
b1, . . . , bk, c1, . . . , cl ∈M.

Conversely, suppose u ∈ M(a1 . . . an; a) is a strongly universal multimor-
phism. Let us write µ = id〈〈k〉〉 � µn � id〈〈l〉〉. To prove the morphism (5.5.1) is
coCartesian, by virtue of Proposition 5.3.4, it suffices to verify it is a coCarte-
sian morphism in the categoryMo ẼG with respect to the functorMo ẼG → ẼG .
For this, take a 1-morphism inMOG of the form

[ϕµ; f1, . . . , fs;µ∗(x)] : b1 . . . bka1 . . . anc1 . . . cl → d1 . . . ds .

Take the factorization ϕ = νρ in ∇ with ν active and ρ inert. We have

[̂ρ, x] ◦ [µ; id, . . . ,
k+1
^
u , . . . , id; ek+n+l]

=

[ρµx; id, . . . , id;µ∗(x)] ρ(x(k + 1)) = ±∞ ,

[ρµx; id, . . . ,
i
^
u, . . . , id;µ∗(x)] ρ(x(k + 1)) = i with −∞ < i <∞ .
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In the first case, notice that the composition ρµx is inert so that the presentation
[ν; f1, . . . , fs; em] makes sense as a morphism inMoẼG . Thus, we obtain a unique
factorization

[ϕµ; f1, . . . , fs;µ∗(x)]

= [ν; f1, . . . , fs; em] ◦ [̂ρ, x] ◦ [µ; id, . . . ,
k+1
^
u , . . . , id; ek+n+l]

= [ϕ; f1, . . . , fs;x] ◦ [µ; id, . . . ,
k+1
^
u , . . . , id; ek+n+l] .

In the other case, if ϕ(x(k + 1)) = j, the multimorphism fj belongs to the
multihom-set of the form

M(b′1 . . . b′k′a1 . . . anc
′
1 . . . c

′
l′ ; dj)

with k′ + n+ l′ = k
(ϕµ)
j . Since u is strongly universal, there is a unique multi-

morphism f ′j ∈M(b′1 . . . b′k′ac′1 . . . c′l′ ; dj) such that

fj = γ(f ′j ; id, . . . ,
k′+1
^
u , id, . . . , id) .

Hence, we obtain a factorization

[ϕµ; f1, . . . , fs;µ∗(x)] = [ν; f1, . . . , fj−1, f
′
j , fj+1, . . . , fs; e]

◦ [ρµx; id, . . . ,
i
^
u, . . . , id;µ∗(x)]

= [ϕ, f1, . . . , fj−1, f
′
j , fj+1, . . . , fs;x]

◦ [µ; id, . . . ,
k+1
^
u , . . . , id] ,

which is clearly unique. It follows that the morphism (5.5.1) is coCartesian.

A pseudo-isofibration p : K → S is called a Grothendieck opfibration if it
is a local Grothendieck opfibration such that every 1-morphism in S admits
p-coCartesian lifts, which is the one simply called opfibration in the literature
[10]. We write 2-opFib/S ⊂ Cat/S2 the 3-subcategory consisting of normalized
Grothendieck opfibrations over S, normalized pseudofunctors over S preserving
coCartesian 1-morphisms and 2-morphisms, and all the 2-natural transforma-
tions and modifications between them over S. In particular, we write

RepOpergeom
G := Opergeom ×

Cat/BG2
2-opFibBG .

We call an object of RepOpergeom
G a representable categories of geometric G-

operator. On the other hand, we have the 2-subcategory RepMulCatG ⊂
MulCatG consisting of representable G-symmetric multicategories, G-symmetric
multifunctors preserving strongly universal multimorphisms, and multinatural
transformations.

Theorem 5.5.2. Let G be a group operad. Then, there is a square

RepMulCatG
� _

��

// RepOpergeom
G

� _

��
MultCatG

(–)OG // Opergeom
G
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of 2-functors with horizontal arrows biequivalences.

Proof. The result is a direct consequence of Lemma 5.5.1, Theorem 5.4.2, and
Theorem 4.5.1.

Corollary 5.5.3. Let G be a group operad. Then, the composition

MonCatG
(–)⊗
−−−→ RepMultCatG

(–)OG
−−−−→ RepOpergeom

G

is a biequivalence.

Proof. The result immediately follows from Theorem 5.5.2 and Theorem 1.3.10.

For a G-symmetric monoidal category C, we obtain a normalized Grothendieck
opfibration (C⊗)OG → BG . It turns out that it coincides with the 2-categorical
analogue of the Grothendieck construction for the normalized pseudofunctor
CsG : BG → Cat given as follows:

• for each n ∈ N, we set CsG (〈〈n〉〉) := C×n;

• for each 1-morphism [ϕ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ BG , we define the functor
CsG ([ϕ, x]) to be the composition

C×m
x∗−→ C×m

Cs(ϕ)
−−−−→ C×n ,

where Cs : ∇ → Cat is the normalized pseudofunctor associated with
the underlying monoidal category of C (see the construction in the end of
Section 1.2);

• for a 2-morphism associated to a morphism [ϕ, u, x] : 〈〈m〉〉 → 〈〈n〉〉 in G̃G ,
take an element uj ∈ G(k(ϕ)

j ) for each 1 ≤ j ≤ n so that

[u] = [γG(en+2; e(ϕ)
−∞, u1, . . . , un, e

(ϕ)
∞ )] ∈ InrGϕ \DecGϕ

using Lemma 4.2.12 and (3) in Lemma 4.1.12, where

e
(ϕ)
±∞ := e

k
(ϕ)
±∞
∈ G(k(ϕ)

±∞) .

Then, we define the natural transformation CsG ([ϕ, u, x]) : CsG ([ϕ, x]) →
CsG ([ϕ, ux]) is the one given by

CsG ([ϕ, x])(X1, . . . , Xm) =
(
⊗
k

(ϕ)
1

((x∗ ~X)ϕ1 ), . . . ,⊗
k

(ϕ)
n

((x∗ ~X)ϕn
)

Θu1×···×Θun
−−−−−−−−−→

(
⊗
k

(ϕ)
1

((u1)∗(x∗ ~X)ϕ1 ), . . . ,⊗
k

(ϕ)
n

((un)∗(x∗ ~X)ϕn
)

= CsG ([ϕ, ux])(X1, . . . , Xm)

where Θuj is the natural isomorphism given in Example 3.2.3.
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Note that the assignments of 1-morphisms and 2-morphisms do not depend
on the choice of representatives thanks to Lemma 4.3.2. The pseudofunctor
CsG : BG → Cat satisfies the Segal condition; namely, for the inert morphisms
ρi : 〈〈n〉〉 → 〈〈1〉〉 ∈ BG for 1 ≤ i ≤ n, the functor

(CsG (ρ1), . . . , CsG (ρn)) : CsG (〈〈n〉〉)→ CsG (〈〈1〉〉)×n

is an equivalence of categories. More generally, as pointed out in the literature
[10], the Grothendieck construction offers a correspondence between pseudofunc-
tors into Cat2 and Grothendieck opfibrations. In this point of view, it turns
out that the Segal condition is the counterpart of the conditions (ii) and (iii) in
the definition of categories of geometric G-operators (cf. Proposition 2.1.2.12 in
[54] or Lemma 5.5.7 below), and we obtain a correspondence between pseudo-
functors BG → Cat satisfying the Segal condition and representable categories
of geometric G-operators.

Finally, we see there is a free construction for representable categories of
geometric G-operators. Fortunately, by virtue of Theorem 5.5.2, the traditional
recipe to formally add coCartesian lifts works well. We use a factorization
system on the 2-category BG .

Definition. Let G be a group operad. A 1-morphism in BG is said to be purely
active if it is the image of an active morphism in ∇ under the canonical functor
∇ → ẼG → BG .

By abuse of notation, we identify morphisms in ∇ with their images in BG .
Hence, purely active morphisms are always written as µ using active morphisms
µ in ∇.

Lemma 5.5.4. Let G be a group operad.

(1) Every 1-morphism in BG strictly factors as an inert 1-morphism followed
by a strictly unique purely active 1-morphism.

(2) the classes of inert morphisms and of active morphisms form an orthogonal
factorization system on BG in the following sense:

(i) every 1-morphism in BG factors as an inert 1-morphism followed by
an active 1-morphism;

(ii) if µ : 〈〈m〉〉 → 〈〈n〉〉 is active and ρ : 〈〈k〉〉 → 〈〈n〉〉 is inert, then the
commutative square

BG(〈〈l〉〉, 〈〈m〉〉) µ∗ //

ρ∗

��

BG(〈〈l〉〉, 〈〈n〉〉)

ρ∗

��
BG(〈〈k〉〉, 〈〈m〉〉) µ∗ // BG(〈〈k〉〉, 〈〈n〉〉)

(5.5.2)

is a homotopy pullback in the canonical model structure on Cat.

Proof. The assertions are direct consequences of Lemma 4.2.10.

We almost trace the construction described in Section 2.2.4 in [54]. Consider
the 2-category B[1]

G := Cat2([1],BG) of normalized pseudofunctors [1] = {0 <
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1} → BG , pseudonatural transformations, and modifications. We denote by AG
the full 2-subcategory of B[1]

G spanned by normalized pseudofunctors [1] → BG
corresponding to 1-morphisms in BG of the form µ = [µ, e] for active morphisms
µ in∇. For a normalized 2-isofibration K → BG , we define a 2-category EnvG(K)
by the pullback square

EnvG(K) //

��
·y

K

��
AG

ev0 // BG

,

where the bottom arrow is the evaluation 2-functor at the object 0 ∈ [1]. In
addition, we regard EnvG(K) as a 2-category over BG with the composition

EnvG(K)→ AG
ev1−−→ BG .

Lemma 5.5.5. The evaluation ev1 : AG → BG at the object 1 ∈ [1] is locally
faithful.

Proof. Let µ : 〈〈m′〉〉 → 〈〈n′〉〉 and ν : 〈〈n′〉〉 → 〈〈n〉〉 be two purely active mor-
phisms in BG , and consider two 1-morphisms ξ, ξ′ : µ→ ν ∈ AG depicted as the
2-cells below:

〈〈m′〉〉

µ

��

ξ0 // 〈〈n′〉〉

ν

��
〈〈m〉〉

ξ1

// 〈〈n〉〉

ξ01

z�
,

〈〈m′〉〉

µ

��

ξ′0 // 〈〈n′〉〉

ν

��
〈〈m〉〉

ξ′1

// 〈〈n〉〉

ξ′01

z�

A 2-morphism θ : ξ′ → ξ : µ → ν ∈ AG is nothing but a pair (θ0, θ1) of
2-morphisms

〈〈m′〉〉
ξ′0

**

ξ0

44 〈〈n′〉〉θ0�� , 〈〈m〉〉
ξ′1

**

ξ1

44 〈〈n〉〉θ1��

satisfying the equation

〈〈m′〉〉

ξ′0

  

ξ0

//

µ

��

〈〈n′〉〉

ν

��
〈〈m〉〉

ξ1

==
〈〈n〉〉

θ0��

ξ01v~
=

〈〈m′〉〉

ξ′0

  

µ

��

〈〈n′〉〉

ν

��
〈〈m〉〉

ξ′1 //

ξ1

==
〈〈n〉〉

θ1��

ξ′01

v~
(5.5.3)

of 2-morphisms in BG . Since all the 2-morphisms in BG are invertible with
respect to the vertical composition, the equation (5.5.3) implies that the hori-
zontal composition idν ◦H θ0 is determined by ξ′, ξ, and θ1 = ev1(θ). On the
other hand, since ν is purely active, in view of Lemma 4.2.10, the functor

BG(〈〈m′〉〉, 〈〈n′〉〉)
ν∗−→ BG(〈〈m′〉〉, 〈〈n〉〉)
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given as the postcomposition with ν is locally faithful. It follows that the
horizontal composition idν ◦H θ0 even determines θ0, and the result follows.

Lemma 5.5.6. Let p : K → BG be a normalized 2-isofibration which admits all
coCartesian lifts of inert morphisms, and consider the normalized pseudofunctor
p′ : EnvG(K) → BG. Then, a morphism in EnvG(K) is p′-coCartesian if and
only if its image in K is p-coCartesian and covering an inert morphism.

Proof. We first show the “if” part of the last statement; i.e. every 1-morphism
(ξ, f) : (µ,X)→ (ν, Y ) ∈ EnvG(K) depicted as

p(X)
p(f) //

µ

��

p(Y )

ν

��

ξ01

{�
〈〈m〉〉

ξ1

// 〈〈n〉〉

is p′-coCartesian provided f : X → Y ∈ K is p-coCartesian and p(f) is inert.
To see this, for every object (λ,W ) ∈ EnvG(K) with λ : p(W ) → 〈〈l〉〉 ∈ BG ,
consider the diagram

K(Y,W ) f∗ //

p

��

K(X,W )

p

��

EnvG(K)((ν, Y ), (λ,W ))
(ξ,f)∗//

55

��

EnvG(K)((µ,X), (λ,W ))

��

55

BG(p(Y ), p(W ))
p(f)∗ //

λ∗

��

BG(p(X), p(W ))

λ∗

��

AG(ν, λ)
(ξ,p(f))∗ //

ev1

��

ev0
55

AG(µ, λ)

ev1

��

ev0

55

BG(p(Y ), 〈〈l〉〉)
p(f)∗ // BG(p(X), 〈〈l〉〉)

BG(〈〈n〉〉, 〈〈l〉〉)
ξ∗1 //

ν∗ 55

BG(〈〈m〉〉, 〈〈l〉〉)
µ∗

55

(5.5.4)
of functors which is commutative up to coherent natural isomorphisms. Since
p is a local isofibration, the upper left and right faces in (5.5.4) are homotopy
pullbacks by definition. It is also verified that the lower left and right faces are
homotopy pullbacks by the explicit computation in Section 5.2. On the other
hand, since f is p-coCartesian and p(f) is inert, the back faces in (5.5.4) are
homotopy pullbacks by Lemma 5.5.4. Thus, using the “associativity property”
for homotopy pullbacks, we conclude that the front faces and their composition
are also homotopy pullbacks. Since (λ,W ) is arbitrary, It follows that the 1-
morphism (ξ, f) is p′-coCartesian.

Next, we show every p′-coCartesian morphism in EnvG(K) is of the de-
scribed form. Consider the set I of morphisms in EnvG whose images in K are
inert. Clearly, I is closed under compositions and isomorphisms. Moreover,
it is verified that, for every morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ BG , and for every
(µ,X) ∈ EnvG(K) with p(X) = 〈〈m〉〉, there is a morphism (ξ, f) : (µ,X) →
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(ν, f!X) ∈ EnvG(K) which belongs to I. In view of the uniqueness of coCarte-
sian lifts, it follows that I contains all the p′-coCartesian morphisms, and this
completes the proof.

Before showing EnvG(K) is a category of geometric G-operators, we assert
that, for Grothendieck opfibrations over BG , the conditions on categories of
geometric G-operators can be relaxed.

Lemma 5.5.7 (cf. Proposition 2.1.2.12 in [54]). Let p : K → BG be a locally
faithful normalized Grothendieck opfibration. Then, to show K is a category of
geometric G-operators, it suffices to verify only the condition (iii) in the defini-
tion; i.e. the functor

((ρ1)!, . . . , (ρn)!) : K〈〈n〉〉 → K×n〈〈1〉〉

induced by the coCartesian lifts of the inert morphisms ρ1, . . . , ρn : 〈〈n〉〉 →
〈〈1〉〉 ∈ BG is an equivalence of categories.

Proof. Since p is a Grothendieck opfibration, the condition (i) is straightforward.
Hence, it suffices to show the condition (ii) follows from (iii) in this case. Suppose
we are given a p-coCartesian morphism ρ̂i : X → Xi covering the inert morphism
ρi : 〈〈n〉〉 → 〈〈1〉〉 for each 1 ≤ i ≤ n, and consider the commutative square below
for an object W ∈ K:

K(W,X)
((ρ̂1)∗,...,(ρ̂n)∗) //

p

��

∏n
i=1K(W,Xi)∏

p

��
BG(p(W ), 〈〈n〉〉)

((ρ1)∗,...,(ρn)∗)// BG(p(W ), 〈〈1〉〉)×n

. (5.5.5)

We have to see (5.5.5) is a homotopy pullback square in the canonical model
structure on Cat. Since p is a Grothendieck opfibration and so a local isofibra-
tion, in view of Lemma 5.2.4, it suffices to show that the induced functor

K(W,X)ϕ →
n∏
i=1
K(W,Xi)ρiϕ (5.5.6)

is an equivalence of categories for every morphism ϕ : p(W ) → 〈〈n〉〉, where we
write

K(Y,Z)ψ := {ψ} ×BG(p(Y ),p(Z)) K(Y,Z)

for objects Y, Z ∈ K and morphisms ψ : p(Y ) → p(Z) ∈ BG . Since p is a
Grothendieck opfibration, we can take a p-coCartesian morphism ϕ̂ : W → ϕ!W
with p(ϕ̂) = ϕ. Taking also a p-coCartesian lift ρ̂i : ϕW → (ρi)!ϕ!W covering
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ρi for each 1 ≤ i ≤ n, we obtain a diagram

K〈〈n〉〉(ϕ!W,X)
((ρ1)!,...,(ρn)!) //

n∏
i=1
K〈〈1〉〉((ρi)!ϕ!W,Xi)

∏
i ρ̂
∗
i

��

K(ϕ!W,X)id〈〈n〉〉
((ρ̂1)∗,...,(ρ̂n)∗) //

ϕ̂∗

��

n∏
i=1
K(ϕ!W,Xi)ρi

∏
ϕ̂∗

��

K(W,X)ϕ
((ρ̂1)∗,...,(ρ̂n)∗) //

n∏
i=1
K(W,Xi)ρiϕ

which is commutative up to coherent natural isomorphisms and with all the
vertical arrows being equivalences of categories, where the top horizontal arrow
is a part of the functor K〈〈n〉〉 → K×n〈〈1〉〉 induced by coCartesian lifts of the in-
ert morphisms ρ1, . . . , ρn : 〈〈n〉〉 → 〈〈1〉〉. It follows that the functor (5.5.6) is
an equivalence of categories as soon as K〈〈n〉〉 → K×n〈〈1〉〉 is essentially fully faith-
ful. Therefore, we can deduce the condition (ii) from (iii) in the definition of
categories of geometric G-operators.

Theorem 5.5.8 (cf. Proposition 2.2.4.4 in [54]). Let G be a group operad.
Then, for a category of geometric G-operators K, the following hold.

(1) The functor EnvG(K)→ BG exhibits EnvG(K) as a representable category
of geometric G-operators.

(2) The normalized pseudofunctor K → EnvG(K) ; X 7→ (id, X) is a map
of geometric G-operators such that, for every representable category of
geometric G-operators L, the induced 2-functor

RepOpergeom
G (EnvG(K),L) ↪→ Opergeom

G (EnvG(K),L)
→ Opergeom

G (K,L)
(5.5.7)

is a biequivalence.

Proof. We write p : K → BG and p′ : EnvG(K) → BG the canonical pseudo-
functors. Note first that the functor EnvG(K) → AG is a pullback of a locally
faithful pseudofunctor K → BG , so it is itself locally faithful. Combining with
Lemma 5.5.5, one can easily see p′ is locally faithful. In addition, it is also a
normalized pseudofunctor, so we have EnvG(K) ∈ ldFib/BG .

Thanks to Lemma 5.5.6, the pseudofunctor p′ is a Grothendieck opfibration.
Hence, in order to verify EnvG(K) is a category of geometric G-operators, in
view of Lemma 5.5.7, it suffices to show the pseudofunctor

((ρ1)!, . . . , (ρn)!) : EnvG(K)〈〈n〉〉 → EnvG(K)×n〈〈1〉〉 (5.5.8)

induced by the inert morphisms ρ1, . . . , ρn : 〈〈n〉〉 → 〈〈1〉〉 is a biequivalence. In
fact, it is essentially surjective: for objects (µk1 , X1), . . . , (µkn , Xn) ∈ EnvG(K)〈〈1〉〉
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for the purely active morphisms µki : 〈〈ki〉〉 → 〈〈1〉〉, the condition (iii) on the cat-
egory of geometric G-operators K enables us to take an object X ∈ K〈〈k1+···+kn〉〉
together with a p-coCartesian morphism

ρ̂
(~k)
i : X → Xi ∈ K

covering the inert morphism ρ
(~k)
i : 〈〈k1 + · · ·+ kn〉〉 → 〈〈ki〉〉 ∈ ∇ given by (4.5.4)

for each 1 ≤ i ≤ n. Put ~k = (k1, . . . , kn), and we obtain a commutative square

p(X)
p(ρ̂(~k)

i )//

µ~k

��

p(Xi)

µki

��
〈〈n〉〉

ρi // 〈〈1〉〉

,

which presents a p′-coCartesian morphism in EnvG(K) by virtue of Lemma 5.5.6,
so the uniqueness of coCartesian lifts implies we have an equivalence

(ρi)!(µ~k, X) ' Xi ∈ EnvG(K)〈〈1〉〉

for each 1 ≤ i ≤ n. This implies the tuple (X1, . . . , Xn) belongs to the essential
image of the pseudofunctor (5.5.8), and it is essentially surjective.

To see (5.5.8) is also essentially fully faithful, take tuples ~k = (k1, . . . , kn),~l =
(l1, . . . , ln) of non-negative integers and objects X ∈ K〈〈k1+···+kn〉〉 and Y ∈
K〈〈l1+···+ln〉〉. The category EnvG(K)〈〈n〉〉((µ~k, X), (µ~l, Y )) is described as follows:

• objects are pairs (ξ, f) of 1-morphism f : X → Y together with a 2-
morphism in BG depicted as

p(X)
p(f) //

µ~k ��

p(Y )

µ~l��
〈〈n〉〉

ξ

px ; (5.5.9)

• morphisms (ξ, f) → (ξ′, f ′) are 2-morphisms θ : f → f ′ in K satisfying
the equation

p(X)

p(f)

##

p(f ′)
//

µ~k ��

p(Y )

µ~l��
〈〈n〉〉

p(θ)��

ξ′
px

=

p(X)
p(f) //

µ~k ��

p(Y )

µ~l��
〈〈n〉〉

ξ

px .

Note that the existence of the 2-morphism (5.5.9) implies that, for every mor-
phism (ξ, f) : (µ~k, X)→ (µ~l, Y ), ξ and p(f) are respectively of the forms

ξ = [µ~k, γG(x1, . . . , xn), γG(x1, . . . , xn)−1]
p(f) = [ν1 � · · · � νn, γG(x1, . . . , xn)]
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with νi : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇ active and xi ∈ G(ki) for each 1 ≤ i ≤ n, so we have
a formula

ρ
(~l)
i ◦ p(f) = [ν, xi] ◦ ρ(~k)

i .

Taking p-coCartesian morphisms ρ̂(~k)
i : X → Xi and ρ̂(~l)

i : Y → Yi covering ρ(~k)
i

and ρ(~l)
i respectively for each 1 ≤ i ≤ n, we obtain a sequence of functors

K(X,Y )p(f)
((ρ̂(~l)

1 )∗,...,(ρ̂
(~l)
n )∗)−−−−−−−−−−−→

'

n∏
i=1
K(X,Yi)[ν,xi]◦ρ(~k)

i

((ρ̂(~k)
1 )∗,...,(ρ̂(~k)

n )∗)
←−−−−−−−−−−−−

'

n∏
i=1
K(Xi, Yi)[ν,xi] ,

(5.5.10)

which are equivalences thanks to the condition (ii) on the category of geometric
G-operators K. Since one can describe the functor

((ρi)!, . . . , (ρn)!) : EnvG(K)〈〈n〉〉((µ~k, X), (µ~l, Y ))

→
n∏
i=1

EnvG(K)〈〈1〉〉((µki , Xi), (µli , Yi))

(5.5.11)

in terms of (5.5.10), it turns out (5.5.11) is essentially surjective. Moreover,
since p : K → BG is locally fully faithful, it follows from the direct computation
of morphisms in BG that (5.5.11) is even fully faithful. Therefore, the pseudo-
functor (5.5.8) is essentially surjective and essentially fully faithful, and this
completes the proof of the part (1).

We prove the part (2). It is straightforward from Lemma 5.5.6 that K →
EnvG(K) is a map of geometric G-operators. For a representable category of
geometric G-operators L, consider a map of geometric G-operators

F : K → L .

We can extend it to F̃ : EnvG(K)→ L as follows: for each morphism ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ BG , choose an induced functor

ϕ! : L〈〈m〉〉 → L〈〈n〉〉 .

We set
F̃ (µ,X) := µ!(F (X)) .

As for a morphism (ξ, f) : (µ,X)→ (ν, Y ) depicted as

p(X)
p(f) //

µ

��

p(Y )

ν

��
〈〈m〉〉

ξ1

// 〈〈n〉〉

ξ01

{�
, (5.5.12)

the universal property of the coCartesian morphism µ̂ : F (X) → µ!(F (X))
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implies there is an essentially unique 2-morphism

F (X)
F (f) //

µ̂

��

F (Y )

ν̂

��
µ!(F (X))

f ′
// ν!(F (Y ))

v~

in L covering (5.5.12), so we put F̃ (ξ, f) := f ′. Similarly, we also obtain an
assignment on 2-morphisms. The essential uniqueness on each choice guarantees
F̃ : EnvG(K) → L is actually a pseudofunctor. In addition, since F preserves
coCartesian morphisms covering the inert morphisms, F̃ even preserves all the
coCartesian morphisms by construction, so F̃ ∈ RepOpergeom

G (EnvG(K),L). In
other words, F : K → L belongs to the essential image of the pseudofunctor
(5.5.7). Since F is arbitrary, it follows that (5.5.7) is essentially surjective.

On the other hand, let F,G : EnvG(K) → L be two map of geometric G-
operators preserving all the coCartesian morphisms. For each pseudonatural
transformation F → G over BG , and for (ξ, f) : (µ,X) → (ν, Y ) ∈ EnvG(K),
consider the induced cube

G(id, X)
G(id,f) //

G(µ,id)
��

G(id, Y )

G(ν,id)

��

F (id, X)
F (id,f)//

88

F (µ,id)

��

F (id, Y )

F (ν,id)
��

88

G(µ,X)
G(ξ,f) // G(ν, Y )

F (µ,X)
F (ξ,f)

//

88

F (ν, Y )

88

(5.5.13)

with each faces filled with specific 2-morphisms in L coherently. Note that
since both F and G preserve coCartesian morphisms, the vertical arrows in
(5.5.13) are coCartesian. Hence, the universal property implies the top face
of (5.5.13) actually determines the other faces essentially uniquely. In other
words, the whole pseudonatural transformation F → G is essentially determined
by its restriction on K ⊂ EnvG(K). The same argument clearly works on the
modifications, so we conclude that (5.5.7) is also essentially fully faithful. This
completes the proof of the part (2).

In view of the observation that we have C ∼= (C⊗)OG〈〈1〉〉 for every G-symmetric
monoidal category C, it follows from Theorem 5.5.8 and Corollary 5.5.3 that
a Grothendieck opfibration L → BG exhibits the fiber L〈〈1〉〉 as a G-symmetric
monoidal category. In particular, for every category of geometric G-operators
K,

EnvG(K)〈〈1〉〉 ∼= K ×BG (AG)〈〈1〉〉
is a G-symmetric monoidal category.
Remark 5.5.9. Since EnvG(K) → BG is locally fully faithful in our setting, the
fiber EnvG(K)〈〈1〉〉 is equivalent to an ordinary category by taking isomorphism
classes of 1-morphisms. This is why we called it a G-symmetric monoidal cate-
gory instead of a G-symmetric monoidal 2-category in the argument above.
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Example 5.5.10. Notice that we have a canonical identification EnvG(BG) = AG .
For each n ∈ N, there is exactly one purely active morphism µn : 〈〈n〉〉 → 〈〈1〉〉
in BG , so the objects of (AG)〈〈1〉〉 are denoted by 〈〈n〉〉 for n ∈ N. Moreover, by
virtue of Lemma 4.2.10, a 2-morphism in BG of the form

〈〈m〉〉

µm
��

// 〈〈n〉〉

µn
��

〈〈1〉〉

qy

is determined by the top arrow, while a 1-morphism [ϕ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ BG
admits such a 2-morphism if and only if it is active. The similar argument
makes sense for 2-morphisms, one can see (AG)〈〈1〉〉 is equivalent to the quotient
category of the total category ∆̃J\G of the augmented crossed simplicial group
J\G (see Example 2.5.6) by the congruence

(µ, x) ∼ (ν, y) ⇐⇒ µ = ν and xy−1 ∈ DecGµ .

In other words, (AG)〈〈1〉〉 is equivalent to the augmented simplicial analogue of
the J\G-quotal category associated with DecGµ .
Example 5.5.11. We assert that, for each group operad G, we have

EnvG(G̃G //ẼG G̃G) ' ∆̃J\G .

We have bijection on objects for the same reason as Example 5.5.10, and it is
also seen that the 1-morphisms in the left hand side are identified with active
morphisms in G̃G . In addition, it follows from the structure of the double
category

G̃G ×ẼG G̃G ⇒ G̃G
and Lemma 4.2.10 that two 1-morphisms

[µ, u, x], [ν, v, y] : 〈〈m〉〉 → 〈〈n〉〉

in EnvG(G̃//ẼG G̃G) are connected by a 2-morphism if and only if we have µ = ν
and ux = vy. In other words, the 2-functor

∆̃J\G → EnvG(G̃G //ẼG G̃G)
(µ, x) 7→ [µ, e, x]

is bijective on objects and essentially fully faithful, so it is a biequivalence.
As a consequence of Example 5.5.11, we obtain an alternative proof of Propo-

sition 3.5.2. Indeed, let ∗ be the trivial operad, so the category of algebras over
∗ in a monoidal category C can be written as

Alg(C) = Alg∗(C) = MultCat(∗, C⊗) .

In particular, if C is a G-symmetric monoidal category, we obtain a sequence of
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equivalences of categories as below:

Alg(C) 'MultCat(∗, C⊗)
'MultCatG(G, C⊗)

' Operalg
G (G̃G , C⊗ o ẼG)

' Opergeom
G (G̃G //ẼG G̃G , (C

⊗)OG)

' RepOpergeom
G (Env(G̃G //ẼG G̃G), (C⊗)OG)

'MonCatG(∆̃G , C) .

Note that, in the article [62], Nikolaus and Scholze constructed Hochschild ho-
mology and cyclic homology for spectra using an∞-analogue of the equivalence
above.
Remark 5.5.12. Although we have stuck to the lower category theory through-
out the paper, the notion of categories of geometric G-operators has a straight-
forward higher categorical analogues. Indeed, one can consider the category
InFib/BG of inner fibrations of ∞-categories over BG instead of ldFib/BG in
the definition of categories of geometric G-operators. Using the Joyal model
structure on the category of simplicial sets, which is a model of the homotopy
theory for ∞-categories, instead of the canonical model structure on Cat, one
would obtain the notion of “∞-categories of G-operators” thanks to the notions
introduced in [53]. The only reason we did not do this is because the base cat-
egory BG does not admit satisfactorily higher structures. For example, it is an
exciting challenge to formulate the notion of “homotopy group operads.”
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