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Chapter 1

Introduction

1.1 Purpose of the thesis

The purpose of this thesis is to study five problems related to evolution equations in a
curved thin domain or on a moving surface. They are completely independent and studied
separately in each chapter. References are listed at the end of each chapter and cited only
in that chapter. Also, notations are different from chapter to chapter.

In Chapters 2–5 we consider parabolic equations in curved thin domains degenerating into
stationary or moving hypersurfaces. Partial differential equations (PDEs) in thin domains
appear in many problems of natural sciences such as solid mechanics (thin elastic bodies)
and fluid mechanics (lubrication, meteorology, ocean dynamics). In the mathematical study
of PDEs in thin domains we are mainly interested in two problems. One problem is to
investigate the relation between the existence, uniqueness, and long time behavior of solutions
to PDEs and the smallness of the width of thin domains. For example, in the study of the
Navier–Stokes equations in a three-dimensional thin domain we expect to show the global-in-
time existence of a strong solution for large data, since a three-dimensional thin domain with
very small width can be considered almost two-dimensional. Another problem is a singular
limit problem for a PDE in a thin domain as it degenerates into a lower dimensional set.
We are concerned with derivation of a limit equation on the limit set and comparison of the
original and limit equations. Such problems were first studied by Hale and Raugel [6,7], who
considered damped wave and reaction-diffusion equations in a flat thin domain degenerating
into a lower dimensional domain. Since then, many researchers have studied PDEs, mainly
a reaction-diffusion equation and the Navier–Stokes equations, in flat thin domains. In the
case of curved thin domains whose limit sets are a lower dimensional manifold, there are
several works on the asymptotic behavior of eigenvalues of the Laplacian on a curved thin
domain around a hypersurface (see [9] and the references cited therein). However, evolution
equations in curved thin domains have not been studied well, except for a few works on a
reaction-diffusion equation in a curved thin domain [17] and the Navier–Stokes equations in
a thin spherical shell [20]. It is also important to consider PDEs in moving thin domains for
applications in physical problems and a few researchers have studied them. We refer to [5]
for the study of a diffuse interface model in a moving thin domain for an advection-diffusion
equation on a moving surface and to [16] for the study of a singular limit problem for a
reaction-diffusion equation in a moving thin domain degenerating into a lower dimensional
stationary domain. However, there is no literature that derives an unknown limit equation
of a PDE in a moving thin domain whose limit set also moves in time, even in the case of a
linear diffusion equation. The difficulties in the analysis of PDEs in curved or moving thin
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1. Introduction 2

domains arise from the geometry and motion of the boundary of the thin domains and their
limit sets. Our purpose in Chapters 2–5 is to provide mathematical methods for dealing with
such difficulties and to investigate the effects of the geometry and motion of the curved thin
domains and their limit surfaces on the original and limit equations.

In Chapter 6 we study the first order Hamilton–Jacobi equation on a moving surface.
PDEs on moving surfaces arise in many applications in biology, fluid mechanics, and material
sciences as frequently as those in thin domains. For example, an advection-diffusion equation
on a moving surface describes transport of surfactants on the interface between two fluids.
They provide mathematically interesting problems such as the well-posedness, numerical
analysis, and interaction between the evolution of a surface and the behavior of a solution
to a surface PDE. Many researchers have studied various kinds of PDEs on moving surfaces
in recent years. We refer to [4] and the references cited therein for the mathematical and
numerical study of PDEs on moving surfaces and its applications. In this thesis we consider
the Hamilton–Jacobi equation as a new kind of PDE on a moving surface. Our goal is to
establish the existence and uniqueness of a viscosity solution as well as to provide a numerical
scheme with an error bound.

1.2 Introduction to Chapter 2

In Chapter 2 we study a singular limit problem for the heat equation in a moving thin domain.
We consider the Neumann type problem of the heat equation in a moving thin domain that
degenerates into a closed moving hypersurface as the width of the domain tends to zero.
Here the Neumann type boundary condition is imposed to make the total amount of heat in
the moving thin domain conserved in time.

Our purpose in Chapter 2 is to investigate the behavior of a solution to the heat equation
as the width of the thin domain tends to zero and to derive a limit equation on the moving
surface. To this end, we use a change of variables formula (a co-area formula) to transform
an integral over the thin domain into integrals over the limit surface and its normal direction,
and analyze the weighted average in the thin direction of a variational solution to the heat
equation. Then, under suitable assumptions, we prove the weak convergence of the weighted
average of a solution in an appropriate function space on the limit surface. Moreover, we
show that the weak limit is a unique variational solution to a limit equation on the moving
limit surface, which is a linear diffusion equation involving the mean curvature and normal
velocity of the surface. We also estimate the difference between a solution to the heat
equation and a solution to the limit equation. This is the first result that derives an a priori
unknown limit equation of a PDE in a thin domain whose limit set evolves in time.

Chapter 2 is based on the work [13].

1.3 Introduction to Chapter 3

The subject of Chapter 3 is nonlinear diffusion equations of porous media type in a moving
thin domain and on a moving surface. After a brief review of the transport equations, we
consider the thin width limit of a nonlinear diffusion equation in a moving thin domain that
consists of the transport equation, Darcy’s law, and the boundary condition corresponding
to the situation that there is no exchange of mass between the domain and its surroundings.
Under the assumption that the moving thin domain shrinks to a moving closed hypersurface
as its width tends to zero, we formally derive a limit nonlinear diffusion equation on the
moving surface based on calculations of the Taylor series for bulk quantities with respect
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to the signed distance from the limit surface. In particular, we see that in the thin width
limit the transport equation and Darcy’s law in the moving thin domain become those on
the moving surface. We also show that the thin width limit of the energy law for the
nonlinear diffusion equation in the moving thin domain is that for the limit equation on
the moving surface. Then we discuss an energetic variational approach to derivation of
nonlinear diffusion equations in a moving domain and on a moving surface, and observe that
the energetic variation commutes with the thin width limit.

Chapter 3 is based on the joint work [15] with Yoshikazu Giga and Chun Liu.

1.4 Introduction to Chapter 4

Chapter 4 is devoted to formal derivation of and discussions on singular limit equations of
the incompressible Euler and Navier–Stokes equations in a three-dimensional moving thin
domain. For a given closed moving surface, we define a moving thin domain as its tubular
neighborhood of small radius. We consider the Euler equations with impermeable boundary
condition and the Navier–Stokes equations with Navier’s perfect slip boundary conditions
in the moving thin domain. Then we formally derive their limit equations on the moving
limit surface by calculations of the Taylor series for the bulk velocity and pressure with
respect to the signed distance from the surface. Our limit equations are basically the same
as incompressible fluid equations on a moving surface derived from local conservation laws
of mass and linear momentum for a surface fluid [10] and by a global energetic variational
approach [12]. We also observe that in the thin width limit the energy identities of the Euler
and Navier–Stokes equations in the moving thin domain become those of the corresponding
limit equations on the moving surface.

The limit equations on the moving surface involve the first and second order derivatives of
tangential and normal vector fields on the surface. To understand the structure of the limit
equations, we give several formulas on the derivatives of vector fields on an embedded surface
in the three-dimensional Euclidean space. We use them to show that our limit equations are
the same as the Euler and Navier–Stokes equations on a manifold introduced by Arnold [1,2]
and Taylor [19] when the limit surface is stationary.

Chapter 4 is based on the work [14].

1.5 Introduction to Chapter 5

In Chapter 5 we study the three-dimensional Navier–Stokes equations in a stationary curved
thin domain, which is defined as a region between two very close parametrized surfaces of
a given two-dimensional closed surface. Under the assumption that the curved thin domain
degenerates into the given surface as its width tends to zero, we consider the Navier–Stokes
equations with Navier’s slip boundary conditions.

The Navier–Stokes equations in thin domains have been studied in the case of a flat thin
product domain [18], a flat thin domain whose top and bottom boundaries are given by the
graph of functions on a two-dimensional domain [8], and a thin spherical shell given as a
region between two concentric spheres of near radii [20]. Our goal is not just to generalize
the results in the previous works, but to study the effect of the curvatures of a general limit
surface on the bulk and limit equations.

The first result in Chapter 5 is the global-in-time existence of a strong solution to the
Naiver–Stokes equations. Under suitable assumptions on the limit surface and friction co-
efficients appearing in the slip boundary conditions, we establish the global existence and



1. Introduction 4

uniform estimates of a strong solution for very large data according to the smallness of the
width of the thin domain. Main tools for the proof of the global existence are an average
operator in the normal direction of the limit surface and an extension of a surface vector
field to the thin domain that satisfies the impermeable boundary condition. Using them, the
slip boundary conditions, and Sobolev type inequalities on the thin domain and the surface
we derive a good product estimate for the inertial and viscous terms in the Navier–Stokes
equations. A key idea is to decompose a vector field on the thin domain into the average
part, to which we can use a product estimate for a function on the thin domain and that on
the surface, and the residual part, to which a good L∞-estimate is applicable.

The second result is concerning a singular limit problem for the Navier–Stokes equations
as the curved thin domain degenerates into the closed surface. We show that, under suitable
assumptions on given data, the averaged tangential component of a strong solution to the
bulk Navier–Stokes equations converges weakly in an appropriate function space on the
limit surface, and that the weak limit is a unique weak solution to limit equations, which
are the damped and weighted Navier–Stokes equations on the limit surface with viscous
term involving the Gaussian curvature of the surface and the functions that parametrize the
boundaries of the thin domain. To prove these results, we approximate a weak formulation
for the bulk equations by that for the averaged tangential component of a strong solution
and derive its energy estimate. In approximation of the weak formulation, we use the average
operator and change of variables formulas for integrals over the thin domain and its boundary.
We also employ the impermeable extension of a surface vector field and a uniform estimate for
the gradient part of the Helmholtz–Leray decomposition on the thin domain to construct an
appropriate test function for the bulk equations from a test function for the limit equations.
To derive the energy estimate for the averaged tangential component of a strong solution
to the bulk equations, we would like to take it as a test function for its weak formulation.
However, it is not allowed since the averaged tangential component is not in the space of
test functions for the limit equations, which is a weighted solenoidal space on the surface.
To overcome this difficultly, we use the weighted Helmholtz–Leray projection on the surface.

Besides the weak convergence and characterization of the limit, we estimate the difference
between a strong solution to the Navier–Stokes equations and a weak solution to the limit
equations. It is worth noting that the normal derivative (with respect to the surface) of a
strong solution to the Navier–Stokes equations is compared with a surface vector field given
by a weak solution to the limit equations and the Weingarten map (or shape operator) of
the surface. In particular, it is not necessarily small even though the thin domain and its
limit surface are stationary.

1.6 Introduction to Chapter 6

In Chapter 6 we consider the first order Hamilton–Jacobi equation on a moving closed surface
in the three-dimensional Euclidean space. One motivation for considering such an equation
is to describe the motion of a curve on an evolving surface. The aim of Chapter 6 is to study
the well-posedness as well as to provide a numerical scheme and an error bound.

We first extend the definition of viscosity sub- and supersolutions to a moving surface by
using the material and tangential derivative operators. Here the material derivative is the
time derivative along the total velocity of the surface, which consists of the outward normal
velocity and a given tangential velocity. Then we prove a comparison principle by a standard
doubling of variables method that yields the uniqueness of a viscosity solution.

To establish the existence of a viscosity solution as well as to give a numerical scheme, we
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consider discretization of the Hamilton–Jacobi equation in space and time. We approximate
the smooth moving surface by a triangulated surface with moving vertices. Then, following
the idea of the work [11] in the case of a flat stationary domain, we introduce a finite volume
scheme based on the viscous approximation and discretization of surface integrals, and prove
its monotonicity and consistency. We point out that to prove the monotonicity and consis-
tency we require only the regularity of the triangulation. In particular, it is not necessary
to assume that the triangulation is acute, which is very important for implementation of the
numerical scheme.

Using the monotonicity and consistence of our scheme, we prove the existence of a viscos-
ity solution by the half-relaxed limits method. Moreover, by a doubling of variables method
we establish an error bound between a viscosity solution and a numerical solution of the
same order as in the case of a flat stationary domain.

Chapter 6 is based on the joint work [3] with Klaus Deckelnick and Charles M. Elliott.
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Chapter 2

Zero width limit of the heat
equation on moving thin domains

2.1 Introduction

For t ∈ [0, T ], T > 0, let Ωε(t) be a moving thin domain in Rn, n ≥ 2, with width of order
ε > 0 that converges to an evolving closed hypersurface Γ(t) as ε → 0. We consider the
Neumann type problem of the heat equation of the form

∂tu
ε −∆uε = 0 in Qε,T ,

∂νεu
ε + vNε u

ε = 0 on ∂`Qε,T ,

uε(0) = uε0 in Ωε(0).

(Hε)

Here Qε,T :=
⋃
t∈(0,T ) Ωε(t)×{t}, ∂`Qε,T :=

⋃
t∈(0,T ) ∂Ωε(t)×{t}, and νε, v

N
ε are the unit out-

ward normal vector field of ∂Ωε(t) and the outer normal velocity of ∂Ωε(t), respectively. The
term vNε u

ε in the boundary condition is added so that the total amount of heat
∫

Ωε(t)
uε dx

is conserved, see the beginning of Section 2.3. Also, if uε denotes the concentration of some
chemicals, the boundary condition says that chemicals near the boundary move along it and
do not go into and out of the moving thin domain.

We are interested in the behavior of a solution uε to (Hε) as ε → 0. Our goal is to
characterize its limit as well as its convergence. Let us explain the simplest case when Ωε(t)
is the set of all points in Rn with distance less than ε from Γ(t) so that the width of Ωε(t) is
2ε. Let ν be the unit outward normal vector field of Γ(t) and VΓ = vNΓ ν + V T

Γ be the total
velocity of Γ(t), where vNΓ and V T

Γ are the outer normal velocity of Γ(t) and a given tangential
velocity field. Then our main result formally implies that, under suitable assumptions on
the initial data uε0 of (Hε), the limit v is a solution to

∂◦v − vNΓ Hv −∆Γ(t)v = 0 on ST . (2.1.1)

Here ST :=
⋃
t∈(0,T ) Γ(t) × {t} and ∂◦v = ∂tv + vNΓ ν · ∇v is the normal time derivative of

v. (The notation ∂◦ is used in [2, 5]. We refer to [3] for the normal time derivative.) Also,
H := −divΓ(t)ν and ∆Γ(t) := divΓ(t)∇Γ(t) are the mean curvature of Γ(t) and the Laplace–
Beltrami operator on Γ(t), where divΓ(t) and ∇Γ(t) are the surface divergence operator and
the tangential gradient on Γ(t), respectively (see Section 2.2 for their definitions). We will
give a heuristic derivation of the limit equation (2.1.1) in Appendix 2.A. The equation (2.1.1)
is equivalent to

∂•v + (divΓ(t)VΓ)v −∆Γ(t)v − divΓ(t)(vV
T

Γ ) = 0 on ST , (2.1.2)

7
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which we will actually derive in Section 2.6. Here ∂•v = ∂◦v + V T
Γ · ∇Γ(t)v denotes the

material derivative of v (see Section 2.4 for its precise definition). Note that the equation
(2.1.1) is independent of the tangential velocity V T

Γ . In other words, the evolution of the
limit v is not affected by advection along Γ(t). Such a phenomenon does not occur in an
advection-diffusion equation widely studied in recent years [2, 4–9,19,28]:

∂•v + (divΓ(t)VΓ)v −∆Γ(t)v = 0 on ST . (2.1.3)

This equation is derived from a conservation law such that

d

dt

∫
M(t)

v dHn−1 = −
∫
∂M(t)

q · µdHn−2

for an arbitrary portionM(t) of Γ(t), where Hk is the k-dimensional Hausdorff measure for
k ∈ N, µ is the co-normal to the boundary ∂M(t), and q is the surface flux, see [4, Section
3] and [5, Section 3.1] for details.

Partial differential equations on thin domains are studied over the years [12–16, 20–24,
26,27], and many researchers deal with a nonmoving thin domain of the form

Ωε = {(x′, xn) ∈ Rn−1 × R | x′ ∈ ω, εg0(x′) < xn < εg1(x′)}, ε > 0, (2.1.4)

where ω is a domain in Rn−1 and g0, g1 are functions on ω. In their pioneering works [12,13],
Hale and Raugel compared the dynamics of reaction-diffusion equations and damped wave
equations on Ωε of the form (2.1.4) (with g0 = 0 and slightly modified g1) and that of
corresponding limit equations on ω by the scaling argument. They transformed the equations
on Ωε into scaled equations on a fixed reference domain Ω0 = ω × (0, 1) by the change of
variables, and formally derived the limit equations on ω by letting ε → 0 in the scaled
equations on Ω0 and omitting divergent terms. Then they compared the dynamics of the
scaled equations on Ω0 and that of the limit equations on ω by analyzing weighted bilinear
forms that appear in variational formulations of the scaled equations and the limit equations.
Their scaling argument is applicable to more general thin domains such as a thin L-shaped
domain [14] and a moving thin domain of the form (2.1.4) where g0 = 0 and g1 depends
on time [20]. Prizzi and Rybakowski [22] generalized the scaling argument in [12, 13] to
study reaction-diffusion equations on a (nonmoving) thin domain with holes around a lower
dimensional domain. The generalized scaling argument in [22] is also valid for a (nonmoving)
thin domain with holes around a lower dimensional manifold [21, 23]. We refer to [24] and
references therein for other examples of thin domains.

In contrast to the above papers, the limit hypersurface Γ(t) of our thin domain Ωε(t)
evolves. Such a situation has been considered only in the paper [8], which deals with a
diffuse interface model for the advection-diffusion equation (2.1.3). See also [9] for numerical
computations of the advection-diffusion equation (2.1.3) based on the diffuse interface model.
In [8], however, the limit equation (2.1.3) on the evolving surface is given and a bulk equation
on the moving thin domain involves a weight function that vanishes on the boundary of
the domain. Therefore, there is no literature on initial-boundary value problems of partial
differential equations on moving thin domains around evolving surfaces whose limit equations
are unknown in advance, even in the case of the heat equation.

The difficulty caused by the evolution of the hypersurface Γ(t) is in transforming equa-
tions on Ωε(t) and Γ(t) into equations on fixed (in time and width) domain and hypersurface.
In particular, transformations of differential operators on Γ(t) into those on a fixed hyper-
surface is so complicated that we can hardly find a limit equation on the fixed hypersurface
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and convert it into an equation on Γ(t), see [7] for the actual transformations of differential
operators.

To avoid this difficulty, we employ another method that does not require transformations
of Ωε(t) and Γ(t). Let us explain our idea of derivation of a limit equation on Γ(t). We
start from a variational formulation of (Hε) (see (2.3.2)) that consists of integrals over the
noncylindrical domain Qε,T of a variational solution uε to (Hε) and a test function defined
on Qε,T . In this variational formulation, we take a test function independent of the normal
direction of Γ(t) and apply the co-area formula (see (2.5.1)) and a weighted average operator
Mε (see Definition 2.5.1) to get a variational formulation (with some residual term) of the
average Mεu

ε (see (2.6.1)) that consists of integrals over the space-time manifold ST of
Mεu

ε and a test function defined on ST . Then we obtain a variational formulation of a limit
equation on Γ(t) (see (2.6.13)) by omitting the residual term in the variational formulation
of Mεu

ε. Moreover, we prove that Mεu
ε converges weakly in a function space on ST as ε→ 0

and that the limit is a unique variational solution to the limit equation (see Theorem 2.6.9),
and estimate the L2(Qε,T )-norm of the difference between variational solutions to (Hε) and
the limit equation (see Theorem 2.6.12). These results indicate that our limit equation on
Γ(t) derived as above is indeed the “limit” of (Hε).

In our derivation of a limit equation, Lemma 2.5.6 and Lemma 2.5.13 play an important
role. In Lemma 2.5.6 we approximate an H1-bilinear form on Ωε(t) for each t ∈ [0, T ]
by that on Γ(t) with the tangential gradient of the average Mεu of a function u on Ωε(t).
The proof of Lemma 2.5.6 is based on simple representations of the gradient in Rn and the
tangential gradient on Γ(t) under a special local coordinate system for each fixed point on
Γ(t). On the other hand, Lemma 2.5.13 gives an integral formula that formally represents
a relation between the weak time derivative of a function u on Qε,T and the weak material
derivative of its average Mεu (in fact, we do not explicitly deal with the time derivative of
u). Lemma 2.5.13 essentially follows from Lemma 2.5.11, which gives a relation between the
time derivative and the material derivative of functions defined on ST .

Average operators in the thin direction were originally introduced by Hale and Raugel
[12,13], but they took the average of functions on the scaled domain Ω0 = ω×(0, 1). Average
operators on actual thin domains Ωε appears in the study of the Navier–Stokes equations
on three-dimensional thin domains [15, 16, 26, 27]. Temam and Ziane [26, 27] first employed
them to study the global existence of strong solutions to the Navier–Stokes equations for
large initial data and external forces and the behavior of solutions as ε → 0 when Ωε is a
three-dimensional thin product domain Ωε = ω× (0, ε) with a bounded domain ω in R2 and
a thin spherical domain Ωε = {x ∈ R3 | a < |x| < (1+ε)a} with a constant a > 0. In [15,16],
average operators were employed to study the dynamics of the Navier–Stokes equations on
Ωε of the form (2.1.4). In particular, the authors of [16] compared the dynamics of the
Navier–Stokes equations with that of limit equations by estimating the difference of the
average of solutions to the Navier–Stokes equations and solutions to the limit equations.

We point out that our weighted average operator given in Definition 2.5.1 is a generaliza-
tion of average operators given in [15,16,26] and that its weight function is different from that
of an average operator given in [27]. In fact, the weight function of our average operator is a
Jacobian that appears when we change variables of integrals over a tubular neighborhood of
Γ(t) in terms of the normal coordinate system around Γ(t). Our choice of the weight function
enables us to avoid including the material derivative of a test function in the estimate for the
residual term in the variational formulation of the average of a variational solution to (Hε),
which is essential for derivation of its energy estimate, see Lemma 2.5.13 and Remark 2.5.14.
We also note that, contrary to our case, Kublik, Tanushev, and Tsai [17] employed the same
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Jacobian and co-area formula to transform integrals over boundaries of domains into those
over their tubular neighborhoods. Based on this transformation, they proposed a new ap-
proach to numerical computations of boundary integrals without explicit parametrizations
of boundaries and a simple formulation for constructing boundary integral methods to solve
Poisson’s equation. Their method of the numerical computations of boundary integrals is
also applicable to integrals over nonclosed manifolds of higher codimension, such as curves
in R3 with different endpoints, see [18] for details.

Finally we mention variational formulations of partial differential equations on evolving
surfaces. There are several kinds of variational frameworks for equations on evolving surfaces,
mainly the advection-diffusion equation (2.1.3), see [4, 19, 28] for example. In addition,
Alphonse, Elliott, and Stinner [1, 2] proposed an abstract variational setting with evolving
Hilbert spaces and applied it to some equations on moving domains and evolving surfaces.
Among these variational frameworks, we adopt the one introduced by Olshanskii, Reusken,
and Xu [19]. Their variational formulation is imposed on function spaces on ST , which is
suitable for our calculation of bilinear forms on function spaces on ST and Qε,T performed
in Section 2.5 and Section 2.6.

This chapter is organized as follows. In Section 2.2 we introduce notations related to the
evolving surface Γ(t) and define the moving thin domain Ωε(t). In Section 2.3 we define a
variational solution to (Hε) and prove its existence and uniqueness. We also derive an energy
estimate of a variational solution to (Hε) with a constant independent of ε. In Section 2.4
we define function spaces on ST introduced in [19] and give their properties. In Section 2.5
we define the weighted average operator Mε and establish estimates and formulas related to
Mε. In Section 2.6 we derive a limit equation on Γ(t) of the form (2.1.2) via its variational
formulation and prove our main theorems (Theorem 2.6.9 and Theorem 2.6.12). In Appendix
2.A we give a heuristic derivation of the limit equation (2.1.1) when Ωε(t) is the set of all
points in Rn with distance less than ε from Γ(t). In Appendix 2.B we give complete proofs of
some results in Section 2.4 related to integrals over Γ(t). In Appendix 2.C we show detailed
calculations in proofs of some lemmas in Section 2.5 involving the differential geometry of
tubular neighborhoods of Γ(t).

2.2 Evolving surfaces and moving thin domains

For each t ∈ [0, T ], let Γ(t) be a closed (that is, compact and without boundary), connected
and oriented smooth hypersurface in Rn. We set Γ0 := Γ(0) and define a space-time manifold
ST ⊂ Rn+1 as ST :=

⋃
t∈(0,T ) Γ(t)× {t}. We assume that each point y on Γ(t) evolves with

velocity VΓ(y, t), which is not necessarily normal to Γ(t), and the velocity field VΓ : ST → Rn
is smooth. Let Φ(·, t) : Γ0 → Γ(t) be the flow map of VΓ, that is, Φ(·, t) is a diffeomorphism
from Γ0 onto Γ(t) with its inverse Φ−1(·, t) for each t ∈ [0, T ] and satisfies

Φ(Y, 0) = Y,
∂Φ

∂t
(Y, t) = VΓ(Φ(Y, t), t) for all Y ∈ Γ0, t ∈ [0, T ].

We assume that Φ and Φ−1 are smooth on Γ0 × [0, T ] and ST , respectively. Due to this
assumption, ST is a compact smooth manifold in Rn+1.

Let ν : ST → Rn be the unit outward normal vector field of Γ(t). The velocity VΓ is
decomposed into VΓ = vNΓ ν + V T

Γ , where vNΓ : ST → R is the outer normal velocity and
V T

Γ : ST → Rn is a tangential velocity field. Note that to describe the geometric motion of
Γ(t) it is sufficient to prescribe the normal velocity. However, to describe a limit equation
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on Γ(t) we will derive in Section 2.6, we also need to consider a tangential velocity, which
represents advection along Γ(t).

For each t ∈ [0, T ], let d(·, t) be the signed distance function from Γ(t) that increases
in the direction of ν(·, t). By the smoothness (in space and time) and compactness of Γ(t),
there is an open set N(t) in Rn of the form N(t) = {x ∈ Rn | −δ < d(x, t) < δ} for each
t ∈ [0, T ], where δ > 0 is a constant independent of t, that satisfies the following conditions:

• The signed distance function d is smooth on NT , where

NT :=
⋃

t∈(0,T )

N(t)× {t} ⊂ Rn+1.

• For each (x, t) ∈ NT , there is a unique point p(x, t) ∈ Γ(t) such that

x = p(x, t) + d(x, t)ν(p(x, t), t), ∇d(x, t) = ν(p(x, t), t).

The set N(t) is called a tubular neighborhood of Γ(t). Based on the above equality, we
extend the outward normal ν to NT by setting ν(x, t) := ∇d(x, t) for (x, t) ∈ NT . Then,
by the smoothness of d, the extended outward normal ν and the projection mapping p are
smooth on NT . Also, the normal velocity vNΓ of Γ(t) is given by vNΓ = −∂td on ST .

Next, we give definitions of differential operators on evolving surfaces. For a function v
and a vector field F on ST , we define the tangential gradient of v and the surface divergence
of F as

∇Γ(t)v(y, t) := [In − ν(y, t)⊗ ν(y, t)]∇v(y, t),

divΓ(t)F (y, t) := trace[{In − ν(y, t)⊗ ν(y, t)}∇F (y, t)]

for (y, t) ∈ ST . Here In is the identity matrix of size n and ν ⊗ ν := (νiνj)i,j is the tensor
product of ν. Also, v and F are the constant extensions of v and F in the normal direction
of Γ(t) given by

v(x, t) := v(p(x, t), t), F (x, t) := F (p(x, t), t), (x, t) ∈ NT .

By definition, ν · ∇Γ(t)v = 0 holds. Hereafter we use the same notations for functions and
vector fields on Γ(t) with each fixed t ∈ [0, T ].

Finally, we define a moving thin domain. Let g0 and g1 be smooth functions on ST . We
assume that there is a constant c > 0 such that

g(y, t) := g1(y, t)− g0(y, t) ≥ c for all (y, t) ∈ ST . (2.2.1)

Then we define a moving thin domain Ωε(t) ⊂ Rn as

Ωε(t) := {y + ρν(y, t) | y ∈ Γ(t), εg0(y, t) < ρ < εg1(y, t)}, t ∈ [0, T ], ε > 0

and a space-time noncylindrical domain Qε,T ⊂ Rn+1 as Qε,T :=
⋃
t∈(0,T ) Ωε(t) × {t}. Note

that Ωε(t) does not necessarily include Γ(t), since we do not assume that g0 is negative
and g1 is positive. Since g0 and g1 are smooth and thus bounded on the compact manifold
ST , there is a positive number ε0 such that Ωε(t) ⊂ N(t) for all ε ∈ (0, ε0) and t ∈ [0, T ].
Hereafter we assume that ε ∈ (0, ε0).
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2.3 Heat equation on moving thin domains

In this section, we consider the initial-boundary problem (Hε) of the heat equation on the
moving thin domain Ωε(t). First we show that the boundary condition of (Hε) yields the
conservation of the total amount of heat. Suppose that uε satisfies the heat equation in Qε,T .
By the Reynolds transport theorem and Green’s formula (see [10, Appendix C]) we have

d

dt

∫
Ωε(t)

uε dx =

∫
Ωε(t)

∂tu
ε dx+

∫
∂Ωε(t)

vNε u
ε dHn−1

=

∫
Ωε(t)

∆uε dx+

∫
∂Ωε(t)

vNε u
ε dHn−1

=

∫
∂Ωε(t)

(∂νεu
ε + vNε u

ε) dHn−1.

Hence if uε additionally satisfies the boundary condition of (Hε), then d
dt

∫
Ωε(t)

uε dx = 0 for

all t ∈ (0, T ), that is, the total amount of heat
∫

Ωε(t)
uε dx is conserved.

Next, we give a definition of a variational solution to (Hε). For each ε > 0, we define a
function space L2

H1(ε) on Qε,T and an inner product on L2
H1(ε) as

L2
H1(ε) := {u ∈ L2(Qε,T ) | ∇u ∈ L2(Qε,T )},

(u1, u2)L2
H1(ε)

:=

∫ T

0

∫
Ωε(t)

(u1u2 +∇u1 · ∇u2) dx dt.
(2.3.1)

The space L2
H1(ε) is a Hilbert space endowed with the above inner product. Let ‖ · ‖L2

H1(ε)

denote the norm of L2
H1(ε) induced by the inner product (·, ·)L2

H1(ε)
.

Definition 2.3.1. Let uε0 ∈ L2(Ωε(0)). A function uε ∈ L2
H1(ε) is said to be a variational

solution to the initial-boundary value problem (Hε) if it satisfies∫ T

0

∫
Ωε(t)

(−uε∂tw +∇uε · ∇w) dx dt−
∫

Ωε(0)
uε0w(0) dx = 0 (2.3.2)

for all w ∈ C1(Qε,T ) with w(T ) = 0 in Ωε(T ).

The variational formulation (2.3.2) is derived as follows. Suppose that uε is a classical
solution to (Hε). We multiply both sides of the heat equation in Qε,T by an arbitrary function
w ∈ C1(Qε,T ) with w(T ) = 0 in Ωε(T ) and integrate them over Qε,T to get∫ T

0

∫
Ωε(t)

(∂tu
ε −∆uε)w dxdt = 0.

We calculate the left-hand side of the above equality. By the Reynolds transport theorem
and the conditions uε(0) = uε0 in Ωε(0) and w(T ) = 0 in Ωε(T ), we have∫ T

0

∫
Ωε(t)

(∂tu
ε)w dxdt = −

∫ T

0

∫
Ωε(t)

uε∂tw dxdt

−
∫ T

0

∫
∂Ωε(t)

vNε u
εw dHn−1 dt−

∫
Ωε(0)

uε0w(0) dx.
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On the other hand, by integration by parts,

−
∫

Ωε(t)
(∆uε)w dxdt =

∫
Ωε(t)

∇uε · ∇w dx−
∫
∂Ωε(t)

(∂νεu
ε)w dHn−1.

Hence it follows that∫ T

0

∫
Ωε(t)

(−uε∂tw +∇uε · ∇w) dx dt−
∫ T

0

∫
∂Ωε(t)

(∂νεu
ε + vNε u

ε)w dHn−1 dt

−
∫

Ωε(0)
uε0w(0) dx = 0

and we obtain (2.3.2) by applying the boundary condition of (Hε) to the second term of the
left-hand side in the above equality.

Our goal in this section is to obtain a unique variational solution to (Hε) that satisfies
an energy estimate with a constant independent of ε. To this end, we transform (2.3.2) into
a variational formulation of some equation on the fixed (in time) domain Ωε(0) with the aid
of a suitable diffeomorphism between Ωε(0) and Ωε(t).

Lemma 2.3.2. For each t ∈ [0, T ], there exists a diffeomorphism Ψε(·, t) : Ωε(0) → Ωε(t)
with its inverse Ψ−1

ε (·, t) : Ωε(t)→ Ωε(0) such that Ψε and Ψ−1
ε are smooth on Ωε(0)× [0, T ]

and Qε,T , respectively, and Ψε(·, 0) is the identity mapping on Ωε(0). Moreover, there exists
a constant c > 0 independent of ε such that

|∂αX∂kt Ψε(X, t)| ≤ c, |∂αx ∂kt Ψ−1
ε (x, t)| ≤ c (2.3.3)

for all (X, t) ∈ Ωε(0)× (0, T ), (x, t) ∈ Qε,T , and |α|+ k ≤ 2, k = 0, 1, 2.

Proof. We observe that for each X ∈ Ωε(0) there is a unique θ ∈ (0, 1) such that

X = p(X, 0) + ε{(1− θ)g0(p(X, 0), 0) + θg1(p(X, 0), 0)}ν(p(X, 0), 0), (2.3.4)

that is, X divides the line segment A0A1 internally in the ratio θ : 1− θ, where

Ai := p(X, 0) + εgi(p(X, 0), 0)ν(p(X, 0), 0), i = 0, 1.

Based on this observation we define Ψε(X, t) ∈ Ωε(t) as

Ψε(X, t) := Φ(p(X, 0), t)

+ ε{(1− θ)g0(Φ(p(X, 0), t), t) + θg1(Φ(p(X, 0), t), t)}ν(Φ(p(X, 0), t), t), (2.3.5)

that is, Ψε(X, t) divides the line segment B0B1 internally in the ratio θ : 1− θ, where

Bi := Φ(p(X, 0), t) + εgi(Φ(p(X, 0), t), t)ν(Φ(p(X, 0), t), t), i = 0, 1.

To eliminate θ in (2.3.5), we take the inner product of both sides of (2.3.4) and the vector
ν(p(X, 0), 0). Then

{X − p(X, 0)} · ν(p(X, 0), 0) = ε{(1− θ)g0(p(X, 0), 0) + θg1(p(X, 0), 0)}.

Since {X − p(X, 0)} · ν(p(X, 0), 0) = d(X, 0) and g1 − g0 = g > 0, it follows that

θ =
d(X, 0)− εg0(p(X, 0), 0)

εg(p(X, 0), 0)
.
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Hence, by substituting this for θ in (2.3.5), we obtain

Ψε(X, t) = Φ(p(X, 0), t) + {d(X, 0)φ1(X, t) + εφ2(X, t)}ν(Φ(p(X, 0), t), t) (2.3.6)

for X ∈ Ωε(0) and t ∈ [0, T ], where

φ1(X, t) :=
g(Φ(p(X, 0), t), t)

g(p(X, 0), 0)
, φ2(X, t) := g0(Φ(p(X, 0), t), t)− φ1(X, t)g0(p(X, 0), 0).

Similarly we define a mapping Ψ−1
ε as

Ψ−1
ε (x, t) := Φ−1(p(x, t), t) + {d(x, t)φ3(x, t) + εφ4(x, t)}ν(Φ−1(p(x, t), t), 0) (2.3.7)

for (x, t) ∈ Qε,T , where

φ3(x, t) :=
g(Φ−1(p(x, t), t), 0)

g(p(x, t), t)
, φ4(x, t) := g0(Φ−1(p(x, t), t), 0)− φ3(x, t)g0(p(x, t), t).

By definition, Ψε(·, t) : Ωε(0)→ Ωε(t) is a bijection with its inverse Ψ−1
ε (·, t) : Ωε(t)→ Ωε(0)

for each t ∈ [0, T ]. Also, since Φ(·, 0) is the identity mapping on Γ0, we have φ1(X, 0) = 1,
φ2(X, 0) = 0 and thus

Ψε(X, 0) = p(X, 0) + d(X, 0)ν(p(X, 0), 0) = X for all X ∈ Ωε(0),

that is, Ψε(·, 0) is the identity mapping on Ωε(0). Due to the smoothness of Φ, Φ−1, d,
p, g0, and g1, the right-hand sides of (2.3.6) and (2.3.7) are smooth on the compact sets
N(0) × [0, T ] and NT , respectively, and thus bounded independently of ε along with their
derivatives. From this fact and the inclusion Ωε(t) ⊂ N(t) for each t ∈ [0, T ], it follows that
Ψε and Ψ−1

ε are smooth on Ωε(0) × [0, T ] and Qε,T , respectively, and that the inequalities
(2.3.3) hold with a constant c > 0 independent of ε. In particular, Ψε(·, t) : Ωε(0)→ Ωε(t) is
a diffeomorphism for each t ∈ [0, T ].

Let Ψε and Ψ−1
ε be the mappings given by Lemma 2.3.2. In (2.3.2), we set

U ε(X, t) := uε(Ψε(X, t), t), W (X, t) := w(Ψε(X, t), t), (X, t) ∈ Ωε(0)× (0, T ).

Then, by the change of variables x = Ψε(X, t), we transform (2.3.2) into∫ T

0
{−(U ε(t), Jε(t)∂tW (t))L2 + (Aε(t)∇U ε(t)− U ε(t)Bε(t),∇W (t))L2} dt

− (uε0,W (0))L2 = 0. (2.3.8)

Here (·, ·)L2 denotes the inner product of L2(Ωε(0)) and

Jε(X, t) := |det∇Ψε(X, t)| ∈ R,
Aε(X, t) := Jε(X, t)∇Ψ−1

ε (Ψε(X, t), t)[∇Ψ−1
ε (Ψε(X, t), t)]

T ∈ Rn×n,
Bε(X, t) := Jε(X, t)∂tΨ

−1
ε (Ψε(X, t), t) ∈ Rn

for (X, t) ∈ Ωε(0)× (0, T ), where

∇Ψ−1
ε :=

∂1(Ψ−1
ε )1 . . . ∂n(Ψ−1

ε )1
...

. . .
...

∂1(Ψ−1
ε )n . . . ∂n(Ψ−1

ε )n

 for Ψ−1
ε =

(Ψ−1
ε )1
...

(Ψ−1
ε )n





2. Zero width limit of the heat equation on moving thin domains 15

and [∇Ψ−1
ε ]T denotes the transposed matrix of ∇Ψ−1

ε . Note that the vector field Bε comes
from the differentiation of w(x, t) = W (Ψ−1

ε (x, t), t) with respect to t holding x ∈ Ωε(t) fixed:

∂tw(x, t) = ∂tW (Ψ−1
ε (x, t), t) + ∂tΨ

−1
ε (x, t) · ∇W (Ψ−1

ε (x, t), t).

Since w(T ) = 0 in Ωε(T ) and Ψε(·, 0) is the identity mapping on Ωε(0), we have W (T ) = 0
and Jε(0) = 1 in Ωε(0). Thus, by integration by parts with respect to t, we further transform
(2.3.8) into∫ T

0
{(H1)′〈∂tU ε(t), Jε(t)W (t)〉H1 + (U ε(t),W (t)∂tJ

ε(t))L2

+ (Aε(t)∇U ε(t)− U ε(t)Bε(t),∇W (t))L2} dt = 0. (2.3.9)

Here (H1)′〈·, ·〉H1 is the duality product between H1(Ωε(0)) and its dual space (H1(Ωε(0)))′.

Theorem 2.3.3. For every uε0 ∈ L2(Ωε(0)), there exists a unique function

U ε ∈ L∞(0, T ;L2(Ωε(0))) ∩ L2(0, T ;H1(Ωε(0))) with ∂tU
ε ∈ L2(0, T ; (H1(Ωε(0)))′)

that satisfies (2.3.9) for all W ∈ L2(0, T ;H1(Ωε(0))) and U ε(0) = uε0 in L2(Ωε(0)). More-
over, there exists a constant c > 0 independent of uε0, U ε, and ε such that

sup
t∈(0,T )

‖U ε(t)‖2L2(Ωε(0)) +

∫ T

0
‖∇U ε(t)‖2L2(Ωε(0)) dt ≤ c‖u

ε
0‖2L2(Ωε(0)). (2.3.10)

Proof. For i, j = 1, . . . , n, let Aεij be the (i, j)-entry of Aε and Bε
i be the i-th component of

Bε. Suppose that there is a positive constant C independent of ε such that

C−1 ≤ Jε(X, t) ≤ C, (2.3.11)

|∇Jε(X, t)| ≤ C, |∂tJε(X, t)| ≤ C, |Aεij(X, t)| ≤ C, |Bε
i (X, t)| ≤ C, (2.3.12)

Aε(X, t)ζ · ζ ≥ C|ζ|2 (2.3.13)

for all (X, t) ∈ Ωε(0) × (0, T ), ζ ∈ Rn, and i, j = 1, . . . , n. Then the theorem is proved by
a standard Galerkin method and Gronwall argument, see [10, Section 7.1] for details. In
particular, the constant c in (2.3.10) depends only on the above C and thus it is independent
of ε.

Let us prove (2.3.11), (2.3.12), and (2.3.13). The inequalities (2.3.12) and the right-hand
inequality of (2.3.11) immediately follow from (2.3.3). For all (X, t) ∈ Ωε(0) × (0, T ) since
∇Ψ−1

ε (Ψε(X, t), t)∇Ψε(X, t) = In it follows that

| det∇Ψ−1
ε (Ψε(X, t), t)|Jε(X, t) = 1, [∇Ψε(X, t)]

T [∇Ψ−1
ε (Ψε(X, t), t)]

T = In.

The first equality yields the left-hand inequality of (2.3.11) because |det∇Ψ−1
ε | is bounded

on Qε,T independently of ε by (2.3.3). Moreover, the above equality and (2.3.3) imply that,
for all (X, t) ∈ Ωε(0)× (0, T ) and ζ ∈ Rn,

|ζ|2 = |[∇Ψε(X, t)]
T [∇Ψ−1

ε (Ψε(X, t), t)]
T ζ|2

≤ c|[∇Ψ−1
ε (Ψε(X, t), t)]

T ζ|2

= c{∇Ψ−1
ε (Ψε(X, t), t)[∇Ψ−1

ε (Ψε(X, t), t)]
T ζ} · ζ

= c| det∇Ψ−1
ε (Ψε(X, t), t)|Aε(X, t)ζ · ζ ≤ cAε(X, t)ζ · ζ

with a constant c > 0 independent of ε. Thus (2.3.13) follows.
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Now we can show the existence and uniqueness of a variational solution to (Hε) and its
energy estimate with a constant independent of ε.

Theorem 2.3.4. For every uε0 ∈ L2(Ωε(0)), there exists a unique variational solution uε to
(Hε). Moreover, uε satisfies that uε(0) = uε0 in L2(Ωε(0)) and

sup
t∈(0,T )

‖uε(t)‖2L2(Ωε(t))
+

∫ T

0
‖∇uε(t)‖2L2(Ωε(t))

dt ≤ c‖uε0‖2L2(Ωε(0)) (2.3.14)

with a constant c > 0 independent of uε0, uε, and ε.

Proof. For each uε0 ∈ L2(Ωε(0)), let U ε be the unique function given by Theorem 2.3.3 and
we set

uε(x, t) := U ε(Ψ−1
ε (x, t), t), (x, t) ∈ Qε,T .

Since Ψε(·, 0) is the identity mapping on Ωε(0) by Lemma 2.3.2 and U ε(0) = uε0 in L2(Ωε(0))
by Theorem 2.3.3, we have uε(0) = uε0 in L2(Ωε(0)). Let us show that uε satisfies (2.3.2) for
all w ∈ C1(Qε,T ) with w(T ) = 0 in Ωε(T ). Since Ψε is smooth on Ωε(0)× [0, T ], a function

W (X, t) := w(Ψε(X, t), t), (X, t) ∈ Ωε(0)× [0, T ]

is in C1(Ωε(0) × [0, T ]) and satisfies W (T ) = 0 in Ωε(0). Hence we can substitute it for
W in (2.3.9) and integrate by parts with respect to t to get (2.3.8). By changing variables
X = Ψ−1

ε (x, t) in (2.3.8), we obtain (2.3.2).
Next we prove the energy estimate (2.3.14). By the change of variables x = Ψε(X, t) we

have ∫
Ωε(t)

|uε(x, t)|2 dx =

∫
Ωε(0)

|U ε(X, t)|2|det∇Ψε(X, t)| dX,∫
Ωε(t)

|∇uε(x, t)|2 dx =

∫
Ωε(0)

|[∇Ψ−1
ε (Ψε(X, t), t)]

T∇U ε(X, t)|2|det∇Ψε(X, t)| dX

for all t ∈ [0, T ]. Hence the inequalities (2.3.3) yield

‖uε(t)‖2L2(Ωε(t))
≤ c‖U ε(t)‖2L2(Ωε(0)), ‖∇uε(t)‖2L2(Ωε(t))

≤ c‖∇U ε(t)‖2L2(Ωε(0))

with a constant c > 0 independent of ε. By these inequalities and (2.3.10), we obtain (2.3.14)
and thus uε ∈ L2

H1(ε). Hence uε is a variational solution to (Hε).

Finally, the uniqueness of a variational solution to (Hε) follows from that of a function
given by Theorem 2.3.3. The proof is complete.

Remark 2.3.5. Let uε be the unique variational solution to (Hε) with initial data uε0 ∈
L2(Ωε(0)). Then it immediately follows from (2.3.14) that

‖uε‖L2
H1(ε)

≤ c‖uε0‖L2(Ωε(0)), (2.3.15)

where c > 0 is a constant independent of uε0, uε, and ε. We will use this inequality in Section
2.6.
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2.4 Basic function spaces on evolving surfaces

In this section, we define function spaces on the space-time manifold ST introduced by
Olshanskii, Reusken, and Xu [19] and give their properties. These spaces will give an appro-
priate variational formulation of a limit equation on Γ(t) we will derive in Section 2.6. All
results in this section are originally obtained in [19] for the three-dimensional case. They
can be easily extended for arbitrary dimensions and we give proofs of them for the readers’
convenience.

For each fixed T > 0, we define a function space HT and an inner product on HT as

HT := {v ∈ L2(ST ) | ∇Γ(t)v ∈ L2(ST )},

(v1, v2)HT :=

∫ T

0

∫
Γ(t)
{v1(y, t)v2(y, t) +∇Γ(t)v1(y, t) · ∇Γ(t)v2(y, t)} dHn−1(y) dt.

(2.4.1)

This inner product induces the norm ‖ · ‖HT that is equivalent to the one induced by the
inner product

∫
ST
{v1(σ)v2(σ) +∇Γ(t)v1(σ) · ∇Γ(t)v2(σ)} dHn(σ), since the identity∫ T

0

∫
Γ(t)

f(y, t) dHn−1(y) dt =

∫
ST

f(σ)(1 + |vNΓ (σ)|2)−1/2 dHn(σ) (2.4.2)

holds and vNΓ is bounded on ST . This identity is stated in [19] without proof. We give
the proof of (2.4.2) in Appendix 2.B for the readers’ convenience. If T1 < T2, then HT2 is
continuously embedded into HT1 just by restricting elements of HT2 on ST1 .

Next we define an auxiliary space. Let H1(Γ0) := {V ∈ L2(Γ0) | ∇Γ0V ∈ L2(Γ0)}
with the inner product (V1, V2)H1(Γ0) :=

∫
Γ0

(V1V2 +∇Γ0V1 · ∇Γ0V2) dHn−1, where ∇Γ0 is the

tangential gradient on Γ0. Then we define a Hilbert space ĤT as

ĤT := L2(0, T ;H1(Γ0)), (V1, V2)
ĤT

:=

∫ T

0
(V1(t), V2(t))H1(Γ0) dt

and let ‖ · ‖
ĤT

denote the norm of ĤT induced by the inner product (·, ·)
ĤT

.

Let Φ(·, t) : Γ0 → Γ(t) be the flow map of VΓ and Φ−1(·, t) be its inverse mapping (see
Section 2.2). For a function V on Γ0 × (0, T ), we define a function v = LV on ST as

v(y, t) := V (Φ−1(y, t), t), (y, t) ∈ ST . (2.4.3)

Also, for a function v on ST , we define a function V = L−1v on Γ0 × (0, T ) as

V (Y, t) := v(Φ(Y, t), t), (Y, t) ∈ Γ0 × (0, T ).

Clearly L and L−1 are linear mappings and satisfy L−1(LV ) = V and L(L−1v) = v for all
functions V on Γ0 × (0, T ) and v on ST .

Lemma 2.4.1. The linear mapping L given by (2.4.3) defines an isomorphism between ĤT

and HT .

A short proof is given in [19]. We give a detailed proof in Appendix 2.B for the com-
pleteness.

Let C1
0 (ST ) be the space of all functions in C1(ST ) with compact support in ST . That

is, each function in C1
0 (ST ) vanishes near t = 0 and t = T .
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Lemma 2.4.2. The space HT is a Hilbert space and C1
0 (ST ) is dense in HT .

Proof. Since ĤT is a Hilbert space, Lemma 2.4.1 implies that HT is a Hilbert space. Also,
since C1

0 (Γ0 × (0, T )) is dense in ĤT (see [19, Lemma 3.1]) and C1
0 (ST ) includes L[C1

0 (Γ0 ×
(0, T ))], Lemma 2.4.1 again implies that C1

0 (ST ) is dense in HT .

The space HT is continuously embedded into L2(ST ). Moreover, HT is dense in L2(ST )
since it includes a dense subspace C1

0 (ST ) of L2(ST ). Hence we have continuous and dense
embeddings HT ↪→ L2(ST ) ↪→ H ′T , where H ′T is the dual space of HT .

For v ∈ C1(ST ), we define its (strong) material derivative ∂•v as

∂•v(Φ(Y, t), t) :=
d

dt
(v(Φ(Y, t), t)), (Y, t) ∈ Γ0 × (0, T ). (2.4.4)

From the Leibniz formula (see [4, Lemma 2.2])

d

dt

∫
Γ(t)

v dHn−1 =

∫
Γ(t)

(∂•v + v divΓ(t)VΓ) dHn−1, v ∈ C1(ST ),

we have the integration by parts identity∫ T

0

∫
Γ(t)

(v2∂
•v1 + v1∂

•v2 + v1v2 divΓ(t)VΓ) dHn−1 dt

=

∫
Γ(T )

v1(T )v2(T ) dHn−1 −
∫

Γ(0)
v1(0)v2(0) dHn−1 (2.4.5)

for all v1, v2 ∈ C1(ST ). Based on this identity, we define the weak material derivative of
v ∈ HT as a functional ∂•v such that

〈∂•v, ψ〉T := −
∫ T

0

∫
Γ(t)

(v ∂•ψ + vψ divΓ(t)VΓ) dHn−1 dt, ψ ∈ C1
0 (ST ). (2.4.6)

If v ∈ C1(ST ), then its weak material derivative agrees with the strong one. We set

‖∂•v‖H′T := sup
ψ∈C1

0 (ST )\{0}

〈∂•v, ψ〉T
‖ψ‖HT

, v ∈ HT .

If ‖∂•v‖H′T is finite for some v ∈ HT , then ∂•v can be extended to a bounded linear functional

on HT because C1
0 (ST ) is dense in HT (see Lemma 2.4.2). In this case, we say that ∂•v is in

H ′T and we define a function space WT and its norm as

WT := {v ∈ HT | ∂•v ∈ H ′T }, ‖v‖WT
:=
(
‖v‖2HT + ‖∂•v‖2H′T

)1/2
. (2.4.7)

For T1 < T2, the space WT2 is continuously embedded into WT1 since C1
0 (ST1) ⊂ C1

0 (ST2)
and HT2 is continuously embedded into HT1 .

To investigate properties of WT , we define an auxiliary Hilbert space and its norm as

ŴT := {V ∈ ĤT | ∂tV ∈ Ĥ ′T }, ‖V ‖
ŴT

:=
(
‖V ‖2

ĤT
+ ‖∂tV ‖2Ĥ′T

)1/2
.

Here Ĥ ′T is the dual space of ĤT and ∂tV is the weak time derivative of V ∈ ĤT defined as

[∂tV,Ψ]T := −
∫ T

0

∫
Γ0

V ∂tΨ dHn−1 dt, Ψ ∈ C1
0 (Γ0 × (0, T )),

and we say ∂tV ∈ Ĥ ′T if ‖∂tV ‖Ĥ′T := supΨ∈C1
0 (Γ0×(0,T ))\{0}[∂tV,Ψ]T /‖Ψ‖ĤT is finite.
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Lemma 2.4.3. The linear mapping L given by (2.4.3) defines an isomorphism between ŴT

and WT .

A proof for the three-dimensional case is given in [19] and easily extended for arbitrary
dimensions. We give a complete proof in Appendix 2.B for the readers’ convenience.

Lemma 2.4.3 shows that WT has similar properties to those of ŴT .

Lemma 2.4.4. The space WT is a Hilbert space and C1(ST ) is dense in WT . Moreover, the
trace operator v 7→ v(t) from C1(ST ) into L2(Γ(t)) for each t ∈ [0, T ] can be extended to a
bounded linear operator from WT to L2(Γ(t)) and there exists a constant c > 0 such that

max
t∈[0,T ]

‖v(t)‖L2(Γ(t)) ≤ c‖v‖WT

for all v ∈WT .

Proof. Since ŴT is a Hilbert space, Lemma 2.4.3 implies that WT is a Hilbert space. For
the rest of the proof, see [19, Theorem 3.6].

Finally we show an integration by parts formula which we will use in Section 2.6.

Lemma 2.4.5. For all v1, v2 ∈WT , we have

〈∂•v1, v2〉T + 〈∂•v2, v1〉T +

∫ T

0

∫
Γ(t)

v1v2 divΓ(t)VΓ dHn−1 dt

=

∫
Γ(T )

v1(T )v2(T ) dHn−1 −
∫

Γ0

v1(0)v2(0) dHn−1. (2.4.8)

Note that, by Lemma 2.4.4, vi(0) and vi(T ), i = 1, 2, are well-defined as functions in
L2(Γ0) and L2(Γ(T )), respectively.

Proof. For v ∈ C1(ST ), its weak material derivative agrees with the strong one. Thus we
have

〈∂•v, ψ〉T =

∫ T

0

∫
Γ(t)

(∂•v)ψ dHn−1 dt, ψ ∈ C1
0 (ST ).

Moreover, since C1
0 (ST ) is dense in HT (see Lemma 2.4.2), the above equality holds for

all ψ ∈ HT and thus (2.4.8) follows from (2.4.5) when v1, v2 ∈ C1(ST ). Since C1(ST ) is
dense in WT (see Lemma 2.4.4), a density argument shows that (2.4.8) holds for general
v1, v2 ∈WT .

2.5 Average operator

2.5.1 Definition and basic properties of the average operator

In this section we define and investigate a weighted average operator. Lemma 2.5.6 and
Lemma 2.5.13 are fundamental to derivation of a limit equation of (Hε) in Section 2.6.
Other results in this section are also useful themselves.

For (y, t) ∈ ST , let κ1(y, t), . . . , κn−1(y, t) be the principal curvatures of Γ(t) at y (see [11,
Section 14.6]). We define a function J on ST × (−δ, δ) as

J(y, t, ρ) :=
n−1∏
i=1

{1− ρκi(y, t)}, (y, t) ∈ ST , ρ ∈ (−δ, δ).
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Here δ > 0 is a half of the width of the tubular neighborhood N(t) of Γ(t), which is in-
dependent of t ∈ [0, T ] (see Section 2.2). The function J is the Jacobian appearing in the
transformation formula∫

Ωε(t)
u(x) dx =

∫
Γ(t)

∫ εg1(y,t)

εg0(y,t)
u(y + ρν(y, t))J(y, t, ρ) dρ dHn−1(y) (2.5.1)

for a function u on Ωε(t) with each fixed t ∈ [0, T ], see (14.98) in [11]. This formula can be
viewed as a co-area formula. Based on this formula, we define a weighted average operator
Mε as follows.

Definition 2.5.1. For a function u on Qε,T , we define its weighted average Mεu as

Mεu(y, t) :=
1

εg(y, t)

∫ εg1(y,t)

εg0(y,t)
u(y + ρν(y, t), t)J(y, t, ρ) dρ, (y, t) ∈ ST . (2.5.2)

We use the same notation Mεu for the average of a function u on Ωε(t) with each fixed
t ∈ [0, T ].

Before starting to derive properties of the average operator, we give inequalities which
we use throughout Section 2.5 and Section 2.6. Since κ1, . . . , κn−1 are smooth on ST , they
are bounded on ST along with their derivatives. Hence, by taking δ > 0 sufficiently small,
we may assume that there exists a constant c > 0 such that

c−1 ≤ 1− ρκi(y, t) ≤ c for all (y, t) ∈ ST , ρ ∈ (−δ, δ), i = 1, . . . , n− 1. (2.5.3)

Then J is smooth and bounded on ST × (−δ, δ) along with its derivatives and satisfies

c−1 ≤ J(y, t, ρ) ≤ c for all (y, t) ∈ ST , ρ ∈ (−δ, δ). (2.5.4)

Moreover, since J(y, t, ρ) is of the form

J(y, t, ρ) = 1− ρ
n−1∑
i=1

κi(y, t) + ρ2P (κ1(y, t), . . . , κn−1(y, t), ρ),

where P (z) is a polynomial in z = (z1, . . . , zn) ∈ Rn, we have

|1− J(y, t, ρ)| ≤ cε, |∇Γ(t)J(y, t, ρ)| ≤ cε,
∣∣∣∣∂J∂ρ (y, t, ρ)

∣∣∣∣ ≤ c (2.5.5)

for all (y, t) ∈ ST and ρ ∈ (εg0(y, t), εg1(y, t)) with a constant c > 0 independent of ε.
Now let us derive properties of the average operator Mε. For a function u on Qε,T , we

set

u](y, t, ρ) := u(y + ρν(y, t), t), (y, t) ∈ ST , ρ ∈ (εg0(y, t), εg1(y, t)). (2.5.6)

For simplicity, we omit arguments of functions unless we need to specify them. For example,
the co-area formula (2.5.1) is referred to as∫

Ωε(t)
u dx =

∫
Γ(t)

∫ εg1

εg0

u]J dρ dHn−1.

Throughout the rest of this subsection and the next subsection, we fix t ∈ [0, T ] and omit it.
For example, we refer to Γ(t) as Γ. Also, let c denote a general positive constant independent
of t.
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Lemma 2.5.2. If v ∈ L2(Γ), then its constant extension v in the normal direction of Γ is
in L2(Ωε). Moreover, there exists a constant c > 0 independent of ε such that

‖v‖L2(Ωε) ≤ cε
1/2‖v‖L2(Γ). (2.5.7)

Proof. By the co-area formula (2.5.1) and (2.5.4),

‖v‖2L2(Ωε)
=

∫
Γ

∫ εg0

εg1

|v|2J dρ dHn−1 ≤ c
∫

Γ
εg|v|2 dHn−1 ≤ cε‖v‖2L2(Γ).

Thus (2.5.7) follows.

Lemma 2.5.3. If u ∈ L2(Ωε), then Mεu ∈ L2(Γ) and

‖Mεu‖L2(Γ) ≤ cε−1/2‖u‖L2(Ωε) (2.5.8)

with a constant c > 0 independent of ε.

Proof. By Hölder’s inequality, (2.5.4), (2.2.1), and the co-area formula (2.5.1),∫
Γ
|Mεu|2 dHn−1 ≤

∫
Γ
(εg)−2

(∫ εg1

εg0

J dρ

)(∫ εg1

εg0

|u]|2J dρ
)
dHn−1

≤ c
∫

Γ
(εg)−1

∫ εg1

εg0

|u]|2J dρ dHn−1 ≤ cε−1

∫
Ωε

|u|2 dx.

Thus (2.5.8) follows.

By Lemma 2.5.2 and Lemma 2.5.3, the constant extension of Mεu in the normal direction
of Γ is in L2(Ωε) for all u ∈ L2(Ωε). Let us estimate the difference between u and Mεu in
L2(Ωε).

Lemma 2.5.4. There exists a constant c > 0 independent of ε such that∥∥∥u−Mεu
∥∥∥
L2(Ωε)

≤ cε‖u‖H1(Ωε) (2.5.9)

for all u ∈ H1(Ωε). Here Mεu is the constant extension of Mεu in the normal direction of
Γ.

Proof. For y ∈ Γ and ρ ∈ (εg0(y), εg1(y)), we set

I1(y, ρ) =
1

εg(y)

∫ εg1(y)

εg0(y)
{u](y, ρ)− u](y, r)} dr,

I2(y) =
1

εg(y)

∫ εg1(y)

εg0(y)
u](y, r){1− J(y, r)} dr.

Then we have u](y, ρ)−Mεu(y) = I1(y, ρ) + I2(y). Let us estimate I1 and I2. Since

|u](y, ρ)− u](y, r)| =
∣∣∣∣∫ ρ

r

d

dη
(u(y + ην(y))) dη

∣∣∣∣
=

∣∣∣∣∫ ρ

r
ν(y) · ∇u(y + ην(y)) dη

∣∣∣∣ ≤ ∫ εg1(y)

εg0(y)
|(∇u)](y, η)| dη
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for all ρ, r ∈ (εg0(y), εg1(y)) and the right-hand side of the above inequality is independent
of r,

|I1(y, ρ)| ≤
∫ εg1(y)

εg0(y)
|(∇u)](y, η)| dη.

On the other hand, by (2.2.1) and (2.5.5) we have

|I2(y)| ≤ c
∫ εg1(y)

εg0(y)
|u](y, r)| dr.

These inequalities and Hölder’s inequality yield

|u](y, ρ)−Mεu(y)| ≤ |I1(y, ρ)|+ |I2(y)| ≤ c
∫ εg1(y)

εg0(y)
(|u](y, r)|+ |(∇u)](y, r)|) dr

≤ c

(
εg(y)

∫ εg1(y)

εg0(y)
(|u](y, r)|2 + |(∇u)](y, r)|2) dr

)1/2

.

Here the last term is independent of ρ. Hence by the co-area formula (2.5.1) and (2.5.4) we
obtain∥∥∥u−Mεu

∥∥∥2

L2(Ωε)
=

∫
Γ

∫ εg1(y)

εg0(y)
|u](y, ρ)−Mεu(y)|2J(y, ρ) dρ dHn−1(y)

≤ c
∫

Γ
{εg(y)}2

∫ εg1(y)

εg0(y)
(|u](y, r)|2 + |(∇u)](y, r)|2) dr dHn−1(y)

≤ cε2

∫
Γ

∫ εg1(y)

εg0(y)
(|u](y, r)|2 + |(∇u)](y, r)|2)J(y, r) dr dHn−1(y)

= cε2‖u‖2H1(Ωε)
.

Thus (2.5.9) follows.

2.5.2 Tangential gradient of the average operator

In this subsection, we investigate relations between the usual gradient operator in Ωε and
the tangential gradient operator on Γ. We first establish estimates for the gradient of the
constant extension of a function on Γ in the normal direction of Γ.

Lemma 2.5.5. If v ∈ H1(Γ), then its constant extension v in the normal direction of Γ is
in H1(Ωε). Moreover, there exists a constant c > 0 independent of ε such that

‖∇v‖L2(Ωε) ≤ cε
1/2‖∇Γv‖L2(Γ),

∥∥∥∇v −∇Γv
∥∥∥
L2(Ωε)

≤ cε3/2‖∇Γv‖L2(Γ). (2.5.10)

Proof. The first inequality of (2.5.10) and Lemma 2.5.2 imply v ∈ H1(Ωε) for all v ∈ H1(Γ).
The inequalities (2.5.10) follow from the co-area formula (2.5.1), (2.5.4), and the inequalities

|∇v(y + ρν(y))| ≤ c|∇Γv(y)|, |∇v(y + ρν(y))−∇Γv(y)| ≤ cε|∇Γv(y)| (2.5.11)

for all y ∈ Γ and ρ ∈ (εg0(y), εg1(y)). We prove (2.5.11) in Appendix 2.C. Here we give
the main idea for the proof. We fix each y0 ∈ Γ. By a rotation of coordinates, we can take
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a smooth function f : U → R with an open set U in Rn−1 such that Γ is described as the
graph of f near y0 and

∇′f(s0) = 0, (∇′)2f(s0) = diag[κ1(y0), . . . , κn−1(y0)],

where y0 = (s0, f(s0)) with s0 ∈ U and ∇′ is the gradient in s ∈ Rn−1 (see [11, Section 14.6]).
Then (2.5.11) at y0 is proved by direct calculations under this local coordinate system.

Next we approximate an H1-bilinear form on Ωε by that on Γ with the tangential gradient
of the weighted average of a function on Ωε.

Lemma 2.5.6. For u ∈ C∞(Ωε) ∩H1(Ωε) and ϕ ∈ H1(Γ), let

I1
ε (u, ϕ) :=

∫
Ωε

∇u · ∇ϕdx− ε
∫

Γ
g∇ΓMεu · ∇ΓϕdHn−1. (2.5.12)

Then there exists a constant c > 0 independent of u, ϕ, and ε such that

|I1
ε (u, ϕ)| ≤ cε3/2‖u‖H1(Ωε)‖∇Γϕ‖L2(Γ). (2.5.13)

Remark 2.5.7. The bilinear form I1
ε (u, ϕ) is well-defined for u ∈ C∞(Ωε) ∩ H1(Ωε) and

ϕ ∈ H1(Γ), since ϕ ∈ H1(Ωε) by Lemma 2.5.5 and Mεu is smooth on Γ and thus in H1(Γ)
by the compactness of Γ. We will observe later that I1

ε (u, ϕ) is well-defined and (2.5.13)
holds for all u ∈ H1(Ωε) and ϕ ∈ H1(Γ), see Remark 2.5.9.

Proof of Lemma 2.5.6. By (2.5.1) we have I1
ε (u, ϕ) =

∫
Γ I(y) dHn−1(y), where

I(y) :=

∫ εg1(y)

εg0(y)
(∇u)](y, ρ) · (∇ϕ)](y, ρ)J(y, ρ) dρ− εg(y)∇ΓMεu(y) · ∇Γϕ(y).

Here we used the notation (2.5.6). Suppose that there is a constant c > 0 independent of ε
such that

|I(y)| ≤ cε|∇Γϕ(y)|
∫ εg1(y)

εg0(y)
(|u](y, ρ)|+ |(∇u)](y, ρ)|) dρ (2.5.14)

for all y ∈ Γ. Then, by (2.5.14), Hölder’s inequality, and (2.5.4) we have

|I1
ε (u, ϕ)| ≤ cε

∫
Γ
|∇Γϕ|

∫ εg1

εg0

(|u]|+ |(∇u)]|) dρ dHn−1

≤ cε
(∫

Γ
|∇Γϕ|2 dHn−1

)1/2{∫
Γ

(∫ εg1

εg0

(|u]|+ |(∇u)]|) dρ
)2

dHn−1

}1/2

≤ cε‖∇Γϕ‖L2(Γ)

(∫
Γ
εg

∫ εg1

εg0

(|u]|2 + |(∇u)]|2)J dρ dHn−1

)1/2

≤ cε3/2‖∇Γϕ‖L2(Γ)‖u‖H1(Ωε).

Hence (2.5.13) holds. The inequality (2.5.14) is proved by direct calculations under the
local coordinate system we took in the proof of Lemma 2.5.5. We give a complete proof in
Appendix 2.C.

Lemma 2.5.6 gives an estimate for the L2(Γ)-norm of ∇ΓMεu for u ∈ H1(Ωε).
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Lemma 2.5.8. If u ∈ H1(Ωε), then Mεu ∈ H1(Γ) and

‖∇ΓMεu‖L2(Γ) ≤ cε−1/2‖u‖H1(Ωε) (2.5.15)

with a constant c > 0 independent of ε.

Proof. First, we show (2.5.15) for all u ∈ C∞(Ωε) ∩ H1(Ωε). For such u, its average Mεu
is smooth on Γ and thus in H1(Γ) by the compactness of Γ. We substitute Mεu for ϕ in
(2.5.12), (2.5.13) to get∫

Γ
g|∇ΓMεu|2 dHn−1 = ε−1

(∫
Ωε

∇u · ∇Mεu dx− I1
ε (u,Mεu)

)
,

|I1
ε (u,Mεu)| ≤ cε3/2‖u‖H1(Ωε)‖∇ΓMεu‖L2(Γ).

Hence, by (2.2.1), Hölder’s inequality, and (2.5.10) we obtain

‖∇ΓMεu‖2L2(Γ) ≤ c
∫

Γ
g|∇ΓMεu|2 dHn−1

≤ cε−1

(
‖∇u‖L2(Ωε)

∥∥∥∇Mεu
∥∥∥
L2(Ωε)

+ |I1
ε (u,Mεu)|

)
≤ cε−1(ε1/2 + ε3/2)‖u‖H1(Ωε)‖∇ΓMεu‖L2(Γ)

≤ cε−1/2‖u‖H1(Ωε)‖∇ΓMεu‖L2(Γ)

and thus (2.5.15) follows when u ∈ C∞(Ωε)∩H1(Ωε). Since Ωε is bounded, C∞(Ωε)∩H1(Ωε)
is dense in H1(Ωε), see [10, Section 5.3.2] for the proof. Hence a density argument together
with Lemma 2.5.3 yields that Mεu ∈ H1(Γ) and (2.5.15) holds for all u ∈ H1(Ωε).

Remark 2.5.9. By Lemma 2.5.5 and Lemma 2.5.8, the bilinear form I1
ε (u, ϕ) given by

(2.5.12) is well-defined for all u ∈ H1(Ωε) and ϕ ∈ H1(Γ). Moreover, since C∞(Ωε)∩H1(Ωε)
is dense in H1(Ωε), a density argument implies that (2.5.13) also holds for all u ∈ H1(Ωε)
and ϕ ∈ H1(Γ).

2.5.3 Material derivative of the average operator

Now let us return to the evolving surface Γ(t). Recall the function spaces L2
H1(ε) and HT

given by (2.3.1) and (2.4.1), respectively. By Lemma 2.5.3 and Lemma 2.5.8 we immediately
get the next lemma.

Lemma 2.5.10. If u ∈ L2
H1(ε), then Mεu ∈ HT and

‖Mεu‖HT ≤ cε
−1/2‖u‖L2

H1(ε)

with a constant c > 0 independent of ε.

Lemma 2.5.10 enables us to consider the weak material derivative of Mεu ∈ HT for
u ∈ L2

H1(ε). Our goal in this subsection is to give a relation between the weak time derivative
of u and the weak material derivative of Mεu. To this end, we show an auxiliary statement
about the material derivative of a function on ST .
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Lemma 2.5.11. Let ϕ ∈ C1(ST ) and ϕ be its constant extension in the normal direction of
Γ(t). Then

∂•ϕ(p(x, t), t) = ∂tϕ(x, t) + {VΓ(p(x, t), t) + a(x, t)} · ∇ϕ(x, t) (2.5.16)

holds for all (x, t) ∈ NT with a vector field a : NT → Rn given by

a(x, t) := d(x, t){∂tν(p(x, t), t) +∇ν(p(x, t), t)VΓ(p(x, t), t)}. (2.5.17)

Here ∇ν := (∂νi/∂xj)i,j is the gradient matrix of ν.

Proof. For X ∈ N(0) and t ∈ (0, T ) we set

Ψ(X, t) := Φ(p(X, 0), t) + d(X, 0)ν(Φ(p(X, 0), t), t),

where Φ(·, t) : Γ0 → Γ(t) is the flow map of VΓ (see Section 2.2). By the definition of the
constant extension ϕ and the formula p(Ψ(X, t), t) = Φ(p(X, 0), t) we have

ϕ(Ψ(X, t), t) = ϕ(Φ(p(X, 0), t), t)

for all X ∈ N(0) and t ∈ (0, T ). Differentiating both sides with respect to t and observing
that each x ∈ N(t) is represented as x = Ψ(X, t) with a unique X ∈ N(0), we get the
formula (2.5.16). For detailed calculations, see Appendix 2.C.

Remark 2.5.12. Let ϕ ∈ C1(ST ). Since p(y, t) = y and d(y, t) = 0 for all (y, t) ∈ ST , we
have

∂•ϕ = ∂tϕ+ VΓ · ∇ϕ = ∂tϕ+ vNΓ ν · ∇ϕ+ V T
Γ · ∇Γ(t)ϕ on ST

by Lemma 2.5.11. Here the last equality follows from the fact that V T
Γ is tangent to Γ(t).

Based on this equality, the material derivative operator acting on functions on Γ(t) is formally
represented as ∂• = ∂t + VΓ · ∇ = ∂t + vNΓ ν · ∇+ V T

Γ · ∇Γ(t).

Using Lemma 2.5.11, we derive an integral formula related to the weak time derivative
of a function u ∈ L2

H1(ε) and the weak material derivative of its average Mεu ∈ HT .

Lemma 2.5.13. Let u ∈ L2
H1(ε), ϕ ∈ C

1
0 (ST ), and ϕ be its constant extension. Then we

have∫ T

0

∫
Ωε(t)

u ∂tϕdx dt = −ε〈∂•Mεu, gϕ〉T − ε
∫ T

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)(Mεu)ϕdHn−1 dt

− ε
∫ T

0

∫
Γ(t)

g(Mεu)V T
Γ · ∇Γ(t)ϕdHn−1 dt+ I2

ε (u, ϕ;T ). (2.5.18)

Here I2
ε (u, ϕ;T ) is a residual term that satisfies

|I2
ε (u, ϕ;T )| ≤ cε3/2

∫ T

0
‖u(t)‖L2(Ωε(t))‖∇Γ(t)ϕ(t)‖L2(Γ(t)) dt (2.5.19)

with a constant c > 0 independent of u, ϕ, and ε.

Note that the tangential velocity V T
Γ appears instead of the total velocity VΓ in the third

term of the right-hand side of (2.5.18), see Remark 2.5.15 below.
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Proof. By (2.5.16), we have ∂•ϕ = ∂tϕ+ (VΓ + a) · ∇ϕ on NT , where a is the vector field on
NT given by (2.5.17). Hence if we set

I2
ε (u, ϕ;T ) := −

∫ T

0

∫
Ωε(t)

u
{
a · ∇ϕ+ VΓ ·

(
∇ϕ−∇Γ(t)ϕ

)}
dx dt,

then we have∫ T

0

∫
Ωε(t)

u ∂tϕdx dt =

∫ T

0

∫
Ωε(t)

u
(
∂•ϕ− VΓ · ∇Γ(t)ϕ

)
dx dt+ I2

ε (u, ϕ;T ). (2.5.20)

Let us compute the first term of the right-hand side of (2.5.20). By the co-area formula
(2.5.1) and the definition of the weighted average Mεu (see (2.5.2)),∫

Ωε(t)
u(x, t)∂•ϕ(x, t) dx =

∫
Γ(t)

∫ εg1(y,t)

εg0(y,t)
u(y + ρν(y, t), t)∂•ϕ(y, t)J(y, t, ρ) dρ dHn−1(y)

= ε

∫
Γ(t)

g(y, t)Mεu(y, t)∂•ϕ(y, t) dHn−1(y)

for all t ∈ (0, T ). On the other hand, since the weak material derivative is given by (2.4.6),

〈∂•Mεu, gϕ〉T = −
∫ T

0

∫
Γ(t)
{(Mεu)∂•(gϕ) + (Mεu)gϕdivΓ(t)VΓ} dHn−1 dt

= −
∫ T

0

∫
Γ(t)
{(∂•g + g divΓ(t)VΓ)(Mεu)ϕ+ g(Mεu)∂•ϕ} dHn−1 dt.

Thus it follows that∫ T

0

∫
Ωε(t)

u ∂•ϕdx dt = −ε〈∂•Mεu, gϕ〉T

− ε
∫ T

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)(Mεu)ϕdHn−1 dt. (2.5.21)

Since VΓ = vNΓ ν + V T
Γ and ν · ∇Γ(t)ϕ = 0, we have VΓ · ∇Γ(t)ϕ = V T

Γ · ∇Γ(t)ϕ on ST . This
equality together with the co-area formula (2.5.1) yields∫

Ωε(t)
u(x, t)VΓ(x, t) · ∇Γ(t)ϕ(x, t) dx

=

∫
Γ(t)

∫ εg1(y,t)

εg0(y,t)
u(y + ρν(y, t), t)VΓ(y, t) · ∇Γ(t)ϕ(y, t)J(y, t, ρ) dρ dHn−1(y)

= ε

∫
Γ(t)

g(y, t)Mεu(y, t)V T
Γ (y, t) · ∇Γ(t)ϕ(y, t) dHn−1(y)

for all t ∈ (0, T ) and thus∫ T

0

∫
Ωε(t)

u
(
VΓ · ∇Γ(t)ϕ

)
dx dt = ε

∫ T

0

∫
Γ(t)

g(Mεu)V T
Γ · ∇Γ(t)ϕdHn−1 dt. (2.5.22)

Substituting (2.5.21) and (2.5.22) for (2.5.20), we obtain the equality (2.5.18).
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Let us show the inequality (2.5.19). In (2.5.17), the first-order derivatives of ν are
bounded on NT and VΓ is bounded on ST . Hence there is a constant c > 0 independent of ε
such that

|a(x, t)| ≤ c|d(x, t)| ≤ cεmax
i=1,2

sup
(y,τ)∈ST

|gi(y, τ)| ≤ cε

for all (x, t) ∈ Qε,T . By this inequality, Hölder’s inequality, and (2.5.10) we obtain

|I2
ε (u, ϕ;T )| ≤ c

∫ T

0
‖u(t)‖L2(Ωε(t))

(
ε‖∇ϕ(t)‖L2(Ωε(t)) +

∥∥∥∇ϕ(t)−∇Γ(t)ϕ(t)
∥∥∥
L2(Ωε(t))

)
dt

≤ cε3/2

∫ T

0
‖u(t)‖L2(Ωε(t))‖∇Γ(t)ϕ(t)‖L2(Γ(t)) dt.

Thus (2.5.19) holds.

Remark 2.5.14. If Mεu is in the Hilbert space WT given by (2.4.7), then the right-hand
side of (2.5.18) is well-defined for ϕ ∈ HT since C1

0 (ST ) is dense in HT (see Lemma 2.4.2).
In particular, we can substitute Mεu for ϕ in the right-hand side of (2.5.18). This fact
is essential for derivation of the energy estimate for the weighted average of a variational
solution to (Hε) (see Lemma 2.6.4). If we replace Mε in (2.5.18) by a usual unweighted
average operator

Mεu(y, t) :=
1

εg(y, t)

∫ εg1(y,t)

εg0(y,t)
u(y + ρν(y, t), t) dρ,

then the estimate for the residual term becomes

|I2
ε (u, ϕ;T )| ≤ cε3/2

∫ T

0
‖u(t)‖L2(Ωε(t))

(
‖∇Γ(t)ϕ(t)‖L2(Γ(t)) + ‖∂•ϕ(t)‖L2(Γ(t))

)
dt.

Because of the term ‖∂•ϕ(t)‖L2(Γ(t)) in the above inequality, the right-hand side of (2.5.18)
with Mε replaced by Mε is not well-defined for ϕ ∈ HT . Therefore we can not derive the
energy estimate for the unweighted average of a variational solution to (Hε).

Remark 2.5.15. Let Γ ⊂ Rn be a closed, connected, and oriented smooth hypersurface.
Then, since ∂Γ = ∅, the integral formula (see [25, Section 7.2])∫

Γ
divΓV dHn−1 = −

∫
Γ
(V · ν)H dHn−1

holds for smooth vector fields V : Γ → Rn. Here ν is the unit outward normal vector of Γ
and H := −divΓν is the mean curvature of Γ. This formula yields the equality∫

Γ
V · ∇ΓϕdHn−1 = −

∫
Γ
{divΓV + (V · ν)H}ϕdHn−1

for smooth functions ϕ on Γ. In this equality we decompose V = vNν + V T into the normal
component vN := V · ν and the tangential component V T := V − (V · ν)ν. Then, since

ν · ∇Γϕ = 0, divΓ(vNν) = ∇Γv
N · ν + vNdivΓν = 0 + vN · (−H) = −(V · ν)H,

we obtain a usual integration by parts formula∫
Γ
V T · ∇ΓϕdHn−1 = −

∫
Γ
ϕdivΓV

T dHn−1, (2.5.23)

which we will use to recover a limit equation on Γ(t) from its variational formulation. This
is the reason the tangential velocity V T

Γ appears in (2.5.18) instead of the total velocity VΓ

of Γ(t).
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2.6 Convergence and characterization of the limit

2.6.1 Variational formulations of the average of solutions to the heat equa-
tion

Let us return to the initial-boundary value problem (Hε) of the heat equation. By Theorem
2.3.4, for every uε0 ∈ L2(Ωε(0)) there exists a unique variational solution uε ∈ L2

H1(ε) to (Hε).
Let Mε be the weighted average operator defined in Definition 2.5.1. Our goal in this

subsection is to derive a variational formulation of Mεu
ε.

Lemma 2.6.1. Let uε0 ∈ L2(Ωε(0)) and uε ∈ L2
H1(ε) be the unique variational solution to

(Hε) given by Theorem 2.3.4. Then Mεu
ε ∈ HT and it satisfies

〈∂•Mεu
ε, gϕ〉T +

∫ T

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)(Mεu
ε)ϕdHn−1 dt

+

∫ T

0

∫
Γ(t)

g{∇Γ(t)Mεu
ε + (Mεu

ε)V T
Γ } · ∇Γ(t)ϕdHn−1 dt = Iε(u

ε, ϕ;T ) (2.6.1)

for all ϕ ∈ C1
0 (ST ). Here Iε(u

ε, ϕ;T ) is a residual term that satisfies

|Iε(uε, ϕ;T )| ≤ cε1/2

∫ T

0
‖uε(t)‖H1(Ωε(t))‖∇Γ(t)ϕ(t)‖L2(Γ(t)) dt (2.6.2)

with a constant c > 0 independent of uε, ϕ, and ε.

Proof. Since uε ∈ L2
H1(ε), we have Mεu

ε ∈ HT by Lemma 2.5.10. For each ϕ ∈ C1
0 (ST ), its

constant extension ϕ is in C1(Qε,T ) and satisfies ϕ(0) = 0 in Ωε(0) and ϕ(T ) = 0 in Ωε(T ).
Thus, by substituting ϕ for w in the variational formulation (2.3.2) we obtain∫ T

0

∫
Ωε(t)

(−uε∂tϕ+∇uε · ∇ϕ) dx dt = 0. (2.6.3)

Moreover, from Lemma 2.5.6 and Lemma 2.5.13 we have∫ T

0

∫
Ωε(t)

∇uε · ∇ϕdx dt = ε

∫ T

0

∫
Γ(t)

g∇Γ(t)Mεu
ε · ∇Γ(t)ϕdHn−1 dt+ I1

ε (uε, ϕ;T ) (2.6.4)

and∫ T

0

∫
Ωε(t)

uε∂tϕdx dt = −ε〈∂•Mεu
ε, gϕ〉T−ε

∫ T

0

∫
Γ(t)

(∂•g+g divΓ(t)VΓ)(Mεu
ε)ϕdHn−1 dt

− ε
∫ T

0

∫
Γ(t)

g(Mεu
ε)V T

Γ · ∇Γ(t)ϕdHn−1 dt+ I2
ε (uε, ϕ;T ), (2.6.5)

where I1
ε (uε, ϕ;T ) and I2

ε (uε, ϕ;T ) satisfy

|Ikε (uε, ϕ;T )| ≤ cε3/2

∫ T

0
‖uε(t)‖H1(Ωε(t))‖∇Γ(t)ϕ(t)‖L2(Γ(t)) dt, k = 1, 2, (2.6.6)

with some constant c > 0 independent of ε. Hence, by substituting (2.6.4) and (2.6.5) for
(2.6.3) and dividing both sides by ε, we obtain (2.6.1) with the residual term

Iε(u
ε, ϕ;T ) := ε−1

{
I2
ε (uε, ϕ;T )− I1

ε (uε, ϕ;T )
}
,

which satisfies (2.6.2) because I1
ε (uε, ϕ;T ) and I2

ε (uε, ϕ;T ) satisfy (2.6.6).
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2.6.2 Estimates for the average Mεu
ε in the space WT

In this subsection, we estimate Mεu
ε in the Hilbert space WT given by (2.4.7).

Lemma 2.6.2. Let uε0 ∈ L2(Ωε(0)) and uε ∈ L2
H1(ε) be the unique variational solution to

(Hε) given by Theorem 2.3.4. Then Mεu
ε ∈WT and there exists a constant c > 0 independent

of uε and ε such that

‖∂•Mεu
ε‖H′T ≤ c

(
‖Mεu

ε‖HT + ε1/2‖uε‖L2
H1(ε)

)
. (2.6.7)

Proof. Let ϕ be an arbitrary function in C1
0 (ST ). By substituting g−1ϕ ∈ C1

0 (ST ) for ϕ in
(2.6.1), we obtain 〈∂•Mεu

ε, ϕ〉T = I(uε, ϕ) + Iε(u
ε, g−1ϕ;T ), where

I(uε, ϕ) :=

∫ T

0

∫
Γ(t)
{g−1(V T

Γ · ∇Γ(t)g − ∂•g)− divΓ(t)VΓ}(Mεu
ε)ϕdHn−1 dt

−
∫ T

0

∫
Γ(t)
{∇Γ(t)Mεu

ε + (Mεu
ε)V T

Γ } · ∇Γ(t)ϕdHn−1 dt

+

∫ T

0

∫
Γ(t)

g−1(∇Γ(t)g · ∇Γ(t)Mεu
ε)ϕdHn−1 dt.

Since g and VΓ are smooth on ST , they are bounded on ST along with their derivatives.
Moreover, g−1 and V T

Γ are bounded on ST . Thus we have |I(uε, ϕ)| ≤ c‖Mεu
ε‖HT ‖ϕ‖HT

with a constant c > 0 independent of uε, ϕ, and ε. Also, by (2.6.2),

|Iε(uε, g−1ϕ;T )| ≤ cε1/2

∫ T

0
‖uε(t)‖H1(Ωε(t))‖∇Γ(t)(g

−1ϕ)(t)‖L2(Γ(t)) dt

≤ cε1/2

∫ T

0
‖uε(t)‖H1(Ωε(t))

(
‖ϕ(t)‖L2(Γ(t)) + ‖∇Γ(t)ϕ(t)‖L2(Γ(t))

)
dt

≤ cε1/2‖uε‖L2
H1(ε)
‖ϕ‖HT

with some c > 0 independent of uε, ϕ, and ε. Hence we obtain

|〈∂•Mεu
ε, ϕ〉T | ≤ |I(uε, ϕ)|+ |Iε(uε, g−1ϕ;T )| ≤ c

(
‖Mεu

ε‖HT + ε1/2‖uε‖L2
H1(ε)

)
‖ϕ‖HT

for all ϕ ∈ C1
0 (ST ), which implies Mεu

ε ∈WT and the inequality (2.6.7).

Remark 2.6.3. Since Mεu
ε ∈ WT and C1

0 (ST ) is dense in HT (see Lemma 2.4.2), the
equality (2.6.1) also holds for all ϕ ∈ HT . Moreover, since WT1 is continuously embedded
into WT2 when T1 > T2, we have Mεu

ε ∈ Wτ for each τ ∈ [0, T ]. Hence (2.6.1) and (2.6.2)
with T replaced by each τ ∈ [0, T ] are also valid for all ϕ ∈ Hτ .

Lemma 2.6.4. Let uε0 and uε be as in Lemma 2.6.2. Then there exists a constant c > 0
independent of uε0, uε, and ε such that the energy estimate

‖Mεu
ε(τ)‖2L2(Γ(τ)) +

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt

≤ c
(
‖Mεu

ε
0‖2L2(Γ0) + ε‖uε0‖2L2(Ωε(0))

)
(2.6.8)

holds for all τ ∈ [0, T ].
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Proof. As we mentioned in Remark 2.6.3, the equality (2.6.1) holds with T replaced by each
τ ∈ [0, T ]. Hence, by substituting g−1Mεu

ε ∈ Hτ for ϕ in (2.6.1) with T replaced by τ , we
obtain

〈∂•Mεu
ε,Mεu

ε〉τ +

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt

+

∫ τ

0

∫
Γ(t)
{g−1(∂•g − V T

Γ · ∇Γ(t)g) + divΓ(t)VΓ}|Mεu
ε|2 dHn−1 dt

+

∫ τ

0

∫
Γ(t)

Mεu
ε(V T

Γ − g−1∇Γ(t)g) · ∇Γ(t)Mεu
ε dHn−1 dt = Iε(u

ε, g−1Mεu
ε; τ).

Moreover, from (2.4.8) with T replaced by τ ,

〈∂•Mεu
ε,Mεu

ε〉τ = −1

2

∫ τ

0

∫
Γ(t)
|Mεu

ε|2 divΓ(t)VΓ dHn−1 dt

+
1

2
‖Mεu

ε(τ)‖2L2(Γ(τ)) −
1

2
‖Mεu

ε(0)‖2L2(Γ0).

Applying this equality and the relation uε(0) = uε0 in L2(Ωε(0)) (see Theorem 2.3.4) to the
above equality, we have

1

2
‖Mεu

ε(τ)‖2L2(Γ(τ)) +

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt

=
1

2
‖Mεu

ε
0‖2L2(Γ0) + I1(τ) + I2(τ) + Iε(u

ε, g−1Mεu
ε; τ), (2.6.9)

where

I1(τ) := −1

2

∫ τ

0

∫
Γ(t)
{2g−1(∂•g − V T

Γ · ∇Γ(t)g) + divΓ(t)VΓ}|Mεu
ε|2 dHn−1 dt,

I2(τ) := −
∫ τ

0

∫
Γ(t)

Mεu
ε(V T

Γ − g−1∇Γ(t)g) · ∇Γ(t)Mεu
ε dHn−1 dt.

Since g and VΓ are smooth on ST , they are bounded on ST along with their derivatives.
Also, g−1 and V T

Γ are bounded on ST . Thus it follows that

|I1(τ)| ≤ c
∫ τ

0
‖Mεu

ε(t)‖2L2(Γ(t)) dt,

|I2(τ)| ≤ c
∫ τ

0
‖Mεu

ε(t)‖L2(Γ(t))‖∇Γ(t)Mεu
ε(t)‖L2(Γ(t)) dt.

(2.6.10)

On the other hand, the inequality (2.6.2) with T replaced by τ yields

|Iε(uε, g−1Mεu
ε; τ)| ≤ cε1/2

∫ τ

0
‖uε(t)‖H1(Ωε(t))‖∇Γ(t)(g

−1Mεu
ε)(t)‖L2(Γ(t)) dt

≤ cε1/2

∫ τ

0
‖uε(t)‖H1(Ωε(t))

(
‖Mεu

ε(t)‖L2(Γ(t)) + ‖∇Γ(t)Mεu
ε(t)‖L2(Γ(t))

)
dt. (2.6.11)
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Thus, by applying (2.6.10) and (2.6.11) to (2.6.9), we obtain

1

2
‖Mεu

ε(τ)‖2L2(Γ(τ)) +

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt

≤ 1

2
‖Mεu

ε
0‖2L2(Γ0) +

1

2

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt

+ c

∫ τ

0

(
‖Mεu

ε(t)‖2L2(Γ(t)) + ε‖uε(t)‖2H1(Ωε(t))

)
dt.

We multiply both sides by two and subtract
∫ τ

0 ‖∇Γ(t)Mεu
ε(t)‖2L2(Γ(t)) dt to get

‖Mεu
ε(τ)‖2L2(Γ(τ)) +

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt

≤ ‖Mεu
ε
0‖2L2(Γ0) + c

∫ τ

0

(
‖Mεu

ε(t)‖2L2(Γ(t)) + ε‖uε(t)‖2H1(Ωε(t))

)
dt.

Hence Gronwall’s inequality implies

‖Mεu
ε(τ)‖2L2(Γ(τ)) +

∫ τ

0
‖∇Γ(t)Mεu

ε(t)‖2L2(Γ(t)) dt ≤ c
(
‖Mεu

ε
0‖2L2(Γ0) + ε‖uε‖2L2

H1(ε)

)
for all τ ∈ [0, T ], and we obtain (2.6.8) by applying (2.3.15) to the second term of the
right-hand side of the above inequality.

Lemma 2.6.5. Let uε0 and uε be as in Lemma 2.6.2. Then there exists a constant c > 0
independent of uε0, uε, and ε such that

‖Mεu
ε‖WT

≤ c
(
‖Mεu

ε
0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε(0))

)
. (2.6.12)

Proof. It follows from (2.6.8) that

‖Mεu
ε‖HT ≤ c

(
‖Mεu

ε
0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε(0))

)
.

Moreover, by applying this inequality and (2.3.15) to (2.6.7) we have

‖∂•Mεu
ε‖H′T ≤ c

(
‖Mεu

ε‖HT + ε1/2‖uε‖L2
H1(ε)

)
≤ c
(
‖Mεu

ε
0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε(0))

)
.

Thus we obtain (2.6.12).

2.6.3 Limit equation on evolving surfaces and weak convergence of Mεu
ε

Assume that Iε(u
ε, ϕ;T ) = 0 holds for all ϕ ∈ C1

0 (ST ) and v = Mεu
ε is independent of ε in

the variational formulation (2.6.1). Then v satisfies

〈∂•v, gϕ〉T +

∫ T

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)v ϕ dHn−1 dt

+

∫ T

0

∫
Γ(t)

g(∇Γ(t)v + vV T
Γ ) · ∇Γ(t)ϕdHn−1 dt = 0 (2.6.13)
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for all ϕ ∈ C1
0 (ST ). In addition we assume that v is sufficiently smooth. Since vector fields

gvV T
Γ and g∇Γ(t)v are tangent to Γ(t) for each t ∈ [0, T ], we can apply the integration by

parts formula (2.5.23) to obtain

〈∂•v, gϕ〉T +

∫ T

0

∫
Γ(t)

{
(∂•g+ g divΓ(t)VΓ)v− divΓ(t)

[
g(∇Γ(t)v+ vV T

Γ )
]}
ϕdHn−1 dt = 0.

Since this equality holds for all ϕ ∈ C1
0 (ST ), we conclude that v satisfies

∂•(gv) + (g divΓ(t)VΓ)v − divΓ(t)

[
g(∇Γ(t)v + vV T

Γ )
]

= 0 on ST .

This is the limit equation of (Hε). To justify the above argument, we employ a variational
framework introduced by Olshanskii, Reusken, and Xu [19].

Definition 2.6.6. Let v0 ∈ L2(Γ0). A function v ∈ WT is said to be a variational solution
to the initial value problem{

∂•(gv) + (g divΓ(t)VΓ)v − divΓ(t)

[
g(∇Γ(t)v + vV T

Γ )
]

= 0 on ST ,

v(0) = v0 on Γ0,
(H0)

if v satisfies (2.6.13) for all ϕ ∈ HT and v(0) = v0 in L2(Γ0).

Note that the condition v(0) = v0 in L2(Γ0) makes sense for v ∈WT by Lemma 2.4.4.

Remark 2.6.7. Suppose that v ∈ WT is a variational solution to (H0). Then we have
v ∈Wτ for each τ ∈ [0, T ] since WT is continuously embedded into Wτ . Moreover, by taking
test functions ϕ from C1

0 (Sτ ) we observe that v is a variational solution to (H0) with T
replaced by τ .

We first prove the uniqueness of a variational solution to the initial value problem (H0).

Lemma 2.6.8. For each v0 ∈ L2(Γ0), there is at most one variational solution to (H0).

Proof. Since (H0) is linear, it is sufficient to show that if v ∈WT is a variational solution to
(H0) with zero initial data then v = 0.

Let v be a variational solution to (H0) with v(0) = 0 in L2(Γ0). For each τ ∈ [0, T ], we
substitute g−1v ∈ Hτ for ϕ in (2.6.13) with T replaced by τ and compute as in the proof of
Lemma 2.6.4 (replace Mεu

ε by v and omit Iε(u
ε, ϕ; τ)). Then we have

‖v(τ)‖2L2(Γ(τ)) +

∫ τ

0
‖∇Γ(t)v(t)‖2L2(Γ(t)) dt ≤ ‖v(0)‖2L2(Γ0) + c

∫ τ

0
‖v(t)‖2L2(Γ(t)) dt.

Since v(0) = 0 in L2(Γ0), the above inequality yields

‖v(τ)‖2L2(Γ(τ)) ≤
∫ τ

0
‖v(t)‖2L2(Γ(t)) dt.

Hence by Gronwall’s inequality we obtain v(τ) = 0 in L2(Γ(τ)) for all τ ∈ [0, T ].

Now let us show that {Mεu
ε}ε converges weakly in WT and that the limit is a unique

variational solution to the initial value problem (H0).

Theorem 2.6.9. Let uε0 ∈ L2(Ωε(0)) and uε ∈ L2
H1(ε) be the unique variational solution to

(Hε) given by Theorem 2.3.4. Suppose that the following two conditions are satisfied:
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(a) There exist c > 0 and γ ∈ (0, 1/2) such that ‖uε0‖L2(Ωε(0)) ≤ cε−γ for all ε > 0.

(b) There exists v0 ∈ L2(Γ0) such that {Mεu
ε
0}ε converges weakly to v0 in L2(Γ0) as ε→ 0.

Then {Mεu
ε}ε converges weakly in WT as ε → 0. Moreover, the weak limit v ∈ WT of

{Mεu
ε}ε is the unique variational solution to (H0) with initial data v0.

Proof. By the condition (b), {Mεu
ε
0}ε is bounded in L2(Γ0). From this fact, the inequality

(2.6.12), and the condition (a) it follows that

‖Mεu
ε‖WT

≤ c
(
‖Mεu

ε
0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε(0))

)
≤ c(1 + ε−γ+1/2) ≤ c (2.6.14)

with some constant c > 0 independent of ε. Here the last inequality follows from the
condition γ ∈ (0, 1/2). Hence {Mεu

ε}ε is bounded in the Hilbert space WT and there exist
v ∈WT and a sequence {εk}k of positive numbers with limk→∞ εk = 0 such that {Mεku

εk}k
converges weakly to v in WT as k →∞.

Let us show that v is the unique variational solution to (H0) with initial data v0. First
we show that v satisfies the variational formulation (2.6.13) for all ϕ ∈ HT . To this end, we
return to the variational formulation (2.6.1) of Mεku

εk :

〈∂•Mεku
εk , gϕ〉T +

∫ T

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)(Mεku
εk)ϕdHn−1 dt

+

∫ T

0

∫
Γ(t)

g{∇Γ(t)Mεku
εk + (Mεku

εk)V T
Γ } · ∇Γ(t)ϕdHn−1 dt = Iεk(uεk , ϕ;T ). (2.6.15)

Let k →∞ in (2.6.15). Since {Mεku
εk}k converges weakly to v in WT as k →∞ and g, VΓ

are bounded on ST along with their derivatives, the left-hand side of (2.6.15) converges to

〈∂•v, gϕ〉T +

∫ T

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)vϕ dHn−1 dt

+

∫ T

0

∫
Γ(t)

g(∇Γ(t)v + vV T
Γ ) · ∇Γ(t)ϕdHn−1 dt.

On the other hand, it follows from (2.6.2) and (2.3.15) that

|Iεk(uεk , ϕ;T )| ≤ cε1/2
k

∫ T

0
‖uεk(t)‖H1(Ωεk (t))‖∇Γ(t)ϕ(t)‖L2(Γ(t)) dt

≤ cε1/2
k ‖u

εk‖L2
H1(εk)

‖ϕ‖HT ≤ cε
1/2
k ‖u

εk
0 ‖L2(Ωεk (0))‖ϕ‖HT

with a constant c > 0 independent of εk. This inequality and the condition (a) imply that

|Iεk(uεk , ϕ;T )| ≤ cε−γ+1/2
k ‖ϕ‖HT → 0 as k →∞, (2.6.16)

since γ ∈ (0, 1/2) and c is independent of εk. Hence v satisfies (2.6.13) for all ϕ ∈ HT .
Next we show that v(0) = v0 in L2(Γ0). Let η ∈ C∞([0, T ]) satisfy η(0) = 1 and η(T ) = 0.

We take an arbitrary ϕ0 ∈ C∞(Γ0) and set ϕ(y, t) := ϕ0(Φ−1(y, t))η(t) for (y, t) ∈ ST , where
Φ−1(·, t) is the inverse mapping of the flow map Φ(·, t) : Γ0 → Γ(t) (see Section 2.2). Due
to the smoothness of Φ−1, the function ϕ is smooth on ST and thus ϕ ∈ WT . Moreover, it
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satisfies ϕ(0) = ϕ0 on Γ0 and ϕ(T ) = 0 on Γ(T ). Substituting g−1ϕ for ϕ in (2.6.13) and
(2.6.15), we have

〈∂•v, ϕ〉T +

∫ T

0

∫
Γ(t)

(g−1∂•g + divΓ(t)VΓ)v ϕ dHn−1 dt

+

∫ T

0

∫
Γ(t)

g(∇Γ(t)v + vV T
Γ ) · ∇Γ(t)(g

−1ϕ) dHn−1 dt = 0

and

〈∂•Mεku
εk , ϕ〉T +

∫ T

0

∫
Γ(t)

(g−1∂•g + divΓ(t)VΓ)(Mεku
εk)ϕdHn−1 dt

+

∫ T

0

∫
Γ(t)

g{∇Γ(t)Mεku
εk + (Mεku

εk)V T
Γ } · ∇Γ(t)(g

−1ϕ) dHn−1 dt = Iεk(uεk , g−1ϕ;T ).

Since ϕ, v, and Mεku
εk are in WT , we can apply the identity (2.4.8) to get

〈∂•v, ϕ〉T = −〈∂•ϕ, v〉T −
∫

Γ0

v(0)ϕ0 dHn−1 −
∫ T

0

∫
Γ(t)

vϕdivΓ(t)VΓ dHn−1 dt

and the same identity for Mεku
εk . Here we used the conditions ϕ(0) = ϕ0 on Γ0 and ϕ(T ) = 0

on Γ(T ). Thus we have

− 〈∂•ϕ, v〉T +

∫ T

0

∫
Γ(t)

g−1(∂•g)vϕ dHn−1 dt

+

∫ T

0

∫
Γ(t)

g(∇Γ(t)v + vV T
Γ ) · ∇Γ(t)(g

−1ϕ) dHn−1 dt =

∫
Γ0

v(0)ϕ0 dHn−1 (2.6.17)

and

− 〈∂•ϕ,Mεku
εk〉T +

∫ T

0

∫
Γ(t)

g−1(∂•g)(Mεku
εk)ϕdHn−1 dt

+

∫ T

0

∫
Γ(t)

g{∇Γ(t)Mεku
εk + (Mεku

εk)V T
Γ } · ∇Γ(t)(g

−1ϕ) dHn−1 dt

=

∫
Γ0

(Mεku
εk
0 )ϕ0 dHn−1 + Iεk(uεk , g−1ϕ;T ). (2.6.18)

Let k →∞ in (2.6.18). Since {Mεu
ε
0}ε converges weakly to v0 in L2(Γ0) as ε→ 0,

lim
k→∞

∫
Γ0

Mεku
εk
0 ϕ0 dHn−1 =

∫
Γ0

v0 ϕ0 dHn−1.

Moreover, since {Mεku
εk}k converges weakly to v in WT as k →∞ and (2.6.16) holds with

ϕ replaced by g−1ϕ, both sides of (2.6.18) converge to

− 〈∂•ϕ, v〉T +

∫ T

0

∫
Γ(t)

g−1(∂•g)v ϕ dHn−1 dt

+

∫ T

0

∫
Γ(t)

g(∇Γ(t)v + vV T
Γ ) · ∇Γ(t)(g

−1ϕ) dHn−1 dt =

∫
Γ0

v0 ϕ0 dHn−1. (2.6.19)
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Comparing (2.6.17) and (2.6.19), we obtain∫
Γ0

v(0)ϕ0 dHn−1 =

∫
Γ0

v0 ϕ0 dHn−1 for all ϕ0 ∈ C∞(Γ0).

Since C∞(Γ0) is dense in L2(Γ0), it follows that v(0) = v0 in L2(Γ0). Hence v is the unique
variational solution to (H0) with initial data v0. Here the uniqueness follows from Lemma
2.6.8.

Finally, using the boundedness of {Mεu
ε}ε in WT (see (2.6.14)) and the uniqueness of a

variational solution to (H0) (see Lemma 2.6.8), we can prove by contradiction that the full
sequence {Mεu

ε}ε converges weakly to v in WT as ε → 0. The argument is standard and
thus we omit the details.

Corollary 2.6.10. For every v0 ∈ L2(Γ0), there exists a unique variational solution to (H0).

Proof. For each ε > 0, we define a function uε0 on Ωε(0) as

uε0(X) :=
v0(p(X, 0))

J(p(X, 0), 0, d(X, 0))
, X ∈ Ωε(0).

Clearly Mεu
ε
0 = v0 holds on Γ0. Moreover, by the co-area formula (2.5.1) and (2.5.4) we

have

‖uε0‖L2(Ωε(0)) =

(∫
Γ0

∫ εg1(Y,0)

εg0(Y,0)
|v0(Y )|2J(Y, 0, ρ)−1 dρ dHn−1(Y )

)1/2

≤ c
(∫

Γ0

εg(Y, 0)|v0(Y )|2 dHn−1(Y )

)1/2

≤ cε1/2‖v0‖L2(Γ0)

with a constant c > 0 independent of ε. Hence uε0 ∈ L2(Ωε(0)) and uε0, v0 satisfy the
conditions (a) and (b) of Theorem 2.6.9. Thus the corollary follows from Theorem 2.3.4 and
Theorem 2.6.9.

Remark 2.6.11. Let H = −divΓ(t)ν be the mean curvature of Γ(t). Since the material

derivative operator is formally of the form ∂• = ∂t+vNΓ ν ·∇+V T
Γ ·∇Γ(t) (see Remark 2.5.12)

and the formula divΓ(t)(v
N
Γ ν) = −vNΓ H holds (see Remark 2.5.15), the limit equation (H0)

is formally equivalent to

∂◦(gv)− vNΓ Hgv − divΓ(t)(g∇Γ(t)v) = 0 on ST .

Here ∂◦ = ∂t + vNΓ ν · ∇ is the normal time derivative (see [2, 3, 5]). This equation depends
on vNΓ , ν, and H, which represent the geometric motion of Γ(t). On the other hand, it is
independent of the tangential velocity V T

Γ , which represents advection along Γ(t). Hence,
as we mentioned in Section 2.1, the evolution of the limit v given by Theorem 2.6.9 is not
affected by advection along Γ(t), but the geometric motion of Γ(t).

2.6.4 Estimates for the difference between solutions to the heat equation
and the limit equation

Let us estimate the difference between variational solutions to (Hε) and (H0). For a function
v on ST , let v be its constant extension in the normal direction of Γ(t). For a function u on
Qε,T , we set

‖u‖L2(Qε,T ) :=

(∫ T

0

∫
Ωε(t)

|u|2 dx dt
)1/2

.
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Theorem 2.6.12. Let uε0 ∈ L2(Ωε(0)) and uε ∈ L2
H1(ε) be a unique variational solution to

(Hε). Also, let v0 ∈ L2(Γ0) and v ∈ WT be a unique variational solution to (H0). Then
there exists a constant c > 0 independent of uε0, uε, v0, v, and ε such that

‖uε − v‖L2(Qε,T ) ≤ c
(
‖uε0 − v0‖L2(Ωε(0)) + ε3/2‖v0‖L2(Γ0)

)
. (2.6.20)

In particular, for each α ∈ [0, 3/2) we have

lim
ε→0

ε−α‖uε − v‖L2(Qε,T ) = 0 provided lim
ε→0

ε−α‖uε0 − v0‖L2(Ωε(0)) = 0.

We first estimate the difference between Mεu
ε and v in the space WT .

Lemma 2.6.13. Let uε0, uε, v0, and v be as in Theorem 2.6.12. Then there exists a constant
c > 0 independent of uε0, uε, v0, v, and ε such that

‖Mεu
ε − v‖WT

≤ c
(
‖Mεu

ε
0 − v0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε)

)
. (2.6.21)

In particular, if limε→0 ‖Mεu
ε
0−v0‖L2(Γ0) = 0 and limε→0 ε

1/2‖uε0‖L2(Ωε(0)) = 0, then {Mεu
ε}ε

converges strongly to v in WT .

Proof. For each τ ∈ [0, T ], we subtract both sides of (2.6.13) with T replaced by τ from
those of (2.6.1). Then we have

〈∂•(Mεu
ε − v), gϕ〉τ +

∫ τ

0

∫
Γ(t)

(∂•g + g divΓ(t)VΓ)(Mεu
ε − v)ϕdHn−1 dt

+

∫ τ

0

∫
Γ(t)

g{∇Γ(t)(Mεu
ε − v) + (Mεu

ε − v)V T
Γ } · ∇Γ(t)ϕdHn−1 dt = Iε(u

ε, ϕ; τ)

for all ϕ ∈ Hτ . Hence, by calculating as in the proof of Lemma 2.6.2, Lemma 2.6.4, and
Lemma 2.6.5 (replace Mεu

ε by Mεu
ε − v), we obtain (2.6.21).

Proof of Theorem 2.6.12. First we show the inequality

‖uε − v‖L2(Qε,T ) ≤ cε1/2
(
‖Mεu

ε
0 − v0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε(0))

)
. (2.6.22)

To this end, we use the triangle inequality

‖uε − v‖L2(Qε,T ) ≤
∥∥∥uε −Mεuε

∥∥∥
L2(Qε,T )

+
∥∥∥Mεuε − v

∥∥∥
L2(Qε,T )

and estimate the right-hand side of the above inequality. By (2.5.9) and (2.3.15), we have∥∥∥uε −Mεuε
∥∥∥
L2(Qε,T )

≤ cε‖uε‖L2
H1(ε)

≤ cε‖uε0‖L2(Ωε(0))

with a constant c > 0 independent of ε. On the other hand, by (2.5.7) and (2.6.21),∥∥∥Mεuε − v
∥∥∥
L2(Qε,T )

≤ cε1/2‖Mεu
ε − v‖HT ≤ cε

1/2
(
‖Mεu

ε
0 − v0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε)

)
.

Hence (2.6.22) follows.
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Next we estimate the right-hand side of (2.6.22) to get (2.6.20). We use the notation

(uε0)](Y, ρ) := uε0(Y + ρν(Y, 0)), Y ∈ Γ0, ρ ∈ (εg0(Y, 0), εg1(Y, 0)),

and omit the variables Y , ρ, and t = 0. We set

I1 :=
1

εg

∫ εg1

εg0

{(uε0)] − v0}J dρ, I2 :=
v0

εg

∫ εg1

εg0

(J − 1) dρ.

Then Mεu
ε
0 − v0 = I1 + I2 on Γ0. By Hölder’s inequality and (2.2.1), (2.5.4), we have

|I1|2 ≤
1

εg

∫ εg1

εg0

|(uε0)] − v0|2J2 dρ ≤ cε−1

∫ εg1

εg0

|(uε0)] − v0|2J dρ.

On the other hand, (2.5.5) yields |I2| ≤ cε|v0|. Hence

‖Mεu
ε
0 − v0‖2L2(Γ0) ≤ c

∫
Γ0

(|I1|2 + |I2|2) dHn−1

≤ c
∫

Γ0

(
ε−1

∫ εg1

εg0

|(uε0)] − v0|2J dρ+ ε2|v0|2
)
dHn−1

= c
(
ε−1‖uε0 − v0‖2L2(Ωε(0)) + ε2‖v0‖2L2(Γ0)

)
.

Here we used the co-area formula (2.5.1) in the last equality. The above inequality is equiv-
alent to

‖Mεu
ε
0 − v0‖L2(Γ0) ≤ c

(
ε−1/2‖uε0 − v0‖L2(Ωε(0)) + ε‖v0‖L2(Γ0)

)
. (2.6.23)

Moreover, by the triangle inequality and (2.5.7),

‖uε0‖L2(Ωε(0)) ≤ ‖uε0 − v0‖L2(Ωε(0)) + ‖v0‖L2(Ωε(0))

≤ ‖uε0 − v0‖L2(Ωε(0)) + cε1/2‖v0‖L2(Γ0).
(2.6.24)

Finally, by applying (2.6.23) and (2.6.24) to (2.6.22), we obtain

‖uε − v‖L2(Qε,T ) ≤ cε1/2
(
‖Mεu

ε
0 − v0‖L2(Γ0) + ε1/2‖uε0‖L2(Ωε(0))

)
≤ cε1/2

(
(ε−1/2 + ε1/2)‖uε0 − v0‖L2(Ωε(0)) + ε‖v0‖L2(Γ0)

)
≤ c
(
‖uε0 − v0‖L2(Ωε(0)) + ε3/2‖v0‖L2(Γ0)

)
with a constant c > 0 independent of ε. Hence (2.6.20) holds.

2.A Heuristic derivation of the limit equation

Let us give a heuristic derivation of the limit equation (2.1.1) from (Hε) when Ωε(t) is of the
form Ωε(t) = {x ∈ Rn | −ε < d(x, t) < ε}. In this case, the unit outward normal vector field
νε of ∂Ωε(t) and the outer normal velocity vNε of ∂Ωε(t) are of the form

νε(x, t) = ±ν(p(x, t), t), vNε (x, t) = ±vNΓ (p(x, t), t), (x, t) ∈ ∂`Qε,T ,
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according to d(x, t) = ±ε (double-sign corresponds). Thus we start from the heat equation

∂tu
ε(x, t)−∆uε(x, t) = 0, (x, t) ∈ Qε,T

with the boundary condition

ν(p(x, t), t) · ∇uε(x, t) + vNΓ (p(x, t), t)uε(x, t) = 0, (x, t) ∈ ∂`Qε,T . (2.A.1)

To derive the limit equation, we make the following assumptions:

(1) The signed distance d(x, t) of x ∈ Ωε(t) is negligible (d(x, t) ≈ 0), although the quantity
ε−1d(x, t) is not negligible.

(2) The relation vNΓ (p(x, t), t) ≈ −∂td(x, t) holds for all (x, t) ∈ Qε,T .

(3) The boundary condition (2.A.1) also holds in the noncylindrical domain Qε,T .

These assumptions come from the smallness of the width 2ε of Ωε(t). Taking the third
assumption into account, we consider the two equations

∂tu
ε(x, t)−∆uε(x, t) = 0, (2.A.2)

ν(p(x, t), t) · ∇uε(x, t) + vNΓ (p(x, t), t)uε(x, t) = 0 (2.A.3)

for (x, t) ∈ Qε,T . Recall that each x ∈ Ωε(t) is represented as

x = p(x, t) + d(x, t)ν(p(x, t), t), ∇d(x, t) = ν(x, t) = ν(p(x, t), t).

First, we consider the gradient matrix of the projection p(x, t) onto Γ(t) given by

∇p =

∂1p1 . . . ∂np1
...

. . .
...

∂1pn . . . ∂npn

 for p =

p1
...
pn

 .

By differentiating both sides of x = p(x, t) + d(x, t)ν(x, t) and using ∇d(x, t) = ν(x, t), we
have

In = ∇p(x, t) + ν(x, t)⊗ ν(x, t) + d(x, t)∇ν(x, t).

According to the assumption (1), the above equality reads

∇p(x, t) ≈ In − ν(x, t)⊗ ν(x, t) = In − ν(p(x, t), t)⊗ ν(p(x, t), t). (2.A.4)

We define a function v : ST × (−1, 1)→ R as

v(y, t, r) := uε(y + εrν(y, t), t), (y, t) ∈ ST , r ∈ (−1, 1).

Then uε is represented by v as

uε(x, t) = v(p(x, t), t, ε−1d(x, t)), (x, t) ∈ Qε,T . (2.A.5)

For abbreviation, we write p and d for p(x, t) and d(x, t) in arguments of functions unless we
would like to emphasize them. For example, we write ν(p, t) for ν(p(x, t), t) and v(p, t, ε−1d)
for v(p(x, t), t, ε−1d(x, t)). By the chain rule of differentiation we have

∇uε(x, t) = [∇p(x, t)]T∇v(p, t, ε−1d) + ε−1∂rv(p, t, ε−1d)∇d(x, t).
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By (2.A.4) and ∇d(x, t) = ν(p(x, t), t), this equality reads

∇uε(x, t) ≈ ∇Γ(t)v(p, t, ε−1d) + ε−1∂rv(p, t, ε−1d)ν(p, t). (2.A.6)

Here we abused the definition of the tangential gradient ∇Γ(t) = (In − ν ⊗ ν)∇. Applying
(2.A.6) to (2.A.3) and observing that ν(p, t) · ∇Γ(t)v(p, t, ε−1d) = 0, we obtain

ε−1∂rv(p, t, ε−1d) ≈ −vNΓ (p, t)v(p, t, ε−1d) (2.A.7)

and thus (2.A.6) becomes

∇uε(x, t) ≈ ∇Γ(t)v(p, t, ε−1d)− vNΓ (p, t)v(p, t, ε−1d)ν(p, t). (2.A.8)

Next we compute ∆uε = div∇uε. For a vector field F on Ωε(t) with each fixed t ∈ [0, T ],

divF (x) = trace[∇F (x)]

= trace[{In − ν(x, t)⊗ ν(x, t)}∇F (x)] + trace[ν(x, t)⊗ ν(x, t)∇F (x)]

= divΓ(t)F (x) + ν(x, t) · ∂νF (x)

holds since ν ⊗ ν is a projection matrix onto the ν-direction. Hence we have

div
[
∇Γ(t)v(p, t, ε−1d)

]
= divΓ(t)

[
∇Γ(t)v(p, t, ε−1d)

]
+ ν(x, t) · ∂ν

[
∇Γ(t)v(p, t, ε−1d)

]
.

Moreover, since p(x+ hν(x, t), t) = p(x, t) and d(x+ hν(x, t), t) = d(x, t) + h for sufficiently
small h ∈ R, it follows that

∇Γ(t)v(p(x+ hν(x, t), t), t, ε−1d(x+ hν(x, t), t)) = ∇Γ(t)v(p(x, t), t, ε−1d(x, t) + ε−1h)

and thus

∂ν
[
∇Γ(t)v(p, t, ε−1d)

]
= ε−1∂r

[
∇Γ(t)v(p, t, ε−1d)

]
by the formula ∂νf(x) = limh→0{f(x + hν(x, t)) − f(x)}/h for functions f on Ωε(t) with
fixed t ∈ [0, T ]. Hence we obtain

div
[
∇Γ(t)v(p, t, ε−1d)

]
= divΓ(t)

[
∇Γ(t)v(p, t, ε−1d)

]
+ ε−1ν(x, t) · ∂r

[
∇Γ(t)v(p, t, ε−1d)

]
.

Similarly we have

div
[
vNΓ (p, t)v(p, t, ε−1d)ν(p, t)

]
= divΓ(t)

[
vNΓ (p, t)v(p, t, ε−1d)ν(p, t)

]
+ ν(x, t) · {ε−1vNΓ (p, t)∂rv(p, t, ε−1d)ν(p, t)}

≈ divΓ(t)

[
vNΓ (p, t)v(p, t, ε−1d)ν(p, t)

]
− {vNΓ (p, t)}2 v(p, t, ε−1d).

Here the last approximation follows from ν(x, t) = ν(p(x, t), t) and (2.A.7). Hence, by
(2.A.8),

∆uε(x, t) ≈ divΓ(t)

[
∇Γ(t)v(p, t, ε−1d)

]
+ ε−1ν(x, t) · ∂r

[
∇Γ(t)v(p, t, ε−1d)

]
− divΓ(t)

[
vNΓ (p, t)v(p, t, ε−1d)ν(p, t)

]
+ {vNΓ (p, t)}2 v(p, t, ε−1d). (2.A.9)

On the other hand, we differentiate both sides of (2.A.5) with respect to t to get

∂tu
ε(x, t) = ∂tp(x, t) · ∇v(p, t, ε−1d) + ∂tv(p, t, ε−1d) + ε−1∂td(x, t)∂rv(p, t, ε−1d).
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To this equality we apply (2.A.7) and

∂tp(x, t) = −∂td(x, t)ν(x, t)− d(x, t)∂tν(x, t) ≈ vNΓ (p, t)ν(p, t),

where the last approximation follows from the assumptions (1), (2), and ν(x, t) = ν(p(x, t), t).
Then we have

∂tu
ε(x, t) ≈ vNΓ (p, t)ν(p, t) · ∇v(p, t, ε−1d) + ∂tv(p, t, ε−1d) + {vNΓ (p, t)}2 v(p, t, ε−1d).

(2.A.10)

Substituting (2.A.9) and (2.A.10) for the equation (2.A.2), we obtain

∂tv(p, t, ε−1d) + vNΓ (p, t)ν(p, t) · ∇v(p, t, ε−1d) + divΓ(t)

[
vNΓ (p, t)v(p, t, ε−1d)ν(p, t)

]
− divΓ(t)

[
∇Γ(t)v(p, t, ε−1d)

]
− ε−1ν(x, t) · ∂r

[
∇Γ(t)v(p, t, ε−1d)

]
= 0.

Now let us make an additional assumption: the function v(y, t, r) is independent of the
variable r. Then, the above equation reads

∂tv(y, t) + vNΓ (y, t)ν(y, t) · ∇v(y, t) + divΓ(t)

[
vNΓ (y, t)v(y, t)ν(y, t)

]
− divΓ(t)

[
∇Γ(t)v(y, t)

]
= 0

with y = p(x, t) ∈ Γ(t). Finally we observe that

divΓ(t)(v
N
Γ vν) = ∇Γ(t)(v

N
Γ v) · ν + vNΓ v divΓ(t)ν = 0 + vNΓ v · (−H) = −vNΓ Hv,

where H = −divΓ(t)ν is the mean curvature of Γ(t), to obtain

∂tv(y, t) + vNΓ (y, t)ν(y, t) · ∇v(y, t)− vNΓ (y, t)H(y, t)v(y, t)−∆Γ(t)v(y, t) = 0

for (y, t) ∈ ST . This is the limit equation (2.1.1) we mentioned in Section 2.1.

2.B Elementary facts on integrals over evolving surfaces

In this appendix we give complete proofs of several facts on integrals over evolving surfaces
which are essentially known or easily proved but there is no detailed proof for the readers’
convenience. We first show the transformation formula (2.4.2).

Proof of (2.4.2). By a localization argument with a partition of unity of ST , it is sufficient
to show∫

I

∫
µt(U)

f(y, t) dHn−1(y) dt =

∫
ζ(U×I)

f(σ)(1 + |vNΓ (σ)|2)−1/2 dHn(σ), (2.B.1)

where I is an open interval in (0, T ), U is an open set in Rn−1, µt : U → Γ(t) is a smooth
local parametrization of Γ(t) for each t ∈ I, and ζ : U×I → ST is given by ζ(s, t) = (µt(s), t).
Moreover, by rotating coordinates and taking I sufficiently small, we may assume that there
exists a smooth function h on U × I such that µt(s) = (s, h(s, t)) for all s ∈ U and t ∈ I.
Then ζ(s, t) = (s, h(s, t), t) and the outward normal velocity vNΓ of Γ(t) is given by

vNΓ (µt(s), t) =
∂th(s, t)√

1 + |∇′h(s, t)|2
, (s, t) ∈ U × I. (2.B.2)
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Here ∇′ is the gradient in s ∈ Rn−1 and we assume that the n-th component of the normal
ν is positive on ζ(U × I). For t ∈ I the Riemannian metric on Γ(t) is locally given by

∂µt
∂si

(s) · ∂µt
∂sj

(s) = δij +
∂h

∂si
(s, t)

∂h

∂sj
(s, t), s ∈ U, i, j = 1, . . . , n− 1,

where δij is the Kronecker delta. Hence the left-hand side of (2.B.1) is∫
I

∫
µt(U)

f(y, t) dHn−1(y) dt =

∫
I

∫
U
f(µt(s), t)

√
1 + |∇′h(s, t)|2 ds dt. (2.B.3)

On the other hand, since the Riemannian metric on ST is locally given by

∂ζ

∂si
(s, t) · ∂ζ

∂sj
(s, t) = δij +

∂h

∂si
(s, t)

∂h

∂si
(s, t),

∂ζ

∂si
(s, t) · ∂ζ

∂t
(s, t) =

∂h

∂si
(s, t)

∂h

∂t
(s, t),

∂ζ

∂t
(s, t) · ∂ζ

∂t
(s, t) = 1 +

∣∣∣∣∂h∂t (s, t)

∣∣∣∣2
for s ∈ U , t ∈ I, and i, j = 1, . . . , n− 1, the right-hand side of (2.B.1) is∫

ζ(U×I)
f(σ)(1 + |vNΓ (σ)|2)−1/2 dHn(σ)

=

∫
U×I

f(µt(s), t)(1 + |vNΓ (µt(s), t)|2)−1/2
√

detA(s, t) ds dt. (2.B.4)

Here A is a matrix of the form

A =

(
In−1 +∇′h⊗∇′h ∂th∇′h

∂th(∇′h)T 1 + |∂th|2
)
,

where (∇′h)T is the transpose of the column vector ∇′h. By elementary row operations we
have

detA = det

(
In−1 + {1− |∂th|2/(1 + |∂th|2)}∇′h⊗∇′h 0

∂th(∇′h)T 1 + |∂th|2
)

= (1 + |∂th|2) det

[
In−1 +

(
1− |∂th|2

1 + |∂th|2

)
∇′h⊗∇′h

]
= (1 + |∂th|2)

{
1 +

(
1− |∂th|2

1 + |∂th|2

)
|∇′h|2

}
=

(
1 +

|∂th|2

1 + |∇′h|2

)
(1 + |∇′h|2).

Hence, by (2.B.2),

detA(s, t) = (1 + |vNΓ (µt(s), t)|2)(1 + |∇′h(s, t)|2).

Substituting this for the right-hand side of (2.B.4) and applying Fubini’s theorem, we get
the right-hand side of (2.B.3) and thus conclude that (2.B.1) holds.

Next we give complete proofs of Lemma 2.4.1 and Lemma 2.4.3. Before starting to prove,
let us construct a partition of unity of Γ(t) by that of Γ0. Since Γ0 is compact, we can take a
finite family {Uk}Nk=1 of open sets in Rn−1 and smooth local parametrizations µk0 : Uk → Γ0,
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k = 1, . . . , N such that {µk0(Uk)}Nk=1 is an open covering of Γ0. Let {ψk0}Nk=1 be a partition
of unity of Γ0 subordinate to the covering {µk0(Uk)}Nk=1. For k = 1, . . . , N and t ∈ [0, T ] we
set

µkt (s) := Φ(µk0(s), t), s ∈ Uk, ψkt := ψk0 ◦ µk0 ◦ (µkt )
−1, (2.B.5)

where Φ(·, t) : Γ0 → Γ(t) is the flow map of VΓ (see Section 2.2). Then for each k = 1, . . . , N
the mapping µkt : Uk → Γ(t) is a local parametrization of Γ(t) and {µkt (Uk)}Nk=1 is an open cov-
ering of Γ(t). Moreover, {ψkt }Nk=1 is a partition of unity of Γ(t) subordinate to {µkt (Uk)}Nk=1.
We use these partitions of unity to localize integrals over Γ(t).

Proof of Lemma 2.4.1. Let V be a function on Γ0× (0, T ) and v := LV . Our goal is to show

c1‖V (t)‖L2(Γ0) ≤ ‖v(t)‖L2(Γ(t)) ≤ c2‖V (t)‖L2(Γ0),

c1‖∇Γ0V (t)‖L2(Γ0) ≤ ‖∇Γ(t)v(t)‖L2(Γ(t)) ≤ c2‖∇Γ0V (t)‖L2(Γ0)

for all t ∈ (0, T ) with some positive constants c1, c2 independent of t. These inequalities
yield c1‖V ‖ĤT ≤ ‖v‖HT ≤ c2‖V ‖ĤT , which means that L is an isomorphism between ĤT and
HT . By a localization argument with the partitions of unity given by (2.B.5), it is sufficient
to show that

c1

∫
µ0(Q)

|V (t)|2 dHn−1 ≤
∫
µt(Q)

|v(t)|2 dHn−1 ≤ c2

∫
µ0(Q)

|V (t)|2 dHn−1, (2.B.6)

c1

∫
µ0(Q)

|∇Γ0V (t)|2 dHn−1 ≤
∫
µt(Q)

|∇Γ(t)v(t)|2 dHn−1 ≤ c2

∫
µ0(Q)

|∇Γ0V (t)|2 dHn−1

(2.B.7)

for all t ∈ (0, T ) and all V supported in µ0(Q) × (0, T ). Here µ0 : U → Γ0 be a smooth
local parametrization of Γ0 with an open set U in Rn−1, Q is a compact subset of U , and
µt : U → Γ(t) is the local parametrization of Γ(t) given by µt(s) := Φ(µ0(s), t) for s ∈ U .
Note that in this case v = LV is supported in

⋃
t∈(0,T ) µt(Q) × {t}. Let θt = (θt,ij)i,j be a

matrix given by

θt,ij(s) :=
∂µt
∂si

(s) · ∂µt
∂sj

(s), (s, t) ∈ U × [0, T ], i, j = 1, . . . , n− 1, (2.B.8)

and θ−1
t = (θijt )ij be the inverse matrix of θt. By the definition of integrals over hypersurfaces,∫

µ0(Q)
|V (Y, t)|2 dHn−1(Y ) =

∫
Q
|V (µ0(s), t)|2

√
det θ0(s) ds,∫

µt(Q)
|v(y, t)|2 dHn−1(y) =

∫
Q
|v(µt(s), t)|2

√
det θt(s) ds.

Since
√

det θt(s) is continuous and does not vanish as a function of (s, t) on the compact set
Q× [0, T ], there is a constant c > 0 such that

c−1 ≤
√

det θt(s) ≤ c for all (s, t) ∈ Q× [0, T ]. (2.B.9)

Moreover, by the definitions of L and µt,

v(µt(s), t) = V (Φ−1(µt(s), t), t) = V (Φ−1(Φ(µ0(s), t), t), t) = V (µ0(s), t) (2.B.10)
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for all (s, t) ∈ U × [0, T ]. Hence (2.B.6) follows. Similarly, by (2.B.9) and the equality∫
µ0(Q)

|∇Γ0V (Y, t)|2 dHn−1(Y ) =

∫
Q
|∇Γ0V (µ0(s), t)|2

√
det θ0(s) ds,∫

µt(Q)
|∇Γ(t)v(y, t)|2 dHn−1(y) =

∫
Q
|∇Γ(t)v(µt(s), t)|2

√
det θt(s) ds,

it is sufficient for (2.B.7) to show that

c1|∇Γ0V (µ0(s), t)|2 ≤ |∇Γ(t)v(µt(s), t)|2 ≤ c2|∇Γ0V (µ0(s), t)|2 (2.B.11)

for all (s, t) ∈ Q× [0, T ]. The tangential gradients ∇Γ0V and ∇Γ(t)v are locally expressed as
(see [6, Section 2.1 and Section 2.2] for example)

∇Γ0V (µ0(s), t) =
n−1∑
i,j=1

θij0 (s)
∂

∂sj
(V (µ0(s), t))

∂µ0

∂si
(s),

∇Γ(t)v(µt(s), t) =

n−1∑
i,j=1

θijt (s)
∂

∂sj
(v(µt(s), t))

∂µt
∂si

(s)

for (s, t) ∈ U × [0, T ] and their Euclidean norms are

|∇Γ0V (µ0(s), t)|2 =
n−1∑
i,j=1

θij0 (s)
∂

∂si
(V (µ0(s), t))

∂

∂sj
(V (µ0(s), t)),

|∇Γ(t)v(µt(s), t)|2 =
n−1∑
i,j=1

θijt (s)
∂

∂si
(v(µt(s), t))

∂

∂sj
(v(µt(s), t)).

Then, by (2.B.10), it is sufficient for (2.B.11) to show

c1θ
−1
0 (s)a · a ≤ θ−1

t (s)a · a ≤ c2θ
−1
0 (s)a · a for all (s, t, a) ∈ Q× [0, T ]× Rn−1. (2.B.12)

To this end, we consider a real-valued function

F (s, t, a) := θ−1
t (s)a · a, (s, t, a) ∈ Q× [0, T ]× Rn−1.

It is continuous on Q× [0, T ]× Rn−1 and satisfies F (s, t, a) = |B(s, t, a)|2, where

B(s, t, a) :=
n−1∑
i=1

bi(s, t, a)
∂µt
∂si

(s), b = (b1, . . . , bn−1) := θ−1
t (s)a.

For a 6= 0 we have b 6= 0 and thus B 6= 0. Hence F does not vanish on the compact set
Q× [0, T ]× Sn−2, where Sn−2 is the unit sphere in Rn−1. From this fact and the continuity
of F there is a constant c > 0 such that c−1 ≤ F (s, t, a) ≤ c for all (s, t, a) ∈ Q× [0, T ]×Sn−2

and thus

c−1|a|2 ≤ θ−1
t (s)a · a ≤ c|a|2 for all (s, t, a) ∈ Q× [0, T ]× Rn−1.

This inequality yields (2.B.12) and we conclude that (2.B.7) is valid.
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Proof of Lemma 2.4.3. First we give transformation formulas of integrals over Γ0 and Γ(t).
Let U be an open set in Rn−1 and µ0 : U → Γ0 be a smooth local parametrization of Γ0.
Moreover, let µt : U → Γ(t) be the local parametrization of Γ(t) given by µt(s) := Φ(µ0(s), t).
We set

Λ(µ0(s), t) :=

√
det θt(s)

det θ0(s)
, λ(µt(s), t) :=

√
det θ0(s)

det θt(s)
, (s, t) ∈ U × [0, T ],

where θt = (θt,ij)ij is given by (2.B.8). We can show that the right-hand sides of the above
definitions are independent of the choice of the local parametrization µ0. From this fact and
the smoothness assumption on Φ, the functions Λ and λ are well-defined and smooth on
the compact manifolds Γ0 × [0, T ] and ST , respectively. In particular, they are bounded on
Γ0 × [0, T ] and ST along with their derivatives. Moreover, by a localization argument with
the partitions of unity given by (2.B.5), we get the integral transformation formulas∫

Γ(t)
v(y, t) dHn−1(y) =

∫
Γ0

V (Y, t)Λ(Y, t) dHn−1(Y ), (2.B.13)∫
Γ0

V (Y, t) dHn−1(Y ) =

∫
Γ(t)

v(y, t)λ(y, t) dHn−1(y) (2.B.14)

for all functions V on Γ0 × (0, T ) and all t ∈ (0, T ), where v = LV .

Now let us prove the statement of Lemma 2.4.3. For V ∈ ŴT we set v := LV . Then
Lemma 2.4.1 yields v ∈ HT and ‖v‖HT ≤ c‖V ‖

ĤT
. We next show that ∂•v ∈ H ′T and

‖∂•v‖H′T ≤ c‖V ‖
ŴT

. Let ψ ∈ C1
0 (ST ). Then Ψ := L−1ψ is in C1

0 (Γ0 × (0, T )) and

∂•ψ(Φ(Y, t), t) = ∂tΨ(Y, t) for all Y ∈ Γ0. Hence (2.B.13) yields

〈∂•v, ψ〉T = −
∫ T

0

∫
Γ(t)

(v ∂•ψ + vψ divΓ(t)VΓ) dHn−1 dt

= −
∫ T

0

∫
Γ0

(V ∂tΨ + VΨF )Λ dHn−1 dt,

where F := L−1(divΓ(t)VΓ) ∈ C∞(Γ0 × [0, T ]). Moreover, since ΨΛ ∈ C1
0 (Γ0 × (0, T )),

−
∫ T

0

∫
Γ0

V Λ ∂tΨ dHn−1 dt = [∂tV,ΨΛ]T +

∫ T

0

∫
Γ0

VΨ ∂tΛ dHn−1 dt

by the definition of the weak time derivative ∂tV . From these formulas and the boundedness
of F and Λ on Γ0 × (0, t) along with their derivatives, it follows that

|〈∂•v, ψ〉T | =
∣∣∣∣[∂tV,ΨΛ]T +

∫ T

0

∫
Γ0

(VΨ ∂tΛ− VΨΛF ) dHn−1 dt

∣∣∣∣
≤ c(‖∂tV ‖Ĥ′T ‖ΨΛ‖

ĤT
+ ‖V ‖

ĤT
‖Ψ‖

ĤT
) ≤ c‖V ‖

ŴT
‖ψ‖HT

with a constant c > 0 independent of V and ψ, which implies ∂•v ∈ H ′T and ‖∂•v‖H′T ≤
c‖V ‖

ŴT
. Hence v = LV is in WT and ‖v‖WT

≤ c‖V ‖
ŴT

for every V ∈ ŴT .

Similarly, by (2.B.14) and the smoothness of λ on ST we can show that V := L−1v is in

ŴT and ‖V ‖
ŴT
≤ c‖v‖WT

for every v ∈ WT . Hence L is an isomorphism between ŴT and
WT .
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2.C Calculations involving the differential geometry of tubu-
lar neighborhoods

The purpose of this appendix is to show detailed calculations in the proofs of Lemma 2.5.5,
Lemma 2.5.6, and Lemma 2.5.11. We fix t ∈ [0, T ] and omit it until the end of the proof of
Lemma 2.5.6.

The proofs of Lemma 2.5.5 and Lemma 2.5.6 involve calculations of the usual gradient
in N and the tangential gradient on Γ under a local coordinate system. Let µ : U → Γ be a
local parametrization of Γ with an open set U in Rn−1. We set

θij(s) :=
∂µ

∂si
(s) · ∂µ

∂sj
(s), s ∈ U, i, j = 1, . . . , n− 1.

Then, the tangential gradient of a function v on Γ is locally expressed as

∇Γv(y) =

n−1∑
i,j=1

θij(s)
∂ṽ

∂sj
(s)

∂µ

∂si
(s), y = µ(s) ∈ µ(U), (2.C.1)

where ṽ(s) := v(µ(s)) and θ−1 = (θij)i,j denotes the inverse matrix of θ = (θij)i,j . We define
a mapping M : U × (−δ, δ) → N as M(s, ρ) := µ(s) + ρν(µ(s)) for (s, ρ) ∈ U × (−δ, δ) and
set

Θij(s, ρ) :=
∂M

∂si
(s, ρ) · ∂M

∂sj
(s, ρ), (s, ρ) ∈ U × (−δ, δ), i, j = 1, . . . , n,

where sn := ρ. Then the gradient (in Rn) of a function u on N is locally expressed as

∇u(x) =

n∑
i,j=1

Θij(s, ρ)
∂ũ

∂sj
(s, ρ)

∂M

∂si
(s, ρ), x = M(s, ρ) ∈M(U × (−δ, δ)), (2.C.2)

where ũ(s, ρ) := u(M(s, ρ)) and Θ−1 = (Θij)i,j is the inverse matrix of Θ = (Θij)i,j .
Let v be a function on Γ and v be its constant extension in the normal direction of Γ.

Then their local representations ṽ := v ◦ µ and ṽ := v ◦M satisfy

ṽ(s, ρ) = v(p(M(s, ρ))) = v(µ(s)) = ṽ(s), (s, ρ) ∈ U × (−δ, δ).

Hereafter we use this fact without mention.

Proof of Lemma 2.5.5. Let v ∈ H1(Γ). Our goal is to show the inequalities

|∇v(y + ρν(y))| ≤ c|∇Γv(y)|, |∇v(y + ρν(y))−∇Γv(y)| ≤ cε|∇Γv(y)| (2.C.3)

for all y ∈ Γ and ρ ∈ (εg0(y), εg1(y)) with a constant c > 0 independent of y, ρ, and ε.
For each fixed y0 ∈ Γ, by a rotation of coordinates we can take an open set U in Rn−1 and
a local parametrization µ : U → Γ such that y0 = µ(s0) with s0 ∈ U and µ is of the form
µ(s) = (s, f(s)) with a smooth function f on U satisfying

∇′f(s0) = 0, (∇′)2f(s0) = diag[κ1, . . . , κn−1], (2.C.4)

where ∇′ is the gradient in s ∈ Rn−1 and κi := κi(y0) for i = 1, . . . , n − 1 (see [11, Section
14.6]). We set the direction of ν(y0) in the positive direction of the xn-axis to get

ν(µ(s)) =
(−∇′f(s), 1)√
1 + |∇′f(s)|2

, s ∈ U.
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Then we have ν(y0) = ν(µ(s0)) = en and

∂µ

∂si
(s0) = ei,

∂

∂si

(
ν(µ(s))

)∣∣∣
s=s0

= −κiei, i = 1, . . . , n− 1 (2.C.5)

by (2.C.4), where {ei}ni=1 is the standard basis of Rn. This equality yields

∂M

∂si
(s0, ρ) = (1− ρκi)ei, i = 1, . . . , n− 1,

∂M

∂ρ
(s0, ρ) = ν(µ(s0)) = en. (2.C.6)

Hence we have θ(s0) = In−1, Θ(s0, ρ) = diag[(1− ρκ1)2, . . . , (1− ρκn−1)2, 1], and

θ−1(s0) = In−1, Θ−1(s0, ρ) = diag[(1− ρκ1)−2, . . . , (1− ρκn−1)−2, 1]. (2.C.7)

Applying (2.C.5), (2.C.6), and (2.C.7) to (2.C.1) and (2.C.2) with u = v, we obtain

∇Γv(y0) =

n−1∑
i=1

∂ṽ

∂si
(s0)ei, ∇v(y0 + ρν(y0)) =

n−1∑
i−1

(1− ρκi)−1 ∂ṽ

∂si
(s0)ei

and thus (2.5.3) implies that

|∇v(y0 + ρν(y0))|2 =
n−1∑
i=1

(1− ρκi)−2

(
∂ṽ

∂si
(s0)

)2

≤ c
n−1∑
i=1

(
∂ṽ

∂si
(s0)

)2

= |∇Γv(y0)|2,

which yields the first inequality of (2.C.3) with y replaced by y0. Moreover, by (2.5.3) we
have

|(1− ρκi)−1 − 1| = |ρκi(1− ρκi)−1| ≤ cε

for all ρ ∈ (εg0(y0), εg1(y0)) and i = 1, . . . , n− 1 and thus

|∇v(y0 + ρν(y0))−∇Γv(y0)|2 =
n−1∑
i=1

{(1− ρκi)−1 − 1}2
(
∂ṽ

∂si
(s0)

)2

≤ cε2|∇Γv(y0)|2.

Hence the second inequality of (2.C.3) with y replaced by y0 is valid.

To prove Lemma 2.5.6, we need a differentiation formula of the average operator un-
der a local coordinate system. Let U be an open set in Rn−1 and µ : U → Γ be a local
parametrization of Γ. The weighted average of a function u on Ωε is locally expressed as

M̃εu(s) =
1

εg̃(s)

∫ εg̃1(s)

εg̃0(s)
ũ(s, ρ)J̃(s, ρ) dρ, s ∈ U, (2.C.8)

where M̃εu(s) = Mεu(µ(s)), ũ(s, ρ) = u(M(s, ρ)), and

J̃(s, ρ) := J(µ(s), ρ) =

n−1∏
i=1

{1− ρκi(µ(s))}. (2.C.9)
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Lemma 2.C.1. Let u ∈ H1(Ωε). Then

∂M̃εu

∂si
(s) =

1

εg̃(s)

∫ εg̃1(s)

εg̃0(s)

{
∂ũ

∂si
(s, ρ)J̃(s, ρ) + ũ(s, ρ)

∂J̃

∂si
(s, ρ)

}
dρ

+
1

εg̃(s)

∫ εg̃1(s)

εg̃0(s)

{
∂ũ

∂ρ
(s, ρ)J̃(s, ρ) + ũ(s, ρ)

∂J̃

∂ρ
(s, ρ)

}
χi(s, ρ) dρ (2.C.10)

for all s ∈ U and i = 1, . . . , n− 1, where

χi(s, ρ) :=
1

g̃(s)

{
(ρ− εg̃0(s))

∂g̃1

∂si
(s) + (εg̃1(s)− ρ)

∂g̃0

∂si
(s)

}
. (2.C.11)

Proof. For simplicity, we set ∂i = ∂/∂si and ∂ρ = ∂/∂ρ. For each i = 1, . . . , n − 1, we
differentiate both sides of (2.C.8) with respect to si to get

∂iM̃εu =
I

εg̃
− ∂ig̃

ε(g̃)2

∫ εg̃1

εg̃0

ũJ̃ dρ+
1

εg̃

∫ εg̃1

εg̃0

{(∂iũ)J̃ + ũ(∂iJ̃)} dρ, (2.C.12)

where I = I(s) is given by

I(s) := ε∂ig̃1(s)ũ(s, εg̃1(s))J̃(s, εg̃1(s))− ε∂ig̃0(s)ũ(s, εg̃0(s))J̃(s, εg̃0(s)).

Since I =
[
ũ(ρ)J̃(ρ)χi(ρ)

]εg̃1
ρ=εg̃0

=
∫ εg̃1
εg̃0

∂ρ(ũJ̃χi) dρ and ∂ρχi = ∂ig̃/g̃, we have

I

εg̃
=

∂ig̃

ε(g̃)2

∫ εg̃1

εg̃0

ũJ̃ dρ+
1

εg̃

∫ εg̃1

εg̃0

{(∂ρũ)J̃ + ũ(∂ρJ̃)}χi dρ. (2.C.13)

Substituting (2.C.13) for (2.C.12), we obtain (2.C.10).

Proof of Lemma 2.5.6. As in the proof of Lemma 2.C.1, we write ∂i = ∂/∂si and ∂ρ = ∂/∂ρ.
Let u ∈ C∞(Ωε) ∩H1(Ωε), ϕ ∈ H1(Γ), and

I(y) :=

∫ εg1(y)

εg0(y)
(∇u)](y, ρ) · (∇ϕ)](y, ρ)J(y, ρ) dρ− εg(y)∇ΓMεu(y) · ∇Γϕ(y).

Here we used the notation (2.5.6). Our goal is to show

|I(y)| ≤ cε|∇Γϕ(y)|
∫ εg1(y)

εg0(y)
(|u](y, ρ)|+ |(∇u)](y, ρ)|) dρ (2.C.14)

for all y ∈ Γ with a constant c > 0 independent of y and ε. As in the proof of Lemma 2.5.5,
we fix y0 ∈ Γ and take a local parametrization µ(s) = (s, f(s)) of Γ near y0 = µ(s0), s0 ∈ U ,
where U is an open set in Rn−1 and f is a smooth function on U satisfying (2.C.4). We set
the direction of ν(y0) in the positive direction of the xn-axis. Then by (2.C.5), (2.C.6), and
(2.C.7) we have

(∇u)](y0, ρ) =

n−1∑
i=1

(1− ρκi)−1∂iũ(s0, ρ)ei + ∂ρũ(s0, ρ)en, ∇ΓMεu(y0) =

n−1∑
i=1

∂iM̃εu(s0)ei,

(∇ϕ)](y0, ρ) =
n−1∑
i=1

(1− ρκi)−1∂iϕ̃(s0)ei, ∇Γϕ(y0) =
n−1∑
i=1

∂iϕ̃(s0)ei,
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where {ei}ni=1 is the standard basis of Rn and κi := κi(y0), i = 1, . . . , n − 1. Hereafter we
omit the variables ρ and s0 unless we need to specify them. The above equality yields

(∇u)](y0, ρ) · (∇ϕ)](y0, ρ) =
n−1∑
i=1

(1− ρκi)−2∂iũ ∂iϕ̃, (2.C.15)

εg(y0)∇ΓMεu(y0) · ∇Γϕ(y0) =
n−1∑
i=1

εg̃
(
∂iM̃εu

)
∂iϕ̃.

Moreover, (2.C.10) implies that

εg̃
(
∂iM̃εu

)
=

∫ εg̃1

εg̃0

{(∂iũ)J̃ + ũ(∂iJ̃) + (∂ρũ)J̃χi + ũ(∂ρJ̃)χi} dρ,

where χi is given by (2.C.11), and thus

εg(y0)∇ΓMεu(y0) · ∇Γϕ(y0) =

∫ εg̃1

εg̃0

J̃
n−1∑
i=1

∂iũ ∂iϕ̃ dρ+

∫ εg̃1

εg̃0

ũ
n−1∑
i=1

∂iJ̃ ∂iϕ̃ dρ

+

∫ εg̃1

εg̃0

{(∂ρũ)J̃ + ũ(∂ρJ̃)}
n−1∑
i=1

χi ∂iϕ̃ dρ.

From this equality and (2.C.15), we obtain I(y0) = I1 + I2 + I3 with

I1 =

∫ εg̃1

εg̃0

J̃

n−1∑
i=1

{(1− ρκi)−2 − 1}∂iũ ∂iϕ̃ dρ,

I2 = −
∫ εg̃1

εg̃0

ũ
n−1∑
i=1

∂iJ̃ ∂iϕ̃ dρ, I3 = −
∫ εg̃1

εg̃0

{(∂ρũ)J̃ + ũ(∂ρJ̃)}
n−1∑
i=1

χi ∂iϕ̃ dρ.

Let us estimate these integrals. By the definition of J̃ (see (2.C.9)), we have

∇ΓJ(y0, ρ) =
n−1∑
i=1

∂iJ̃(s0, ρ)ei,
n−1∑
i=1

∂iJ̃(s0, ρ)∂iϕ̃(s0) = ∇ΓJ(y0, ρ) · ∇Γϕ(y0).

Hence I2 is of the form

I2 = −
∫ εg1(y0)

εg0(y0)
u](y0, ρ)∇ΓJ(y0, ρ) · ∇Γϕ(y0) dρ

and by applying (2.5.5) to the right-hand side we obtain

|I2| ≤ cε|∇Γϕ(y0)|
∫ εg1(y0)

εg0(y0)
|u](y0, ρ)| dρ. (2.C.16)

Next we estimate I3. By the definitions of ũ, J̃ , and χi (see (2.C.9) and (2.C.11)),

∂ρũ(s0, ρ) = ν(y0) · (∇u)](y0, ρ), ∂ρJ̃(s0, ρ) = ∂ρJ(y0, ρ),

n−1∑
i=1

χi(s0, ρ)∂iϕ̃(s0) = χε(y0, ρ) · ∇Γϕ(y0),
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where

χε(y0, ρ) :=
(ρ− εg0(y0))∇Γg1(y0) + (εg1(y0)− ρ)∇Γg0(y0)

g(y0)
.

Hence I3 is of the form

I3 = −
∫ εg1(y0)

εg0(y0)
χε(y0, ρ) · ∇Γϕ(y0){ν(y0) · (∇u)](y0, ρ)J(y0, ρ) + u](y0, ρ)∂ρJ(y0, ρ)} dρ.

Since ∇Γg0, ∇Γg1 are bounded and g1 − g0 = g,

|χε(y0, ρ)| ≤ |∇Γg0(y0)|+ |∇Γg1(y0)|
g(y0)

{(ρ− εg0(y0)) + (εg1(y0)− ρ)} ≤ cε

for all ρ ∈ (εg0(y0), εg1(y0)). This inequality together with (2.5.4) and (2.5.5) yields

|I3| ≤ cε|∇Γϕ(y0)|
∫ εg1(y0)

εg0(y0)
(|u](y0, ρ)|+ |(∇u)](y0, ρ)|) dρ. (2.C.17)

Let us estimate I1. For all ρ ∈ (εg0(y0), εg1(y0)) and i = 1, . . . , n− 1, we have

|(1− ρκi)−2 − 1| = |ρκi(2− ρκi)(1− ρκi)−2| ≤ cε

by (2.5.3). From this inequality, Hölder’s inequality, and (2.5.3),∣∣∣∣∣
n−1∑
i=1

{(1− ρκi)−2 − 1}∂iũ ∂iϕ̃

∣∣∣∣∣ ≤ cε
(
n−1∑
i=1

(∂iũ)2

)1/2(n−1∑
i=1

(∂iϕ̃)2

)1/2

≤ cε

(
n−1∑
i=1

(1− ρκi)−2(∂iũ)2

)1/2(n−1∑
i=1

(∂iϕ̃)2

)1/2

≤ cε|(∇u)](y0, ρ)||∇Γϕ(y0)|.

Using this inequality and (2.5.4) we obtain

|I1| ≤ cε|∇Γϕ(y0)|
∫ εg1(y0)

εg0(y0)
|(∇u)](y0, ρ)| dρ. (2.C.18)

By (2.C.16), (2.C.17), and (2.C.18) we conclude that (2.C.14) with y replaced by y0 holds.

Finally we give the complete proof of Lemma 2.5.11.

Proof of Lemma 2.5.11. Let Φ(·, t) : Γ0 → Γ(t) be the flow map of VΓ and Φ−1(·, t) be its
inverse mapping (see Section 2.2). For X ∈ N(0) and t ∈ (0, T ) we set

Ψ(X, t) := Φ(p(X, 0), t) + d(X, 0)ν(Φ(p(X, 0), t), t). (2.C.19)

For each t ∈ (0, T ) the mapping Ψ(·, t) : N(0) → N(t) is a bijection whose inverse is given
by

Ψ−1(x, t) := Φ−1(p(x, t), t) + d(x, t)ν(Φ−1(p(x, t), t), 0), (x, t) ∈ NT .
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Let ϕ ∈ C1(ST ) and ϕ be its constant extension in the normal direction of Γ(t). By the
definition of ϕ and the formula p(Ψ(X, t), t) = Φ(p(X, 0), t) we have

ϕ(Ψ(X, t), t) = ϕ(Φ(p(X, 0), t), t), (X, t) ∈ N(0)× (0, T ).

We differentiate both sides with respect to t. The time derivative of the left-hand side is

∂tϕ(Ψ(X, t), t) + ∂tΨ(X, t) · ∇ϕ(Ψ(X, t), t).

On the other hand, the time derivative of the right-hand side is

∂•ϕ(Φ(p(X, 0), t), t) = ∂•ϕ(p(Ψ(X, t), t), t)

by the definition of the strong material derivative (see (2.4.4)). Hence

∂•ϕ(p(Ψ(X, t), t), t) = ∂tϕ(Ψ(X, t), t) + ∂tΨ(X, t) · ∇ϕ(Ψ(X, t), t)

for all (X, t) ∈ N(0)× (0, T ). Substituting Ψ−1(x, t) for X in this equality we further get

∂•ϕ(p(x, t), t) = ∂tϕ(x, t) + ∂tΨ(Ψ−1(x, t), t) · ∇ϕ(x, t) (2.C.20)

for all (x, t) ∈ NT . Let us show

∂tΨ(Ψ−1(x, t), t) = VΓ(p(x, t), t) + a(x, t), (2.C.21)

where a(x, t) is given by (2.5.17). We differentiate both sides of (2.C.19) with respect to t
to get

∂tΨ(X, t) = ∂tΦ(p(X, 0), t)

+ d(X, 0){∂tν(Φ(p(X, 0), t), t) +∇ν(Φ(p(X, 0), t), t)∂tΦ(p(X, 0), t)}

for (X, t) ∈ N(0)× (0, T ). Moreover, since

d(X, 0) = d(Ψ(X, t), t), Φ(p(X, 0), t) = p(Ψ(X, t), t),

∂tΦ(p(X, 0), t) = VΓ(Φ(p(X, 0), t), t) = VΓ(p(Ψ(X, t), t), t),

it follows that

∂tΨ(X, t) = VΓ(p(Ψ(X, t), t), t)

+ d(Ψ(X, t), t){∂tν(p(Ψ(X, t), t), t) +∇ν(p(Ψ(X, t), t), t)VΓ(p(Ψ(X, t), t), t)}.

Substituting Ψ−1(x, t) for X in this equality we obtain (2.C.21). Finally, the formula (2.5.16)
follows from (2.C.20) and (2.C.21).
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Chapter 3

An energetic variational approach
for nonlinear diffusion equations in
moving thin domains

3.1 Introduction

In this chapter, we are interested in deriving diffusion equations on a moving surface, by
regarding it as a thin width limit of the problem in a moving thin domain around the
moving surface.

Let us begin with an equation of the conservation of mass ρ with velocity u in a moving
domain Ω(t), t ∈ (0, T ) in Rn, n ≥ 2 of the form

∂tρ+ div(ρu) = 0 in Ω(t), t ∈ (0, T ), (3.1.1)

which represents the local conservation of mass. Considering the situation that there is no
exchange of mass on the boundary, i.e.

u · νΩ = V N
Ω on ∂Ω(t), t ∈ (0, T ), (3.1.2)

where V N
Ω is the normal velocity of the boundary ∂Ω(t) in the direction of the outward

normal vector field νΩ of ∂Ω(t). Similar conservation law of mass η with velocity v on a
moving surface Γ(t) can be derived from the local conservation of mass. It turns out (see
Section 3.3) that, when the normal component of v is equal to the outward normal velocity
V N

Γ of the moving surface Γ(t), the resulting equation is of the form:

∂◦η − V N
Γ Hη + divΓ(ηvT ) = 0 on Γ(t), t ∈ (0, T ), (3.1.3)

where ∂◦ = ∂t + V N
Γ νΓ · ∇ is the normal time derivative, νΓ is the outward normal vector

field of Γ(t), H is the (n − 1 times) mean curvature of Γ(t), divΓ is the surface divergence
operator on Γ(t), and vT is a tangential vector field satisfying v = V N

Γ νΓ + vT . Note that
this equation is obtained as the zero width limit of the corresponding equation (3.1.1) in a
moving thin domain Ωε(t) defined as the set of all points in Rn with distance less than ε
from Γ(t) (see Remark 3.4.2).

The conventional diffusion equations, or even the porous-media equations, can be viewed
as the combination of incompressible fluids with the damping in the form of Darcy’s law.
Take the usual Darcy’s law for the velocity u in the moving thin domain Ωε(t):

−ρu = ∇p(ρ) in Ωε(t), t ∈ (0, T ), (3.1.4)

52
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where p is the pressure, then we can prove (see Theorem 3.4.1) that the zero width limit of
the diffusion equations (3.1.1) and (3.1.4) yields diffusion equations on the moving surface
Γ(t): (3.1.3) and Darcy’s law

−ηvT = ∇Γp(η) on Γ(t), t ∈ (0, T ). (3.1.5)

Here vT is the tangential component of the velocity v and ∇Γ is the tangential gradient
operator on Γ(t).

The diffusion equations (3.1.1), (3.1.4) and (3.1.3), (3.1.5) possess specific energy identi-
ties. It can be easily proven (see Section 3.5) that for ρ and u satisfying (3.1.1) and (3.1.4)
the energy identity

d

dt

∫
Ω(t)

ω(ρ) dx = −
∫

Ω(t)
ρ|u|2 dx−

∫
∂Ω(t)

p(ρ)V N
Ω dHn−1 (3.1.6)

holds. Here ω is a function satisfying p(ρ) = ω′(ρ)ρ− ω(ρ). Similarly, for η and v satisfying
(3.1.3) and (3.1.5) we have

d

dt

∫
Γ(t)

ω(η) dHn−1 = −
∫

Γ(t)
η|vT |2 dHn−1 +

∫
Γ(t)

p(η)V N
Γ H dHn−1, (3.1.7)

where Hn−1 is the (n− 1)-dimensional Hausdorff measure. Fortunately, the energy identity
(3.1.7) on the moving surface can be derived as the zero width limit of the energy identity
(3.1.6) in the moving thin domain (see Theorem 3.5.3).

With the results from this chapter, we can also note that the passing of zero width limit
commutes with an energetic variational approach originated from the works of Lord Rayleigh
[24] and Onsager [16, 17] and developed by Liu and others [3, 12, 25] (see Section 3.6). In
summary, we show that the diagram below is commutative.

Diffusion equation
in Ωε(t)

integration
by parts //

ε→ 0

��

Energy identity
in Ωε(t)energetic

variation

oo

ε→ 0

��
Diffusion equation

on Γ(t)

integration
by parts // Energy identity

on Γ(t)energetic
variation

oo

A standard approach for finding the limit of a thin domain problem is a rescaling argu-
ment: one transforms a partial differential equation in a thin domain into that in a fixed in
width reference domain by the change of variables and then gets a limit equation by assuming
that a rescaled solution is independent of variables in thin directions. In our case where the
thin domain and the surface both move, one may transform the moving thin domain into a
fixed in time and width reference domain. However, it yields tedious calculations because of
the geometry of the limit moving surface and it is difficult to bring a limit equation obtained
on a stationary reference surface back to an equation on the original moving surface. One
other method is to rescale the width of the moving thin domain without fixing time, which
is used in [15] to find the limit of the Neumann type problem of the heat equation (equations
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(3.1.1), (3.1.2), and (3.1.4) with p(ρ) = ρ) in moving thin domains. However, it is still
complicated and requires a questionable assumption that the boundary condition holds in
a middle of the moving thin domain. It is also artificial in the sense that we have to make
rescaled solutions constant in the thin direction at an “appropriate” point to derive the limit
energy identity and if we take a wrong point then we get a wrong limit (see Remarks 3.5.5).

To derive a thin width limit with more straightforward calculations we consider the Taylor
series of a function on Ωε(t) in powers of the signed distance from Γ(t). We assume that
Ωε(t) admits the normal coordinate system around Γ(t), i.e. for each x ∈ Ωε(t) there exists
a unique point π(x, t) ∈ Γ(t) such that

x = π(x, t) + d(x, t)νΓ(π(x, t), t),

where d is the signed distance function from Γ(t) increasing in the direction of νΓ. Based on
the normal coordinate system we consider expansions of

ρ(x, t) = ρ(π(x, t) + d(x, t)νΓ(π(x, t), t), t),

u(x, t) = u(π(x, t) + d(x, t)νΓ(π(x, t), t), t)

in powers of the signed distance d(x, t):

ρ(x, t) = η(π(x, t), t) + d(x, t)η1(π(x, t), t) + d(x, t)2η2(π(x, t), t) + · · · ,
u(x, t) = v(π(x, t), t) + d(x, t)v1(π(x, t), t) + d(x, t)2v2(π(x, t), t) + · · · .

(3.1.8)

In these expansions we assume that η, v, and the coefficients of the powers of d(x, t) are
functions on Γ(t) and independent of ε (note that the functions ρ and u on Ωε(t) depend
on ε). Under this and other suitable assumptions, we obtain the limit equations (3.1.3)
and (3.1.5) as the zeroth order terms of expansions in powers of d(x, t) (or ε) of the bulk
equations (3.1.1), (3.1.2), and (3.1.4) by differentiating (3.1.8) and substituting them for
(3.1.1), (3.1.2), and (3.1.4) (see Section 3.4). Note that, if we take the average of (3.1.8) in
the normal direction of Γ(t), then we get

1

2ε

∫ ε

−ε
ρ(y + rνΓ(y, t), t) dr = η(y, r) + (higher order terms in ε), y ∈ Γ(t)

and a similar equality for u. Thus, formally speaking, we derive the limit equations (3.1.3)
and (3.1.5) as equations on Γ(t) satisfied by the limit as ε→ 0 of the averages of ρ and u in
the thin direction.

The idea mentioned above also applies to derivation of the energy identity (3.1.7) on the
moving surface from that in the moving thin domain (3.1.6) (see Section 3.5). To get the
limit energy identity we use integral transformation formulas from surface integrals over the
level-set surfaces {x ∈ Rn | d(x, t) = r} (−ε < r < ε) into that over the zero level-set surface
Γ(t) (see Lemma 3.5.4).

There is a long history in the study of partial differential equations in thin domains, such
as the pioneering work by Hale and Raugel [8,9], where they investigated damped hyperbolic
equations and reaction-diffusion equations in a flat stationary thin domain of the form

Ωε = {(x′, xn) ∈ Rn | x′ ∈ ω, 0 < xn < εg(x′)}, (3.1.9)

where ω is an open set in Rn−1 and g is a function on ω. There is also a large number of
the literature on reaction-diffusion equations in various types of thin domains such as a thin
L-shaped domain [10], a moving flat thin domain of the form (3.1.9) with g time-dependent
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[18], and flat and curved thin domains with holes [19–21] (here a curved thin domain is
a thin domain degenerating into a lower dimensional manifold). A main subject in the
above literature is to compare the dynamics of equations in thin domains with that of limit
equations in their limit sets rather than to find the limit equations of the original equations
in the thin domains, since their limit sets are stationary and thus the rescaling argument
works well for finding the limit equations. The Navier–Stokes equations in thin domains has
been also studied well [11, 13, 23, 26, 27] since fluid flows in thin domains often appear in
natural sciences like the flow of water in a large lake, geophysical flows, etc. Researchers are
especially interested in the relation between the smallness of the width of thin domains and
the large time behavior of solutions to the Navier–Stokes equations in thin domains. We refer
to [22] and references therein for other types of thin domains degenerating into stationary
sets and mathematical analysis of partial differential equations in such thin domains.

In the case where the limit set of a thin domain moves, derivation of the limit of a partial
differential equation in the thin domain is more complicated since the geometry of the limit
set changes as it moves. Such a problem was first considered in [15] where the author derived
both formally and rigorously the limit equation of the Neumann type problem of the heat
equation (equations (3.1.1), (3.1.2), and (3.1.4) with p(ρ) = ρ) in a moving thin domain
degenerating into a closed smooth moving surface. He also found that the normal velocity
and the mean curvature of the degenerate moving surface affects the limit equation, which
is not observed in the case where the limit set of a thin domain does not move.

The rest of this chapter is organized as follows. In Section 3.2, we fix notations on
various quantities related to the moving surface. In Section 3.3, we briefly observe that the
transport equations in the moving domain and the moving surface are equivalent to the local
mass conservation. In Section 3.4, we derive the limit equations (3.1.3) and (3.1.5) on the
moving surface from the diffusion equations (3.1.1), (3.1.2), and (3.1.4) on the moving thin
domain by means of expansion in terms of the signed distance. In Section 3.5, we derive
the energy identities (3.1.6) and (3.1.7) from corresponding diffusion equations and then
show that the energy identity (3.1.7) on the moving surface is the zero width limit of the
energy identity (3.1.6) on the moving thin domain. In Section 3.6, we apply an energetic
variational approach to the energy identities (3.1.6) and (3.1.7) to obtain Darcy’s laws (3.1.4)
and (3.1.5).

3.2 Quantities on a moving surface

We start with several notations for a moving surface. Let Γ(t), t ∈ [0, T ] be an (n − 1)-
dimensional closed (that is, compact and without boundary), connected, oriented and smooth
moving surface in Rn with n ≥ 2. Also, let

ST :=
⋃

t∈(0,T )

Γ(t)× {t} ⊂ Rn+1

be a space-time hypersurface associated with the moving surface Γ(t). For each t ∈ [0, T ] we
write νΓ(·, t), V N

Γ (·, t), and d(·, t) for the unit outward normal vector field of Γ(t), the scalar
outward normal velocity of Γ(t), and the signed distance function from Γ(t), respectively.
Note that to describe the evolution of a closed surface it is sufficient to give the normal
velocity. Since the smooth closed surface Γ(t) varies smoothly in time, the principal curva-
tures κ1(·, t), . . . , κn−1(·, t) of Γ(t) are bounded uniformly in t ∈ [0, T ]. Then there exists a
constant δ > 0 independent of t such that for each t ∈ [0, T ] the tubular neighborhood of
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Γ(t) of the form

N(t) := {x ∈ Rn | dist(x,Γ(t)) < δ}

admits the normal coordinate system

x = π(x, t) + d(x, t)νΓ(π(x, t), t), x ∈ N(t), (3.2.1)

where π(x, t) is the closest point on Γ(t) to x (see [6, Section 14.6] for example). For each
t ∈ [0, T ] we suppose that d(·, t) increases along the direction of νΓ(·, t). Then we have

∇d(x, t) = νΓ(π(x, t), t), (x, t) ∈ N(t), (3.2.2)

∂td(y, t) = −V N
Γ (y, t), (y, t) ∈ Γ(t),

Moreover, differentiating both sides of

d(x, t) = {x− π(x, t)} · ∇d(x, t), d(π(x, t), t) = 0

with respect to t we easily obtain

∂td(x, t) = ∂td(π(x, t), t) = −V N
Γ (π(x, t), t), (x, t) ∈ NT , (3.2.3)

where NT :=
⋃
t∈(0,T )N(t)× {t}.

Next we fix t ∈ [0, T ] and give differential operators on the surface Γ(t). We define the
orthogonal projection onto the tangent plane of Γ(t) by

PΓ(y, t) := In − νΓ(y, t)⊗ νΓ(y, t), y ∈ Γ(t).

Here In denotes the identity matrix of size n and a ⊗ b = (aibj)i,j is the tensor product of
two vectors a = (a1, . . . , an) and b = (b1, . . . , bn) in Rn. For a function f : Γ(t) → R and a
vector field F : Γ(t)→ Rn we define the tangential gradient of f and the surface divergence
of F as

∇Γf(y) := PΓ(y, t)∇f̃(y), divΓF (y) := tr[PΓ(y, t)∇F̃ (y)], y ∈ Γ(t).

Here f̃ and F̃ are extensions of f and F to N(t) satisfying f̃ = f and F̃ = F on Γ(t). Also,
tr[M ] denotes the trace of a square matrix M and we use the notation

∇G =

∂1G1 . . . ∂1Gn
...

. . .
...

∂nG1 . . . ∂nGn


for the gradient matrix of a vector field G = (G1, . . . , Gn). Note that the tangential gradient
of f and the surface divergence of F do not depend on a choice of extensions (see e.g. [5,
Lemma 2.4]). Moreover, for any function f on Γ(t) we easily see that

∇Γf(y) · νΓ(y, t) = 0, y ∈ Γ(t). (3.2.4)

We define the (n− 1 times) mean curvature H of Γ(t) as

H(y, t) := −divΓνΓ(y, t), y ∈ Γ(t). (3.2.5)
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Note that the mean curvature is equal to the sum of the principal curvatures:

H(y, t) =
n−1∑
i=1

κi(y, t), y ∈ Γ(t). (3.2.6)

Finally, for a function f on the space-time hypersurface ST we define the normal time
derivative (the time derivative along the normal velocity) as

∂◦f(y, t) := ∂tf̃(y, t) + VΓ(y, t)νΓ(y, t) · ∇f̃(y, t), (y, t) ∈ ST .

Here f̃ is an extension of f to NT satisfying f̃ = f on ST . Note that the value of ∂◦f does
not depend on a choice of an extension of f and the formula

∂◦f(y, t) =
d

dt

(
f(π(y, t), t)

)
, (y, t) ∈ ST (3.2.7)

holds (see [2, Section 3.4] for details).

3.3 Transport equation in a moving domain and on a moving
surface

In this section we give the transport equation for a scalar quantity in a moving domain and
on a moving surface. We use some of the same terminology and techniques as in [14]. We
first consider transportation of a scalar quantity in a bounded moving domain Ω(t) in Rn.
Let ρ(x, t) and u(x, t) be the density and the velocity field of the scalar quantity at x ∈ Ω(t),
respectively. Our starting point is the local mass conservation

d

dt

∫
U(t)

ρ dx = 0 (3.3.1)

for any portion U(t) (relatively open set) of Ω(t) moving with velocity u(·, t) and whose
closure (in Rn) is contained in Ω(t). Since the left-hand side is equal to

∫
U(t){∂tρ+div(ρu)} dx

by the Reynolds transport theorem [7] and the divergence theorem, the condition (3.3.1) for
any U(t) is equivalent to the transport equation

∂tρ+ div(ρu) = 0 in QT :=
⋃

t∈(0,T )

Ω(t)× {t}. (3.3.2)

To make the total mass
∫

Ω(t) ρ dx conserved, we impose the boundary condition

u · νΩ = V N
Ω on ∂`QT :=

⋃
t∈(0,T )

∂Ω(t)× {t}, (3.3.3)

where νΩ(·, t) and V N
Ω (·, t) are the unit outward normal vector field and the scalar outward

normal velocity of ∂Ω(t), respectively. The boundary condition (3.3.3) physically means that
the quantity in Ω(t) moves along the boundary of Ω(t) and it does not go into and out of
Ω(t).

Next we give the transport equation for a scalar quantity on a moving surface. Let Γ(t)
be a closed, connected, oriented moving surface in Rn. As in Section 3.2, we write νΓ(·, t)
and VΓ(·, t) for the outward normal vector field and the scalar outward normal velocity of
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Γ(t), respectively. Suppose that for each t ∈ (0, T ) a scalar quantity on Γ(t) has the density
η(y, t) at y ∈ Γ(t) and moves with velocity

v(y, t) = VΓ(y, t)νΓ(y, t) + vT (y, t), y ∈ Γ(t),

where vT (·, t) is a given tangential velocity field on Γ(t). Then its local mass conservation is
expressed as ∫

U(t)
η dHn−1 = 0 (3.3.4)

for any portion U(t) (relatively open set) of Γ(t) moving with velocity v(·, t). The Leibniz
formula [4, Lemma 2.2] yields

d

dt

∫
U(t)

η dHn−1 =

∫
U(t)
{∂◦η − V N

Γ Hη + divΓ(ηvT )} dHn−1.

From this formula, the condition (3.3.4) for any U(t) is equivalent to

∂◦η − V N
Γ Hη + divΓ(ηvT ) = 0 on ST . (3.3.5)

This is the transport equation on the moving surface Γ(t).

3.4 Zero width limit for nonlinear diffusion equations

Let us consider nonlinear diffusion of a scalar quantity in Ω(t) with density ρ and velocity u.
Suppose that the diffusion process is described by the transport equation (3.3.2) and Darcy’s
law −ρu = ∇p(ρ), where

p(ρ) := ω′(ρ)ρ− ω(ρ) (3.4.1)

is the pressure with a given function ω(ρ), ρ ∈ R. We impose the boundary condition (3.3.3).
Hence the nonlinear diffusion equations we deal with are

∂tρ+ div(ρu) = 0 in QT , (3.4.2)

−ρu = ∇p(ρ) in QT , (3.4.3)

u · νΩ = V N
Ω on ∂`QT . (3.4.4)

We consider these equations in a moving thin domain. For sufficiently small ε > 0, we define
a moving thin domain Ωε(t) as the set of all points in Rn with distance less than ε from the
moving surface Γ(t):

Ωε(t) := {x ∈ Rn | dist(x,Γ(t)) < ε}. (3.4.5)

We write Qε,T and ∂`Qε,T for QT and ∂`QT with Ω(t) = Ωε(t). Our goal in this section is to
find the limit equations of (3.4.2)–(3.4.4) in Ωε(t) as ε goes to zero, that is, the moving thin
domain Ωε(t) degenerates into the moving surface Γ(t). According to the normal coordinate
system (3.2.1), we expand ρ and u in powers of the signed distance d(x, t) as

ρ(x, t) = η(π(x, t), t) + d(x, t)η1(π(x, t), t) +R(d(x, t)2), (3.4.6)

u(x, t) = v(π(x, t), t) + d(x, t)v1(π(x, t), t) +R(d(x, t)2) (3.4.7)
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for (x, t) ∈ Qε,T and assume that η, v, and the coefficients of d(x, t)k for each k ∈ N in
(3.4.6) and (3.4.7) are independent of ε. Here R(d(x, t)k) (k ∈ N) is the sum of the terms of
order equal to or higher than k with respect to small d(x, t). In particular, R(f(x, t)) for a
function f(x, t) can be of the form

R(f(x, t)) = f(x, t)g(x, t)

with some (bounded) function g(x, t). Note that we can differentiate R(d(x, t)k) and its
j-th order derivative is of the form R(d(x, t)k−j) for j ≤ k although we cannot differentiate
O(d(x, t)k) since it only represents a quantity whose absolute value is bounded above by
|d(x, t)|k. Also, since d(x, t) is of order ε on Qε,T , we have R(d(x, t)k) = O(εk) for (x, t) ∈
Qε,T and k ∈ N .

Under the expansions (3.4.6) and (3.4.7), the limit equations of (3.4.2)–(3.4.4) in Ωε(t)
as ε goes to zero are given as equations on Γ(t) satisfied by η and v.

Theorem 3.4.1. Let ρ and u satisfy the equations (3.4.2)–(3.4.4) in the moving thin domain
Ω(t) = Ωε(t) given by (3.4.5). Also, let η and v be the zeroth order terms in the expansions
(3.4.6) and (3.4.7) of ρ and u, respectively. Then v is of the form

v = V N
Γ νΓ + vT on ST (3.4.8)

with some tangential velocity field vT on Γ(t), and η and v satisfy the equations

∂◦η − V N
Γ Hη + divΓ(ηvT ) = 0 on ST , (3.4.9)

−ηvT = ∇Γp(η) on ST . (3.4.10)

Proof. For the sake of simplicity, we use the abbreviations

f(π, t) = f(π(x, t), t), R(dk) = R(d(x, t)k) (3.4.11)

for a function f on ST , (x, t) ∈ Qε,T , and k ∈ N. We also abbreviate the product of several
functions with the same argument like

[u1 · u2](x, t) = u1(x, t) · u2(x, t) (3.4.12)

for vector fields u1 and u2 on Qε,T . First we show that v is of the form (3.4.8). By the
definition (3.4.5) of the moving thin domain Ωε(t), the unit outward normal vector and the
outward normal velocity of its boundary are given by

νΩ(x, t) = ±νΓ(π, t), V N
Ω (x, t) = ±V N

Γ (π, t) (3.4.13)

for (x, t) ∈ ∂`Qε,T with d(x, t) = ±ε (double-sign corresponds). Hence the boundary condi-
tion (3.4.4) reads

u(x, t) · νΓ(π, t) = V N
Γ (π, t), (x, t) ∈ ∂`Qε,T .

We substitute (3.4.7) for u in the above equality. Then

[v · ν](π, t)± ε[v1 · ν](π, t) +O(ε2) = V N
Γ (π, t).

Since v, v1, νΓ, and V N
Γ are independent of ε, it follows that

[v · ν](π(x, t), t) = VΓ(π(x, t), t), [v1 · ν](π(x, t), t) = 0
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for all (x, t) ∈ ∂`Qε,T , which imply that

[v · ν](y, t) = V N
Γ (y, t), (y, t) ∈ ST , (3.4.14)

[v1 · ν](y, t) = 0, (y, t) ∈ ST . (3.4.15)

Hence v is of the form (3.4.8) with some tangential velocity field vT on Γ(t).
Next we derive the equations (3.4.9)–(3.4.10). Let (x, t) ∈ Qε,T . We differentiate both

sides of (3.4.6) with respect to t and apply (3.2.3) and (3.2.7) to get

∂tρ(x, t) = ∂◦η(π, t)− [V N
Γ η1](π, t) +R(d). (3.4.16)

Let us compute the divergence of ρu. We differentiate π(x, t) = x − d(x, t)νΓ(π, t) with
respect to x and apply (3.2.2) to get

∇π(x, t) = PΓ(π, t) +R(d). (3.4.17)

From the expansions (3.4.6) and (3.4.7),

[ρu](x, t) = V (π, t) + d(x, t)V 1(π, t) +R(d2), (3.4.18)

where

V (π, t) := [ηv](π, t), (3.4.19)

V 1(π, t) := [ηv1](π, t) + [η1v](π, t). (3.4.20)

We differentiate both sides of (3.4.18) with respect to x. Then by (3.2.2) and (3.4.17),

[∇(ρu)](x, t) = ∇π(x, t)∇V (π, t) +∇d(x, t)⊗ V 1(π, t) +R(d)

= [PΓ∇V ](π, t) + [νΓ ⊗ V 1](π, t) +R(d).

From this formula and tr[νΓ ⊗ V 1] = νΓ · V 1, the divergence of ρu is

[div(ρu)](x, t) = divΓV (π, t) + [νΓ · V 1](π, t) +R(d).

Since v is of the form (3.4.8) and V is given by (3.4.19),

divΓV = divΓ[η(V N
Γ νΓ + vT )] = ∇Γ(ηV N

Γ ) · νΓ + ηV N
Γ divΓνΓ + divΓ(ηvT )

= −ηV N
Γ H + divΓ(ηvT )

on ST by (3.2.4) and (3.2.5). We also have

[νΓ · V 1](π, t) = [η1V N
Γ ](π, t)

by (3.4.14), (3.4.15), and (3.4.20). Therefore,

[div(ρu)](x, t) = −[V N
Γ Hη](π, t) + [divΓ(ηvT )](π, t) + [η1V N

Γ ](π, t) +R(d). (3.4.21)

Substituting (3.4.16) and (3.4.21) for (3.4.2), we obtain

∂◦η(π, t)− [V N
Γ Hη](π, t) + [divΓ(ηvT )](π, t) = R(d).

Here each term on the left-hand side is independent of d = d(x, t). Hence

∂◦η(π(x, t), t)− [V N
Γ Hη](π(x, t), t) + [divΓ(ηvT )](π(x, t), t) = 0
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for all (x, t) ∈ Qε,T , which shows that η and v = V N
Γ νΓ + vT satisfy (3.4.9) on ST .

Let us derive (3.4.10). We expand the pressure p(ρ) in d(x, t) as

p(ρ(x, t)) = p0(π, t) + d(x, t)p1(π, t) +R(d2), (x, t) ∈ Qε,T . (3.4.22)

Then it follows form the expansions (3.4.6) and (3.4.22) that

p0(π(x, t), t) = p(η(π(x, t), t))

for all (x, t) ∈ Qε,T , which implies that

p0(y, t) = p(η(y, t)), (y, t) ∈ ST . (3.4.23)

Moreover, differentiating (3.4.22) in x and applying (3.2.2) and (3.4.17) we get

∇p(ρ(x, t)) = ∇π(x, t)∇p0(π, t) + p1(π, t)∇d(x, t) +R(d)

= ∇Γp
0(π, t) + [p1νΓ](π, t) +R(d).

for (x, t) ∈ Qε,T . We substitute this for (3.4.3) and apply (3.4.8). Then we have

−[ηvT ](π, t)− [ηV N
Γ νΓ](π, t) +R(d) = ∇Γp

0(π, t) + [p1νΓ](π, t) +R(d).

Since all terms except of R(d) are independent of d = d(x, t) and the vectors vT and ∇Γp
0

are tangential to Γ(t), it follows that

−[ηvT ](π(x, t), t) = ∇Γp
0(π(x, t), t), −[ηV N

Γ ](π(x, t), t) = p1(π(x, t), t)

for all (x, t) ∈ Qε,T . Therefore, we get

−[ηvT ](y, t) = ∇Γp
0(y, t), (y, t) ∈ ST , (3.4.24)

−[ηV N
Γ ](y, t) = p1(y, t), (y, t) ∈ ST . (3.4.25)

By (3.4.23) and (3.4.24) we conclude that η and v satisfy (3.4.10) on ST .

Remark 3.4.2. By the proof of Theorem 3.4.1 we observe that the transport equation
(3.3.5) on the moving surface Γ(t) can be derived as the limit of the transport equation
(3.3.2) in the moving thin domain Ω(t) = Ωε(t) with the boundary condition (3.3.3) as ε
goes to zero.

3.5 Energy law

The subject in this section is the energy law for nonlinear diffusion equations (3.4.2)–(3.4.4)
and (3.4.9)–(3.4.10). As in Section 3.4, the pressure p(ρ) is given by (3.4.1) with a given
function ω(ρ).

Proposition 3.5.1. Assume that ρ and u satisfy (3.4.2)–(3.4.4). Then

d

dt

∫
Ω(t)

ω(ρ) dx = −
∫

Ω(t)
ρ|u|2 dx−

∫
∂Ω(t)

p(ρ)V N
Ω dHn−1. (3.5.1)
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Proof. By the Reynolds transport theorem,

d

dt

∫
Ω(t)

ω(ρ) dHn−1 =

∫
Ω(t)

∂tω(ρ) dx+

∫
∂Ω(t)

ω(ρ)V N
Ω dHn−1.

Since ∂tω(ρ) = ω′(ρ)∂tρ and the transport equation (3.4.2) is satisfied,

∂tω(ρ) = −ω′(ρ)div(ρu) = −div(ω′(ρ)ρu) +∇ω′(ρ) · (ρu).

Hence the divergence theorem and (3.4.4) yield∫
Ω(t)

∂tω(ρ) dx = −
∫
∂Ω(t)

ω′(ρ)ρV N
Ω dHn−1 +

∫
Ω(t)
∇ω′(ρ) · (ρu) dx.

Using this formula we get

d

dt

∫
Ω(t)

ω(ρ) dx =

∫
Ω(t)
∇ω′(ρ) · (ρu) dx−

∫
∂Ω(t)
{ω′(ρ)ρ− ω(ρ)}V N

Ω dHn−1.

The energy law (3.5.1) follows from this equality, (3.4.1), and

u = −∇p(ρ)

ρ
= −∇ω′(ρ)

by (3.4.1) and (3.4.3).

Proposition 3.5.2. Suppose that η and v of the form (3.4.8) satisfy (3.4.9) and (3.4.10).
Then

d

dt

∫
Γ(t)

ω(η) dHn−1 = −
∫

Γ(t)
η|vT |2 dHn−1 +

∫
Γ(t)

p(η)V N
Γ H dHn−1. (3.5.2)

Proof. By the Leibniz formula [4, Lemma 2.2],

d

dt

∫
Γ(t)

ω(η) dHn−1 = I −
∫

Γ(t)
ω(η)V N

Γ H dHn−1,

where

I =

∫
Γ(t)
{∂◦ω(η) + divΓ(ω(η)vT )} dHn−1.

Since ∂◦ω(η) = ω′(η)∂◦η, the transport equation (3.4.9) implies that

∂◦ω(η) = ω′(η){V N
Γ Hη − divΓ(ηvT )} = ω′(η)V N

Γ Hη +∇Γω
′(η) · (ηvT )− divΓ(ω′(η)ηvT ).

Hence

I =

∫
Γ(t)
{ω′(η)V N

Γ Hη +∇Γω
′(η) · (ηvT )} dHn−1 +

∫
Γ(t)

divΓ[(ω(η)− ω′(η)η)vT ] dHn−1.

The second integral on the right-hand side vanishes by the Stokes formula and the fact that
vT is tangential and Γ(t) has no boundary. Therefore,

d

dt

∫
Γ(t)

ω(η) dHn−1 =

∫
Γ(t)
∇Γω

′(η) · (ηvT ) dHn−1 +

∫
Γ(t)
{ω′(η)η − ω(η)}V N

Γ H dHn−1.

Applying

vT = −∇Γp(η)

η
= −∇Γω

′(η),

which follows from (3.4.1) and (3.4.10), to the first term on the right-hand side and (3.4.1)
to the second term, we get the energy identity (3.5.2).
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Next we derive the energy law (3.5.2) as a limit of the energy law (3.5.1) with the moving
thin domain Ω(t) = Ωε(t) when ε goes to zero. As in Section 3.4, we expand ρ and u in
powers of the signed distance as (3.4.6) and (3.4.7) and determine an equality satisfied by η
and v.

Theorem 3.5.3. Let ρ and u satisfy the energy law (3.5.1) in the moving thin domain
Ω(t) = Ωε(t) given by (3.4.5). Also, let η and v be the zeroth order terms in the expansions
(3.4.6) and (3.4.7) of ρ and u, respectively. Assume that v is of the form (3.4.8) with some
tangential velocity field vT on Γ(t) and Darcy’s law (3.4.3) holds in Ωε(t). Then η and v
satisfy the energy law (3.5.2).

We give change of variables formulas for integrals which we use in the proof of Theorem
3.5.3. For y ∈ Γ(t) and ρ ∈ [−ε, ε] we set

J(y, t, r) :=
n−1∏
i=1

{1− rκi(y, t)}, (3.5.3)

where κ1(·, t), . . . , κn−1(·, t) are the principal curvatures of Γ(t). It is the Jacobian that
appears when we change variables of integrals over a tubular neighborhood {x ∈ Rn | −r <
d(x, t) < r} (r > 0) of Γ(t) and a level-set surface {x ∈ Rn | d(x, t) = s} (s ∈ R) in terms
of the normal coordinate system around Γ(t) (see [6, Section 14.6] for example). The first
formula in Lemma 3.5.4 is often called the co-area formula.

Lemma 3.5.4. For functions f on Ωε(t) and g on ∂Ωε(t) we have∫
Ωε(t)

f(x) dx =

∫
Γ(t)

∫ ε

−ε
f(y + rνΓ(y, t))J(y, t, r) dr dHn−1(y) (3.5.4)

and∫
∂Ωε(t)

g(x) dHn−1(x) =

∫
Γ(t)

g(y + ενΓ(y, t))J(y, t, ε) dHn−1(y)

+

∫
Γ(t)

g(y − ενΓ(y, t))J(y, t,−ε) dHn−1(y). (3.5.5)

Proof of Theorem 3.5.3. As in the proof of Theorem 3.4.1, we use the abbreviations (3.4.11)
and (3.4.12). Let us calculate each term of (3.5.1). We expand ω(ρ) in powers of the signed
distance d(x, t) as

ω(ρ(x, t)) = ω(η(π, t)) + d(x, t)ω1(π, t) +R(d2), (x, t) ∈ Qε,T .

Here the zeroth order term is ω(η(π, t)) since the zeroth order term of ρ(x, t) is η(π, t). We
divide the integral of ω(ρ) over Ωε(t) as∫

Ωε(t)
ω(ρ(x, t)) dx = I1 + I2 + I3,

where

I1 :=

∫
Ωε(t)

ω(η(π, t)) dx, I2 :=

∫
Ωε(t)

d(x, t)ω1(π, t) dx, I3 :=

∫
Ωε(t)

R(d(x, t)2) dx.
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By the co-area formula (3.5.4) and the fact that J(y, t, r) is a polynomial in r with J(y, t, 0) =
1 whose coefficients are polynomials in the principal curvatures, we have

I1 =

∫
Γ(t)

∫ ε

−ε
ω(η(y, t))J(y, t, r) dr dHn−1(y) = 2ε

∫
Γ(t)

ω(η(y, t)) dHn−1(y) + ε2f1(ε, t),

where f1(ε, t) is a polynomial in ε with time-dependent coefficients. Therefore,

dI1

dt
= 2ε

d

dt

∫
Γ(t)

ω(y, t) dHn−1(y) +O(ε2). (3.5.6)

Similarly we have

I2 =

∫
Γ(t)

∫ ε

−ε
rω1(y, t)J(y, t, r) dr dHn−1(y) = ε2f2(ε, t)

with a polynomial f2(ε, t) in ε with time-dependent coefficients and thus

dI2

dt
= O(ε2). (3.5.7)

We apply the Reynolds transport theorem to the time derivative of I3. Then, since the time
derivative of R(d(x, t)2) is R(d(x, t)), we have

dI3

dt
=

∫
Ωε(t)

R(d(x, t)) dx+

∫
∂Ωε(t)

R(d(x, t)2)V N
Ω (x, t) dHn−1(x).

Since J(y, t, r) is bounded independently of ε, the co-area formula (3.5.4) yields∫
Ωε(t)

R(d(x, t)) dx =

∫
Γ(t)

∫ ε

−ε
R(r)J(y, t, r) dr dHn−1(y) = O(ε2).

Moreover, applying (3.4.13) and (3.5.5) to the integral of R(d(x, t)2)V N
Ω (x, t) over ∂Ωε(t)

and observing that R(d(x, t)2) = R(ε2) holds for x ∈ ∂Ωε(t) we have∫
∂Ωε(t)

R(d(x, t)2)V N
Ω (x, t) dHn−1(x) = O(ε2).

Thus, we get the estimate

dI3

dt
= O(ε2). (3.5.8)

Since the integral of ω(ρ) over Ωε(t) is the sum of I1, I2, and I3, it follows from (3.5.6),
(3.5.7), and (3.5.8) that

d

dt

∫
Ωε(t)

ω(ρ(x, t)) dx = 2ε
d

dt

∫
Γ(t)

ω(η(y, t)) dHn−1(y) +O(ε2). (3.5.9)

Next we calculate the first term on the right-hand side of (3.5.1). From the expansions
(3.4.6) and (3.4.7), the product ρ|u|2 is of the form

[ρ|u|2](x, t) = [η|v|2](π, t) +R(d), (x, t) ∈ Qε,T .
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Hence, by (3.5.4),∫
Ωε(t)

[ρ|u|2](x, t) dx =

∫
Γ(t)

∫ ε

−ε
{[η|v|2](y, t) +R(r)}J(y, t, r) dr dHn−1(y)

= 2ε

∫
Γ(t)

[η|v|2](y, t) dHn−1(y) +O(ε2).

(3.5.10)

Let us compute the last term on the right-hand side of (3.5.1). We expand the pressure p(ρ)
in d(x, t) as (3.4.22). Then, by the assumption that v is of the form (3.4.8) and Darcy’s law
(3.4.3) holds, we get (3.4.23) and (3.4.25) as in the proof of Theorem 3.4.1 and thus we can
write

p(ρ(x, t)) = p(η(π, t))− d(x, t)[ηV N
Γ ](π, t) +R(d2), (x, t) ∈ Qε,T .

Therefore, by (3.4.13) and (3.5.5),∫
∂Ωε(t)

[p(ρ)V N
Ω ](x, t) dHn−1(x) = J1 + J2 +O(ε2),

where

J1 :=

∫
Γ(t)

[p(η)V N
Γ ](y, t){J(y, t, ε)− J(y, t,−ε)} dHn−1(y),

J2 := −ε
∫

Γ(t)
[η|V N

Γ |2](y, t){J(y, t, ε) + J(y, t,−ε)} dHn−1(y).

By (3.5.3) and (3.2.6) we have

J(y, t, ε)− J(y, t,−ε) = −2εH(y, t) +O(ε2),

J(y, t, ε) + J(y, t,−ε) = 2 +O(ε).

Hence it follows that

J1 = −2ε

∫
Γ(t)

[p(η)V N
Γ H](y, t) dHn−1(y) +O(ε2),

J2 = −2ε

∫
Γ(t)

[η|V N
Γ |2](y, t) dHn−1(y) +O(ε2)

and the integral of p(ρ)V N
Ω over ∂Ωε(t) becomes∫

∂Ωε(t)
[p(ρ)V N

Ω ](x, t) dHn−1(x) = −2ε

∫
Γ(t)

[p(η)V N
Γ H](y, t) dHn−1(y)

− 2ε

∫
Γ(t)

[η|V N
Γ |2](y, t) dHn−1(y) +O(ε2). (3.5.11)

Finally, substituting (3.5.9), (3.5.10), and (3.5.11) for (3.5.1), dividing both sides by 2ε, and
observing that |v|2 = |V N

Γ |2 + |vT |2 we obtain

d

dt

∫
Γ(t)

ω(η(y, t)) dHn−1(y) = −
∫

Γ(t)
[η|vT |2](y, t) dHn−1(y)

+

∫
Γ(t)

[p(η)V N
Γ H](y, t) dHn−1(y) +O(ε).

In the above equality all terms except for O(ε) are independent of ε. Hence we conclude
that η and v satisfy the energy law (3.5.2).
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Remark 3.5.5 (A failure of a simple rescaling argument for a moving surface). It is possible
to derive the limit energy identity by a rescaling argument. However, derivation by a rescaling
argument is somewhat misleading. Let ρ and u satisfy the energy identity (3.5.1) in the
moving thin domain Ω(t) = Ωε(t). We set

η(y, t, r) := ρ(y + εrνΓ(y, t), t), v(y, t, r) := u(y + εrνΓ(y, t), t)

for (y, t) ∈ ST and r ∈ (−1, 1). Then by (3.4.13) and the integral transformation formulas
(3.5.4) and (3.5.5) we can write (3.5.1) in terms of η and v as

ε
d

dt

∫
Γ(t)

∫ 1

−1
ω(η(y, r))J(y, εr) dr dHn−1(y)

= −ε
∫

Γ(t)

∫ 1

−1
[η|v|2](y, r)J(y, εr) dr dHn−1(y)−

∫
Γ(t)

p(η(y, 1))V N
Γ (y)J(y, ε) dHn−1(y)

+

∫
Γ(t)

p(η(y,−1))V N
Γ (y)J(y,−ε) dHn−1(y). (3.5.12)

Here we used the abbreviation (3.4.12) and suppressed the argument t of functions.
In formal derivation of a thin width limit by a rescaling argument we usually assume that

rescaled functions are independent of the thin direction to get limit relations on a limit set.
However, making the assumption at an inappropriate point may result in a wrong limit. To
see this, let us assume that η and v are independent of the variable r in (3.5.12). Then since

J(y, ε)− J(y,−ε) = −2εH(y) +O(ε2)

by (3.5.3) and (3.2.6), it follows that

2ε
d

dt

∫
Γ(t)

ω(η(y)) dHn−1(y) = −2ε

∫
Γ(t)

[η|v|2](y) dHn−1(y)

+ 2ε

∫
Γ(t)

[p(η)V N
Γ H](y) dHn−1(y) +O(ε2).

Dividing both sides by 2ε and taking the principal term we obtain

d

dt

∫
Γ(t)

ω(η) dHn−1 = −
∫

Γ(t)
η|v|2 dHn−1 +

∫
Γ(t)

p(η)V N
Γ H dHn−1.

In this equality v should be of the form v = V N
Γ νΓ + vT with some tangential velocity field

vT , since it is the velocity of a substance on the moving surface Γ(t) with normal velocity
V N

Γ . Hence we get

d

dt

∫
Γ(t)

ω(η) dHn−1 = −
∫

Γ(t)
η(|V N

Γ |2 + |vT |2) dHn−1 +

∫
Γ(t)

p(η)V N
Γ H dHn−1,

which includes an additional term
∫

Γ(t) η|V
N

Γ |2 dHn−1 compared to the limit energy identity

(3.5.2). This improper term appears because we ignore the difference between p(η(y, t, 1))
and p(η(y, t,−1)) in (3.5.12) by assuming that η is independent of the variable r. Of course
it vanishes if the shape of the surface does not change, i.e. V N

Γ = 0. This is the reason why
this simple rescaling argument is popular to derive a thin width limit problem in a formal
level when the limit set of a thin domain does not change its shape.
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Remark 3.5.6 (Corrected rescaling argument). To obtain the correct limit (3.5.2) we should
take into account the difference between p(η(y, t, 1)) and p(η(y, t,−1)) in (3.5.12). Let us
rewrite the sum of the last two terms in the right-hand side of (3.5.12) into the sum of

I1 = −
∫

Γ(t)
{p(η(y, 1))− p(η(y,−1))}V N

Γ (y) dHn−1(y),

I2 = ε

∫
Γ(t)
{p(η(y, 1)) + p(η(y,−1))}[V N

Γ H](y) dHn−1(y),

and a residual term O(ε2) and calculate them properly (here we again suppressed the argu-
ment t of functions). For I2 we merely assume that η is independent of r to get

I2 = 2ε

∫
Γ(t)

[p(η)V N
Γ H](y) dHn−1(y). (3.5.13)

For a proper calculation of I1 we need to impose Darcy’s law (3.4.3) in Ωε(t) and describe
it in terms of the rescaled functions. By the definition of η,

p(ρ(x)) = p(η(π(x), ε−1d(x))), x ∈ Ωε(t).

We differentiate both sides in x and use (3.2.2) and (3.4.17). Then

∇p(ρ(x)) = ∇Γp(η(π, ε−1d)) + ε−1∂rp(η(π, ε−1d))νΓ(π) +O(ε),

where we abbreviate π(x) and d(x) to π and d in the right-hand side. Substituting this for
(3.4.3) and taking the normal component of the resulting equation we obtain

∂rp(η(y, r)) = −ε[ηv](y, r) · νΓ(y) +O(ε2) (3.5.14)

for y ∈ Γ(t) and r ∈ (−1, 1). We apply the mean value theorem and (3.5.14) to the difference
between p(η(y, 1)) and p(η(y,−1)). Then

p(η(y, 1))− p(η(y,−1)) = 2∂rp(η(y, θ)) = −2ε[ηv](y, θ) · νΓ(y) +O(ε2)

with some θ = θ(y, t) ∈ (−1, 1). Hence I1 is expressed as

I1 = 2ε

∫
Γ(t)

[ηv](y, θ) · νΓ(y)V N
Γ (y) dHn−1(y) +O(ε2).

Now we assume that η and v are independent of the argument r. Then we have

I1 = 2ε

∫
Γ
[η(v · νΓ)V N

Γ ](y) dHn−1(y) +O(ε2). (3.5.15)

We substitute (3.5.13) and (3.5.15) for (3.5.12), assume that the rescaled functions are con-
stant in the variable r for the left-hand side and the first term on the right-hand side, and
divide both sides by 2ε after calculations. Then the principal term on the resulting equation
is

d

dt

∫
Γ(t)

ω(η) dHn−1 = −
∫

Γ(t)
η|v|2 dHn−1

+

∫
Γ(t)

η(v · νΓ)V N
Γ dHn−1 +

∫
Γ(t)

p(η)V N
Γ H dHn−1.

Finally we suppose that v is of the form v = V N
Γ νΓ + vT with some tangential velocity

vT , which is natural since it is the velocity of a substance on the moving surface Γ(t) with
normal velocity V N

Γ as we mentioned in Remark 3.5.5. Then we obtain the proper limit
energy identity (3.5.2) from the above equality.
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3.6 Energetic variation for derivation of Darcy’s law

In this section we discuss the energetic variational approach [3,12,25] for nonlinear diffusion
equations in a moving domain and on a moving surface. For a general non-equilibrium
thermodynamic system, if the system is isothermal, then the combination of the first and
second laws of thermodynamics yields

d

dt
Etotal = Ẇ −∆,

where Etotal = K + F is the sum of the kinetic energy K and the Helmholtz free energy
F , ∆ is the entropy production, and Ẇ is the rate of change of work done by the external
environment. If the system is closed, i.e. Ẇ = 0, we further get the energy dissipation law

d

dt
Etotal = −2D,

where D = ∆/2 is sometimes called the energy dissipation. For a conservative system
(∆ = 0), the principle of least action (LAP) [1] states that the variation of the kinetic and
the free energies with respect to the flow map in Lagrangian coordinates yield the internal
force Fi and the conservative force Fc. Formally it can be written as

δ

(∫ T

0
K dt

)
=

∫ T

0

∫
(Fi · δx) dx dt,

δ

(∫ T

0
F dt

)
=

∫ T

0

∫
(Fc · δx) dx dt,

where δ represents the procedure of variation. Sometimes such a calculation is also referred to
as the principle of virtual work. Based on the LAP, the equation of motion for a conservative
system is described by balance of forces:

Fi = Fc.

For a dissipative system, we use the maximum dissipation principle (MDP) [16, 17] to the
dissipative force Fd: by taking the variation of the dissipation with respect to the velocity
in Eulerian coordinates, we have

δD = Fd · δu.

When all forces are derived, the equation of motion for a dissipative system is formulated as
balance of forces (Newton’s third law):

Fi = Fc + Fd.

Let us apply the above energetic variational framework to the energy laws (3.5.1) and (3.5.2).
For (3.5.1) we have

K = 0, F =

∫
Ω(t)

ω(ρ) dx,

D =
1

2

∫
Ω(t)

ρ|u|2 dx, Ẇ = −
∫
∂Ω(t)

p(ρ)V N
Ω dHn−1.
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Let x : Ω(0)× [0, T ]→ Rn be the flow map of the velocity field u, i.e. for each t ∈ [0, T ] the
mapping x(·, t) is a diffeomorphism from Ω(0) onto Ω(t) and

x(X, 0) = X,
∂

∂t
x(X, t) = u(x(X, t), t), (X, t) ∈ Ω(0)× (0, T ).

We write F for the deformation matrix of x:

F (X, t) =
∂x

∂X
(X, t), (X, t) ∈ Ω(0)× (0, T ).

The MDP gives the dissipative force

δD
δu

= ρu. (3.6.1)

On the other hand, the LAP shows that the conservative force is given by the gradient of
the pressure.

Lemma 3.6.1. Suppose that ρ and u satisfy the transport equation (3.3.2). Then

δF
δx

= ∇p(ρ), (3.6.2)

where p(ρ) is given by (3.4.1).

Proof. Throughout the proof we use the notation

f ](X, t) = f(x(X, t), t), (X, t) ∈ Ω(0)× (0, T )

for a function f on QT . Since the transport equation (3.3.2) is satisfied, the density ρ is
given by

ρ(x(X, t), t) =
ρ0(X)

detF (X, t)
, (X, t) ∈ Ω(0)× (0, T ) (3.6.3)

with the initial density ρ0 and thus the free energy F(x) = F(x(·, t)) is of the form

F(x) =

∫
Ω(0)

ω

(
ρ0(X)

detF (X, t)

)
detF (X, t) dX, t ∈ (0, T ). (3.6.4)

Let {xε}ε be a family of flow maps and uε = ∂xε/∂t such that

xε(·, 0) = x(·, 0), xε(·, T ) = x(·, T ) for all ε,

xε(·, t)|ε=0 = x(·, t), uε(·, t)|ε=0 = u(·, t), d

dε
xε(·, t)

∣∣∣∣
ε=0

= w(x(·, t), t)

with any given vector field w : QT → Rn. We write F ε for the deformation matrix of xε.
Suppose that ρε and uε satisfy the transport equation (3.3.2) with the same initial density
ρ0. Then the relation (3.6.3) with ρ, x, and F replaced by ρε, xε, and F ε holds and by
(3.6.4) the free energy F with respect to the perturbed flow map xε is given by

F(xε) =

∫
Ω(0)

ω
( ρ0

detF ε

)
detF ε dX. (3.6.5)
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Note that the argument t ∈ (0, T ) is suppressed in the above equality. We differentiate∫ T
0 F(xε) dt with respect to ε at ε = 0. Since F ε|ε=0 = F and

dF ε

dε

∣∣∣∣
ε=0

=
∂

∂X

dxε

dε

∣∣∣∣
ε=0

=
∂w]

∂X
,

the derivative of the determinant of F ε with respect to ε at ε = 0 is

d

dε
detF ε

∣∣∣∣
ε=0

= tr

(
(F ε)−1dF

ε

dε

)
detF ε

∣∣∣∣
ε=0

= tr

(
F−1∂w

]

∂X

)
detF = (divw)] detF,

(3.6.6)

where F−1 and (F ε)−1 are the inverse matrix of F and F ε, respectively. We differentiate
the integrand of (3.6.5) at ε = 0 and apply (3.6.3), (3.6.6), and F ε|ε=0 = F to obtain

d

dε

(
ω
( ρ0

detF ε

)
detF ε

) ∣∣∣∣
ε=0

= {−ω′(ρ])ρ] + ω(ρ])}(divw)] detF.

Therefore,

d

dε

∫ T

0
F(xε) dt

∣∣∣∣
ε=0

=

∫ T

0

∫
Ω(0)
{−ω′(ρ])ρ] + ω(ρ])}(divw)] detF dX dt

=

∫ T

0

∫
Ω(t)
{−ω′(ρ)ρ+ ω(ρ)}divw dxdt

=

∫ T

0

∫
Ω(t)
∇[ω′(ρ)ρ− ω(ρ)] · w dxdt

and (3.6.2) follows.

By (3.6.1), (3.6.2), and K = 0, the balance of forces

δK
δx

=
δF
δx

+
δD
δu

is of the form

0 = ∇p(ρ) + ρu, i.e. − ρu = ∇p(ρ),

which is exactly Darcy’s law in a moving domain. Combining this with the transport equation
(3.3.2), we obtain the nonlinear diffusion equations

∂tρ+ div(ρu) = 0, −ρu = ∇p(ρ)

in the moving domain Ω(t), where p(ρ) is given by (3.4.1).
From the above discussion, we expect that the energetic variational approach for (3.5.2)

yields Darcy’ law (3.4.10) on a moving surface. For (3.5.2) we have

K = 0, F =

∫
Γ(t)

ω(η) dHn−1,

D =
1

2

∫
Γ(t)

η|vT |2 dHn−1, Ẇ =

∫
Γ(t)

p(η)HV N
Γ dHn−1.
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The variation of D with respect to the total velocity v = V N
Γ ν + vT gives

δD
δv

= ηvT , (3.6.7)

since vT = PΓv. Let us apply the LAP to the free energy F .

Lemma 3.6.2. Suppose that η and v of the form (3.4.8) satisfy the transport equation
(3.3.5). Then

δF
δy

= ∇Γp(η), (3.6.8)

where p(η) is given by (3.4.1).

We localize integrals over Γ(t) with a partition of unity of Γ(t) as in [14, Section 2.4]
and take the variation of F with respect to a flow map in “local Lagrangian coordinates.”
Let U be an open set in Rn−1. We call a mapping y : U × [0, T ] → Rn the flow map of the
velocity v = VΓνΓ + vT in local Lagrangian coordinates if y(·, t) : U → Γ(t) is a smooth local
parametrization of Γ(t) for each t ∈ [0, T ] and

y(Y, 0) ∈ Γ(0),
∂

∂t
y(Y, t) = v(y(Y, t), t), (Y, t) ∈ U × (0, T ). (3.6.9)

We consider a localized surface integral

F(y) = F(y(·, t)) =

∫
y(U,t)

ω(η) dHn−1 (3.6.10)

and take its variation with respect to y. Let {yε}ε be a family of flow maps in local Lagrangian
coordinates and vε = ∂yε/∂t such that

yε(·, 0) = y(·, 0), yε(·, T ) = y(·, T ) for all ε,

yε(·, t)|ε=0 = y(·, t), vε(·, t)|ε=0 = v(·, t), d

dε
yε(·, t)

∣∣∣∣
ε=0

= w(y(·, t), t)
(3.6.11)

with any given vector field w : ST → Rn such that w(·, t) is tangential on Γ(t) for each
t ∈ (0, T ). For a function f on ST we use the notation

f ](Y, t) = f(y(Y, t), t), (Y, t) ∈ U × (0, T ). (3.6.12)

Lemma 3.6.3. Let g = (gij)i,j be a matrix given by

gij =
∂y

∂Yi
· ∂y
∂Yj

, i, j = 1, . . . , n− 1 (3.6.13)

and gε = (gεij)i,j be a matrix given as above with y replaced by yε. Then

d

dε

√
det gε

∣∣∣∣
ε=0

= (divΓw)]
√

det g. (3.6.14)

Proof. Since gε|ε=0 = g and

d

dε
det gε = tr

(
(gε)−1dg

ε

dε

)
det gε,
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where (gε)−1 is the inverse matrix of gε, we have

d

dε

√
det gε

∣∣∣∣
ε=0

=
1

2
tr

(
g−1dg

ε

dε

∣∣∣∣
ε=0

)√
det g, (3.6.15)

where g−1 = (gij)i,j is the inverse matrix of g. Moreover, since

dgεij
dε

∣∣∣∣
ε=0

=

(
∂

∂Yi

dyε

dε
· ∂y

ε

∂Yj
+
∂yε

∂Yj
· ∂

∂Yj

dyε

dε

) ∣∣∣∣
ε=0

=
∂w]

∂Yi
· ∂y
∂Yj

+
∂y

∂Yi
· ∂w

]

∂Yj

for each i, j = 1, . . . , n− 1, where we used the notation (3.6.12), and g−1 is symmetric,

tr

(
g−1dg

ε

dε

∣∣∣∣
ε=0

)
=

n−1∑
i,j=1

gij
(
∂w]

∂Yi
· ∂y
∂Yj

+
∂y

∂Yi
· ∂w

]

∂Yj

)

= 2

n−1∑
i,j=1

gij
∂w]

∂Yi
· ∂y
∂Yj

= 2(divΓw)].

Substituting this for (3.6.15), we get (3.6.14).

Proof of Lemma 3.6.2. We first express the free energy F in “local Lagrangian coordinates.”
Let U be an open set in Rn−1 and y : U × [0, T ] → Rn be the flow map of the velocity
v = VΓνΓ + vT in local Lagrangian coordinates. Also, let g = (gij)i,j be the matrix given by
(3.6.13). For every open subset U ′ of U the integral∫

U ′(t)
η(y, t) dHn−1(y) =

∫
U ′
η(y(Y, t), t)

√
det g(Y, t) dY (U ′(t) := y(U ′, t))

is constant in t, since η and v satisfy the transport equation (3.3.5) and U ′(t) moves with
velocity v. Hence for (Y, t) ∈ U × (0, T ) we have

η(y(Y, t), t)
√

det g(Y, t) = η(y(Y, 0), 0)
√

det g(Y, 0) (3.6.16)

and the localized surface integral (3.6.10) is expressed as

F(y) =

∫
U
ω(η(y(Y, t), t))

√
det g(Y, t) dY

=

∫
U
ω

(
η0(Y )√

det g(Y, t)

)√
det g(Y, t) dY,

(3.6.17)

where η0(Y ) is given by the right-hand side of (3.6.16).
Next we take a variation of F with respect to the flow map y. Let {yε}ε be a family of

flow maps in local Lagrangian coordinates satisfying (3.6.11) with vε = ∂yε/∂t. Also, let
gε = (gεij)i,j be given by (3.6.13) with y replaced by yε. Suppose that ηε and vε satisfy the
transport equation (3.3.5) and ηε|t=0 = η|t=0 holds on yε(U, 0) = y(U, 0). Then the relation
(3.6.16) with ηε, yε, and gε holds and by (3.6.17) the free energy F with respect to the
perturbed flow map yε is given by

F(yε) =

∫
U
ω

(
η0√

det gε

)√
det gε dY.
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Here the the argument t ∈ (0, T ) is suppressed. Note that the right-hand side of (3.6.16)
with ηε, yε, and gε is equal to η0(Y ) since ηε|t=0 = η|t=0, yε|t=0 = y|t=0, and gε|t=0 = g|t=0.
We differentiate the integrand of the right-hand side with respect to ε at ε = 0. Then by
(3.6.14), (3.6.17), and gε|ε=0 = g we get

d

dε

(
ω

(
η0√

det gε

)√
det gε

) ∣∣∣∣
ε=0

= {−ω′(η])η] + ω(η])}(divΓw)]
√

det g.

Here we used the notation (3.6.12). Hence

d

dε

∫ T

0
F(yε) dt

∣∣∣∣
ε=0

=

∫ T

0

∫
U
{−ω′(η])η] + ω(η])}(divΓw)]

√
det g dY dt

=

∫ T

0

∫
U(t)
{−ω′(η)η + ω(η)}divΓw dHn−1 dt

=

∫ T

0

∫
U(t)
∇Γ[ω′(η)η − ω(η)] · w dHn−1 dt,

where U(t) = y(U, t) and the last equality follows from the Stokes theorem and the fact that
the vector field w is tangential on Γ(t). (Note that we may assume that ω′(η)η− ω(η) has a
compact support in U(t) since we localize the surface integral by using a partition of unity
of Γ(t).) Since w is an arbitrary tangential vector field on Γ(t), we conclude from the above
equality that (3.6.8) holds.

By (3.6.7), (3.6.8), and K = 0, the balance of forces

δK
δy

=
δF
δy

+
δD
δv

is of the form

0 = ∇Γp(η) + ηvT , i.e. − ηvT = ∇Γp(η),

which is Darcy’s law on a moving surface as we expected. Finally, combining this with the
transport equation (3.3.5) we obtain the nonlinear diffusion equations

∂◦η − V N
Γ Hη + divΓ(ηvT ) = 0, −ηvT = ∇Γp(η)

on the moving surface Γ(t), where p(η) is given by (3.4.1).
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Chapter 4

On singular limit equations for
incompressible fluids in moving
thin domains

4.1 Introduction

Fluid flows in a thin domain appear in many problems of natural sciences, e.g. ocean
dynamics, geophysical fluid dynamics, and fluid flows in cell membranes. In the study of the
incompressible Navier–Stokes equations in a three-dimensional thin domain mathematical
researchers are mainly interested in global existence of a strong solution for large data since
a three-dimensional thin domain with sufficiently small width can be considered “almost
two-dimensional.” It is also important to investigate the behavior of a solution as the width
of a thin domain goes to zero. We may naturally ask whether we can derive limit equations
as a thin domain degenerates into a two-dimensional set and compare properties of solutions
to the original three-dimensional equations and the corresponding two-dimensional limit
equations. There are several works studying such problems with a three-dimensional flat
thin domain [15,16,29,33] of the form

Ωε = {x = (x′, x3) ∈ R3 | x′ ∈ ω, εg0(x′) < x3 < εg1(x′)}

for small ε > 0, where ω is a two-dimensional domain and g0 and g1 are functions on ω,
and a three-dimensional thin spherical domain [34] which is a region between two concentric
spheres of near radii. (We also refer to [28] for the strategy of analysis of the Euler equations
in a flat and spherical thin domain and its limit equations.) However, mathematical studies
of an incompressible fluid in a thin domain have not been done in the case where a thin
domain and its limit set have more complicated geometric structures. (See [27] for the
mathematical analysis of a reaction-diffusion equation in a thin domain degenerating into a
lower dimensional manifold.)

In this chapter we are concerned with the incompressible Euler and Navier–Stokes equa-
tions in a three-dimensional thin domain that moves in time. The purpose of this chapter is
to give a heuristic derivation of singular limits of these equations as a moving thin domain
degenerates into a two-dimensional moving closed surface. We also investigate relations be-
tween the energy structures of the incompressible fluid systems in a moving thin domain and
the corresponding limit systems on a moving closed surface.

Here let us explain our results on limit equations and strategy to derive them. Let Γ(t) be
an evolving closed surface in R3 and V N

Γ (·, t) and ν(·, t) its (scalar) outward normal velocity

75
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and unit outward normal vector field, respectively. We assume that Γ(t) does not change its
topology. Also, let Ωε(t) be a tubular neighborhood of Γ(t) of radius ε in R3 with sufficiently
small ε > 0. We consider the Euler equations

∂tu+ (u · ∇)u+∇p = 0 in Ωε(t), t ∈ (0, T ), (4.1.1)

div u = 0 in Ωε(t), t ∈ (0, T ), (4.1.2)

u · νε = V N
ε on ∂Ωε(t), t ∈ (0, T ) (4.1.3)

and the Navier–Stokes equations with (perfect slip) Navier boundary condition

∂tu+ (u · ∇)u+∇p = µ0∆u in Ωε(t), t ∈ (0, T ), (4.1.4)

div u = 0 in Ωε(t), t ∈ (0, T ), (4.1.5)

u · νε = V N
ε on ∂Ωε(t), t ∈ (0, T ), (4.1.6)

[D(u)νε]tan = 0 on ∂Ωε(t), t ∈ (0, T ). (4.1.7)

Here νε and V N
ε denote the unit outward normal vector field and the (scaler) outward normal

velocity of ∂Ωε(t). Also, µ0 > 0 is the viscosity coefficient and D(u) := {∇u+ (∇u)T }/2 is
the strain rate tensor with (∇u)T the transpose of the gradient matrix ∇u. We suppose that
Ωε(t) admits the normal coordinate system x = π(x, t) + d(x, t)ν(π(x, t), t) for x ∈ Ωε(t),
where π(·, t) is the closest point mapping onto Γ(t) and d(·, t) is the signed distance from
Γ(t) increasing in the direction of ν(·, t). Based on the normal coordinates, we expand the
velocity field u(x, t) on Ωε(t) in powers of the signed distance d(x, t) as

u(x, t) = v(π(x, t), t) + d(x, t)v1(π(x, t), t) + · · · , x ∈ Ωε(t) (4.1.8)

and the pressure p(x, t) similarly. We substitute them for the equations in Ωε(t) and de-
termine equations on Γ(t) that the zeroth order term v in (4.1.8) satisfies. Then we obtain
limit equations of the Euler equations (4.1.1)–(4.1.3):

∂•vv +∇Γq + q1ν = 0 on Γ(t), t ∈ (0, T ), (4.1.9)

divΓv = 0 on Γ(t), t ∈ (0, T ), (4.1.10)

v · ν = V N
Γ on Γ(t), t ∈ (0, T ). (4.1.11)

Here ∂•v = ∂t+v·∇ is the material derivative along the velocity field v and∇Γ and divΓ denote
the tangential gradient and the surface divergence on Γ(t), respectively (see Section 4.2 for
their definitions). Similarly, we get limit equations of the Navier–Stokes equations (4.1.4)–
(4.1.7):

∂•vv +∇Γq + q1ν = 2µ0divΓ(PΓD
tan(v)PΓ) on Γ(t), t ∈ (0, T ), (4.1.12)

divΓv = 0 on Γ(t), t ∈ (0, T ), (4.1.13)

v · ν = V N
Γ on Γ(t), t ∈ (0, T ). (4.1.14)

Here Dtan(v) := {∇Γv + (∇Γv)T }/2 and PΓ is the orthogonal projection onto the tangent
plane of Γ(t). Note that if we take the average of (4.1.8) in the normal direction of Γ(t) then

1

2ε

∫ ε

−ε
u(y + ρν(y, t), t) dρ = v(y, t) + (higher order terms in ε), y ∈ Γ(t).

Therefore, formally speaking, our limit equations are equations satisfied by the limit of the
average in the thin direction of a solution to the original Euler or Navier–Stokes equations in
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Ωε(t) as ε goes to zero. (The above method is also applied in [23] to derive a limit equation
of a nonlinear diffusion equation in a moving thin domain.)

In the equations (4.1.9) and (4.1.12) the scalar function q1, which comes from the normal
derivative of the bulk pressure p (see the expansion (4.3.5) of p and (4.3.17) in the proof of
Theorem 4.3.1), is determined by the normal component of (4.1.9) and (4.1.12). Therefore,
the limit Euler system (4.1.9)–(4.1.11) is intrinsically equivalent to

PΓ∂
•
vv +∇Γq = 0, divΓv = 0, v · ν = V N

Γ (4.1.15)

and the limit Navier–Stokes system (4.1.12)–(4.1.14) is equivalent to

PΓ∂
•
vv +∇Γq = 2µ0PΓdivΓ(PΓD

tan(v)PΓ), divΓv = 0, v · ν = V N
Γ . (4.1.16)

We note that these tangential surface fluid systems were also derived in [17, 18] recently.
The derivation of the Navier–Stokes equations on a moving surface in [17] is based on local
conservation laws of mass and linear momentum for a surface fluid. On the other hand,
the authors of [18] applied a global energetic variational approach to derive several kinds of
equations for an incompressible fluid on an evolving surface.

The viscous term 2µ0divΓ(PΓD
tan(v)PΓ) in the momentum equation (4.1.12) of the limit

Navier–Stokes system appears in the Boussinesq–Scriven surface fluid model which was first
described by Boussinesq [7] and generalized by Scriven [30] to an arbitrary curved moving
surface (see also [1, Chapter 10] for derivation of the Boussinesq–Scriven surface fluid model).
In [4] the Boussinesq–Scriven surface fluid model was considered to formulate a continuum
model for fluid membranes in a bulk fluid, which contains equations for a viscous fluid on a
curved moving surface, and study the effect of membrane viscosity in the dynamics of fluid
membranes. It was also studied in the context of two-phase flows [5,6,25] in which equations
for a surface fluid are considered as the boundary condition on a fluid interface.

Since we consider an incompressible fluid on a moving surface or in its tubular neighbor-
hood, some constraints on the motion of the surface are necessary. For the existence of a
surface incompressible fluid it is required that the area of the moving surface is preserved in
time. To consider a bulk incompressible fluid in the ε-tubular neighborhood of the moving
surface for all ε > 0 sufficiently small, we need another constraint on the moving surface
besides the area preserving condition. However, it is automatically satisfied by the Gauss–
Bonnet theorem and the assumption that the moving surface does not change its topology.
See Remark 4.3.3 for details.

When the surface does not move in time, our tangential limit system (4.1.15) of the Euler
equations is the same as the Euler system on a fixed manifold derived by Arnol′d [2,3], who
applied the Lie group of diffeomorphisms of a manifold (see also Ebin and Marsden [12]).
Also, for a stationary surface our tangential limit system (4.1.16) of the Navier–Stokes equa-
tions is the same as the Navier–Stokes system on a manifold derived by Taylor [31], although
the authors of [18] claim that (4.1.16) is different from Taylor’s system (see Remark 4.4.3).
For detailed comparison of our limit systems and the systems derived in previous works see
Remarks 4.3.2 and 4.4.2. We further note that the function q1 in the limit momentum equa-
tions (4.1.9) and (4.1.12), which is determined by the normal component of these equations,
does not vanish even if the surface is stationary. See Remarks 4.3.2 and 4.4.2 for details.

Finally we note that our results are based on formal calculations and thus mathemat-
ical justification is required. There are a few works that present rigorous derivation of
limit equations in the case where a limit set is a hypersurface or a manifold. Temam and
Ziane [34] derived limit equations for the Navier–Stokes equations in a thin spherical domain
by characterizing the thin width limit of a solution to the original equations as a solution
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to the limit equations. In [27], Prizzi, Rinaldi, and Rybakowski compared the dynamics
of a reaction-diffusion equation in a thin domain and that of a limit equation when a thin
domain degenerates into a lower dimensional manifold. Recently, the present author derived
a limit equation of the heat equation in a moving thin domain shrinking to a moving closed
hypersurface by characterization of the thin width limit of a solution [22]. Although there
are several tools and methods introduced in the above papers, it seems that mathematical
justification of our results is difficult because of the nonlinearity of the equations and the
evolution of the shape of the limit surface, and that we need some new techniques.

This chapter is organized as follows. In Section 4.2 we give notations and formulas on
quantities related to a moving surface and a moving thin domain. In Sections 4.3 and 4.4 we
derive the limit equations of the Euler and Navier–Stokes equations in a moving thin domain,
respectively. In Section 4.5 we derive the energy identities of the Euler and Navier–Stokes
equations and the corresponding limit equations and investigate relations between them. In
Appendices 4.A and 4.B we give proofs of lemmas in Section 4.2 involving the differential
geometry of a surface embedded in the Euclidean space.

4.2 Preliminaries

We fix notations on various quantities of a moving surface and give formulas on them. All
functions appearing in this section are assumed to be sufficiently smooth.

Lemmas in this section are proved by straightforward calculations. To avoid making
this section too long we give proofs of them in Appendix 4.A, except for the proofs of
Lemmas 4.2.4 and 4.2.5. Also, a proof of the formula (4.2.15) in Lemma 4.2.4 is given in
Appendix 4.B. Although we are concerned with a two-dimensional surface in this chapter,
all notations and formulas in this section apply to hypersurfaces of any dimension with easy
modifications.

4.2.1 Moving surfaces and moving thin domains

Let Γ(t), t ∈ [0, T ] be a two-dimensional closed (i.e. compact and without boundary),
connected, and oriented moving surface in R3. The unit outward normal vector and the
(scalar) outward normal velocity of Γ(t) are denoted by ν(·, t) and V N

Γ (·, t), respectively.
Also, let ST :=

⋃
t∈(0,T ) Γ(t) × {t} be a space-time hypersurface associated with Γ(t). We

assume that Γ(t) is smooth at each t ∈ [0, T ] and moves smoothly in time. In particular,
Γ(t) does not change its topology. By the smoothness assumption on Γ(t), the (outward)
principal curvatures κ1(·, t) and κ2(·, t) of Γ(t) are bounded uniformly with respect to t.
Hence there is a tubular neighborhood

N(t) := {x ∈ R3 | dist(x,Γ(t)) < δ}

of radius δ > 0 independent of t that admits the normal coordinate system

x = π(x, t) + d(x, t)ν(π(x, t), t), x ∈ N(t), (4.2.1)

where π(·, t) is the closest point mapping onto Γ(t) and d(·, t) is the signed distance function
from Γ(t) (see e.g. [11, Lemma 2.8]). Moreover, the mapping π and the signed distance d are
smooth in the closure (in R4) of a space-time noncylindrical domain NT :=

⋃
t∈(0,T )N(t)×

{t}. We assume that d(·, t) increases in the direction of ν(·, t). Therefore,

∇d(x, t) = ν(π(x, t), t), (x, t) ∈ NT , (4.2.2)

∂td(y, t) = −V N
Γ (y, t), (y, t) ∈ ST . (4.2.3)
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Moreover, differentiating both sides of

d(x, t) = {x− π(x, t)} · ∇d(x, t), d(π(x, t), t) = 0

with respect to t and using (4.2.2) and (4.2.3) we easily get

∂td(x, t) = ∂td(π(x, t), t) = −V N
Γ (π(x, t), t), (x, t) ∈ NT . (4.2.4)

For a sufficiently small ε > 0 we define a moving thin domain Ωε(t) in R3 as

Ωε(t) := {x ∈ R3 | dist(x,Γ(t)) < ε}

and a space-time noncylindrical domain Qε,T and its lateral boundary ∂`Qε,T as

Qε,T :=
⋃

t∈(0,T )

Ωε(t)× {t}, ∂`Qε,T :=
⋃

t∈(0,T )

∂Ωε(t)× {t}.

Since Ωε(t) is a tubular neighborhood of Γ(t), the unit outward normal vector νε(·, t) and
the outward normal velocity V N

ε (·, t) of its boundary are given by

νε(x, t) =

{
ν(π(x, t), t) if d(x, t) = ε,

−ν(π(x, t), t) if d(x, t) = −ε,
(4.2.5)

V N
ε (x, t) =

{
V N

Γ (π(x, t), t) if d(x, t) = ε,

−V N
Γ (π(x, t), t) if d(x, t) = −ε.

(4.2.6)

4.2.2 Notations and formulas for quantities on fixed surfaces

In this subsection we fix and suppress the time t ∈ [0, T ]. Hence Γ denotes a two-dimensional
closed, connected, oriented and smooth surface in R3. Let us give notations and formulas
for several quantities on the fixed surface Γ. (In the sequel we use the same notations given
in this subsection for the moving surface Γ(t).) Let PΓ be the orthogonal projection onto
the tangent plane of Γ at each point on Γ given by

PΓ(y) := I3 − ν(y)⊗ ν(y), y ∈ Γ,

where I3 is the identity matrix of three dimension and a⊗ b for a, b ∈ R3 denotes the tensor
product of a and b given by

a⊗ b :=

a1b1 a1b2 a1b3
a2b1 a2b2 a2b3
a3b1 a3b2 a3b3

 , a = (a1, a2, a3), b = (b1, b2, b3).

For a function f on Γ we define its tangential gradient ∇Γf as

∇Γf(y) := PΓ(y)∇f̃(y), y ∈ Γ.

Here f̃ is an extension of f to N satisfying f̃ |Γ = f . Note that the tangential gradient of f
is independent of the choice of its extension (see e.g. [11, Lemma 2.4]). Also, it is easy to
see that ∇Γf · ν = 0 and PΓ∇Γf = ∇Γf hold on Γ. The tangential derivative operators are
given by

∂tani f(y) :=
3∑
j=1

{δij − νi(y)νj(y)}∂j f̃(y), i = 1, 2, 3



4. Singular limit equations for incompressible fluids in moving thin domains 80

so that ∇Γ = (∂tan1 , ∂tan2 , ∂tan3 ), which are again independent of the choice of an extension f̃
of f . For example, we may take the constant extension in the normal direction of Γ given
by f̄(x) := f(π(x)) for x ∈ N .

For vector fields F = (F1, F2, F3) on N and G = (G1, G2, G3) on Γ, we define the gradient
matrix and the divergence of F as

∇F :=

∂1F1 ∂1F2 ∂1F3

∂2F1 ∂2F2 ∂2F3

∂3F1 ∂3F2 ∂3F3

 , divF :=

3∑
i=1

∂iFi

and the tangential gradient matrix and the surface divergence of G as

∇ΓG :=

∂tan1 G1 ∂tan1 G2 ∂tan1 G3

∂tan2 G1 ∂tan2 G2 ∂tan2 G3

∂tan3 G1 ∂tan3 G2 ∂tan3 G3

 , divΓG :=
3∑
i=1

∂tani Gi.

These notations are consistent with the formula ∇ΓG = PΓ∇G̃ on Γ, where G̃ is an arbitrary
extension of G to N with G̃|Γ = G. For a function f on Γ we denote by ∇2

Γf the tangential
Hessian matrix of f whose (i, j)-entry is given by ∂tani ∂tanj f (i, j = 1, 2, 3). Let M be a 3× 3
matrix-valued function defined on N or on Γ of the form

M = (Mij)i,j =

M11 M12 M13

M21 M22 M23

M31 M32 M33

 .

We define the divergence divM on N or the surface divergence divΓM on Γ as a vector field
whose j-th component is given by

[divM ]j :=
3∑
i=1

∂iMij or [divΓM ]j :=
3∑
i=1

∂tani Mij , j = 1, 2, 3.

Finally we set

A := −∇Γν = (−∂tani νj)i,j , ∆Γ := divΓ∇Γ =
3∑
i=1

(∂tani )2,

H := −divΓν = tr[A], K := κ1κ2

and call them the Weingarten map of Γ, the Laplace–Beltrami operator on Γ, (twice) the
mean curvature of Γ, and the Gaussian curvature of Γ, respectively. The usual Laplacian ∆
and the Laplace–Beltrami operator ∆Γ acting on vector fields are understood to be compo-
nentwise operators.

Lemma 4.2.1. For all y ∈ Γ we have

A(y)ν(y) = 0, (4.2.7)

A(y)PΓ(y) = PΓ(y)A(y) = A(y), (4.2.8)

A(y) = −∇2d(y). (4.2.9)

By (4.2.7) we see that A has the eigenvalue 0. Note that the other eigenvalues of A are
κ1 and κ2 (see e.g. [19, Section VII.5]) and thus

H(y) = κ1(y) + κ2(y), y ∈ Γ. (4.2.10)
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Also, A is symmetric (i.e. ∂tani νj = ∂tanj νi) and H = −∆d holds on Γ by (4.2.9).
The tangential derivatives ∂tani (i = 1, 2, 3) are noncommutative in general. An exchange

formula for them includes the unit outward normal of the surface.

Lemma 4.2.2. Let f be a function on Γ. For each i, j = 1, 2, 3 we have

∂tani ∂tanj f − ∂tanj ∂tani f = [A∇Γf ]iνj − [A∇Γf ]jνi. (4.2.11)

Here [A∇Γf ]i denotes the i-th component of the vector field A∇Γf .

The next formula is a consequence of (4.2.11), which we use in Section 4.4 to express
a viscous term of limit equations of the Navier–Stokes equations in terms of the Laplace–
Beltrami operator. For a vector field v on Γ we set

Dtan(v) :=
∇Γv + (∇Γv)T

2
. (4.2.12)

The matrices Dtan(v) and PΓD
tan(v)PΓ are called a tangential strain rate and a projected

strain rate in [18], respectively.

Lemma 4.2.3. Let v be a (not necessarily tangential) vector field on Γ. Then

2divΓ(PΓD
tan(v)PΓ) = 2tr[A∇Γv]ν + PΓ(∆Γv) +∇Γ(divΓv) +H(∇Γv)ν (4.2.13)

holds on Γ (note that (∇Γv)ν = PΓ(∇Γv)ν on the right-hand side is tangential).

To compare our limit systems with the incompressible fluid systems on a fixed manifold
derived by Arnol′d [2, 3] and Taylor [31] we need formulas on the Levi-Civita connection.
Let ∇ be the Levi-Civita connection on Γ with respect to the metric on Γ induced by the
Euclidean metric of R3 (see e.g. [9, Section 2.3] and [24, Sections 3.3.1 and 4.1.2] for the
definition of the Levi-Civita connection). Hence for tangential vector fields X and Y on Γ
the covariant derivative of X along Y is denoted by ∇YX, which is again a tangential vector
field on Γ. The Levi-Civita connection is considered as a mapping

∇ : C∞(TΓ)→ C∞(T ∗Γ⊗ TΓ), X 7→ ∇X,

where TΓ and T ∗Γ are the tangent and cotangent bundle of Γ, respectively, and for a vector
bundle E over Γ we denote by C∞(E) the set of all smooth sections of E. (Hence C∞(TΓ)
denotes the set of all smooth tangential vector fields on Γ. We refer to [20, Chapter 10] for
the definitions of a vector bundle and a section.) Also, for a tangential vector field X on Γ
the notation ∇X stands for a mapping Y 7→ ∇YX from C∞(TΓ) into itself. Then we write
∇∗ : C∞(T ∗Γ⊗TΓ)→ C∞(TΓ) for the formal adjoint operator of ∇ (see [24, Section 10.1.3])
and set ∆B := −∇∗∇. The operator ∆B : C∞(TΓ) → C∞(TΓ) is called the Bochner
Laplacian (note that there is another definition of the Bochner Laplacian where the sign is
taken opposite).

Lemma 4.2.4. Let X and Y are tangential vector fields on Γ. Then

(Y · ∇)X̃ = ∇YX + (AX · Y )ν, (4.2.14)

∆BX = PΓ(∆ΓX) +A2X (4.2.15)

hold on Γ. Here X̃ is an extension of X to N with X̃|Γ = X and (Y · ∇)X̃ denotes the
directional derivative of X̃ along Y in R3, i.e.

(Y · ∇)X̃ =

(
3∑
i=1

Yi∂iX̃1,

3∑
i=1

Yi∂iX̃2,

3∑
i=1

Yi∂iX̃3

)
.

Also, the left-hand side of (4.2.14) is independent of the choice of the extension X̃.
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The formula (4.2.14) is well-known as the Gauss formula (see e.g. [9, Section 4.2] and [19,
Section VII.3]) and we omit its proof. Note that (Y · ∇)X̃ = (Y · ∇Γ)X on Γ since Y is
tangential. Hence the Gauss formula (4.2.14) is also expressed as

(Y · ∇Γ)X = ∇YX + (AX · Y )ν on Γ (4.2.16)

for tangential vector fields X and Y on Γ. We also call (4.2.16) the Gauss formula.
A proof of the formula (4.2.15) is given in Appendix 4.B. Note that (4.2.15) is useful

by itself since it gives a global expression under the fixed Cartesian coordinate system of
the Bochner Laplacian acting on tangential vector fields on Γ, which is originally defined
intrinsically and represented under only local coordinate systems.

Combining Lemmas 4.2.3 and 4.2.4 we get the following formula on the surface divergence
of the projected strain rate, which is crucial for comparison of our limit Navier–Stokes
system and the incompressible viscous fluid system on a manifold derived by Taylor [31] (see
Remark 4.4.2).

Lemma 4.2.5. For a tangential vector field v on Γ satisfying divΓv = 0 we have

2PΓdivΓ(PΓD
tan(v)PΓ) = ∆Bv +Kv on Γ. (4.2.17)

Proof. Let v be a tangential vector field on Γ satisfying divΓv = 0. Then

(∇Γv)ν = ∇Γ(v · ν)− (∇Γν)v = Av

by v · ν = 0 and −∇Γν = A. Applying this and

PΓ(tr[A∇Γv]ν) = tr[A∇Γv]PΓν = 0, divΓv = 0

to the formula (4.2.13), and observing that (∇Γv)ν = Av is tangential, we have

2PΓdivΓ(PΓD
tan(v)PΓ) = PΓ(∆Γv) +HAv. (4.2.18)

Moreover, since A is symmetric and has the eigenvalues 0, κ1, and κ2, where the eigenvector
corresponding to the eigenvalue 0 is ν (see Lemma 4.2.1), for each y ∈ Γ we can take an
orthonormal basis {e1, e2} of the tangent plane of Γ at y such that Aei = κiei, i = 1, 2. (The
vectors e1 and e2 are called the principal directions at y. See e.g. [19, Section VII.5] for
details.) Expressing the tangential vector v as a linear combination of e1 and e2 and using
H = κ1 + κ2 and K = κ1κ2 we easily obtain HAv = Kv + A2v. Applying this and (4.2.15)
to (4.2.18) we obtain (4.2.17).

Besides derivation of limit equations, we are also interested in thin width limits of energy
identities for the Euler and Navier–Stokes equations. To derive limit energy identities we give
change of variables formulas for integrals over level-set surfaces and tubular neighborhoods
of Γ. For y ∈ Γ and ρ ∈ [−ε, ε] we set

J(y, ρ) := {1− ρκ1(y)}{1− ρκ2(y)} = 1− ρH(y) + ρ2K(y). (4.2.19)

Here the second equality follows from the definition of the Gaussian curvature and (4.2.10).
The function J is the Jacobian appearing in the following change of variables formulas
(see [13, Section 14.6] or Appendix 4.A).
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Lemma 4.2.6. For a function f on Ωε we have∫
Ωε

f(x) dx =

∫
Γ

∫ ε

−ε
f(y + ρν(y))J(y, ρ) dρ dH2(y) (4.2.20)

and∫
∂Ωε

f(x) dH2(x) =

∫
Γ
f(y + εν(y))J(y, ε) dH2(y)

+

∫
Γ
f(y − εν(y))J(y,−ε) dH2(y). (4.2.21)

Here H2 denotes the two-dimensional Hausdorff measure.

When we use Lemma 4.2.6 with the moving surface Γ(t) we write J(y, t, ρ) for the Jaco-
bian given by (4.2.19).

4.2.3 Material derivatives and differentiation of composite functions with
the closest point mapping

Now let us return to the moving surface Γ(t). We first give a material time derivative of a
function on ST . Let v be a vector field on ST with v · ν = V N

Γ . Suppose that there exists
the flow map Φv of v, i.e. Φv(·, t) : Γ(0) → R3 is a diffeomorphism onto its range for each
t ∈ [0, T ] and

Φv(Y, 0) = Y,
dΦv

dt
(Y, t) = v(Φv(Y, t), t) for (Y, t) ∈ Γ(0)× (0, T ).

Note that Φv(·, t) is a diffeomorphism from Γ(0) onto Φv(Γ(0), t) = Γ(t) for each t ∈ [0, T ]
since the normal component of v is equal to the outward normal velocity V N

Γ of the moving
surface Γ(t), which completely determines the change of the shape of Γ(t). We define the
material derivative of a function f on ST along the velocity field v as

∂•vf(Φv(Y, t), t) :=
d

dt

(
f(Φv(Y, t), t)

)
, (Y, t) ∈ Γ(0)× (0, T ).

By the chain rule of differentiation it is also represented as

∂•vf(y, t) = ∂tf̃(y, t) + v(y, t) · ∇f̃(y, t), (y, t) ∈ ST , (4.2.22)

where f̃ is an arbitrary extension of f to NT satisfying f̃ |ST = f . We write ∂◦ for ∂•v with
v = V N

Γ ν and call it the normal time derivative. Note that the normal time derivative of a
function f on ST is equal to the time derivative of its constant extension f̄ in the normal
direction, i.e.

∂◦f(y, t) = ∂tf̄(y, t) =
d

dt

(
f(π(y, t), t)

)
, (y, t) ∈ ST .

Also, for a tangential vector field vT on ST the material derivative of f along the velocity
field of the form v = V N

Γ ν + vT is expressed as

∂•vf = ∂◦f + vT · ∇Γf on ST (4.2.23)
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by (4.2.22) and vT · ∇f̃ = vT · ∇Γf on ST since vT is tangential. See also [8, Section 3] for
the time derivative of functions on a moving surface.

In the following sections we frequently differentiate the composition of a function on Γ(t)
and the closest point mapping π(·, t). To avoid repetition of the same calculations we give
several formulas on derivatives of composite functions with π.

Let f(x, t) be a function on Qε,T . Based on the normal coordinate system x = π(x, t) +
d(x, t)ν(π(x, t), t) for x ∈ Ωε(t), we expand f(x, t) in powers of the signed distance d(x, t):

f(x, t) = g(π(x, t), t) + d(x, t)g1(π(x, t), t) + · · · .

Here g, g1, and the coefficients of higher order terms in d(x, t) are considered as functions
on ST . Also, for k ∈ N we write R(d(x, t)k) for the terms of order higher than k − 1 with
respect to small d(x, t), i.e.

f(x, t) = g(π(x, t), t) + · · ·+ d(x, t)k−1gk−1(π(x, t), t) +R(d(x, t)k),

R(d(x, t)k) = d(x, t)kgk(π(x, t), t) + d(x, t)k+1gk+1(π(x, t), t) + · · · .
(4.2.24)

In the sequel, we also use Landau’s symbol O(εk) (as ε → 0) for a nonnegative integer
k, i.e. O(εk) is a quantity satisfying |O(εk)| ≤ Cεk for small ε > 0 with a constant C > 0
independent of ε. Note that, contrary to O(εk), we may differentiate R(d(x, t)k) with respect
to x and t since it just stands for the higher order terms in the expansion (4.2.24) with respect
to small d(x, t), and the l-th order derivative of R(d(x, t)k) is R(d(x, t)k−l) for l ≤ k. Also,
R(d(x, t)k) = O(εk) for (x, t) ∈ Qε,T and k ∈ N by |d(x, t)| < ε on Qε,T . We use the same
notations on the expansion (4.2.24) for functions on Ωε(t) with each fixed t ∈ [0, T ].

Lemma 4.2.7. Let f be a scalar- or vector-valued function on ST . The derivatives of the
composite function f(π(x, t), t) with respect to x and t are of the form

∇
(
f(π, t)

)
= ∇Γf(π, t) + d(x, t)[A∇Γf ](π, t) +R(d(x, t)2), (4.2.25)

∂t
(
f(π, t)

)
= ∂◦f(π, t) + d(x, t)[(∇ΓV

N
Γ · ∇Γ)f ](π, t) +R(d(x, t)2) (4.2.26)

for (x, t) ∈ Qε,T . Here we abbreviate π(x, t) to π.

We also give an expansion formula for the divergence of a matrix-valued function which
we need to derive limit equations of the Navier–Stokes equations.

Lemma 4.2.8. Let S and S1 be 3 × 3 matrix-valued functions on Γ(t) with each fixed
t ∈ (0, T ). For x ∈ Ωε(t) we set

D(x) = S(π(x, t)) + d(x, t)S1(π(x, t)) +R(d(x, t)2).

Then we have

divD(x) = divΓS(π(x, t)) +
(
S1(π(x, t))

)T
ν(π, t) +R(d(x, t)). (4.2.27)

for x ∈ Ωε(t). Here (S1)T denotes the transpose of the matrix S1.

4.3 Limit equations of the Euler equations

We consider the incompressible Euler equations in Ωε(t):

∂tu+ (u · ∇)u+∇p = 0 in Qε,T , (4.3.1)

div u = 0 in Qε,T , (4.3.2)

u · νε = V N
ε on ∂`Qε,T . (4.3.3)
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Here u = (u1, u2, u3) is the velocity of a bulk fluid and p is the pressure. The goal of this
section is to derive limit equations of the Euler equations as ε goes to zero. According to
the normal coordinate system (4.2.1), we expand u and p with respect to the signed distance
d(x, t) as

u(x, t) = v(π(x, t), t) + d(x, t)v1(π(x, t), t) +R(d(x, t)2), (4.3.4)

p(x, t) = q(π(x, t), t) + d(x, t)q1(π(x, t), t) +R(d(x, t)2). (4.3.5)

Here we used the notation (4.2.24). The limit equations are given as the principal term in
the expansion with respect to d(x, t) of the Euler equations in Ωε(t).

Theorem 4.3.1. Let u and p satisfy the Euler equations (4.3.1)–(4.3.3) in the moving thin
domain Ωε(t). Then the normal component of the zeroth order term v in the expansion
(4.3.4) is equal to the outward normal velocity of the moving surface Γ(t), i.e. v · ν = V N

Γ .
Moreover, v and the zeroth order term q and the first order term q1 in the expansion (4.3.5)
satisfy

∂•vv +∇Γq + q1ν = 0 on ST , (4.3.6)

divΓv = 0 on ST . (4.3.7)

Before starting to prove Theorem 4.3.1 we give remarks on the limit equations (4.3.6)–
(4.3.7) and necessary conditions on the motion of Γ(t) for the existence of incompressible
fluids in Γ(t) and Ωε(t) for all ε > 0.

Remark 4.3.2. Let us explain how the limit equations (4.3.6) and (4.3.7) determine v,
q, and q1. As stated in Theorem 4.3.1, the normal component of v is equal to the outward
normal velocity of the moving surface. The tangential component of v and the scalar function
q are determined by the equations

PΓ∂
•
vv +∇Γq = 0, divΓv = 0 on ST . (4.3.8)

Finally the scalar function q1 is given just by the inner product of (4.3.6) and ν:

q1 = −∂•vv · ν on ST . (4.3.9)

Note that q1 comes from the normal derivative of the pressure p of the bulk fluid in the
moving thin domain (see (4.3.17) below).

The system (4.3.8) is the same as the incompressible Euler system (II) in [18] with the
constant density. When the surface Γ(t) = Γ is stationary, the limit velocity v is tangential
(v · ν = V N

Γ = 0) and PΓ{(v · ∇)v} = ∇vv holds on Γ by the Gauss formula (4.2.14), where
∇vv is the covariant derivative. From this and the fact that PΓ is independent of the time
it follows that

PΓ∂
•
vv = PΓ∂tv + PΓ{(v · ∇)v} = ∂tv +∇vv on Γ. (4.3.10)

Hence the tangential limit system (4.3.8) becomes

∂tv +∇vv +∇Γq = 0, divΓv = 0 on Γ× (0, T ),

which is the same as the Euler system on a manifold derived by Arnol′d [2,3] (see also Ebin
and Marsden [12]). Also, applying v · ν = 0, (4.2.14), and the fact that ν is independent of
time to (4.3.9) we obtain

q1 = −∂•vv · ν = −∂t(v · ν)− {(v · ∇)v} · ν = −Av · v, (4.3.11)

which does not vanish in general even if the surface is stationary.
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Remark 4.3.3. For the existence of a surface incompressible fluid obeying (4.3.7) it is
required that the area of the moving surface Γ(t) is preserved in time. Indeed, by the
Leibniz formula (see [10, Lemma 2.2]) with a velocity field v on ST satisfying v ·ν = V N

Γ and
(4.3.7) we have

d

dt
|Γ(t)| = d

dt

∫
Γ(t)

1 dH2 =

∫
Γ(t)

divΓv dH2 = 0, (4.3.12)

where |Γ(t)| is the area of Γ(t). Similarly, when the moving thin domain Ωε(t) is filled with
an incompressible fluid satisfying (4.3.2) and the impermeable boundary condition (4.3.3),
its volume |Ωε(t)| must remain constant by the Reynolds transport theorem (see e.g. [14]):

d

dt
|Ωε(t)| =

d

dt

∫
Ωε(t)

1 dx =

∫
∂Ωε(t)

V N
ε dH2 =

∫
∂Ωε(t)

u · νε dH2 =

∫
Ωε(t)

div u dx = 0.

By the change of variables formula (4.2.20) the volume of Ωε(t) is expressed as

|Ωε(t)| =
∫

Ωε(t)
1 dx =

∫
Γ(t)

∫ ε

−ε
J(y, t, ρ) dρ dH2 = 2ε|Γ(t)|+ 2

3
ε3

∫
Γ(t)

K dH2.

Hence we need to assume

d

dt
|Γ(t)| = 0,

d

dt

∫
Γ(t)

K dH2 = 0

for the existence of an incompressible fluid in the ε-tubular neighborhood Ωε(t) of Γ(t) for
all ε > 0. However, by the Gauss–Bonnet theorem we have∫

Γ(t)
K dH2 = 2πχ(Γ(t)),

where χ(Γ(t)) is the Euler characteristic of Γ(t) (see e.g. [32, Section C.5]). Since the Euler
characteristic is a topological invariant and the moving surface Γ(t) does not change its topol-
ogy, the integral of the Gaussian curvature K over Γ(t) is constant in time. Therefore, only
the area preserving condition (4.3.12) on Γ(t) is necessary for the existence of incompressible
fluids on Γ(t) and in Ωε(t) for all ε > 0. Note that this assertion is valid only for a moving
surface in R3 or a moving hypersurface in R4. Indeed, when Γ(t) is a moving hypersurface
in Rn with n > 4, the Jacobian J(y, t, ρ) is a polynomial in ρ of degree greater than three
(see e.g. [13, Section 14.6] and [22, Section 5.1]) and thus we need more constraints on the
motion of Γ(t).

Proof of Theorem 4.3.1. For the sake of simplicity, we use the abbreviations

f(π, t) = f(π(x, t), t), R(dk) = R(d(x, t)k) (4.3.13)

for a function f on ST and k ∈ N. Since νε and V N
ε are given by (4.2.5) and (4.2.6), the

boundary condition (4.3.3) reads

u(x, t) · ν(π, t) = V N
Γ (π, t), x ∈ ∂Ωε(t).

We substitute (4.3.4) for u in the above equality. Then

v(π, t) · ν(π, t)± εv1(π, t) · ν(π, t) +O(ε2) = V N
Γ (π, t)
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when d(x, t) = ±ε (double-sign corresponds). Since v(π, t), v1(π, t), ν(π, t), and V N
Γ (π, t)

are independent of ε, it follows from the above equation that

v(π, t) · ν(π, t) = V N
Γ (π, t), (4.3.14)

v1(π, t) · ν(π, t) = 0. (4.3.15)

The first statement of the theorem follows from the equality (4.3.14). Let us write v =
V N

Γ ν + vT with a tangential velocity field vT on Γ(t) and derive the equations (4.3.6) and
(4.3.7). By (4.2.2) and (4.2.25) we have

∇u(x, t) = ∇
(
v(π, t)

)
+∇d(x, t)⊗ v1(π, t) +R(d)

= ∇Γv(π, t) + ν(π, t)⊗ v1(π, t) +R(d)
(4.3.16)

and

∇p(x, t) = ∇Γq(π, t) + q1(π, t)ν(π, t) +R(d). (4.3.17)

Also, by (4.2.4) and (4.2.26),

∂tu(x, t) = ∂t
(
v(π, t)

)
+ ∂td(x, t)v1(π, t) +R(d)

= ∂◦v(π, t)− V N
Γ (π, t)v1(π, t) +R(d).

(4.3.18)

From (4.3.16) the gradient of the j-th component of u is

∇uj(x, t) = ∇Γvj(π, t) + v1
j (π, t)ν(π, t) +R(d).

We take the inner product of this equation and (4.3.4), and then apply (4.3.14) and v ·∇Γvj =
vT · ∇Γvj to get the j-th component of the inertia term

u(x, t) · ∇uj(x, t) = vT (π, t) · ∇Γvj(π, t) + V N
Γ (π, t)v1

j (π, t) +R(d).

Hence the inertia term (u · ∇)u is of the form

[(u · ∇)u](x, t) = [(vT · ∇Γ)v](π, t) + V N
Γ (π, t)v1(π, t) +R(d). (4.3.19)

Substituting (4.3.17), (4.3.18), and (4.3.19) for (4.3.1) and applying (4.2.23) we obtain

∂•vv(π, t) +∇Γq(π, t) + q1(π, t)ν(π, t) = R(d).

In this equation, each term on the left-hand side is independent of d. Therefore, the equation
(4.3.6) should be satisfied.

Finally, by (4.3.15) and (4.3.16) we have

div u(x, t) = tr[∇u(x, t)] = divΓv(π, t) + ν(π, t) · v1(π, t) +R(d) = divΓv(π, t) +R(d)

and thus the equation (4.3.2) reads divΓv(π, t) = R(d). Since the left-hand side is indepen-
dent of d, we conclude that v satisfies the equation (4.3.7).
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4.4 Limit equations of the Navier–Stokes equations

In this section, we consider the incompressible Navier–Stokes equations in Ωε(t):

∂tu+ (u · ∇)u+∇p = µ0∆u in Qε,T , (4.4.1)

div u = 0 in Qε,T . (4.4.2)

Here u = (u1, u2, u3) is the velocity of a bulk fluid, p is the pressure, and µ0 > 0 is the viscosity
coefficient. On these equations we impose the (perfect slip) Navier boundary condition of
the form

u · νε = V N
ε on ∂`Qε,T , (4.4.3)

[D(u)νε]tan = 0 on ∂`Qε,T . (4.4.4)

Here [a]tan denotes the tangential component to ∂Ωε(t) of a vector a ∈ R3 and D(u) is the
strain rate tensor given by

D(u) :=
∇u+ (∇u)T

2
,

where (∇u)T is the transposed matrix of ∇u.
In order to derive limit equations of the Navier–Stokes equations (4.4.1)–(4.4.4) we ex-

pand the velocity field u with respect to the signed distance d(x, t) as

u(x, t) = v(π(x, t), t) + d(x, t)v1(π(x, t), t) + d(x, t)2v2(π(x, t), t) +R(d(x, t)3) (4.4.5)

and the pressure p as (4.3.5). We need to expand u up to the second order term in d(x, t)
since the momentum equation (4.4.1) has the second order derivatives of u.

Theorem 4.4.1. Let u and p satisfy the Navier–Stokes equations (4.4.1)–(4.4.4) in the
moving thin domain Ωε(t). Then the normal component of the zeroth order term v in the
expansion (4.4.5) is equal to the outward normal velocity of the moving surface Γ(t), i.e.
v · ν = V N

Γ . Moreover, the velocity field v and the zeroth and first order terms q and q1 in
the expansion (4.3.5) satisfy

∂•vv +∇Γq + q1ν = 2µ0divΓ(PΓD
tan(v)PΓ) on ST , (4.4.6)

divΓv = 0 on ST . (4.4.7)

Here Dtan(v) is the tangential strain rate given by (4.2.12).

Remark 4.4.2. As in Remark 4.3.2, the normal component of v is equal to V N
Γ , the tan-

gential component of v and the scalar function q are determined by

PΓ∂
•
vv +∇Γq = 2µ0PΓdivΓ(PΓD

tan(v)PΓ), divΓv = 0 on ST , (4.4.8)

and the scalar function q1 is given by the normal component of (4.4.6). The tangential
system (4.4.8) is the same as the tangential incompressible Navier–Stokes–Scriven–Koba
(NSSK) system in [18] with constant density (see (4.4) in [18]).

When Γ(t) = Γ is fixed in time, the tangential system (4.4.8) is the same as the incom-
pressible Navier–Stokes system on a fixed manifold derived by Taylor [31]

∂tv +∇vv +∇Γq = µ0(∆Bv +Kv), divΓv = 0 on Γ× (0, T ) (4.4.9)
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for a tangential velocity field v on Γ, although the authors of [18] claim that the system
(4.4.8) on the stationary surface Γ is different from Taylor’s model (4.4.9) (see Remark 4.4.3
below). Indeed, when the surface Γ is stationary, i.e. V N

Γ = 0, the velocity field v in the
system (4.4.8) is tangential and by applying (4.3.10) to the left-hand side of the first equation
in (4.4.8) we obtain

∂tv +∇vv +∇Γq = 2µ0PΓdivΓ(PΓD
tan(v)PΓ), divΓv = 0 on Γ× (0, T ).

Moreover, since v is tangential and satisfies divΓv = 0, the right-hand side of the first
equation in the above system is the same as that in Taylor’s system (4.4.9) by (4.2.17).
Hence the tangential incompressible Navier–Stokes system (4.4.8) on the stationary surface
Γ agrees with the system (4.4.9) given by Taylor.

As in the case of the Euler equations (see Remark 4.3.2), when the surface is stationary
the function q1 in (4.4.6) is given by

q1 = {−∂•vv + 2µ0divΓ(PΓD
tan(v)PΓ)} · ν = −Av · v + 2µ0tr[A∇Γv],

where the second equality follows from (4.2.13) and (4.3.11). From this formula we observe
that q1 does not vanish in general even if the surface is stationary.

Remark 4.4.3. The authors of [18] argue that the tangential incompressible Navier–Stokes
system (4.4.8) on a stationary surface Γ is different from the Navier–Stokes system (4.4.9)
on a manifold given by Taylor [31], which is inconsistent with our argument in Remark 4.4.2.
Unfortunately, there seems to be a flaw in derivation of Taylor’s system (4.4.9) in [18, Sec-
tion 5]. The authors of [18] applied an energetic variational approach with the dissipation
energy given by the tangential strain rate Dtan(v) = {∇Γv+(∇Γv)T }/2 to obtain (4.4.9). In
their derivation of (4.4.9) they claim that PΓdivΓ

(
PΓD

tan(v)
)

= ∆Bv+Kv holds on Γ when
Γ is stationary and v is tangential and satisfies divΓv = 0 (see the argument after [18, The-
orem 5.1]). However, we have

2PΓdivΓ

(
PΓD

tan(v)
)

= ∆Bv +Kv −A2v

for any tangential vector field v on Γ satisfying divΓv = 0, since the sum of the first two
terms on the right-hand side is equal to 2PΓdivΓ(PΓD

tan(v)PΓ) by (4.2.17) and

2PΓdivΓ

(
PΓD

tan(v)
)
− 2PΓdivΓ(PΓD

tan(v)PΓ) = 2PΓdivΓ

(
PΓD

tan(v)(ν ⊗ ν)
)

= −A2v

holds by the same calculations as in the proof of Lemma 4.2.3 (see Appendix 4.A).
It seems that their choice of the dissipation energy for derivation of (4.4.9) comes from

a subtle misunderstanding of the strain rate tensor in Taylor’s model, which is called the
deformation tensor in [21, 31]. Taylor [31] defined the deformation tensor Def v for a tan-
gential vector field v on Γ as a symmetric tensor field of type (0, 2) on the manifold Γ (see
e.g. [20, Chapter 12] for tensor fields) satisfying

(Def v)(X,Y ) =
1

2

(
∇Xv · Y +X · ∇Y v

)
, X, Y ∈ C∞(TΓ), (4.4.10)

where C∞(TΓ) is the set of all smooth tangential vector fields on Γ. (See also (2.3) in [21].
Note that (2.3) in [21] is a formula for one-forms on Γ and here we identify tangential vector
fields on Γ with one-forms on Γ via raising and lowering indices.) Let us show that the
right-hand side of (4.4.10) is equal to {Dtan(v)X} · Y . By the Gauss formula (4.2.16) and
the fact that the covariant derivative ∇Xv is tangential,

∇Xv = PΓ{(X · ∇Γ)v} = PΓ(∇Γv)TX on Γ,
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where the second equality just follows from our notation on the tangential gradient matrix
(see Section 4.2). From this formula and the facts that PΓ is symmetric and that Y is
tangential it follows that

∇Xv · Y = {PΓ(∇Γv)TX} · Y = {(∇Γv)TX} · (PΓY ) = {(∇Γv)TX} · Y.

Similarly we have X · ∇Y v = X · {(∇Γv)TY } = {(∇Γv)X} · Y and thus

1

2

(
∇Xv · Y +X · ∇Y v

)
=

1

2

(
{∇Γv + (∇Γv)T }X

)
· Y = {Dtan(v)X} · Y.

Therefore, for any X, Y ∈ C∞(TΓ) the equality

(Def v)(X,Y ) = {Dtan(v)X} · Y (4.4.11)

holds. Therefore, the deformation tensor Def v can be identified with the restriction on
C∞(TΓ)× C∞(TΓ) of the symmetric bilinear map

TDtan(v) : C∞(Γ)3 × C∞(Γ)3 → C∞(Γ), (F,G) 7→ {Dtan(v)F} ·G.

Here C∞(Γ) denotes the set of all smooth functions on Γ and C∞(Γ)3 is the set of all smooth
three-dimensional vector fields on Γ not necessarily tangential. However, it does not mean
that Def v can be identified with the matrix Dtan(v). Since Def v is a tensor field of type
(0, 2) on the manifold Γ, for any X ∈ C∞(TΓ) the mapping

(Def v)(X, ·) : C∞(TΓ)→ C∞(Γ), Y 7→ (Def v)(X,Y )

is a linear map from C∞(TΓ) into C∞(Γ), i.e. a one-form on Γ. By identifying one-forms
on Γ with tangential vector fields on Γ via raising and lowering indices, we may consider
(Def v)(X, ·) = (Def v)X as a tangential vector field on Γ. On the other hand, for a tangential
vector field X on Γ the vector field Dtan(v)X is not tangential in general, even if v is
tangential to Γ. Indeed, since (∇Γv)T ν = (∇Γv)TPΓν = 0 and (∇Γv)ν = −(∇Γν)v = Av,
where the second relation follows from the fact that v is tangential, we have

Dtan(v)ν =
1

2
{(∇Γv)ν + (∇Γv)T ν} =

1

2
Av.

From this equality and the symmetry of the matrix Dtan(v) it follows that

Dtan(v)X · ν = X ·Dtan(v)ν =
1

2
X ·Av

for any tangential vector field X on Γ. The last term does not vanish and thus the vector
field Dtan(v)X is not tangential on Γ in general.

To give a proper interpretation of the deformation tensor as a matrix, we observe that
in (4.4.11) the vector fields X and Y are tangential to Γ and thus

{Dtan(v)X} · Y = {Dtan(v)PΓX} · (PΓY ) = {PΓD
tan(v)PΓX} · Y

by the symmetry of the orthogonal projection PΓ. Then (4.4.11) becomes

(Def v)(X,Y ) = {PΓD
tan(v)PΓX} · Y
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for all tangential vector fieldsX and Y on Γ. Moreover, the matrix PΓD
tan(v)PΓ is symmetric

and for any X ∈ C∞(TΓ) the vector field PΓD
tan(v)PΓX is tangential to Γ. Therefore, we

may identify the deformation tensor

Def v = TDtan(v)|C∞(TΓ)×C∞(TΓ) : C∞(TΓ)× C∞(TΓ)→ C∞(Γ)

with the symmetric matrix PΓD
tan(v)PΓ.

The matrix PΓD
tan(v)PΓ is called a projected strain rate in [18] and employed to define

the dissipation energy in their energetic variational method for derivation of the incompress-
ible NSSK system on the moving surface (see [18, Lemma 3.4 and Section 4]). Therefore,
the strain rate tensor in Taylor’s system (4.4.9) is the same as that in the tangential incom-
pressible Navier–Stokes system (4.4.8).

Proof of Theorem 4.4.1. As in the proof of Theorem 4.3.1 we use the abbreviations (4.3.13).
Due to the first boundary condition (4.4.3) we have

v(π, t) · ν(π, t) = V N
Γ (π, t), (4.4.12)

v1(π, t) · ν(π, t) = 0, (4.4.13)

v2(π, t) · ν(π, t) = 0 (4.4.14)

and the surface divergence-free condition (4.4.7) for v by the same argument as in the proof
of Theorem 4.3.1. Moreover, we already calculated the expansion of the left-hand side of
(4.4.1) in the proof of Theorem 4.3.1:

∂tu(x, t) + [(u · ∇)u](x, t) +∇p(x, t)
= ∂•vv(π, t) +∇Γq(π, t) + q1(π, t)ν(π, t) +R(d). (4.4.15)

Let us show that the expansion of the viscous term ∆u is of the form

∆u(x, t) = 2[divΓ(PΓD
tan(v)PΓ)](π, t) +R(d). (4.4.16)

Since ∆u = 2divD(u) holds by the divergence-free condition (4.4.2), we consider the expan-
sion in powers of d of the strain rate tensor D(u). We differentiate both sides of (4.4.5) with
respect to x and apply (4.2.2) and (4.2.25) to get

∇u(x, t) = ∇Γv(π, t) + [ν ⊗ v1](π, t)

+ d(x, t){[A∇Γv](π, t) +∇Γv
1(π, t) + 2[ν ⊗ v2](π, t)}+R(d2). (4.4.17)

Hence the strain rate tensor of u is expressed as

D(u)(x, t) = S(π, t) + d(x, t)S1(π, t) +R(d2), (4.4.18)

where

S := Dtan(v) +
ν ⊗ v1 + v1 ⊗ ν

2
, (4.4.19)

S1 :=
A∇Γv + (A∇Γv)T

2
+Dtan(v1) + ν ⊗ v2 + v2 ⊗ ν. (4.4.20)

Let us write the second boundary condition (4.4.4) in terms of S and S1. By (4.2.5) and
(4.2.6) the boundary condition (4.4.4) reads

PΓ(π, t)D(u)(x, t)ν(π, t) = 0, x ∈ ∂Ωε(t).
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We substitute (4.4.18) for the above D(u)(x, t) to obtain

PΓ(π, t)S(π, t)ν(π, t)± εPΓ(π, t)S1(π, t)ν(π, t) +O(ε2) = 0

according to d(x, t) = ±ε (double-sign corresponds). Since the matrices S(π, t), S1(π, t),
PΓ(π, t), and the vector ν(π, t) are independent of ε, we have

PΓ(π, t)S(π, t)ν(π, t) = 0 (4.4.21)

PΓ(π, t)S1(π, t)ν(π, t) = 0. (4.4.22)

Substituting (4.4.19) for S in (4.4.21) and observing

(ν ⊗ v1)ν = (v1 · ν)ν = 0, (v1 ⊗ ν)ν = (ν · ν)v1 = v1, PΓv
1 = v1

by (4.4.13) we get

v1(π, t) = −2PΓ(π, t)Dtan(v)(π, t)ν(π, t). (4.4.23)

Moreover, we multiply ν by S1 given by (4.4.20) and apply

(A∇Γv)T ν = (∇Γv)TAν = 0, (∇Γv
1)T ν = (∇Γv

1)TPΓν = 0

by the symmetry of A and PΓ, ∇Γ = PΓ∇Γ, and (4.2.7), and then use (ν ⊗ v2)ν = 0 and
(v2 ⊗ ν)ν = v2 by (4.4.14) to obtain

S1ν =
1

2
(A∇Γv +∇Γv

1)ν + v2. (4.4.24)

It is tangential to Γ(t) by ∇Γ = PΓ∇, (4.2.7) and (4.4.14). Hence (4.4.22) yields

S1(π, t)ν(π, t) = 0. (4.4.25)

Now we apply the formula (4.2.27) to the expansion (4.4.18). Then by the symmetry of S1

(see (4.4.20)) and the equality (4.4.25) we get

divD(u)(x, t) = divΓS(π, t) +R(d). (4.4.26)

Let us write S in terms of v. Substituting (4.4.23) for (4.4.19), using the formulas

(Ma)⊗ b = M(a⊗ b), a⊗ (Mb) = (a⊗ b)MT

for a square matrix M of order three and three-dimensional vectors a and b, and observing(
PΓD

tan(v)
)T

= Dtan(v)PΓ by the symmetry of PΓ and Dtan(v), we have

S = Dtan(v)− (ν ⊗ ν)Dtan(v)PΓ − PΓD
tan(v)(ν ⊗ ν)

= PΓD
tan(v)PΓ + (ν ⊗ ν)Dtan(v)(ν ⊗ ν).

Here the second term on the last line vanishes by (ν ⊗ ν)∇Γv = (∇Γv)T (ν ⊗ ν) = 0. Hence
it follows that

S(π, t) = PΓ(π, t)Dtan(v)(π, t)PΓ(π, t) (4.4.27)

and we obtain (4.4.16) by applying (4.4.26) and (4.4.27) to ∆u = 2divD(u). Finally, we
substitute (4.4.15) and (4.4.16) for the momentum equation (4.4.1) to get

∂•vv(π, t) +∇Γq(π, t) + q1(π, t)ν(π, t) +R(d) = 2µ0[divΓ(PΓD
tan(v)PΓ)](π, t) +R(d).

Since all terms except for R(d) are independent of d, we conclude that the equation (4.4.6)
should be satisfied.
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Remark 4.4.4. We may replace the perfect slip condition (4.4.4) by the partial slip condition

[D(u)νε]tan + k(uT − vTΩ) = 0 on ∂`Qε,T ,

where uT = (I3 − νε ⊗ νε)u, k > 0 is a constant, and vTΩ(·, t) is a given tangential velocity
field on ∂Ωε(t). However, it makes the limit velocity overdetermined. Indeed, suppose that
vTΩ is given by

vTΩ(x, t) =

{
vouter(π(x, t), t) if d(x, t) = ε,

vinner(π(x, t), t) if d(x, t) = −ε,

where vouter(·, t) and vinner(·, t) are given tangential velocity fields on Γ(t). Then the same
calculations as in the proof of Theorem 4.4.1 yield

v = V N
Γ ν +

vouter + vinner

2
.

Hence the limit velocity v is completely determined by given velocities while it should satisfy
similar equations to (4.4.6) and (4.4.7).

Remark 4.4.5. In the proof of Theorem 4.4.1 we obtained the expansion (4.4.16) of the
viscous term ∆u by using the expansion of the strain rate tensor D(u). Here let us expand
∆u by direct calculations. In what follows, we abbreviate π(x, t) and R(d(x, t)) to π and R(d)
for x ∈ Ωε(t) and suppress the argument t. By (4.4.17) the gradient of the j-th component
of u (j = 1, 2, 3) is

∇uj(x) = ∇Γvj(π) + v1
j (π)ν(π) + d(x)Fj(π) +R(d2), (4.4.28)

where Fj = A∇Γvj +∇Γv
1
j + 2v2

j ν. We differentiate both sides of (4.4.28) with respect to x
and apply (4.2.2), (4.2.25), and ∇Γν = −A to get

∇2uj(x) = ∇2
Γvj(π) + [∇Γv

1
j ⊗ ν](π)− v1

j (π)A(π) + [ν ⊗ Fj ](π) +R(d).

Taking the trace of both sides and observing A∇Γvj · ν = ∇Γv
1
j · ν = 0 we obtain

∆uj(x) = ∆Γvj(π)− v1
j (π)H(π) + 2v2

j (π) +R(d)

for each j = 1, 2, 3 and thus

∆uj(x) = ∆Γv(π)−H(π)v1(π) + 2v2(π) +R(d).

Let us express v1 and v2 in terms of v. The first order term v1 is given by (4.4.23), ∇Γ =
PΓ∇Γ, and (∇Γv)T ν = (∇Γv)TPΓν = 0:

v1 = −2PΓD
tan(v)ν = −(∇Γv)ν.

By (4.4.24) and (4.4.25) we can represent v2 in terms of v and v1 as

v2 = −1

2
(A∇Γv +∇Γv

1)ν.

From this it follows that v2 = 0 since v1 = −(∇Γv)ν is tangential and thus

(∇Γv
1)ν = ∇Γ(v1 · ν)− (∇Γν)v1 = Av1 = −A(∇Γv)ν.



4. Singular limit equations for incompressible fluids in moving thin domains 94

Hence we obtain another expansion formula of the viscous term

∆u(x) = ∆Γv(π) + [H(∇Γv)ν](π) +R(d). (4.4.29)

Comparing the expansions (4.4.16) and (4.4.29) we expect that the equality

2divΓ(PΓD
tan(v)PΓ) = ∆Γv +H(∇Γv)ν (4.4.30)

holds for the limit velocity v. Let us prove this equality. By the formula (4.2.13) for the
left-hand side, the proof of (4.4.30) reduces to showing

∇Γ(divΓv) = 0, 2tr[A∇Γv] = (∆Γv) · ν. (4.4.31)

The first equality follows from the surface divergence-free condition (4.4.7) for the limit
velocity v. To obtain the second equality we need to observe the expansion of the divergence-
free condition (4.4.2) in powers of the signed distance d up to the first order term. Taking
the trace of (4.4.17) and using v1 · ν = 0 and v2 = 0 we have

div u(x) = divΓv(π) + d(x){tr[A∇Γv](π) + divΓv
1(π)}+R(d2).

Since the left-hand side vanishes for all x ∈ Ωε(t) by (4.4.2), observing the first order term
in d(x) on the right-hand side we obtain

tr[A∇Γv] + divΓv
1 = 0. (4.4.32)

To the second term on the left-hand side we apply v1 = −(∇Γv)ν. Then since

divΓ[(∇Γv)ν] = (divΓ∇Γv) · ν + tr[(∇Γν)T∇Γv],

= (∆Γv) · ν − tr[AT∇Γv]

and the Weingarten map A is symmetric, the equality (4.4.32) becomes

2tr[A∇Γv]− (∆Γv) · ν = 0.

Hence the second equality in (4.4.31) holds and (4.4.30) follows.

4.5 Energy identities

The purpose of this section is to find a relation between energy identities of the Euler and
Navier–Stokes equations in the moving thin domains and those of the limit equations on the
moving surface. We first derive the energy identities from the equations and then show that
the energy identities of the limit surface equations are also derived as thin width limits of
those of the original bulk equations.

4.5.1 Euler equations

Lemma 4.5.1. Let u and p satisfy the Euler equations (4.3.1)–(4.3.3) in the moving thin
domain Ωε(t). Then we have

d

dt

∫
Ωε(t)

|u|2

2
dx = −

∫
∂Ωε(t)

pV N
ε dH2. (4.5.1)
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The identity (4.5.1) means that the rate of change of the kinetic energy of the incom-
pressible perfect fluid in a moving domain is equal to the rate of work done by the pressure
caused by the motion of the boundary.

Proof. By the Reynolds transport theorem (see [14]) and (4.3.1),

d

dt

∫
Ωε(t)

|u|2

2
dx =

∫
Ωε(t)

u · ∂tu dx+

∫
∂Ωε(t)

|u|2

2
V N
ε dH2 (4.5.2)

=

∫
Ωε(t)

u · {−(u · ∇)u−∇p} dx+

∫
∂Ωε(t)

|u|2

2
V N
ε dH2.

By integration by parts and the equations (4.3.2) and (4.3.3) we have∫
Ωε(t)

u · (u · ∇)u dx =

∫
∂Ωε(t)

|u|2(u · νε) dH2 −
∫

Ωε(t)
{u · (u · ∇)u+ |u|2div u} dx

=

∫
∂Ωε(t)

|u|2V N
ε dH2 −

∫
Ωε(t)

u · (u · ∇)u dx.

Therefore, ∫
Ωε(t)

u · (u · ∇)u dx =

∫
∂Ωε(t)

|u|2

2
V N
ε dH2. (4.5.3)

On the other hand, by integration by parts∫
Ωε(t)

u · ∇p dx =

∫
∂Ωε(t)

(u · νε)p dH2 −
∫

Ωε(t)
(div u)p dx

and we apply (4.3.2) and (4.3.3) to the right-hand side to get∫
Ωε(t)

u · ∇p dx =

∫
∂Ωε(t)

pV N
ε dH2. (4.5.4)

Substituting (4.5.3) and (4.5.4) for (4.5.2) we obtain the energy identity (4.5.1).

Lemma 4.5.2. Let v, q, and q1 satisfy the limit equations (4.3.6) and (4.3.7) of the Euler
equations. Suppose that the normal component of v is equal to the outward normal velocity
of Γ(t), i.e. v · ν = V N

Γ . Then we have

d

dt

∫
Γ(t)

|v|2

2
dH2 =

∫
Γ(t)

(qH − q1)V N
Γ dH2. (4.5.5)

The right-hand side of (4.5.5) represents the rate of work done by the moving surface
to the fluid. Note that it contains the scalar function q1, which corresponds to the normal
derivative of the surface pressure.

Proof. By the assumption we can write v = V N
Γ ν + vT with a tangential velocity field vT on

Γ(t). We apply the Leibniz formula (see [10, Lemma 2.2]) with v = V N
Γ ν+vT to the integral

of |v|2/2 over Γ(t). (Note that the tangential velocity vT does not affect the change of the
shape of Γ(t).) Then we have

d

dt

∫
Γ(t)

|v|2

2
dH2 =

∫
Γ(t)

{
∂•v

(
|v|2

2

)
+
|v|2

2
divΓv

}
dH2

=

∫
Γ(t)

v · ∂•vv dH2 +

∫
Γ(t)

|v|2

2
divΓv dH2.
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To the last line we apply the equations (4.3.6) and (4.3.7). Then

d

dt

∫
Γ(t)

|v|2

2
dH2 = −

∫
Γ(t)

v · (∇Γq + q1ν) dH2. (4.5.6)

For the first term on the right-hand side,

v · ∇Γq = divΓ(qv) + q divΓv = −qHV N
Γ + divΓ(qvT )

by v = V N
Γ ν + vT , ∇Γ(qV N

Γ ) · ν = 0, divΓν = −H, and (4.3.7). Moreover, the integral of the
surface divergence of the tangential vector field qvT over Γ(t) vanishes by Stokes’ theorem
since Γ(t) is closed. Hence we have∫

Γ(t)
v · ∇Γq dH2 = −

∫
Γ(t)

qHV N
Γ dH2. (4.5.7)

For the second term we have∫
Γ(t)

v · (q1ν) dH2 =

∫
Γ(t)

q1V N
Γ dH2 (4.5.8)

by v · ν = V N
Γ . The energy identity (4.5.5) follows from (4.5.6), (4.5.7), and (4.5.8).

Let us show that the energy identity (4.5.5) on the moving surface can be derived as a
thin width limit of that in the moving thin domain (4.5.1). As in Section 4.3 we expand the
velocity u and the pressure p in powers of the signed distance d as (4.3.4) and (4.3.5) and
determine the zeroth order term in ε of the energy identity (4.5.1).

Theorem 4.5.3. Let u and p satisfy the energy identity (4.5.1). Then the zeroth order term
v in the expansion (4.3.4) and the zeroth and first order terms q and q1 in the expansion
(4.3.5) satisfy the energy identity (4.5.5).

Proof. From the expansion (4.3.4) we have

|u(x, t)|2

2
=
|v(π(x, t), t)|2

2
+ d(x, t)V (π(x, t), t) +R(d(x, t)2)

for x ∈ Ωε(t), where V := v · v1. Using this expansion we write∫
Ωε(t)

|u(x, t)|2

2
dx = I1 + I2 + I3,

where

I1 :=

∫
Ωε(t)

|v(π(x, t), t)|2

2
dx,

I2 :=

∫
Ωε(t)

d(x, t)V (π(x, t), t) dx, I3 :=

∫
Ωε(t)

R(d(x, t)2) dx.

To I1 and I2 we apply the change of variables formula (4.2.20) to get

I1 =

∫
Γ(t)

∫ ε

−ε

|v(y, t)|2

2
J(y, t, ρ) dρ dH2(y) = 2ε

∫
Γ(t)

|v(y, t)|2

2
dH2(y) + ε2f1(ε, t),

I2 =

∫
Γ(t)

∫ ε

−ε
ρV (y, t)J(y, t, ρ) dρ dH2(y) = ε2f2(ε, t),
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where f1 and f2 are polynomials in ε with time-dependent coefficients. (Note that the
Jacobian J(y, t, ρ) given by (4.2.19) is a polynomial in ρ and the principal curvatures of
Γ(t).) Hence

dI1

dt
= 2ε

d

dt

∫
Γ(t)

|v(y, t)|2

2
dH2(y) +O(ε2),

dI2

dt
= O(ε2). (4.5.9)

For I3, using the Reynolds transport theorem and observing that the first order time deriva-
tive of R(d(x, t)2) is R(d(x, t)) we have

dI3

dt
=

∫
Ωε(t)

R(d(x, t)) dx+

∫
∂Ωε(t)

R(d(x, t)2)V N
ε (x, t) dH2(x).

We apply the change of variables formula (4.2.20) to the first term on the right-hand side
of the above equality. Then by R(d(x, t)) = R(ρ) = O(ε) and J(y, t, ρ) = O(1) for d(x, t) =
ρ ∈ (−ε, ε) with x ∈ Ωε(t) to get∫

Ωε(t)
R(d(x, t)) dx =

∫
Γ(t)

∫ ε

−ε
R(ρ)J(y, t, ρ) dρ dH2(y) = O(ε2).

Moreover, by R(d(x, t)2) = O(ε2) for x ∈ ∂Ωε(t) and

|V N
ε (x, t)| = |V N

Γ (π(x, t), t)| = O(1), x ∈ ∂Ωε(t),

which follows from (4.2.6) and the fact that V N
Γ is independent of ε, and the change of

variables formula (4.2.21) and J(y, t,±ε) = O(1), we have∫
∂Ωε(t)

R(d(x, t)2)V N
ε (x, t) dH2(x) =

∑
ρ=±ε

∫
Γ(t)

O(ε2)J(y, t, ρ) dH2(y) = O(ε2).

Hence dI3/dt = O(ε2). From this estimate and (4.5.9) it follows that

d

dt

∫
Ωε(t)

|u(x, t)|2

2
dx =

d

dt
(I1 + I2 + I3)

= 2ε
d

dt

∫
Γ(t)

|v(y, t)|2

2
dH2(y) +O(ε2).

(4.5.10)

Let us expand the right-hand side of the energy identity (4.5.1) in ε. By the expansion
(4.3.5) of the pressure p, the relation (4.2.6), and the formula (4.2.21),∫

∂Ωε(t)
p(x, t)V N

ε (x, t) dH2(x) = J1 + εJ2 +O(ε2), (4.5.11)

where

J1 :=

∫
Γ(t)

q(y, t)V N
Γ (y, t){J(y, t, ε)− J(y, t,−ε)} dH2(y),

J2 :=

∫
Γ(t)

q1(y, t)V N
Γ (y, t){J(y, t, ε) + J(y, t,−ε)} dH2(y).

From (4.2.19) we have

J(y, t, ε)− J(y, t,−ε) = −2εH(y, t) +O(ε2),

J(y, t, ε) + J(y, t,−ε) = 2 +O(ε2).
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Hence

J1 = −2ε

∫
Γ(t)

q(y, t)H(y, t)V N
Γ (y, t) dH2(y),

J2 = 2

∫
Γ(t)

q1(y, t)V N
Γ (y, t) dH2(y)

and applying them to the right-hand side of (4.5.11) we get∫
∂Ωε(t)

p(x, t)V N
ε (x, t) dH2(x)

= −2ε

∫
Γ(t)
{q(y, t)H(y, t)− q1(y, t)}V N

Γ (y, t) dH2(y) +O(ε2). (4.5.12)

Finally, we substitute (4.5.10) and (4.5.12) for (4.5.1) and divide both sides by 2ε to obtain

d

dt

∫
Γ(t)

|v(y, t)|2

2
dH2(y) =

∫
Γ(t)
{q(y, t)H(y, t)− q1(y, t)}V N

Γ (y, t) dH2(y) +O(ε).

Since the left-hand side and the first term on the right-hand side are independent of ε, we
conclude that the identity (4.5.5) should be satisfied.

4.5.2 Navier–Stokes equations

Lemma 4.5.4. Let u and p satisfy the Navier–Stokes equations (4.4.1)–(4.4.4) in the moving
thin domain Ωε(t). Then we have

d

dt

∫
Ωε(t)

|u|2

2
dx = −2µ0

∫
Ωε(t)

|D(u)|2 dx+

∫
∂Ωε(t)

(σνε · νε)V N
ε dH2. (4.5.13)

Here σ := 2µ0D(u)− pI3 denotes the Cauchy stress tensor.

The first term on the right-hand side of (4.5.13) represents the energy dissipation by
viscosity and the second term stands for the rate of work done by the normal component of
the stress vector σνε on the moving boundary.

Proof. By the Reynolds transport theorem (see [14]) and the equation (4.4.1),

d

dt

∫
Ωε(t)

|u|2

2
dx =

∫
Ωε(t)

u · ∂tu dx+

∫
∂Ωε(t)

|u|2

2
V N
ε dH2

=

∫
Ωε(t)

u · {−(u · ∇)u−∇p+ µ0∆u} dx+

∫
∂Ωε(t)

|u|2

2
V N
ε dH2.

(4.5.14)

We already computed the integrals of u · (u · ∇)u and u · ∇p over Ωε(t) in the proof of
Lemma 4.5.1, see (4.5.3) and (4.5.4). Let us calculate the integral of u · ∆u. Since ∆u =
2divD(u) by the divergence-free condition (4.4.2),∫

Ωε(t)
u ·∆u dx = 2

∫
Ωε(t)

u · divD(u) dx

= 2

∫
∂Ωε(t)

u ·D(u)T νε dH2 − 2

∫
Ωε(t)

∇u : D(u) dx,
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where F : G := tr[F TG] for square matrices F and G of order three. In the last line we use
the symmetry of the strain rate tensor D(u) and the boundary conditions (4.4.3) and (4.4.4)
to get

u ·D(u)T νε = (u · νε)(D(u)νε · νε) = V N
ε (D(u)νε · νε)

on ∂Ωε(t). Also, we easily observe that

∇u : D(u) = (∇u)T : D(u) = |D(u)|2
=

3∑
i,j=1

[D(u)]2ij

 .

Here [D(u)]ij is the (i, j)-entry of D(u), i.e. [D(u)]ij = (∂iuj + ∂jui)/2. Hence∫
Ωε(t)

u ·∆u dx = 2

∫
∂Ωε(t)

(D(u)νε · νε)V N
ε dH2 − 2

∫
Ωε(t)

|D(u)|2 dx. (4.5.15)

Finally we substitute (4.5.3), (4.5.4), and (4.5.15) for (4.5.14) to obtain (4.5.13).

Lemma 4.5.5. Let v, q, and q1 satisfy the limit equations (4.4.6) and (4.4.7) of the Navier–
Stokes equations. Suppose that the normal component of v is equal to the outward normal
velocity of Γ(t), i.e. v · ν = V N

Γ . Then we have

d

dt

∫
Γ(t)

|v|2

2
dH2 = −2µ0

∫
Γ(t)
|PΓD

tan(v)PΓ|2 dH2 +

∫
Γ(t)

(qH − q1)V N
Γ dH2. (4.5.16)

The first and second terms on the right-hand side of (4.5.16) correspond to the energy
dissipation of the surface fluid by viscosity and the rate of work done by the moving surface,
respectively.

Proof. As in the proof of Lemma 4.5.2 we use the Leibniz formula [10, Lemma 2.2] with
velocity field v and the equations (4.4.6) and (4.4.7):

d

dt

∫
Γ(t)

|v|2

2
dH2 =

∫
Γ(t)

v · ∂•vv dH2 +

∫
Γ(t)

|v|2

2
divΓv dH2

=

∫
Γ(t)

v · {−∇Γq − q1ν + 2µ0divΓ(PΓD
tan(v)PΓ)} dH2.

(4.5.17)

The first two terms in the last line were calculated in the proof of Lemma 4.5.2, see (4.5.7)
and (4.5.8). For the viscous term,

v · divΓ(PΓD
tan(v)PΓ) = divΓ(PΓD

tan(v)PΓv)−∇Γv : PΓD
tan(v)PΓ.

The integral of the first term on the right-hand side over Γ(t) vanishes by Stokes’ theorem
since Γ(t) is closed and PΓD

tan(v)PΓv is a tangential vector field on Γ(t). Also, since the
matrix PΓD

tan(v)PΓ is symmetric,

∇Γv : PΓD
tan(v)PΓ = (∇Γv)T : PΓD

tan(v)PΓ = Dtan(v) : PΓD
tan(v)PΓ.

Moreover, by the formulas P 2
Γ = P TΓ = PΓ and E : FG = F TE : G = EGT : F for square

matrices E, F , and G of order three we obtain

∇Γv : PΓD
tan(v)PΓ = Dtan(v) : PΓD

tan(v)PΓ = |PΓD
tan(v)PΓ|2.
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Hence the integral of the inner product of v and divΓ(PΓD
tan(v)PΓ) is∫

Γ(t)
v · divΓ(PΓD

tan(v)PΓ) dH2 = −
∫

Γ(t)
|PΓD

tan(v)PΓ|2 dH2. (4.5.18)

Applying (4.5.7), (4.5.8), and (4.5.18) to (4.5.17) we obtain (4.5.16).

As in the case of the Euler equations, the energy identity (4.5.16) on the moving surface
can be derived as a thin width limit of that in the moving thin domain (4.5.13). Let us
expand u and p in powers of d as (4.4.5) and (4.3.5) and determine the zeroth order term in
ε of the energy identity (4.5.13).

Theorem 4.5.6. Let u and p satisfy the energy identity (4.5.13). Suppose that the velocity
field u satisfies the boundary conditions (4.4.3) and (4.4.4). Then the zeroth order term v in
the expansion (4.4.5) and the zeroth and first order terms q and q1 in the expansion (4.3.5)
satisfy the energy identity (4.5.16).

Proof. The remaining part of the proof is to show that∫
Ωε(t)

|D(u)(x, t)|2 dx = 2ε

∫
Γ(t)
|(PΓD

tan(v)PΓ)(y, t)|2 dH2(y) +O(ε2) (4.5.19)

and ∫
∂Ωε(t)

[(D(u)νε · νε)V N
ε ](x, t) dH2(x) = O(ε2) (4.5.20)

since we already computed other terms in the proof of Theorem 4.5.3, see (4.5.10) and
(4.5.12). By (4.4.18) and (4.4.27) in the proof of Theorem 4.4.1 we have

D(u)(x, t) = (PΓD
tan(v)PΓ)(π(x, t), t) + d(x, t)S1(π(x, t), t) +R(d(x, t)2)

for x ∈ Ωε(t) (Note that to get (4.4.27) we only need the boundary conditions (4.4.3)
and (4.4.4) for the Navier–Stokes equations. See the proof of Theorem 4.4.1.) Using this
expansion and the change of variable formula (4.2.20) we obtain (4.5.19) as∫

Ωε(t)
|D(u)(x, t)|2 dx =

∫
Ωε(t)
{|(PΓD

tan(v)PΓ)(π(x, t), t)|2 +R(d(x, t))} dx

=

∫
Γ(t)

∫ ε

−ε
{|(PΓD

tan(v)PΓ)(y, t)|2 +R(ρ)}J(y, t, ρ) dρ dH2(y)

= 2ε

∫
Γ(t)
|(PΓD

tan(v)PΓ)(y, t)|2 dH2(y) +O(ε2).

Let us show (4.5.20). By (4.2.5) we have

(D(u)νε)(x, t) = ±(PΓD
tan(v)PΓν)(π(x, t), t) + ε(S1ν)(π(x, t), t) +O(ε2).

for x ∈ ∂Ωε(t) according to d(x, t) = ±ε (double-sign corresponds). Moreover, the first two
terms on the right-hand side vanishes since PΓν = 0 and S1ν = 0 on Γ(t) by (4.4.25). (Note
that, similarly to the proof of (4.4.27), only the boundary conditions (4.4.3) and (4.4.4) are
necessary to show (4.4.25). See the proof of Theorem 4.4.1.) Hence D(u)νε = O(ε2) on
∂Ωε(t). Applying this estimate and

|νε(x, t)| = 1, |V N
ε (x, t)| = |V N

Γ (π(x, t), t)| = O(1), x ∈ ∂Ωε(t),
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where the second relation follows from (4.2.6) and the fact that V N
Γ is independent of ε, to

the left-hand side of (4.5.20), and then using the change of variables formula (4.2.21) and
J(y, t,±ε) = O(1), we obtain (4.5.20) as∫

∂Ωε(t)
[(D(u)νε · νε)V N

ε ](x, t) dH2(x) =
∑
ρ=±ε

∫
Γ(t)

O(ε2)J(y, t, ρ) dH2(y) = O(ε2).

Now we substitute (4.5.10), (4.5.12), (4.5.19), and (4.5.20) for the energy identity (4.5.13)
and divide both sides by 2ε to obtain

d

dt

∫
Γ(t)

|v(y, t)|2

2
dH2(y) = −2µ0

∫
Γ(t)
|(PΓD

tan(v)PΓ)(y, t)|2 dH2(y)

+

∫
Γ(t)

(qH − q1)(y, t)V N
Γ (y, t) dH2(y) +O(ε).

Since all terms except for O(ε) are independent of ε, we conclude that the energy identity
(4.5.16) must be satisfied.

Remark 4.5.7. The assumption in Theorem 4.5.6 that the boundary conditions (4.4.3) and
(4.4.4) are satisfied is necessary to deal with integrals including the strain rate tensor D(u).
Note that, contrary to the case of the Navier–Stokes equations (Theorem 4.5.6), we do not
need even the impermeable boundary condition (4.3.3) to derive the thin width limit of the
energy identity of the Euler equations in the moving thin domain, see Theorem 4.5.3.

4.A Elementary calculations of various quantities on surfaces

In this appendix we prove elementary facts on various quantities and differential operators
on a surface given in Section 4.2. Until the end of the proof of Lemma 4.2.6 we fix and
suppress t ∈ [0, T ].

Proof of Lemma 4.2.1. Since |ν|2 = 1 on Γ, we have

0 = ∇Γ|ν|2 = 2(∇Γν)ν = −2Aν on Γ,

which implies (4.2.7). The formula (4.2.8) is an immediate consequence of (4.2.7). Now let
us prove (4.2.9). Let ν̃ be an extension of ν to N . By (4.2.2) and ν̃|Γ = ν we have

∇2d(x) = ∇π(x)(∇ν̃)(π(x)), x ∈ N. (4.A.1)

Moreover, we differentiate both sides of (4.2.1) and apply (4.2.2) to get

∇π(x) = PΓ(π(x))− d(x)∇π(x)(∇ν̃)(π(x)), x ∈ N.

In particular, if x = y ∈ Γ then d(x) = 0, π(x) = y and thus ∇π(y) = PΓ(y). Applying this
formula to (4.A.1) with x = y ∈ Γ we obtain (4.2.9).

Proof of Lemma 4.2.2. Let f be a function on Γ and f̃ its extension to N satisfying f̃ |Γ = f .
For j = 1, 2, 3, by (4.2.2) and the definition of the tangential derivative operators we have

∂tanj f(y) =
3∑
l=1

{δjl − ∂jd(y)∂ld(y)}∂lf̃(y), y ∈ Γ.
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From now on we suppress the argument y. By the above formula we have

∂tani ∂tanj f =
3∑

k,l=1

{δik − (∂id)(∂kd)}∂k
[
{δjl − (∂jd)(∂ld)}∂lf̃

]
= α1 + α2 + α3

for i, j = 1, 2, 3, where

α1 :=

3∑
k,l=1

{δik − (∂id)(∂kd)}{δjl − (∂jd)(∂ld)}∂k∂lf̃ ,

α2 := −
3∑

k,l=1

{δik − (∂id)(∂kd)}(∂k∂jd)(∂ld)∂lf̃ ,

α3 := −
3∑

k,l=1

{δik − (∂id)(∂kd)}(∂jd)(∂k∂ld)∂lf̃ .

Similarly, we have ∂tanj ∂tani f = β1 + β2 + β3, where

β1 :=
3∑

k,l=1

{δjl − (∂jd)(∂ld)}{δik − (∂id)(∂kd)}∂l∂kf̃ ,

β2 := −
3∑

k,l=1

{δjl − (∂jd)(∂ld)}(∂l∂id)(∂kd)∂kf̃ ,

β3 := −
3∑

k,l=1

{δjl − (∂jd)(∂ld)}(∂id)(∂l∂kd)∂kf̃ .

From ∂k∂lf̃ = ∂l∂kf̃ it immediately follows that α1 = β1. Since ∂k∂jd = ∂j∂kd,

α2 = −(∇d · ∇f̃)

{
∂i∂jd− (∂id)

3∑
k=1

(∂kd)(∂j∂kd)

}

= −(∇d · ∇f̃)

{
∂i∂jd− (∂id)∂j

(
|∇d|2

2

)}
= −(∇d · ∇f̃)∂i∂jd.

Here the last equality follows from |∇d|2 = 1 on N . By the same calculation we have
β2 = −(∇d · ∇f̃)∂j∂id. Hence α2 = β2 by ∂i∂jd = ∂j∂id. For α3 and β3,

α3 = −
[
PΓ(∇2d)∇f̃

]
i
∂jd = [A∇Γf ]iνj ,

β3 = −
[
PΓ(∇2d)∇f̃

]
j
∂id = [A∇Γf ]jνi

by (4.2.2), (4.2.8), (4.2.9), and the definition of the tangential gradient operator. (Note that
we calculate values of functions at y ∈ Γ.) Therefore, we obtain

∂tani ∂tanj f − ∂tanj ∂tani f = (α1 + α2 + α3)− (β1 + β2 + β3) = [A∇Γf ]iνj − [A∇Γf ]jνi,

that is, the formula (4.2.11) holds.
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Proof of Lemma 4.2.3. Let v be a general vector field on Γ which may have a nonzero normal
component. Since PΓ∇Γv = ∇Γv and (∇Γv)TPΓ = (∇Γv)T we have

2divΓ(PΓD
tan(v)PΓ) = divΓ

(
(∇Γv)PΓ

)
+ divΓ

(
PΓ(∇Γv)T

)
. (4.A.2)

Let us calculate each term on the right-hand side. For i, j = 1, 2, 3 the (i, j)-entry of (∇Γv)PΓ

is of the form

[
(∇Γv)PΓ

]
ij

=
3∑

k=1

(∂tani vk)(δjk − νjνk).

Thus the j-th component of divΓ

(
(∇Γv)PΓ

)
is

[
divΓ

(
(∇Γv)PΓ

)]
j

=
3∑
i=1

∂tani
[
(∇Γv)PΓ

]
ij

= α1 + α2 + α3,

where

α1 :=

3∑
i,k=1

{(∂tani )2vk}(δjk − νjνk),

α2 := −
3∑

i,k=1

(∂tani vk)(∂
tan
i νj)νk =

3∑
i,k=1

(∂tani vk)Aijνk,

α3 := −
3∑

i,k=1

(∂tani vk)νj(∂
tan
i νk) =

3∑
i,k=1

(∂tani vk)νjAik.

Here Aij is the (i, j)-entry of the Weingarten map A = −∇Γν. By the definitions of ∆Γ and
PΓ we have α1 =

[
PΓ(∆Γv)

]
j
, where ∆Γ applies each component of the vector field v. Also,

since A is symmetric,

α2 =

3∑
i,k=1

Aji(∂
tan
i vk)νk =

[
A(∇Γv)ν

]
j
.

Similarly, we have α3 = tr[A∇Γv]νj . Therefore, the equality[
divΓ

(
(∇Γv)PΓ

)]
j

=
[
PΓ(∆Γv)

]
j

+
[
A(∇Γv)ν

]
j

+ tr[A∇Γv]νj

holds for each j = 1, 2, 3, which means that

divΓ

(
(∇Γv)PΓ

)
= PΓ(∆Γv) +A(∇Γv)ν + tr[A∇Γv]ν. (4.A.3)

Calculations of the second term divΓ

(
PΓ(∇Γv)T

)
are more complicated. Since

[
PΓ(∇Γv)T

]
ij

=
3∑

k=1

(δik − νiνk)∂tanj vk,
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we have
[
divΓ

(
PΓ(∇Γv)T

)]
j

= β1 + β2 + β3, where

β1 := −
3∑

i,k=1

(∂tani νi)νk∂
tan
j vk =

3∑
i,k=1

Aiiνk∂
tan
j vk,

β2 := −
3∑

i,k=1

νi(∂
tan
i νk)∂

tan
j vk =

3∑
i,k=1

νiAik∂
tan
j vk,

β3 :=
3∑

i,k=1

(δik − νiνk)∂tani ∂tanj vk.

By the definition of the mean curvature,

β1 = tr[A]
3∑

k=1

(∂tanj vk)νk = H
[
(∇Γv)ν

]
j
.

Since Aik = Aki and Aν = 0,

β2 =

3∑
i,k=1

(∂tanj vk)Akiνi = −
[
(∇Γv)Aν

]
j

= 0.

For β3 we have

β3 =

3∑
i=1

∂tani ∂tanj vi −
3∑

k=1

νk{ν · ∇Γ(∂tanj vk)}.

The second term on the right-hand side vanishes since ν · ∇Γ(∂tanj vk) = 0 for each j and k.
We apply (4.2.11) to the first term to get

β3 =
3∑
i=1

∂tanj ∂tani vi +
3∑
i=1

[A∇Γvi]iνj −
3∑
i=1

[A∇Γvi]jνi

= ∂tanj (divΓv) + tr[A∇Γv]νj −
[
A(∇Γv)ν

]
j
.

Therefore, it follows that[
divΓ

(
PΓ(∇Γv)T

)]
j

= ∂tanj (divΓv) +
[
(HI3 −A)(∇Γv)ν

]
j

+ tr[A∇Γv]νj

for each j = 1, 2, 3 and thus

divΓ

(
PΓ(∇Γv)T

)
= ∇Γ(divΓv) + (HI3 −A)(∇Γv)ν + tr[A∇Γv]ν. (4.A.4)

Substituting (4.A.3) and (4.A.4) for (4.A.2) we obtain the formula (4.2.13).

Proof of Lemma 4.2.6. For ρ ∈ [−ε, ε] let Γρ := {x ∈ R3 | d(x) = ρ} be a level-set surface of
Γ. Suppose that the change of variables formula∫

Γρ

f(z) dH2(z) =

∫
Γ
f(y + ρν(y))J(y, ρ) dH2(y) (4.A.5)
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holds for each ρ ∈ [−ε, ε]. Then (4.2.20) and (4.2.21) follow from this formula and∫
Ωε

f(x) dx =

∫ ε

−ε

(∫
Γρ

f(z) dH2(z)

)
dρ,

which is the well-known co-area formula (see e.g. [11, Theorem 2.9]), and∫
∂Ωε

f(x) dH2(x) =

∫
Γε

f(z) dH2(z) +

∫
Γ−ε

f(z) dH2(z).

Let us prove (4.A.5). Since Γ is compact, we may take finitely many open subsets Uk of
R2 and local parametrizations µk : Uk → Γ (k = 1, . . . , N) such that {µk(Uk)}Nk=1 is an
open covering of Γ. Let {ϕk}Nk=1 be a partition of unity of Γ subordinate to the covering
{µk(Uk)}Nk=1 and for each ρ ∈ [−ε, ε] and k = 1, . . . , N set

µρk(s) := µk(s) + ρν(µk(s)), ϕρk(µ
ρ
k(s)) := ϕk(µk(s)), s ∈ Uk.

Then µρk : Uk → Γρ is a local parametrization of Γρ whose domain is the same as that
of µk and {µρk(Uk)}

N
k=1 is an open covering of Γρ. Moreover, {ϕρk}k=1 is a partition of

unity of Γρ subordinate to the covering {µρk(Uk)}
N
k=1. By these partitions of unity and the

definition of integrals over a surface, the proof of (4.A.5) reduces to showing that, for any
local parametrization µ : U → Γ with an open subset U of R2 and µρ : U → Γρ given by
µρ(s) := µ(s) + ρν(µ(s)), s ∈ U , the formula√

det θρ(s) = J(µ(s), ρ)
√

det θ(s), s ∈ U (4.A.6)

holds. Here θ is a square matrix of order two given by θ := ∇′µ(∇′µ)T , where

∇′µ :=

(
∂′1µ1 ∂′1µ2 ∂′1µ3

∂′2µ1 ∂′2µ2 ∂′2µ3

) (
∂′i :=

∂

∂si

)
,

and θρ := ∇′µρ(∇′µρ)T . We define square matrices M and Mρ of order three as

M(s) :=

(
∇′µ(s)

[ν(µ(s))]T

)
, Mρ(s) :=

(
∇′µρ(s)

[ν(µ(s))]T

)
.

Here we see ν(µ(s)) as a three-dimensional column vector. In the following argument, we
sometimes suppress the argument s and abbreviate ν(µ(s)) to ν. For i = 1, 2 the i-th
component of ∇′µ(s)ν(µ(s)) ∈ R2 is ∂iµ(s) · ν(µ(s)) = 0 since ∂iµ(s) is tangent to Γ at µ(s).
Therefore, (∇′µ)ν = 0 and

MMT =

(
∇′µ(∇′µ)T (∇′µ)ν
[(∇′µ)ν]T |ν|2

)
=

(
θ 0
0 1

)
,

which implies det θ = det(MMT ) = (detM)2. On the other hand, since

µρ(s) = µ(s) + ρν(µ(s)) = µ(s) + ρ∇d(µ(s))

by (4.2.2) and thus

∇′µρ(s) = ∇′µ(s){I3 + ρ∇2d(µ(s))} = ∇′µ(s){I3 − ρA(µ(s))}
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by (4.2.9), we have ∇′µρ(s)ν(µ(s)) = 0 by ∇′µ(s)ν(µ(s)) = 0 and (4.2.7). Hence as in the
case of θ and M we have det θρ = (detMρ)2. Moreover, by (4.2.7) and the symmetry of the
matrix I3 − ρA,

Mρ =

(
(∇′µ)(I3 − ρA)

νT

)
=

(
∇′µ
νT

)
(I3 − ρA) = M(I3 − ρA).

Hence we get

det θρ = (detMρ)2 = {detM · det(I3 − ρA)}2 = {det(I3 − ρA)}2 det θ.

Finally we observe that the Weingarten map A has the eigenvalues 0, κ1, and κ2 and thus

det{I3 − ρA(µ(s))} = 1 · {1− ρκ1(µ(s))} · {1− ρκ2(µ(s))}
= J(µ(s), ρ) (> 0 for sufficiently small ρ)

to obtain the formula (4.A.6).

Now let us return to the moving surface Γ(t) and prove Lemmas 4.2.7 and 4.2.8.

Proof of Lemma 4.2.7. As in the proof of Theorem 4.3.1 we use the abbreviations (4.3.13).
Let f be a function on ST and f̃ an arbitrary extension of f to NT satisfying f̃ |ST = f . For
(x, t) ∈ Qε,T we have f(π, t) = f̃(π, t) by π = π(x, t) ∈ Γ(t) and thus

∇
(
f(π, t)

)
= ∇π(x, t)∇f̃(π, t),

∂t
(
f(π, t)

)
= ∂tf̃(π, t) + (∂tπ(x, t) · ∇)f̃(π, t).

Hence it is sufficient for (4.2.25) and (4.2.26) to show that

∇π(x, t) = PΓ(π, t) + d(x, t)A(π, t) +R(d2), (4.A.7)

∂tπ(x, t) = V N
Γ (π, t)ν(π, t) + d(x, t)∇ΓV

N
Γ (π, t) +R(d), (4.A.8)

since

A∇f̃ = APΓ∇f̃ = A∇Γf,

∂tf̃ + (V N
Γ ν · ∇)f̃ = ∂◦f, (∇ΓV

N
Γ · ∇)f̃ = (∇ΓV

N
Γ · ∇Γ)f

on Γ(t) by the definition of the tangential gradient, (4.2.8), and (4.2.22) with v = V N
Γ ν. By

π(x, t) = x− d(x, t)∇d(x, t) and (4.2.2) we have

∇π(x, t) = I3 −∇d(x, t)⊗∇d(x, t)− d(x, t)∇2d(x, t)

= PΓ(π, t)− d(x, t)∇2d(x, t).

Also, we expand ∇2d in powers of d and apply (4.2.9) to obtain

∇2d(x, t) = ∇2d(π, t) +R(d) = −A(π, t) +R(d).

Hence (4.A.7) follows. Similarly, we differentiate π(x, t) = x − d(x, t)∇d(x, t) with respect
to t and apply (4.2.2) and (4.2.4) to get

∂tπ(x, t) = V N
Γ (π, t)ν(π, t)− d(x, t)∂t∇d(x, t).

Moreover, by ∂t∇d = ∇∂td, (4.2.4), and (4.A.7),

∂t∇d(x, t) = −∇
(
V N

Γ (π, t)
)

= −∇π(x, t)∇Ṽ N
Γ (π, t) = −∇ΓV

N
Γ (π, t) +R(d),

where Ṽ N
Γ is an extension of V N

Γ to NT with Ṽ N
Γ |ST = V N

Γ . Applying this to the above
equality for ∂tπ we obtain (4.A.8).
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Proof of Lemma 4.2.8. We use the abbreviations (4.3.13). For i, j = 1, 2, 3, let Mij be the
(i, j)-entry of a square matrix M of order three. We differentiate both sides of Dij(x) =
Sij(π) + d(x, t)S1

ij(π) +R(d2) with respect to xi and apply (4.A.7) to get

∂iDij(x) = ∂tani Sij(π) + S1
ij(π)∂id(x, t) +R(d).

Therefore, the j-th component of divD(x) is

[divD(x)]j =
3∑
i=1

∂iDij(x) =
3∑
i=1

{∂tani Sij(π) + S1
ij(π)∂id(x, t)}+R(d(x, t))

= [divΓS(π)]j +
[(
S1(π)

)T∇d(x, t)
]
j

+R(d)

and (4.2.27) follows by (4.2.2).

4.B Comparison of vector Laplacians

The purpose of this appendix is to give a proof of the formula (4.2.15) in Lemma 4.2.4. Main
tools for the proof are the Gauss formula (4.2.14) and

∆BX = tr∇2
X =

2∑
i=1

(
∇i∇iX −∇∇ieiX

)
on Γ (4.B.1)

for any tangential vector field X on Γ, where {e1, e2} denotes a local orthonormal frame of
TΓ (i.e. an orthonormal basis of the tangent plane of Γ defined on a relative open subset of
Γ) and ∇i := ∇ei (for a proof of (4.B.1) see [26, Proposition 34] and [32, Proposition 2.1 in
Appendix C]). Hereafter all calculations are carried out on the surface Γ.

We fix coordinates of R3 and write xj (j = 1, 2, 3) for the j-th component of a point
x ∈ R3 under this fixed coordinates. Let X = (X1, X2, X3) be a tangential vector field on Γ
and {e1, e2} be a local orthonormal frame of TΓ. For i = 1, 2, by the Gauss formula (4.2.16)
and the fact that ∇iX is tangential we have

∇iX = (ei · ∇Γ)X − (AX · ei)ν = PΓ{(ei · ∇Γ)X}.

Here the second equality follows from PΓν = 0. Hence

∇i∇iX = PΓ

[
(ei · ∇Γ){(ei · ∇Γ)X − (AX · ei)ν}

]
= PΓ

[
(ei · ∇Γ){(ei · ∇Γ)X}

]
− (AX · ei)PΓ{(ei · ∇Γ)ν},

where we used PΓν = 0 again in the second equality. By setting ei = (e1
i , e

2
i , e

3
i ) the j-th

component of the vector (ei · ∇Γ){(ei · ∇Γ)X} (j = 1, 2, 3) is of the form

3∑
k,l=1

eki ∂
tan
k (eli∂

tan
l Xj) =

3∑
k,l=1

{eki eli∂tank ∂tanl Xj + eki (∂
tan
k eli)∂

tan
l Xj}

= tr
[
(ei ⊗ ei)∇2

ΓXj

]
+ {(ei · ∇Γ)ei} · ∇ΓXj .

Also, by the symmetry of the Weingarten map A = −∇Γν,

[(ei · ∇Γ)ν]j =
3∑

k=1

eki ∂
tan
k νj = −

3∑
k=1

ekiAkj = −[Aei]j .
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By these equalities and (4.2.8) the j-th component of ∇i∇iX is

[
∇i∇iX

]
j

=
3∑

k=1

[PΓ]jk

(
tr
[
(ei ⊗ ei)∇2

ΓXk

]
+ {(ei · ∇Γ)ei} · ∇ΓXk

)
+ (AX · ei)[Aei]j . (4.B.2)

On the other hand, ∇∇ieiX is of the form

∇∇ieiX = PΓ

{(
∇iei · ∇Γ

)
X
}

= PΓ

([
{PΓ(ei · ∇Γ)ei} · ∇Γ

]
X
)

and, since {(PΓF ) · ∇Γ}G = (F · ∇Γ)G holds for (not necessarily tangential) vector fields F
and G on Γ we have [

∇∇ieiX
]
j

=

3∑
k=1

[PΓ]jk

(
{(ei · ∇Γ)ei} · ∇ΓXk

)
. (4.B.3)

Applying (4.B.2) and (4.B.3) to (4.B.1) we get

[∆BX]j =

2∑
i=1

(
3∑

k=1

[PΓ]jktr
[
(ei ⊗ ei)∇2

ΓXk

]
+ (AX · ei)[Aei]j

)
.

Furthermore, since e1 and e2 form an orthonormal basis of the tangent plane of Γ it follows
that

∑2
i=1(ei ⊗ ei) = PΓ and thus

2∑
i=1

tr
[
(ei ⊗ ei)∇2

ΓXk

]
= tr[PΓ∇2

ΓXk] = tr[∇2
ΓXk] = ∆ΓXk

for each k = 1, 2, 3 by PΓ∇Γ = ∇Γ, and

2∑
i=1

(AX · ei)Aei =
2∑
i=1

A(ei ⊗ ei)AX = APΓAX = A2X,

by (AX · ei)Aei = (Aei ⊗ ei)AX = A(ei ⊗ ei)AX and (4.2.8). Therefore,

[∆BX]j =

3∑
k=1

[PΓ]jk∆ΓXk + [A2X]j = [PΓ∆ΓX]j + [A2X]j

for each j = 1, 2, 3, which yields the formula (4.2.15).
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Chapter 5

Navier–Stokes equations in a
curved thin domain

5.1 Introduction

We consider the three-dimensional Navier–Stokes equations

∂tu
ε + (uε · ∇)uε − ν∆uε +∇pε = f ε, div uε = 0 in Ωε × (0,∞) (5.1.1)

imposed with Navier’s slip boundary conditions

uε · nε = 0, [σ(uε, pε)nε]tan + γεu
ε = 0 on Γε × (0,∞) (5.1.2)

and initial condition

uε|t=0 = uε0, in Ωε. (5.1.3)

Here Ωε is a curved thin domain in R3 of the form

Ωε := {y + rn(y) | y ∈ Γ, r ∈ (εg0(y), εg1(y))}, ε ∈ (0, 1), (5.1.4)

where Γ denotes a two-dimensional closed (i.e. compact and without boundary), connected,
and oriented surface in R3 with unit outward normal vector field n, and g0 and g1 are
functions on Γ such that g := g1 − g0 is bounded from below by a positive constant. We
denote by Γε and nε the boundary of Ωε and its unit outward normal vector field. The
boundary Γε is the union of the inner and outer boundaries Γ0

ε and Γ1
ε given by

Γiε := {y + εgi(y)n(y) | y ∈ Γ}, i = 0, 1.

Also, ν > 0 is the viscosity coefficient independent of ε and γε ≥ 0 is the friction coefficient
which takes different values on the inner and outer boundaries, i.e.

γε := γiε on Γiε, i = 0, 1,

where γ0
ε and γ1

ε are nonnegative constants. We further write

σ(uε, pε) := 2νD(uε)− pεI3, [σ(uε, pε)nε]tan := Pε[σ(uε, pε)nε]

for the stress tensor and the tangential component of the stress vector on Γε, where

D(uε) :=
∇uε + (∇uε)T

2
, Pε := I3 − nε ⊗ nε

111
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are the strain rate tensor and the orthogonal projection onto the tangent plane of Γε. Note
that [σ(uε, pε)nε]tan = 2νPεD(uε)nε does not depend on pε and the slip boundary conditions
(5.1.2) can be expressed as

uε · nε = 0, 2νPεD(uε)nε + γεu
ε = 0 on Γε × (0,∞).

In what follows, we mainly refer to these conditions as the slip boundary conditions.
Partial differential equations in thin domains appear in many applications in solid me-

chanics (thin elastic bodies), fluid mechanics (lubrication, meteorology, ocean dynamics),
etc. They have been studied for a long time since the pioneering works [16, 17] by Hale
and Raugel on damped wave and reaction-diffusion equations. In the study of the three-
dimensional Navier–Stokes equations in thin domains we expect to show the global-in-time
existence of a strong solution for large data according to the smallness of the width of thin
domains, since a three-dimensional thin domain with very small width can be considered al-
most two-dimensional. Raugel and Sell [53] first established the global existence of a strong
solution to the Navier–Stokes equations with purely periodic or mixed Dirichlet-periodic
boundary conditions in the thin product domain Ωε = Q2 × (0, ε) with a rectangle Q2 and
sufficiently small ε > 0. Later, Temam and Ziane [65] generalized the results in [53] in the
case of the thin product domain Ωε = ω × (0, ε) with a bounded domain ω in R2 and other
boundary conditions which are combinations of the Dirichlet, free, and periodic boundary
conditions. We refer to [23–25,44,45] and the references cited therein for further generaliza-
tion and improvement on the results in [53,65].

The above cited papers deal with thin product domains whose boundaries and limit
sets are both flat, but there are various kinds of nonflat thin domains in physical problems
(see [54] for examples of nonflat thin domains). A nonflat thin domain was first considered
by Temem and Ziane [66], who studied the Navier–Stokes equations with free boundary
conditions in a thin spherical shell

Ωε = {x ∈ R3 | a < |x| < a+ aε}, a > 0

to give a mathematical justification of derivation of the primitive equations for the atmo-
sphere and ocean dynamics (see [38–40]). Another generalization of the shape of a thin
domain was made by Iftimie, Raugel, and Sell [26], who studied the Navier–Stokes equations
in a flat thin domain with a nonflat top boundary

Ωε = {x = (x′, x3) ∈ R3 | x′ ∈ (0, 1)2, 0 < x3 < εg(x′)}, g : (0, 1)2 → R

with periodic boundary conditions on the lateral boundaries and Navier’s slip boundary
conditions on the top and bottom boundaries. Their result was extended by Hoang [20] and
Hoang and Sell [21] to a flat thin domain both of whose top and bottom boundaries are not
flat (see also [22] for the study of two-phase flows in a flat thin domain with nonflat top and
bottom boundaries).

The slip boundary conditions were proposed by Navier [47], which state that the fluid
slips on the boundary with velocity proportional to the tangential component of the stress
vector. They arise in the study of the atmosphere and ocean dynamics [38–40] and the
homogenization of the no-slip boundary condition on a rough boundary [18,27]. We observe
in Remark 5.1.7 that the slip boundary conditions give a “proper” viscous term in the sense
of [12, 62] in surface fluid equations derived as the thin width limit of the Navier–Stokes
equations in a curved thin domain.

In this chapter, we establish the global existence of a strong solution to the Navier–Stokes
equations (5.1.1)–(5.1.3) in the curved thin domain Ωε given by (5.1.4) for large data of order
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ε−1/2. Our result is basically the same as those in [20,21,26], but an additional assumption
is required (see Assumption 2 and Remark 5.1.5).

Another subject of this chapter is a singular limit problem for the Navier–Stokes equations
(5.1.1)–(5.1.3) when the curved thin domain Ωε degenerates into the closed surface Γ as
ε→ 0. We are concerned with derivation of limit equations on Γ and comparison of solutions
to the bulk and limit equations. There are several works on the asymptotic behavior of
eigenvalues of the Laplacian on a curved thin domain around a hypersurface (see e.g. [29,
34,57]), but a singular limit problem for evolution equations in curved thin domains has not
been studied well. Temam and Ziane [66] first considered this problem for the Navier–Stokes
equations in the thin spherical shell and proved the convergence of the average in the thin
direction of a solution towards a unique solution to the Navier–Stokes equations on a sphere
in R3. Prizzi, Rinaldi, and Rybakowski [51] studied a reaction-diffusion equations in a curved
thin domain degenerating into a lower dimensional manifold and compared the dynamics of
the original and limit equations (see also [52]). Later, the present author considered the
heat equation in a moving thin domain and derived a limit diffusion equation on its limit
evolving surface [42]. In the recent work [43], he also formally derived limit equations of
the Navier–Stokes equations in a moving thin domain that is a tubular neighborhood of an
evolving closed surface. The purpose of this chapter is to give a mathematical justification
(and generalization) of the result in [43] in the case of the stationary curved thin domain of
the form (5.1.4).

To state our main results let us give several notations and assumptions. Let Pε be the
Helmholtz–Leray projection from L2(Ωε)

3 onto the solenoidal space

L2
σ(Ωε) = {u ∈ L2(Ωε)

3 | div u = 0 in Ωε, u · nε = 0 on Ωε}.

We denote by Aε the Stokes operator on L2
σ(Ωε) associated with slip boundary conditions

and write D(Aε) for its domain (see Section 5.5.2). With these notations the problem
(5.1.1)–(5.1.3) is formulated as an abstract evolution equation

∂tu
ε +Aεu

ε + Pε(uε · ∇)uε = Pεf ε, uε|t=0 = uε0.

We refer to [8, 10, 61, 64] and the references cited therein for the study of this abstract
evolution equation. For a function ϕ on Ωε we define its average in the thin direction by

Mϕ(y) :=
1

εg(y)

∫ εg1(y)

εg0(y)
ϕ(y + rn(y)) dr, y ∈ Γ.

Also, by Mτu := PMu we denote the averaged tangential component of a vector field u on
Ωε, where P := I3 − n ⊗ n is the orthogonal projection onto the tangent plane of Γ (see
Section 5.6.1). For a vector field v on Γ we define the surface strain rate tensor

DΓ(v) := P

(
∇Γv + (∇Γv)T

2

)
P,

where ∇Γ := P∇ is the tangential gradient operator on Γ, and set

K(Γ) := {v ∈ H1(Γ)3 | v · n = 0 and DΓ(v) = 0 on Γ}. (5.1.5)

A vector field X ∈ K(Γ) satisfies ∇YX · Z + Y · ∇ZX = 0 for all tangential vector fields
Y and Z on Γ, where ∇YX := P (Y · ∇Γ)X is the covariant derivative of X along Y (see
Appendix 5.C). Such a vector field generates a one-parameter group of isometries of Γ and
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is called a Killing vector field. It is also known that K(Γ) is finite dimensional. For details
of Killing vector fields, we refer to [30,50,63].

In the proofs of our main results we need the uniform boundedness and coerciveness in ε
of the bilinear form corresponding to the Stokes operator Aε on Vε := L2

σ(Ωε)∩H1(Ωε)
3 (see

Lemma 5.5.4). To establish them we make the following assumptions on the surface and the
friction coefficients.

Assumption 1. There exists a constant c > 0 such that

γiε ≤ cε, i = 0, 1. (5.1.6)

Assumption 2. Either of the following conditions is satisfied:

(A1) There exists a constant c > 0 such that

max
i=0,1

γiε ≥ cε. (5.1.7)

(A2) The function space

Kg(Γ) := {v ∈ K(Γ) | v · ∇Γg = 0 on Γ} (5.1.8)

contains only a trivial vector field, i.e. Kg(Γ) = {0}.

Assumptions 1 and 2 are imposed in Section 5.5 except for Section 5.5.1 and Sections 5.7,
5.8, and 5.10.

Now let us give the main results of this chapter. The first result is the global-in-time
existence of a strong solution for large data.

Theorem 5.1.1. Let Ωε be the curved thin domain given by (5.1.4). Suppose that

• the closed surface Γ is of class C5,

• g0, g1 ∈ C4(Γ) satisfy g = g1 − g0 ≥ c on Γ with some constant c > 0, and

• Assumptions 1 and 2 are satisfied.

Then there exist constants ε0, c0 ∈ (0, 1) such that the following statement holds: for each
ε ∈ (0, ε0) if given data uε0 ∈ Vε and f ε ∈ L∞(0,∞;L2(Ωε)

3) satisfy

‖A1/2
ε uε0‖2L2(Ωε)

+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))

+ ‖Mτu
ε
0‖2L2(Γ) + ‖MτPεf ε‖2L∞(0,T ;H−1(Γ,TΓ)) ≤ c0ε

−1, (5.1.9)

then there exists a global-in-time strong solution

uε ∈ C([0,∞);Vε) ∩ L2
loc([0,∞);D(Aε)) ∩H1

loc([0,∞);L2
σ(Ωε))

to the Navier–Stokes equations (5.1.1)–(5.1.3).

In (5.1.9) we write H−1(Γ, TΓ) for the dual space of

H1(Γ, TΓ) := {v ∈ H1(Γ)3 | v · n = 0 on Γ}.

Note that Vε = D(A
1/2
ε ) and the L2(Ωε)-norm of A

1/2
ε u for u ∈ Vε is uniformly equivalent in

ε to the canonical H1(Ωε)-norm of u (see Lemma 5.5.5). We also establish several estimates
for a strong solution in terms of ε.
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Theorem 5.1.2. Let c1, c2, α, and β be positive constants. Then, under the same assump-
tions as in Theorem 5.1.1, there exists ε1 ∈ (0, 1) such that the following statement holds:
for ε ∈ (0, ε1) if uε0 ∈ Vε and f ε ∈ L2(0,∞;L2(Ωε)

3) satisfy

‖A1/2
ε uε0‖2L2(Ωε)

+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))
≤ c1ε

−1+α,

‖Mτu
ε
0‖2L2(Γ) + ‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ)) ≤ c2ε

−1+β,
(5.1.10)

then there exists a global-in-time strong solution uε to (5.1.1)–(5.1.3) satisfying

‖uε(t)‖2L2(Ωε)
≤ c(ε1+α + εβ),∫ t

0
‖uε(s)‖2H1(Ωε)

ds ≤ c(ε1+α + εβ)(1 + t),
(5.1.11)

and

‖uε(t)‖2H1(Ωε)
≤ c(ε−1+α + ε−1+β),∫ t

0
‖uε(s)‖2H2(Ωε)

ds ≤ c(ε−1+α + ε−1+β)(1 + t)
(5.1.12)

for all t ≥ 0, where c > 0 is a constant independent of ε, uε, and t.

The proofs of Theorems 5.1.1 and 5.1.2 are given in Section 5.8.
Next we give results on a singular limit problem for the Navier–Stokes equations (5.1.1)–

(5.1.3) as the curved thin domain Ωε degenerates into the closed surface Γ. We define function
spaces of tangential vector fields on Γ

L2(Γ, TΓ) := {v ∈ L2(Γ)3 | v · n = 0 on Γ},
L2
gσ(Γ, TΓ) := {v ∈ L2(Γ, TΓ) | divΓ(gv) = 0 on Γ},

and Vg := L2
gσ(Γ, TΓ) ∩H1(Γ, TΓ), where divΓ is the surface divergence operator on Γ (see

Sections 5.2 and 5.9).

Theorem 5.1.3. For ε ∈ (0, 1) let uε0 ∈ Vε and f ε ∈ L2(0,∞;L2(Ωε)
3). Under the same

assumptions as in Theorem 5.1.1, suppose further that the following conditions are satisfied:

(a) There exist c > 0, ε2 ∈ (0, 1), and α ∈ (0, 1) such that

‖A1/2
ε uε0‖2L2(Ωε)

+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))
≤ cε−1+α

for all ε ∈ (0, ε2).

(b) There exist v0 ∈ L2(Γ, TΓ) and f ∈ L∞(0,∞;H−1(Γ, TΓ)) such that

lim
ε→0

Mτu
ε
0 = v0 weakly in L2(Γ, TΓ),

lim
ε→0

MτPεf ε = f weakly-? in L∞(0,∞;H−1(Γ, TΓ)).

(c) For i = 0, 1 there exists γi ≥ 0 such that limε→0 ε
−1γiε = γi.
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Then there exists ε3 ∈ (0, 1) such that the Navier–Stokes equations (5.1.1)–(5.1.3) admit a
global strong solution uε for each ε ∈ (0, ε3) and

lim
ε→0

Muε · n = 0 strongly in C([0,∞);L2(Γ)).

Moreover, there exists a vector field

v ∈ C([0,∞);L2
gσ(Γ, TΓ)) ∩ L2

loc([0,∞);Vg) ∩H1
loc([0,∞);H−1(Γ, TΓ))

such that, for each T > 0,

lim
ε→0

Mτu
ε = v weakly in L2(0, T ;H1(Γ, TΓ)),

lim
ε→0

∂tMτu
ε = ∂tv weakly in L2(0, T ;H−1(Γ, TΓ)),

and v is a unique weak solution to the equations

g
(
∂tv +∇vv

)
− 2ν

{
PdivΓ[gDΓ(v)]− 1

g
(∇Γg ⊗∇Γg)v

}
+ (γ0 + γ1)v + g∇Γq = gf on Γ× (0,∞) (5.1.13)

and

divΓ(gv) = 0 on Γ× (0,∞), v|t=0 = v0 on Γ (5.1.14)

with an associated pressure q.

We give the definition of a weak solution to (5.1.13)–(5.1.14) and prove Theorem 5.1.3
in Section 5.10.5 (see also Lemma 5.10.21 for construction of an associated pressure). Here
∇vv = P (v · ∇Γ)v is the covariant derivative of v along itself. Note that we do not divide
(5.1.13) by g since they correspond to the weighted Helmholtz–Leray decomposition

v = vg + g∇Γq, v ∈ L2(Γ, TΓ), vg ∈ L2
gσ(Γ, TΓ), g∇Γq ∈ L2

gσ(Γ, TΓ)⊥,

which we derive in Section 5.9.3. We also point out that the weak limit v0 of Mτu
ε
0 actually

belongs to L2
gσ(Γ, TΓ), while Mτu

ε
0 does not so in general (see Lemma 5.10.22).

If the weak and weak-? convergence of Mτu
ε
0 and MτPεf ε are replaced by the strong

convergence, then we get the strong convergence of Mτu
ε.

Theorem 5.1.4. For ε ∈ (0, 1) let uε0 ∈ Vε and f ε ∈ L∞(0,∞;L2(Ωε)
3). Suppose that the

assumptions in Theorem 5.1.3 are satisfied with the condition (b) replaced by the following
condition:

(b’) There exist v0 ∈ L2(Γ, TΓ) and f ∈ L∞(0,∞;H−1(Γ, TΓ)) such that

lim
ε→0

Mτu
ε
0 = v0 strongly in L2(Γ, TΓ),

lim
ε→0

MτPεf ε = f strongly in L∞(0,∞;H−1(Γ, TΓ)).

Then the statements in Theorem 5.1.3 hold. Moreover, for each T > 0 we have

lim
ε→0

Mτu
ε = v strongly in C([0, T ];L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ)).
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We give an estimate for the difference between Mτu
ε and v (see Theorem 5.10.23) and

prove Theorem 5.1.4 in Section 5.10.6. Moreover, we estimate the difference between a
strong solution uε to (5.1.1)–(5.1.3) and a weak solution v to (5.1.13)–(5.1.14) in Ωε (see
Theorem 5.10.25). It is worth noting that the normal derivative (with respect to Γ) of uε is
compared with a surface vector field of the form

−W (y)v(y, t) +
1

g(y)
{v(y, t) · ∇Γg(y)}n(y), (y, t) ∈ Γ× (0, T ),

where W = −∇Γn is the Weingarten map (or shape operator) of Γ (see Theorem 5.10.26).
Therefore, the normal derivative of uε is not necessarily small even though the curved thin
domain Ωε and the limit surface Γ are stationary.

Let us explain the idea of the proofs of our main results. In the proof of the global
existence of a strong solution (Theorem 5.1.1) we follow the arguments in [20,21] to show that
the H1-norm of a strong solution is bounded uniformly in time by a standard energy method.
By the same arguments we also get uniform estimates for a strong solution (Theorem 5.1.2).
The main tools for the proof are an extension of a surface vector field to Ωε that satisfies the
impermeable boundary condition (the first equation in (5.1.2)) given in Section 5.3.3 and
average operators in the thin direction defined and investigated in Section 5.6. Using them,
the slip boundary conditions, and Sobolev type inequalities on Ωε and Γ, we derive a good
estimate for the trilinear term(

(u · ∇)u,Aεu
)
L2(Ωε)

, u ∈ D(Aε)

in Section 5.7. A key idea for the proof is to decompose a vector field on Ωε into the average
part, which is almost two-dimensional, and the residual part, which satisfies the impermeable
boundary condition (see Section 5.6.3). Such decomposition enables us to apply a product
estimate for a function on Ωε and that on Γ to the average part (see Corollary 5.6.19) and a
good L∞-estimate following from the Agmon and Poincaré inequalities to the residual part
(see Lemma 5.6.22).

For the proof of the global existence and uniform estimates of a strong solution, we also
require the uniform equivalence of the norms

c−1‖u‖H1(Ωε) ≤ ‖A
1/2
ε u‖L2(Ωε) ≤ c‖u‖H1(Ωε)

for u ∈ Vε = D(A
1/2
ε ) with a constant c > 0 independent of ε (see Lemma 5.5.5). It follows

from the uniform boundedness and coerciveness of the bilinear form corresponding to the
Stokes problem in Ωε with slip boundary conditions, for which the uniform Korn inequalities
on Ωε established in Section 5.4.1 and Assumptions 1 and 2 are essential (see Lemma 5.5.4).
It is more difficult to show the uniform equivalence of the H2-norms

c−1‖u‖H2(Ωε) ≤ ‖Aεu‖L2(Ωε) ≤ c‖u‖H2(Ωε)

for u ∈ D(Aε) (see Lemma 5.5.11). The right-hand inequality follows from a uniform L2-
estimate for the difference between the Stokes and Laplace operators (see Lemma 5.5.8). To
prove the left-hand inequality, we derive a uniform a priori estimate for the vector Laplacian
with slip boundary conditions, which involves calculations of covariant derivatives on the
boundary Γε (see Section 5.5.4).

To prove Theorems 5.1.3 and 5.1.4 on a singular limit problem, we proceed as in [42]
to transform a weak formulation for the Navier–Stokes equations (5.1.1)–(5.1.3) into that
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for the averaged tangential component of a strong solution to (5.1.1)–(5.1.3) with residual
terms (see Section 5.10.2). For this purpose, we approximate the bilinear and trilinear forms
in the weak formulation for (5.1.1)–(5.1.3) by those in the weak formulation for (5.1.13)–
(5.1.14) by using the slip boundary conditions and the average operators (see Section 5.6.4).
Moreover, we need to construct an appropriate test function for (5.1.1)–(5.1.3) from a test
function for (5.1.13)–(5.1.14), which is a weighted solenoidal vector field on Γ. To this end,
we use the impermeable extension of a surface vector field to Ωε (see Section 5.3.3) and a
uniform H1-estimate for the gradient part of the Helmholtz–Leray decomposition on Ωε (see
Lemma 5.5.1).

After transformation of the weak formulation, we derive the energy estimate for the
averaged tangential component of a strong solution by using its weak formulation in Sec-
tion 5.10.3. In derivation of the energy estimate, we cannot substitute the averaged tangential
component itself for its weak formulation since it is not weighted solenoidal on Γ in general.
To overcome this difficulty, we employ the weighted Helmholtz–Leray projection on Γ (see
Section 5.9.3) to replace the averaged tangential component with its weighted solenoidal
part. Then we derive the energy estimate for the weighted solenoidal part by substitut-
ing it for its weak formulation and apply an estimate for the gradient part of the weighted
Helmholtz–Leray decomposition on Γ to obtain the energy estimate for the original aver-
aged tangential component of a strong solution, which enables us to show that the averaged
tangential component converges weakly as ε → 0 and that the limit is a weak solution to
the limit equations (5.1.13)–(5.1.14) (see Section 5.10.5). We also derive an estimate for the
difference between the averaged tangential component of a strong solution to (5.1.1)–(5.1.3)
and a weak solution to (5.1.13)–(5.1.14) by using their weak formulations in Section 5.10.6.
Here we again use the weighted Helmholtz–Leray projection on Γ to take the difference of
the solutions as a test function in the weak formulations.

Now let us give remarks on Assumption 2 and the limit equations (5.1.13)–(5.1.14).

Remark 5.1.5. In the case of the perfect slip boundary conditions, i.e. the boundary
conditions (5.1.2) with γε = 0, we need to assume that the condition (A2)

Kg(Γ) = {v ∈ H1(Γ)3 | v · n = 0, DΓ(v) = 0, v · ∇Γg = 0 on Γ} = {0}

in Assumption 2 is satisfied. This assumption is also made in [20]. On the other hand, the
authors of [21,26] consider the Navier–Stokes equations in

Ωε = {x = (x′, x3) ∈ R3 | x′ ∈ T2, εg0(x′) < x3 < εg1(x′)}, g0, g1 : T2 → R

with perfect slip boundary conditions on the top and bottom boundaries without assuming
that Kg(T2) = {0} (here T2 is the flat torus). When Γ = T2, we have

Kg(T2) = {(a, 0) ∈ R3 | a ∈ R2, a · ∇2g = 0 in T2},

where g = g1 − g0 and ∇2 is the gradient operator in x′ ∈ R2. Assuming that

Kg(T2) = {(a, 0) ∈ R3 | a ∈ R2, a · ∇2g0 = a · ∇2g1 = 0 in T2}

in [21,26] (in fact g0 = 0 in [26]), the authors get Kg(T2) ⊂ L2
σ(Ωε), i.e. any vector in Kg(T2)

satisfies the divergence-free condition and the impermeable boundary condition. Based on
this fact, they decompose

L2(Ωε)
2 = L̂2

σ(Ωε)⊕Kg(T2)⊕G2(Ωε),
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where (we denote by Kg(T2)⊥ the orthogonal complement of Kg(T2) in L2(Ωε)
3)

L̂2
σ(Ωε) = L2

σ(Ωε) ∩ Kg(T2)⊥, G2(Ωε) = {∇q ∈ L2(Ωε) | q ∈ H1(Ωε)},

and study the abstract evolution equation

∂tu
ε + Âεu

ε + P̂ε(uε · ∇)uε = P̂εf ε, uε|t=0 = uε0 (5.1.15)

in L̂2
σ(Ωε), where P̂ε is the orthogonal projection from L2(Ωε)

3 onto L̂2
σ(Ωε) and Âε is the

Stokes operator on L̂2
σ(Ωε) associated with perfect slip boundary conditions. The reason

why they consider (5.1.15) in L̂2
σ(Ωε) is that they prove the uniform coerciveness in ε of

the bilinear form corresponding to Âε on V̂ε = L̂2
σ(Ωε) ∩H1(Ωε)

3 (see [21, Proposition 4.12]
and [26, Theorem 2.2]).

In this case, however, we need to be careful about recovery of the original Navier–Stokes
equations. By (5.1.15) with a strong solution

uε ∈ C([0,∞); V̂ε) ∩ L2
loc([0,∞);D(Âε)) ∩H1

loc([0,∞); L̂2
σ(Ωε)),

we a priori get

∂tu
ε − ν∆uε + (uε · ∇)uε +∇pε + a = f ε

in L2(Ωε)
3 with some function a = a(t) ∈ Kg(T2), but it vanishes if we assume that f ε(t) ∈

Kg(T2)⊥ for all t ≥ 0. Indeed, noting that ∂tu
ε,∇pε ∈ Kg(T2)⊥ we take the inner product

of the above equation with a to get∫
Ωε

|a|2 dx = ν

∫
Ωε

∆uε · a dx−
∫

Ωε

(uε · ∇)uε · a dx.

By integration by parts (see (5.5.13)), the divergence-free and perfect slip boundary condi-
tions on uε, and D(a) = 0 (note that a ∈ Kg(T2) is independent of x) we have∫

Ωε

∆uε · a dx = −2

∫
Ωε

D(uε) : D(a) dx = 0. (5.1.16)

Moreover, by integration by parts, the impermeable boundary condition on uε, and div a = 0
we see that ∫

Ωε

(uε · ∇)uε dx = −1

2

∫
Ωε

|uε|2 div a dx = 0. (5.1.17)

By these equalities we obtain ‖a(t)‖2L2(Ωε)
= 0, i.e. a(t) = 0 for all t ≥ 0, and the original

Navier–Stokes equations are properly recovered.
These arguments are not applicable to our case. To prove the uniform coerciveness in ε

of the bilinear form corresponding to the Stokes problem in the curved thin domain Ωε given
by (5.1.4) with perfect slip boundary conditions, we need to work on the space

L̂2
σ(Ωε) := {u ∈ L2

σ(Ωε) | (u, v̄)L2(Ωε) = 0 for all v ∈ Kg(Γ)},

where v̄ is the constant extension of v : Γ→ R3 in the normal direction of Γ (see Lemmas 5.4.3
and 5.4.5). In this case we have a decomposition

L2(Ωε) = L̂2
σ(Ωε)⊕ [L2

σ(Ωε) ∩ Kg(Γ)]⊕G2(Ωε), Kg(Γ) := {v̄ | v ∈ Kg(Γ)}.
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Here we note that we do not know whether or not Kg(Γ) ⊂ L2
σ(Ωε). For v̄ ∈ Kg(Γ) we have

div v̄ = 0 in Ωε (see Lemma 5.B.1), but for x = y + εgi(y)n(y) ∈ Γiε with y ∈ Γ, i = 0, 1,

v̄(x) · nε(x) = (−1)iε
v(y) · τ iε(y)√
1 + ε2|τ iε(y)|2

(τ iε(y) := {I3 − εgi(y)W (y)}−1∇Γgi(y))

does not vanish in general just by v · ∇Γg = 0 on Γ (here W is the Weingarten map of Γ,
see Lemma 5.2.10). If we solve the abstract evolution equation (5.1.15) in L̂2

σ(Ωε) to obtain
a strong solution uε, then we have

∂tu
ε − ν∆uε + (uε · ∇)uε +∇pε + v̄ = f ε

in L2(Ωε)
3 with some v̄ = v̄(x, t) ∈ L2

σ(Ωε) ∩ Kg(Γ). However, we cannot get v̄ = 0 even if
we assume that f ε ∈ Kg(Γ)⊥, since the equality (5.1.16) with a replaced by v̄ is not valid in
general. Indeed, by (5.2.12) we have

D(v̄)(x) =
1

2

[
{I3 − rW (y)}−1∇Γv(y) + {∇Γv(y)}T {I3 − rW (y)}−1

]
,

x = y + rn(y) ∈ Ωε, y ∈ Γ, r ∈ (εg0(y), εg1(y)),

which does not vanish just by DΓ(v) = 0 on Γ. (The equality (5.1.17) is still valid for v̄
since div v̄ = 0 in Ωε.) To avoid this difficulty in recovery of the original Navier–Stokes
equations we assume Kg(Γ) = {0} in the case of the perfect slip boundary conditions. This
assumption is also essential for derivation of an estimate for the difference between the Stokes
and Laplace operators (see Remark 5.5.9).

Remark 5.1.6. As we mentioned in Remark 5.1.5, the assumption Kg(Γ) = {0} is necessary
for our results in the case of the perfect slip boundary conditions, i.e. the boundary conditions
(5.1.2) with γε = 0. A typical example violating this assumption is the thin spherical shell

Ωε = {x ∈ R3 | 1 < |x| < 1 + ε}, (5.1.18)

whose limit surface is the unit sphere S2 in R3. In this case ∇Γg = 0 on S2 and the restriction
on S2 of u(x) = e3 × x, x ∈ R3 with e3 = (0, 0, 1) is a Killing vector field on S2, and thus
Kg(S2) = K(S2) 6= {0}. Hence our results do not cover the case of the thin spherical shell
with perfect slip boundary conditions.

The Navier–Stokes equations in the thin spherical shell was studied by Temam and
Ziane [66]. They imposed the Hodge (or de Rham) boundary conditions

u · nε = 0, curlu× nε = 0 on ∂Ωε,

which is called the free boundary conditions in [66]. It is mentioned in [66] that the Hodge
boundary conditions are equivalent to the perfect slip boundary conditions, but it is not true
for the thin spherical shell given by (5.1.18). Indeed, for u(x) = e3 × x we easily see that
D(u) = 0 and curlu = 2e3 in R3. Hence on the inner boundary S2 with unit outward normal
nε(x) = −x we have

u · nε = −(e3 × x) · x = 0, PεD(u)nε = 0, curlu× nε = −2e3 × x

for x ∈ S2 and the last vector does not vanish in general. More generally, the Hodge boundary
conditions are equivalent to the perfect slip boundary conditions only when a boundary is
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a part of a plane. For example, on the plane {(x′, 0) | x′ ∈ R2} these boundary conditions
reduce to

u3(x′, 0) = 0, ∂3u1(x′, 0) = ∂3u2(x′, 0) = 0, x′ ∈ R2.

The difference between the Hodge and perfect slip boundary conditions is due to the curva-
ture of a boundary. It also appears in limit equations on a limit surface of the Navier–Stokes
equations in a curved thin domain (see Remark 5.1.7 below).

Remark 5.1.7. If g ≡ 1 and γ0 = γ1 = 0, the limit equations (5.1.13)–(5.1.14) become

∂tv +∇vv − 2νPdivΓ[DΓ(v)] +∇Γq = f, divΓv = 0 on Γ× (0,∞).

In [43, Lemma 2.5], it is shown that

2PdivΓ[DΓ(v)] = ∆Bv +Kv on Γ

for a tangential vector field v on Γ satisfying divΓv = 0 on Γ, where ∆B = −∇∗∇ is the
Bochner Laplacian (see Appendix 5.C) and K is the Gaussian curvature of Γ (see Sec-
tion 5.2.1). Hence the above equations are of the form

∂tv +∇vv − ν(∆Bv +Kv) +∇Γq = f, divΓv = 0 on Γ× (0,∞). (5.1.19)

These equations are called the “proper” Navier–Stokes equations on a Riemannian manifold
in [12, 62] and were studied by Mitrea and Taylor [41], Nagasawa [46], and Taylor [62].
Note that Kv = Ric(v) for a tangential vector field v on the embedded surface Γ in R3,
where Ric is the Ricci curvature. Also, the Bochner Laplacian is related to the Hodge
Laplacian ∆D = −(dΓd

∗
Γ +d∗ΓdΓ) with the exterior derivative dΓ by the Weitzenböck formula

∆D = ∆B − Ric. For details, see e.g. [30, 50].
On the other hand, Temam and Ziane [66] derived the limit equations

∂tv +∇vv − ν∆2v +∇Γq = f, divΓv = 0 on S2 × (0,∞)

from the Navier–Stokes equations in the thin spherical shell given by (5.1.18). Here ∆2v =
P∆v̄ is the tangential vector Laplacian of a tangential vector field v on S2, where v̄ is the
constant extension of v in the normal direction of S2 (see [66, Appendix]). In terms of our
notations given in Section 5.2.1 it is expressed as

∆2v = P∆v̄ = P∆Γv = ∆Bv −W 2v on S2

by Lemmas 5.2.3 and 5.C.5. Moreover, when Γ = S2 we have W = −P and thus W 2v = v
for the tangential vector field v. Thus, the limit equations in [66] become

∂tv +∇vv − ν(∆Bv − v) +∇Γq = f, divΓv = 0 on S2 × (0,∞). (5.1.20)

Since K = 1 for the unit sphere S2 our limit equations (5.1.19) are formally of the form

∂tv +∇vv − ν(∆Bv + v) +∇Γq = f, divΓv = 0 on S2 × (0,∞).

(Note that our results do not cover the case of the thin spherical shell given by (5.1.18)
with perfect slip boundary conditions.) The sign of v in the viscous term of this system is
opposite to that of (5.1.20), which produces different structures of the limit equations such
as the stability of a solution. As we mentioned in Remark 5.1.6, this is due to the difference
between the Hodge and perfect slip boundary conditions on a curved boundary.
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This chapter is organized as follows. In Section 5.2 we introduce notations for surface
quantities and function spaces on a closed surface and give the definition and basic properties
of a curved thin domain. We present in Section 5.3 fundamental formulas and inequalities
for functions on the surface and thin domain. In Section 5.4 we prove the uniform Korn
inequalities on the thin domain and the Korn inequalities on the surface. We define the
Stokes operator on the thin domain with slip boundary conditions and show its uniform
norm equivalence in Section 5.5. Also, we give a uniform estimate for the gradient part of
the Helmholtz–Leray decomposition on the thin domain, which is used in the study of a
singular limit problem. In Section 5.6 we define average operators in the thin direction and
derive several estimates for the average of functions on the thin domain. The main purpose of
Section 5.6 is to give decomposition of a vector field on the thin domain into the average and
residual parts and to establish useful estimates for them. We also use the average operators
to approximate bilinear and trilinear forms for functions on the thin domains by those for
functions on the limit surface. In Section 5.7 we prove a good estimate for the trilinear term,
i.e. the L2-inner product of the inertial term and the Stokes operator. The main ingredients
for the proof are the estimates for the Stokes and average operators given in Sections 5.5
and 5.6. Using the estimate for the trilinear term, we establish the global existence and
uniform estimates of a strong solution (Theorems 5.1.1 and 5.1.2) in Section 5.8. The last
two sections are devoted to the study of a singular limit problem when the curved thin domain
degenerates into the closed surface. In Section 5.9 we deal with weighted solenoidal spaces
on a closed surface. We give characterization of the annihilator of a weighted solenoidal
space and prove the weighted Helmholtz–Leray decomposition on the surface with several
estimates for the gradient part. In Section 5.10 we investigate the behavior of the average
in the thin direction of a strong solution to the Navier–Stokes equations in the curved thin
domain. Our goal is to show the convergence of the average towards a weak solution to
the limit equations on the limit surface (Theorems 5.1.3 and 5.1.4). In Appendix 5.A we
fix notations on vectors and matrices. We also prove some lemmas by elementary vector
calculus. In Appendix 5.B we give the proofs of lemmas in Section 5.2 involving calculations
of surface quantities of the surface and the boundary of the thin domain. We introduce
the Riemannian connection on a surface and show formulas for the covariant derivative of a
tangential vector field in Appendix 5.C.

5.2 Preliminaries

In this section we give notations and formulas on several quantities for a two-dimensional
closed surface and a thin domain in R3. Some lemmas in this section are proved just by direct
calculations involving differential geometry of surfaces. We give their proofs in Appendix 5.B
to avoid making this section too long.

Throughout this chapter we denote by c a general positive constant independent of the
parameter ε. Also, we fix a coordinate system of R3 and write xi, i = 1, 2, 3 for the i-th
component of a point x ∈ R3 under the fixed coordinate system. For a vector a ∈ R3 we
denote by ai, i = 1, 2, 3 the i-th component of a. Sometimes we write ai or [a]i instead of ai.
Also, for a matrix A ∈ R3×3 and i, j = 1, 2, 3 we denote by Aij or [A]ij the (i, j)-entry of A.
Other notations and basic formulas on vectors and matrices are given in Appendix 5.A.
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5.2.1 Closed surface

Let Γ be a two-dimensional closed (i.e. compact and without boundary), connected, and
oriented surface in R3. We assume that Γ is of class C` with ` ≥ 2. By n and d we denote
the unit outward normal vector field of Γ and the signed distance function from Γ increasing
in the direction of n. Also, let κ1 and κ2 be the principal curvatures of Γ. By the regularity of
Γ we have n ∈ C`−1(Γ)3 and κ1, κ2 ∈ C`−2(Γ). In particular, κ1 and κ2 are bounded on the
compact set Γ. Hence we can take a tubular neighborhood N := {x ∈ R3 | dist(x,Γ) < δ},
δ > 0 of Γ such that for each x ∈ N there exists a unique point π(x) ∈ Γ satisfying

x = π(x) + d(x)n(π(x)), ∇d(x) = n(π(x)). (5.2.1)

Moreover, d and π are of class C` and C`−1 on N (see [15, Section 14.6] for details). By the
boundedness of κ1 and κ2 we also have

c−1 ≤ 1− rκi(y) ≤ c for all y ∈ Γ, r ∈ (−δ, δ), i = 1, 2 (5.2.2)

if we take δ > 0 sufficiently small.
Let us define differential operators on the surface Γ. For y ∈ Γ we set

P (y) := I3 − n(y)⊗ n(y), Q(y) := n(y)⊗ n(y).

By the definitions and the regularity of Γ we have P,Q ∈ C`−1(Γ)3×3 and

I3 = P +Q, PQ = QP = 0, P T = P 2 = P, QT = Q2 = Q on Γ.

The matrices P and Q are the orthogonal projections onto the tangent plane and the normal
direction of Γ. In particular, we have |P | = |Q| = 1 on Γ. For η ∈ C1(Γ) we define the
tangential gradient and the tangential derivatives of η as

∇Γη(y) := P (y)∇η̃(y), Diη(y) :=

3∑
j=1

Pij(y)∂j η̃(y), y ∈ Γ, i = 1, 2, 3

so that ∇Γη = (D1η,D2η,D3η). Here η̃ is a C1-extension of η to N with η̃|Γ = η. We easily
see that

P∇Γη = ∇Γη, n · ∇Γη = 0 on Γ. (5.2.3)

Note that the values of ∇Γη and Diη are independent of the choice of an extension η̃ (see
e.g. [11, Lemma 2.4]). In particular, the constant extension η̄ := η ◦ π of η in the normal
direction of Γ satisfies

∇η̄(y) = ∇Γη(y), ∂iη̄(y) = Diη(y), y ∈ Γ, i = 1, 2, 3 (5.2.4)

since ∇π(y) = P (y) for y ∈ Γ by (5.2.1) and d(y) = 0. In what follows, a function η̄ with an
overline always stands for the constant extension of a function η on Γ in the normal direction
of Γ. The tangential Hessian matrix of η ∈ C2(Γ) and the Laplace–Beltrami operator are
given by

∇2
Γη := (DiDjη)i,j , ∆Γη := tr[∇2

Γη] =
3∑
i=1

D2
i η on Γ.
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For a (not necessarily tangential) vector field v = (v1, v2, v3) ∈ C1(Γ)3, we define the tan-
gential gradient matrix and the surface divergence of v by

∇Γv =

D1v1 D1v2 D1v3

D2v1 D2v2 D2v3

D3v1 D3v2 D3v3

 , divΓv = tr[∇Γv] =
3∑
i=1

Divi on Γ.

Note that ∇Γv = P∇ṽ on Γ for any C1-extension ṽ of v to N with ṽ|Γ = v. When v ∈ C2(Γ)3

we write

|∇2
Γv|2 :=

3∑
i,j,k=1

|DiDjvk|2, ∆Γv := (∆Γv1,∆Γv2,∆Γv3) on Γ.

For a matrix-valued function A ∈ C1(Γ)3×3 of the form

A = (Aij)i,j =

A11 A12 A13

A21 A22 A23

A31 A32 A33


we define the surface divergence of A as a vector field on Γ with j-th component

[divΓA]j :=
2∑
i=1

DiAij , j = 1, 2, 3.

Next we give surface quantities on Γ. We define the Weingarten map W , (twice) the mean
curvature H, and the Gaussian curvature K of Γ by

W := −∇Γn, H := tr[W ] = −divΓn, K := κ1κ2 on Γ. (5.2.5)

Note that W , H, and K are of class C`−2 by the smoothness of Γ.

Lemma 5.2.1. The Weingarten map W is symmetric and satisfies

Wn = 0, PW = WP = W on Γ. (5.2.6)

We also have

divΓP = Hn on Γ. (5.2.7)

Proof. For y ∈ Γ we have W (y) = −∇n̄(y) = −∇2d(y) by (5.2.1) and (5.2.4). Hence W
is symmetric. Taking the tangential gradient of |n|2 = 1 on Γ we get the first relation of
(5.2.6). Also, the second relation immediately follows from the first one. For j = 1, 2, 3 the
j-th component of divΓP is of the form

[divΓP ]j =
3∑
i=1

Di(δij − ninj) =
3∑
i=1

(Wiinj +Wijni) = Hnj + [W Tn]j

by (5.2.5) and thus divΓP = Hn + W Tn on Γ. Applying W T = W and Wn = 0 to this
equality we obtain (5.2.7).
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By (5.2.1) the Weingarten map W has the eigenvalue zero associated with eigenvector
n. Note that the other eigenvalues of W are the principal curvatures κ1 and κ2 (see e.g. [15,
Section 14.6] and [33, Section VII.5]) and thus H = κ1 + κ2 on Γ.

When we calculate the derivatives of the constant extension of a function on Γ, the inverse
matrix of I3 − rW (y) for y ∈ Γ and r ∈ (−δ, δ) appears.

Lemma 5.2.2. The matrix I3 − rW (y) is invertible and we have

{I3 − rW (y)}−1P (y) = P (y){I3 − rW (y)}−1 (5.2.8)

for all y ∈ Γ and r ∈ (−δ, δ). Moreover, there exists a constant c > 0 such that

c−1|a| ≤
∣∣{I3 − rW (y)}ka

∣∣ ≤ c|a|, k = ±1, (5.2.9)∣∣I3 − {I3 − rW (y)}−1
∣∣ ≤ c|r| (5.2.10)

for all y ∈ Γ, r ∈ (−δ, δ), and a ∈ R3.

Lemma 5.2.3. For all x ∈ N we have

∇π(x) =
{
I3 − d(x)W (x)

}−1
P (x). (5.2.11)

Therefore, the constant extension η̄ = η ◦ π of η ∈ C1(Γ) satisfies

∇η̄(x) =
{
I3 − d(x)W (x)

}−1∇Γη(x), x ∈ N (5.2.12)

and there exists a constant c > 0 independent of η such that

c−1
∣∣∇Γη(x)

∣∣ ≤ |∇η̄(x)| ≤ c
∣∣∇Γη(x)

∣∣ , (5.2.13)∣∣∇η̄(x)−∇Γη(x)
∣∣ ≤ c ∣∣d(x)∇Γη(x)

∣∣ (5.2.14)

for all x ∈ N . If Γ is of class C3 and η ∈ C2(Γ), then we have

|∇2η(x)| ≤ c
(∣∣∇Γη(x)

∣∣+
∣∣∣∇2

Γη(x)
∣∣∣) , x ∈ N. (5.2.15)

Moreover, ∆η̄ = ∆Γη on Γ.

We give the proofs of Lemmas 5.2.2 and 5.2.3 in Appendix 5.B.
Since n̄ = ∇d in N by (5.2.1), we use (5.2.12) and W = −∇Γn on Γ to obtain

∇n̄(x) = ∇2d(x) = −
{
I3 − d(x)W (x)

}−1
W (x), x ∈ N. (5.2.16)

If Γ is of class C3, then n ∈ C2(Γ)3 and thus

|∇n̄(x)| ≤ c, |∇2n̄(x)| ≤ c, x ∈ N (5.2.17)

with some constant c > 0 by (5.2.12) and (5.2.15).
Let us define the weak tangential derivatives of a function on Γ and the Sobolev spaces

on Γ. For a vector field v ∈ C1(Γ)3 we have∫
Γ

divΓv dH2 =

∫
Γ

divΓ(Pv) dH2 +

∫
Γ

divΓ[(v · n)n] dH2
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by the decomposition v = Pv+(v ·n)n, where H2 is the two-dimensional Hausdorff measure.
The first integral on the right-hand side vanishes by the Stokes theorem, since Pv is tangential
on the closed surface Γ. Moreover, to the second integral we apply divΓ(ξn) = ∇Γξ · n +
ξ divΓn = −ξH for ξ ∈ C1(Γ). Then we get∫

Γ
divΓv dH2 = −

∫
Γ
(v · n)H dH2

for all v ∈ C1(Γ)3. In particular, for η, ξ ∈ C1(Γ) we set v = ηξei in the above formula,
where {e1, e2, e3} is the standard basis of R3, to obtain∫

Γ
(ηDiξ + ξDiη) dH2 = −

∫
Γ
ηξHni dH2, i = 1, 2, 3. (5.2.18)

Based on this identity, for p ∈ [1,∞] and i = 1, 2, 3 we say that η ∈ Lp(Γ) has the i-th weak
tangential derivative if there exists ηi ∈ Lp(Γ) such that∫

Γ
ηiξ dH2 = −

∫
Γ
η(Diξ + ξHni) dH2 (5.2.19)

for all ξ ∈ C1(Γ). In this case we write Diη = ηi and define the Sobolev space

W 1,p(Γ) := {η ∈ Lp(Γ) | Diη ∈ Lp(Γ) for all i = 1, 2, 3},

‖η‖W 1,p(Γ) :=


(
‖η‖pLp(Γ) + ‖∇Γη‖pLp(Γ)

)1/p
if p ∈ [1,∞),

‖η‖L∞(Γ) + ‖∇Γη‖L∞(Γ) if p =∞.

Note that W 1,p(Γ) is a Banach space. In particular, H1(Γ) = W 1,2(Γ) is a Hilbert space
equipped with inner product (η, ξ)H1(Γ) := (η, ξ)L2(Γ) + (∇Γη,∇Γξ)L2(Γ). We also define the
second order Sobolev space

W 2,p(Γ) := {η ∈W 1,p(Γ) | DiDjη ∈ Lp(Γ) for all i, j = 1, 2, 3},

‖η‖W 2,p(Γ) :=


(
‖η‖p

W 1,p(Γ)
+ ‖∇2

Γη‖
p
Lp(Γ)

)1/p
if p ∈ [1,∞),

‖η‖W 1,∞(Γ) + ‖∇2
Γη‖L∞(Γ) if p =∞.

Then W 2,p(Γ) is again a Banach space and H2(Γ) = W 2,2(Γ) is a Hilbert space. In what
follows, we write W 0,p(Γ) = Lp(Γ) for p ∈ [1,∞].

Lemma 5.2.4. Let p ∈ [1,∞) and m = 0, 1, . . . , `. Then C`(Γ) is dense in Wm,p(Γ).

We prove Lemma 5.2.4 in Appendix 5.B by standard localization and mollification argu-
ments. As in the case of a flat domain, Poincaré’s inequality holds on Γ.

Lemma 5.2.5. Let p ∈ [1,∞). There exists a constant c > 0 such that

‖η‖Lp(Γ) ≤ c‖∇Γη‖Lp(Γ) (5.2.20)

for all η ∈W 1,p(Γ) satisfying
∫

Γ η dH
2 = 0.

We refer to [11, Theorem 2.12] for the proof of Lemma 5.2.5. Note that the proof given
there applies to a closed, connected, and oriented hypersurface of class C2.
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Let X (Γ) be a function space on Γ like Cm(Γ), Lp(Γ), and Wm,p(Γ). We define the space
of all tangential vector fields on Γ whose components in X (Γ) by

X (Γ, TΓ) := {v ∈ X (Γ)3 | v · n = 0 on Γ}.

Note thatWm,p(Γ, TΓ) is a closed subspace ofWm,p(Γ)3, and thus a Banach space. Moreover,
an element of Wm,p(Γ, TΓ) with p 6= ∞ can be approximated by smooth tangential vector
fields on Γ.

Lemma 5.2.6. Let p ∈ [1,∞) and m = 0, 1, . . . , ` − 1. Then C`−1(Γ, TΓ) is dense in
Wm,p(Γ, TΓ) with respect to the norm ‖ · ‖Wm,p(Γ).

Proof. Let v ∈Wm,p(Γ, TΓ) ⊂Wm,p(Γ)3. By Lemma 5.2.4 we can take a sequence {ṽk}∞k=1

in C`(Γ)3 that converges to v strongly in Wm,p(Γ)3. For each k ∈ N we set vk := P ṽk ∈
C`−1(Γ, TΓ) (note that P is of class C`−1 on Γ). Then since v is tangential on Γ, we have
v − vk = P (v − ṽk) on Γ. By this equality, P ∈ C`−1(Γ)3×3, and the strong convergence of
{ṽk}∞k=1 to v in Wm,p(Γ)3 we see that

‖v − vk‖Wm,p(Γ) ≤ c‖v − ṽk‖Wm,p(Γ) → 0 as k →∞.

Hence {vk}∞k=1 converges to v strongly in Wm,p(Γ, TΓ) and the claim is valid.

Let H−1(Γ) be the dual space of H1(Γ) and 〈·, ·〉Γ be the duality product between H−1(Γ)
and H1(Γ). We consider η ∈ L2(Γ) as an element of H−1(Γ) by setting

〈η, ξ〉Γ := (η, ξ)L2(Γ), ξ ∈ H1(Γ) (5.2.21)

to get the compact embeddings H1(Γ) ↪→ L2(Γ) ↪→ H−1(Γ). For η ∈W 1,∞(Γ), ξ ∈ H−1(Γ),
and ϕ ∈ H1(Γ) we see that

|〈ξ, ηϕ〉Γ| ≤ ‖ξ‖H−1(Γ)‖ηϕ‖H1(Γ) ≤ c‖η‖W 1,∞(Γ)‖ξ‖H−1(Γ)‖ϕ‖H1(Γ),

where c > 0 is independent of η, ξ, and ϕ. Hence we can define ηξ ∈ H−1(Γ) by

〈ηξ, ϕ〉Γ := 〈ξ, ηϕ〉Γ, ϕ ∈ H1(Γ). (5.2.22)

Similarly, for η ∈ L2(Γ) we can define Diη ∈ H−1(Γ), i = 1, 2, 3 by

〈Diη, ξ〉Γ := −(η,Diξ + ξHni)L2(Γ), ξ ∈ H1(Γ) (5.2.23)

since n and H are bounded on Γ. Based on this definition we consider the weak tangential
gradient ∇Γη of η ∈ L2(Γ) as an element of H−1(Γ)3 satisfying

〈∇Γη, v〉Γ = −(η,divΓv + (v · n)H)L2(Γ), v ∈ H1(Γ)3. (5.2.24)

Also, the surface divergence of v ∈ L2(Γ)3 is given by

〈divΓv, η〉Γ = −(v,∇Γη + ηHn)L2(Γ), η ∈ H1(Γ). (5.2.25)

LetH−1(Γ, TΓ) be the dual ofH1(Γ, TΓ) and [·, ·]TΓ the duality product betweenH−1(Γ, TΓ)
and H1(Γ, TΓ). It is homeomorphic to a quotient space of H−1(Γ)3.

Lemma 5.2.7. For f ∈ H−1(Γ)3 we define an equivalence class

[f ] := {f̃ ∈ H−1(Γ)3 | Pf = P f̃ in H−1(Γ)3}.

Then the quotient space Q := {[f ] | f ∈ H−1(Γ)3} is homeomorphic to H−1(Γ, TΓ).
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Note that Q is a Banach space equipped with norm ‖[f ]‖Q := inf f̃∈[f ] ‖f̃‖H−1(Γ) (see

e.g. [56] for details).

Proof. Let f1, f2 ∈ H−1(Γ)3. If Pf1 = Pf2 in H−1(Γ)3, then 〈f1, v〉Γ = 〈f2, v〉Γ for all
v ∈ H1(Γ, TΓ) by (5.2.22) and Pv = v. Hence we can define a linear operator L from Q to
H−1(Γ, TΓ) by [L[f ], v]TΓ := 〈f̃ , v〉Γ for [f ] ∈ Q and v ∈ H1(Γ, TΓ), where f̃ is any element
of [f ]. By this definition we also see that

‖L[f ]‖H−1(Γ,TΓ) ≤ inf
f̃∈[f ]

‖f̃‖H−1(Γ) = ‖[f ]‖Q.

Hence L is bounded. Moreover, if L[f1] = L[f2] in H−1(Γ, TΓ), then

〈Pf1, v〉Γ = 〈f1, Pv〉Γ = [L[f1], Pv]TΓ = [L[f2], Pv]TΓ = 〈f2, Pv〉Γ = 〈Pf2, v〉Γ

for all v ∈ H1(Γ)3 and thus Pf1 = Pf2 in H−1(Γ)3, which means that [f1] = [f2] and L
is injective. To show its surjectivity, let F ∈ H−1(Γ, TΓ). Since H1(Γ, TΓ) is a Hilbert
space equipped with inner product of H1(Γ)3, by the Riesz representation theorem there
exists vF ∈ H1(Γ, TΓ) such that [F, v]TΓ = (vF , v)H1(Γ) for all v ∈ H1(Γ, TΓ). Then setting

fF := vF −
∑3

i=1D
2
i vF ∈ H−1(Γ)3 we observe by (5.2.21), (5.2.23), and

∑3
i=1 niDiv

j
F = 0 in

L2(Γ) for j = 1, 2, 3 that

[F, v]TΓ =
3∑

i,j=1

{(vjF , v
j)L2(Γ) + (Div

j
F , Div

j)L2(Γ)}

=

3∑
i,j=1

〈vjF −D
2
i v
j
F , v

j〉Γ = 〈fF , v〉Γ = [L[fF ], v]TΓ

for all v ∈ H1(Γ, TΓ), i.e. F = L[fF ] in H−1(Γ, TΓ). Hence L : Q → H−1(Γ, TΓ) is a
bounded, injective, and surjective linear operator. Since its inverse is also bounded by the
open mapping theorem, Q is homeomorphic to H−1(Γ, TΓ).

In what follows, we identify L[f ] ∈ H−1(Γ, TΓ) in the proof of Lemma 5.2.7 with equiv-
alence class [f ] for f ∈ H−1(Γ)3. We further identify [f ] with its representative Pf and
write [Pf, v]TΓ = 〈f, v〉Γ for v ∈ H1(Γ, TΓ). When Pf = f in H−1(Γ)3, we take f as a
representative of [f ] instead of Pf . For example, if η ∈ L2(Γ), then

〈∇Γη, v〉Γ = −(η,divΓv + (v · n)H)L2(Γ) = −
(
η,divΓ(Pv)

)
L2(Γ)

= 〈P∇Γη, v〉Γ

for all v ∈ H1(Γ)3 and thus P∇Γη = ∇Γη in H−1(Γ)3. In this case we have

[∇Γη, v]TΓ = −(η,divΓv)L2(Γ), η ∈ L2(Γ), v ∈ H1(Γ, TΓ). (5.2.26)

For η ∈W 1,∞(Γ) and f ∈ H−1(Γ, TΓ) we can define ηf ∈ H−1(Γ, TΓ) by

[ηf, v]TΓ := [f, ηv]TΓ, v ∈ H1(Γ, TΓ) (5.2.27)

since ηv ∈ H1(Γ, TΓ) and ‖ηv‖H1(Γ) ≤ c‖η‖W 1,∞(Γ)‖v‖H1(Γ). In Section 5.9 we give the
characterization of the annihilators in H−1(Γ)3 and H−1(Γ, TΓ) of solenoidal spaces on Γ.

Since Γ is not of class C∞, the space C∞(Γ) does not make sense and we can not consider
distributions on Γ. To consider the time derivative of functions with values in function spaces
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on Γ, we introduce the notion of distributions with values in a Banach space (see [37,61,64] for
details). For T > 0 and a Banach space X we define D′(0, T ;X ) as the space of all continuous
linear operators from C∞c (0, T ), the space of all smooth and compactly supported functions
on (0, T ), into X . Here we say that f : C∞c (0, T )→ X is continuous if {f(ϕk)}∞k=1 converges
to f(ϕ) strongly in X when ϕk, ϕ ∈ C∞c (0, T ), k ∈ N are supported in the same closed
interval [a, b] ⊂ (0, T ) and {∂ltϕk}∞k=1 converges to ∂ltϕ uniformly on [a, b] for all l ≥ 0. We
consider L2(0, T ;X ) ⊂ D′(0, T ;X ) by identifying f ∈ L2(0, T ;X ) with

f̂(ϕ) :=

∫ T

0
ϕ(t)f(t) dt ∈ X , ϕ ∈ C∞c (0, T ).

For f ∈ D′(0, T ;X ) we define the time derivative ∂tf ∈ D′(0, T ;X ) by ∂tf(ϕ) := −f(∂tϕ)
for ϕ ∈ C∞c (0, T ). When f ∈ L2(0, T ;X ), we have

∂tf(ϕ) = −f(∂tϕ) = −
∫ T

0
∂tϕ(t)f(t) dt ∈ X , ϕ ∈ C∞c (0, T ). (5.2.28)

If there exists ξ ∈ L2(0, T ;X ) such that

∂tf(ϕ) = ξ(ϕ), i.e. −
∫ T

0
∂tϕ(t)f(t) dt =

∫ T

0
ϕ(t)ξ(t) dt (in X )

for all ϕ ∈ C∞c (0, T ), then we write ∂tf = ξ ∈ L2(0, T ;X ) and define

H1(0, T ;X ) := {f ∈ L2(0, T ;X ) | ∂tf ∈ L2(0, T ;X )}.

When q ∈ L2(0, T ;L2(Γ)), we can consider the time derivative of ∇Γq as an element of
D′(0, T ;H−1(Γ, TΓ)). Let us show that the time derivative commutes with the tangential
gradient in an appropriate sense.

Lemma 5.2.8. Let q ∈ L2(0, T ;L2(Γ)). Then

∇Γ[∂tq(ϕ)] = [∂t(∇Γq)](ϕ) in H−1(Γ, TΓ)

for all ϕ ∈ C∞c (0, T ).

Proof. For all v ∈ H1(Γ, TΓ) we observe by (5.2.24) and (5.2.28) that

[∇Γ[∂tq(ϕ)], v]TΓ = (q(∂tϕ),divΓv)L2(Γ) =

∫ T

0
∂tϕ(t)(q(t),divΓv)L2(Γ) dt

= −
∫ T

0
∂tϕ(t)[∇Γq(t), v]TΓ dt =

[
[∂t(∇Γq)](ϕ), v

]
TΓ
.

Hence the claim is valid.

Let q ∈ L2(0, T ;L2(Γ)). Based on Lemma 5.2.8, we consider the tangential gradient of
∂tq ∈ D′(0, T ;L2(Γ)) as an element of D′(0, T ;H−1(Γ, TΓ)) given by

[∇Γ(∂tq)](ϕ) := ∇Γ[(∂tq)(ϕ)] = [∂t(∇Γq)](ϕ) ∈ H−1(Γ, TΓ) (5.2.29)

for ϕ ∈ C∞c (0, T ). We use this relation in construction of an associated pressure in the limit
equations (see Lemma 5.10.21).
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5.2.2 Curved thin domain

From now on, we assume that the closed surface Γ is of class C5 (except for Section 5.9).
Let g0, g1 ∈ C4(Γ) such that

g(y) := g1(y)− g0(y) ≥ c for all y ∈ Γ (5.2.30)

with a constant c > 0. For ε ∈ (0, 1) we define a curved thin domain Ωε in R3 as

Ωε := {y + rn(y) | y ∈ Γ, εg0(y) < r < εg1(y)}. (5.2.31)

We write Γε for the boundary of Ωε. It is the union of the inner boundary Γ0
ε and the outer

boundary Γ1
ε given by

Γiε := {y + εgi(y)n(y) | y ∈ Γ}, i = 0, 1.

Since g0 and g1 are bounded on Γ, there exists ε̃ ∈ (0, 1) such that Ωε ⊂ N for all ε ∈ (0, ε̃).
Replacing g0 and g1 by ε̃g0 and ε̃g1 we may assume ε̃ = 1. Note that the boundary Γε is of
class C4 since Γ is of class C5, n ∈ C4(Γ)3, and g0, g1 ∈ C4(Γ). We use this fact in the proof
of a uniform a priori estimate for the vector Laplacian (see Section 5.5.4).

Let us give surface quantities on Γε. We define vector fields τ iε and niε on Γ as

τ iε(y) := {I3 − εgi(y)W (y)}−1∇Γgi(y), (5.2.32)

niε(y) := (−1)i+1 n(y)− ετ iε(y)√
1 + ε2|τ iε(y)|2

. (5.2.33)

for y ∈ Γ and i = 0, 1. Note that τ iε is tangential on Γ by n · ∇Γgi = 0 and Wn = 0. Also, τ iε
and niε are bounded on Γ uniformly in ε along with their first and second order tangential
derivatives.

Lemma 5.2.9. There exists a constant c > 0 independent of ε such that

|τ iε(y)| ≤ c, |Dkτ
i
ε(y)| ≤ c, |DlDkτ

i
ε(y)| ≤ c, (5.2.34)

|τ iε(y)−∇Γgi(y)| ≤ cε, |∇Γτ
i
ε(y)−∇2

Γgi(y)| ≤ cε (5.2.35)

for all y ∈ Γ, i = 0, 1, and k, l = 1, 2, 3. We also have

|niε| = 1, |Dkn
i
ε(y)| ≤ c, |DlDkn

i
ε(y)| ≤ c, (5.2.36)

|n0
ε(y) + n1

ε(y)| ≤ cε, |∇Γn
0
ε(y) +∇Γn

1
ε(y)| ≤ cε (5.2.37)

for all y ∈ Γ, i = 0, 1, and k, l = 1, 2, 3.

Let nε be the unit outward normal vector field of Γε. For i = 0, 1 the direction of nε on
Γiε is the same as that of (−1)i+1n̄ since the signed distance function d from Γ increases in
the direction of n.

Lemma 5.2.10. The unit outward normal vector field nε of Γε is given by

nε(x) = n̄iε(x), x ∈ Γiε, i = 0, 1. (5.2.38)

Here n̄iε = niε ◦ π is the constant extension of the vector field niε given by (5.2.33).
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The proofs of Lemmas 5.2.9 and 5.2.10 are given in Appendix 5.B.
As in the case of the surface Γ, we use nε to define the orthogonal projections Pε :=

I3 − nε ⊗ nε and Qε := nε ⊗ nε onto the tangent plane and the normal direction of Γε, and
the tangential gradient and the tangential derivatives

∇Γεϕ := Pε∇ϕ̃, Dε
iϕ :=

3∑
j=1

[Pε]ij∂jϕ̃ on Γε, i = 1, 2, 3

for ϕ ∈ C1(Γε), where ϕ̃ is an arbitrary C1-extension of ϕ to an open neighborhood of Γε
with ϕ̃|Γε = ϕ. For u ∈ C1(Γε)

3 we define the tangential gradient matrix and the surface
divergence of u as

∇Γεu :=

Dε
1u1 Dε

1u2 Dε
1u3

Dε
2u1 Dε

2u2 Dε
2u3

Dε
3u1 Dε

3u2 Dε
3u3

 , divΓεu := tr[∇Γεu] =
3∑
i=1

Dε
iui on Γε.

The Weingarten map Wε and (twice) the mean curvature Hε of Γε are given by

Wε := −∇Γεnε, Hε := −divΓεnε = tr[Wε] on Γε.

Note that, as in the case of Γ, the matrices Pε, Qε, and Wε are symmetric and

∇Γεu = Pε∇ũ, PεWε = WεPε = Wε on Γε (5.2.39)

for u ∈ C1(Γε)
3, where ũ is an arbitrary C1-extension of u to an open neighborhood of Γε

with ũ|Γε = u. We also define the weak tangential derivatives of functions on Γε and the
Sobolev spaces Wm,p(Γε) for m = 1, 2 and p ∈ [1,∞) as in Section 5.2.1.

Since the unit outward normal nε to Γε has the expression (5.2.33), we can compare the
surface quantities on Γε with those on Γ.

Lemma 5.2.11. There exists a constant c > 0 independent of ε such that∣∣nε(x)− (−1)i+1
{
n̄(x)− ε∇Γgi(x)

}∣∣ ≤ cε2, (5.2.40)∣∣Pε(x)− P (x)
∣∣ ≤ cε, ∣∣Qε(x)−Q(x)

∣∣ ≤ cε, (5.2.41)∣∣Wε(x)− (−1)i+1W (x)
∣∣ ≤ cε, ∣∣Hε(x)− (−1)i+1H(x)

∣∣ ≤ cε, (5.2.42)∣∣Dε
jWε(x)− (−1)i+1DjW (x)

∣∣ ≤ cε (5.2.43)

for all x ∈ Γiε, i = 0, 1, and j = 1, 2, 3.

From Lemma 5.2.11 it immediately follows that Wε, Hε, and Dε
jWε, j = 1, 2, 3 are

uniformly bounded in ε on Γε (note that |nε| = |Pε| = |Qε| = 1 on Γε). Moreover, we can
compare the surface quantities on the inner and outer boundaries.

Lemma 5.2.12. There exists a constant c > 0 independent of ε such that

|Fε(y + εg1(y)n(y))− Fε(y + εg0(y)n(y))| ≤ cε, (5.2.44)

|Gε(y + εg1(y)n(y)) +Gε(y + εg0(y)n(y))| ≤ cε (5.2.45)

for all y ∈ Γ, where Fε = Pε, Qε and Gε = Wε, Hε, D
ε
jWε with j = 1, 2, 3.
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The proofs of Lemmas 5.2.11 and 5.2.12 are given in Appendix 5.B.
Next we give transformation formulas of integrals over Ωε and Γε. For functions ϕ on Ωε

and η on Γiε, i = 0, 1 we use the notations

ϕ](y, r) := ϕ(y + rn(y)), y ∈ Γ, r ∈ (εg0(y), εg1(y)), (5.2.46)

η]i (y) := η(y + εgi(y)n(y)), y ∈ Γ. (5.2.47)

Let J = J(y, r) be a function given by

J(y, r) := det[I3 − rW (y)] = {1− rκ1(y)}{1− rκ2(y)} (5.2.48)

for y ∈ Γ and r ∈ (−δ, δ). By (5.2.2) and κ1, κ2 ∈ C3(Γ) we have

c−1 ≤ J(y, r) ≤ c, |∇ΓJ(y, r)| ≤ c,
∣∣∣∣∂J∂r (y, r)

∣∣∣∣ ≤ c (5.2.49)

for all y ∈ Γ and r ∈ (−δ, δ) (here ∇ΓJ stands for the tangential gradient of J with respect
to y ∈ Γ). Also, we easily observe that

|J(y, r)− 1| ≤ cε for all y ∈ Γ, r ∈ [εg0(y), εg1(y)]. (5.2.50)

The function J is the Jacobian appearing in the change of variables formula∫
Ωε

ϕ(x) dx =

∫
Γ

∫ εg1(y)

εg0(y)
ϕ(y + rn(y))J(y, r) dr dH2(y) (5.2.51)

for a function ϕ on Ωε (see e.g. [15, Section 14.6]). The formula (5.2.51) can be seen as a
co-area formula. From (5.2.49) and (5.2.51) it immediately follows that

c−1‖ϕ‖pLp(Ωε)
≤
∫

Γ

∫ εg1(y)

εg0(y)
|ϕ](y, r)|p dr dH2(y) ≤ c‖ϕ‖pLp(Ωε)

(5.2.52)

for all p ∈ [1,∞) and ϕ ∈ Lp(Ωε), where we used the notation (5.2.46). We frequently use
this inequality in the sequel.

Lemma 5.2.13. Let η be a function on Γ and η̄ := η◦π its constant extension in the normal
direction of Γ. Then η ∈ Lp(Γ), p ∈ [1,∞) if and only if η̄ ∈ Lp(Ωε). Moreover, there exists
a constant c > 0 independent of ε and η such that

c−1ε1/p‖η‖Lp(Γ) ≤ ‖η̄‖Lp(Ωε) ≤ cε
1/p‖η‖Lp(Γ). (5.2.53)

Also, η ∈W 1,p(Γ) if and only if η̄ ∈W 1,p(Ωε) and we have

c−1ε1/p‖∇Γη‖Lp(Γ) ≤ ‖∇η̄‖Lp(Ωε) ≤ cε
1/p‖∇Γη‖Lp(Γ) (5.2.54)

and therefore

c−1ε1/p‖η‖W 1,p(Γ) ≤ ‖η̄‖W 1,p(Ωε) ≤ cε
1/p‖η‖W 1,p(Γ). (5.2.55)

Proof. The change of variables formula (5.2.51) implies that

‖η̄‖pLp(Ωε)
=

∫
Γ
|η(y)|p

(∫ εg1(y)

εg0(y)
J(y, r) dr

)
dH2(y).

Hence the inequality (5.2.53) follows from (5.2.30) and (5.2.49). Similarly, we get (5.2.54)
by (5.2.13), (5.2.30), (5.2.49), and (5.2.51).
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Lemma 5.2.14. For p ∈ [1,∞) let η ∈W 2,p(Γ). Then η̄ := η ◦ π ∈W 2,p(Ωε) and

‖η̄‖W 2,p(Ωε) ≤ cε
1/p‖η‖W 2,p(Γ) (5.2.56)

with a constant c > 0 independent of ε and η.

Proof. From (5.2.15) and (5.2.53) it follows that

‖∇2η̄‖Lp(Ωε) ≤ c
(∥∥∇Γη

∥∥
Lp(Ωε)

+
∥∥∥∇2

Γη
∥∥∥
Lp(Ωε)

)
≤ cε1/p‖η‖W 2,p(Γ).

Combining this inequality with (5.2.55) we obtain (5.2.56).

We also give a change of variables formula for integrals over Γε.

Lemma 5.2.15. For ϕ ∈ L1(Γiε), i = 0, 1 let ϕ]i be given by (5.2.47). Then∫
Γiε

ϕ(x) dH2(x) =

∫
Γ
ϕ]i(y)J(y, εgi(y))

√
1 + ε2|τ iε(y)|2 dH2(y), (5.2.57)

where τ iε is given by (5.2.32). Moreover, if ϕ ∈ Lp(Γiε), p ∈ [1,∞) then ϕ]i ∈ Lp(Γ) and there
exists a constant c > 0 independent of ε such that

c−1‖ϕ‖Lp(Γiε)
≤ ‖ϕ]i‖Lp(Γ) ≤ c‖ϕ‖Lp(Γiε)

. (5.2.58)

Proof. In Lemma 5.B.2 we show a change of variables formula∫
Γh

ϕ(x) dH2(x) =

∫
Γ
ϕ](y)J(y, h(y))

√
1 + |τh(y)|2 dH2(y)

for an integrable function ϕ on a parametrized surface Γh := {y + h(y)n(y) | y ∈ Γ}, where
h ∈ C1(Γ) satisfies |h| < δ on Γ and

ϕ](y) := ϕ(y + h(y)n(y)), τh(y) := {I3 − h(y)W (y)}−1∇Γh(y), y ∈ Γ.

Setting h = εgi, i = 0, 1 in the above formula we obtain (5.2.57). Also, (5.2.58) follows from
the formula (5.2.57) and the inequalities (5.2.34) and (5.2.49).

5.3 Fundamental tools for analysis

5.3.1 Sobolev inequalities

Let us give several Sobolev inequalities on Γ and Ωε. First we prove Ladyzhenskaya’s in-
equality on the two-dimensional closed surface Γ.

Lemma 5.3.1. There exists a constant c > 0 such that

‖η‖L4(Γ) ≤ c‖η‖
1/2
L2(Γ)

‖η‖1/2
H1(Γ)

(5.3.1)

for all η ∈ H1(Γ).
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Proof. Since Γ is compact and without boundary, by a standard localization argument with
a partition of unity of Γ it is sufficient to prove

‖η‖L4(µ(U)) ≤ c‖η‖
1/2
L2(µ(U))

‖η‖1/2
H1(µ(U))

(5.3.2)

for a bounded open set U in R2, a local parametrization µ : U → Γ, and η ∈ H1(Γ) compactly
supported in µ(U). For such η, the function η̃ := η◦µ is in H1(R2) and compactly supported
in U . Hence Ladyzhenskaya’s inequality on R2 (see [35, Lemma 1 in Chapter 1, Section 1.1])
yields

‖η̃‖L4(U) ≤
√

2‖η̃‖1/2
L2(U)

‖∇sη̃‖1/2L2(U)
, (5.3.3)

where ∇s is the gradient operator in s ∈ R2. To deduce (5.3.2) from (5.3.3) we set

∇sµ :=

(
∂s1µ1 ∂s1µ2 ∂s1µ3

∂s2µ1 ∂s2µ2 ∂s2µ3

)
, θ := ∇sµ(∇sµ)T

and recall that integrals over the surface are given by

‖η‖pLp(µ(U)) =

∫
U
|η̃|p
√

det θ ds, p = 2, 4,

‖∇Γη‖2L2(µ(U)) =

∫
U
|(∇Γη) ◦ µ|2

√
det θ ds.

Since µ is of class C5 (note that Γ is of class C5), the determinant of θ is continuous and does
not vanish on U . In particular, it is bounded from above and below by positive constants on
the support of η̃ since it is a compact subset of U . Hence

c−1‖η‖Lp(µ(U)) ≤ ‖η̃‖Lp(U) ≤ c‖η‖Lp(µ(U)), p = 2, 4 (5.3.4)

with a constant c > 0. Also, differentiating both sides of η̃(s) = η(µ(s)) = η̄(µ(s)) with
respect to si, i = 1, 2 and using (5.2.4) (note that µ(s) ∈ Γ) we get

∂si η̃(s) = ∂siµ(s) · ∇η̄(µ(s)) = ∂siµ(s) · ∇Γη(µ(s)), s ∈ U.

From this equality and the fact that µ is of class C5 and the determinant of θ is bounded
from below by a positive constant on the support of η̃ we deduce that

‖∇sη̃‖2L2(U) ≤ c
∫
U
|(∇Γη) ◦ µ|2 ds ≤ c‖∇Γη‖2L2(µ(U)).

Applying this inequality and (5.3.4) to (5.3.3) we obtain (5.3.2).

Next we give Poincaré type inequalities on the curved thin domain Ωε. By ∂n we denote
the directional derivative in the normal direction of Γ, i.e. for a function ϕ on Ωε and x ∈ Ωε

we set

∂nϕ(x) := (n̄(x) · ∇)ϕ(x) =
d

dr

(
ϕ(y + rn(y))

)∣∣∣
r=d(x)

(y = π(x) ∈ Γ). (5.3.5)

Note that for the constant extension of a function η on Γ we have

∂nη̄(x) = (n̄(x) · ∇)η̄(x) = 0, x ∈ Ωε. (5.3.6)
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Lemma 5.3.2. Let ϕ ∈W 1,p(Ωε) with p ∈ [1,∞). There exists a constant c > 0 independent
of ε such that

‖ϕ‖Lp(Ωε) ≤ c
(
ε1/p‖ϕ‖Lp(Γiε)

+ ε‖∂nϕ‖Lp(Ωε)

)
, i = 0, 1, (5.3.7)

‖ϕ‖Lp(Γiε)
≤ c

(
ε−1/p‖ϕ‖Lp(Ωε) + ε1−1/p‖∂nϕ‖Lp(Ωε)

)
, i = 0, 1. (5.3.8)

Proof. We show (5.3.7) and (5.3.8) for i = 0. Their proofs for i = 1 are the same. We use the
notations (5.2.46) and (5.2.47). Let y ∈ Γ and r ∈ (εg0(y), εg1(y)). Since ∂ϕ]/∂r = (∂nϕ)]

by (5.3.5), we have

ϕ](y, r) = ϕ](y, εg0(y)) +

∫ r

εg0(y)
(∂nϕ)](y, r̃) dr̃. (5.3.9)

From (5.3.9) and Hölder’s inequality it follows that

|ϕ](y, r)| ≤ |ϕ]0(y)|+
∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r̃)| dr̃

≤ |ϕ]0(y)|+ cε1−1/p

(∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r̃)|p dr̃

)1/p

.

Here ϕ]0(y) = ϕ](y, εg0(y)). Noting that the right-hand side is independent of r, we integrate
the p-th power of both sides of the above inequality with respect to r to get∫ εg1(y)

εg0(y)
|ϕ](y, r)|p dr ≤ c

(
ε|ϕ]0(y)|p + εp

∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r̃)|p dr̃

)
. (5.3.10)

Hence the inequalities (5.2.52) and (5.3.10) yield that

‖ϕ‖pLp(Ωε)
≤ c

∫
Γ

∫ εg1(y)

εg0(y)
|ϕ](y, r)|p dr dH2(y) ≤ c

(
ε‖ϕ]0‖

p
Lp(Γ) + εp‖∂nϕ‖pLp(Ωε)

)
.

Applying (5.2.58) to the first term on the right-hand side we obtain (5.3.7).
Next let us prove (5.3.8). From (5.3.9) we deduce that

|ϕ]0(y)|p ≤ c

(
ε−1

∫ εg1(y)

εg0(y)
|ϕ](y, r)|p dr + εp−1

∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r̃)|p dr̃

)
as in the proof of (5.3.10). This inequality and (5.2.52) imply that

‖ϕ]0‖Lp(Γ) ≤ c
(
ε−1/p‖ϕ‖Lp(Ωε) + ε1−1/p‖∂nϕ‖Lp(Ωε)

)
.

Hence we apply (5.2.58) to the left-hand side of the above inequality to get (5.3.8).

We also show Agmon’s inequality on Ωε, which gives an estimate for the L∞(Ωε)-norm
of a function in H2(Ωε) with explicit dependence on ε of a bound.

Lemma 5.3.3. There exists a constant c > 0 independent of ε such that

‖ϕ‖L∞(Ωε) ≤ cε
−1/2‖ϕ‖1/4

L2(Ωε)
‖ϕ‖1/2

H2(Ωε)

×
(
‖ϕ‖L2(Ωε) + ε‖∂nϕ‖L2(Ωε) + ε2‖∂2

nϕ‖L2(Ωε)

)1/4
(5.3.11)

for all ϕ ∈ H2(Ωε).
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Proof. We use the anisotropic Agmon inequality (see [65, Proposition 2.2])

‖Φ‖L∞(V ) ≤ c‖Φ‖
1/4
L2(V )

3∏
i=1

(
‖Φ‖L2(V ) + ‖∂iΦ‖L2(V ) + ‖∂2

i Φ‖L2(V )

)1/4
(5.3.12)

for Φ ∈ H2(V ) with V = (0, 1)3. To this end, we localize ϕ by using a partition of unity on
Γ and transform it into a function on V . Since Γ is compact, we can take a finite number
of open sets Uk in R2 and local parametrizations µk : Uk → Γ, k = 1, . . . , k0 such that
{µk(Uk)}k0k=1 is an open covering of Γ. Then setting

ζk(s) = µk(s
′) + ε{(1− s3)g0(µk(s

′)) + s3g1(µk(s
′))}n(µk(s

′))

for s = (s′, s3) ∈ Vk := Uk × (0, 1) we see that {ζk(Vk)}k0k=1 is an open covering of Ωε. Let

{ηk}k0k=1 be a partition of unity on Γ subordinate to the covering {µk(Uk)}k0k=1 and η̄k := ηk◦π
the constant extension of ηk. Then {η̄k}k0k=1 is a partition of unity on Ωε subordinate to the

covering {ζk(Vk)}k0k=1. Hence to prove (5.3.11) it is sufficient to show

‖ϕk‖L∞(ζk(Vk)) ≤ cε−1/2‖ϕk‖
1/4
L2(ζk(Vk))

‖ϕk‖
1/2
H2(ζk(Vk))

×
(
‖ϕk‖L2(ζk(Vk)) + ε‖∂nϕk‖L2(ζk(Vk)) + ε2‖∂2

nϕk‖L2(ζk(Vk))

)1/4
(5.3.13)

for each k = 1, . . . , k0, where ϕk := η̄kϕ (note that ∂nϕk = η̄k∂nϕ by ∂nη̄k = 0). Let us
prove (5.3.13). Hereafter we suppress the index k. By taking the open subset U of R2 small
and scaling it, we may assume U = (0, 1)2 and V = (0, 1)3. Since Γ is of class C5, the local
parametrization µ is of class C5 and thus the mapping

ζ(s) = µ(s′) + ε{(1− s3)ḡ0(µ(s′)) + s3ḡ1(µ(s′))}n̄(µ(s′)), s = (s′, s3) ∈ V

is of class C4 by g0, g1 ∈ C4(Γ) and n ∈ C4(Γ)3 (here ḡi = gi ◦ π and n̄ = n ◦ π). We
differentiate ζ(s) and apply (5.2.4) and (5.2.16) with y = µ(s′) ∈ Γ to get

∂siζ(s) =
[
I3 − ε

{
(1− s3)g0(µ(s′)) + s3g1(µ(s′))

}
W (µ(s′))

]
∂siµ(s′)

+ ε∂siµ(s′) · {(1− s3)∇Γg0(µ(s′)) + s3∇Γg1(µ(s′))}n(µ(s′)),

∂s3ζ(s) = εg(µ(s′))n(µ(s′))

(5.3.14)

for s = (s′, s3) ∈ V and i = 1, 2. From these formulas it follows that

det∇sζ(s) = εg(µ(s′))J(µ(s′), hε(s))
√

det θ(s′), s = (s′, s3) ∈ V, (5.3.15)

where ∇sζ is the gradient matrix of ζ in s and

hε(s) := ε{(1− s3)g0(µ(s′)) + s3g1(µ(s′))},

θ(s′) := ∇s′µ(s′)∇s′µ(s′)T , ∇s′µ :=

(
∂s1µ1 ∂s1µ2 ∂s1µ3

∂s2µ1 ∂s2µ2 ∂s2µ3

)
.

(We give detailed calculations for (5.3.15) in Appendix 5.B.) Let Φ(s) := ϕ(ζ(s)) for s ∈ V .
Since ϕ is localized by the constant extension of a cut-off function on Γ, the function Φ is
supported in K × (0, 1) with some compact subset K of U . Then the determinant of θ is
bounded from below by a positive constant on K since it is continuous and does not vanish on



5. Navier–Stokes equations in a curved thin domain 137

U (note that the local parametrization µ is of class C5). By this fact, (5.2.30), and (5.2.49)
we have

det∇sζ(s) ≥ cε, s ∈ K × (0, 1) (5.3.16)

with a constant c > 0. Since Φ = ϕ ◦ ζ is supported in K × (0, 1) and ζ is bounded on
K × (0, 1) along with its first and second order derivatives (note that ζ is of class C4 on V
and depends linearly on s3), we observe by the change of variables formula∫

ζ(V )
ϕ(x) dx =

∫
V

Φ(s) det∇sζ(s) ds, (5.3.17)

the inequality (5.3.16), and ϕ ∈ H2(Ωε) that Φ ∈ H2(V ) and

‖Φ‖L∞(V ) = ‖ϕ‖L∞(ζ(V )), ‖Φ‖L2(V ) ≤ cε−1/2‖ϕ‖L2(ζ(V )). (5.3.18)

Moreover, by the chain rule of differentiation we have

∂siΦ(s) = ∂siζ(s) · ∇ϕ(ζ(s)),

∂2
siΦ(s) = ∂2

siζ(s) · ∇ϕ(ζ(s)) + ∂siζ(s) · ∇2ϕ(ζ(s))∂siζ(s),

∂s3Φ(s) = εg(µ(s′))∂nϕ(ζ(s)), ∂2
s3Φ(s) = ε2g(µ(s′))2∂2

nϕ(ζ(s))

for s = (s′, s3) ∈ V and i = 1, 2, where the last two equalities follow from (5.3.14) and
∂nϕ = (n̄ ·∇)ϕ. To the above equalities we apply the boundedness of g on Γ and that of the
first and second order derivatives of ζ on K × (0, 1) to get

|∂siΦ(s)| ≤ c|∇ϕ(ζ(s))|, |∂2
siΦ(s)| ≤ c(|∇ϕ(ζ(s))|+ |∇2ϕ(ζ(s))|), i = 1, 2,

|∂ks3Φ(s)| ≤ cεk|∂knϕ(ζ(s))|, k = 1, 2

for s ∈ K × (0, 1). Noting that Φ = ϕ ◦ ζ is supported in K × (0, 1), we deduce from the
above inequalities, (5.3.16), and (5.3.17) that

‖∂ksiΦ‖L2(V ) ≤ cε−1/2‖ϕ‖Hk(ζ(V )), ‖∂ks3Φ‖L2(V ) ≤ cεk−1/2‖∂knϕ‖L2(ζ(V )) (5.3.19)

for i, k = 1, 2. Finally, applying the anisotropic Agmon inequality (5.3.12) to Φ ∈ H2(V )
and using (5.3.18) and (5.3.19) we obtain (5.3.13).

5.3.2 Consequences of the boundary conditions

In this subsection we derive several properties from the boundary conditions

u · nε = 0, (5.3.20)

2νPεD(u)nε + γεu = 0, (5.3.21)

where D(u) =: (∇u)S = {∇u+ (∇u)T }/2 is the strain rate tensor. First we consider vector
fields satisfying the impermeable boundary condition (5.3.20).

Lemma 5.3.4. For i = 0, 1 let u ∈ C(Γiε)
3 satisfy (5.3.20) on Γiε. Then

u · n̄ = εu · τ̄ iε, |u · n̄| ≤ cε|u| on Γiε, (5.3.22)

where τ iε is given by (5.2.32) and c > 0 is a constant independent of ε and u.
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Proof. The first equality of (5.3.22) is an immediate consequence of (5.2.33), (5.2.38), and
(5.3.20) on Γiε. This equality and the first inequality of (5.2.34) implies the second inequality
of (5.3.22).

As a consequence of Lemma 5.3.4 we derive Poincaré’s inequalities for the normal com-
ponent (with respect to Γ) of a vector field on Ωε.

Lemma 5.3.5. Let p ∈ [1,∞). There exists c > 0 independent of ε such that

‖u · n̄‖Lp(Ωε) ≤ cε‖u‖W 1,p(Ωε) (5.3.23)

for all u ∈W 1,p(Ωε)
3 satisfying (5.3.20) on Γ0

ε or on Γ1
ε. We also have∥∥P∇(u · n̄)

∥∥
Lp(Ωε)

≤ cε‖u‖W 2,p(Ωε) (5.3.24)

for all u ∈W 2,p(Ωε)
3 satisfying (5.3.20) on Γ0

ε or on Γ1
ε.

Proof. Let u ∈ W 1,p(Ωε)
3. We may assume that u satisfies (5.3.20) on Γ0

ε without loss of
generality. By (5.3.6) and (5.3.7) with i = 0,

‖u · n̄‖Lp(Ωε) ≤ c
(
ε1/p‖u · n̄‖Lp(Γ0

ε)
+ ε‖∂nu‖Lp(Ωε)

)
. (5.3.25)

Moreover, we apply the second inequality of (5.3.22) and then use (5.3.8) with i = 0 to the
first term on the right-hand side of (5.3.25) to get

‖u · n̄‖Lp(Γ0
ε)
≤ cε‖u‖Lp(Γ0

ε)
≤ cε1−1/p‖u‖W 1,p(Ωε). (5.3.26)

Combining (5.3.25) and (5.3.26) we obtain (5.3.23).
Next suppose that u ∈W 2,p(Ωε)

3 satisfies (5.3.20) on Γ0
ε. Noting that∣∣∣∂n[P∇(u · n̄)

]∣∣∣ ≤ c(|∇u|+ |∇2u|) in Ωε

by (5.2.17) and (5.3.6), we apply (5.3.7) with i = 0 to get∥∥P∇(u · n̄)
∥∥
Lp(Ωε)

≤ c
(
ε1/p

∥∥P∇(u · n̄)
∥∥
Lp(Γ0

ε)
+ ε‖u‖W 2,p(Ωε)

)
(5.3.27)

Since the tangential gradient on Γε depends only on the value of a function on Γε, we see by
(5.2.39) and the first equality of (5.3.22) that

P∇(u · n̄) = ∇Γε(u · n̄) +
(
P − Pε

)
∇(u · n̄) = ε∇Γε(u · τ̄0

ε ) +
(
P − Pε

)
∇(u · n̄)

= εPε∇(u · τ̄0
ε ) +

(
P − Pε

)
∇(u · n̄)

on Γ0
ε. By this formula, (5.2.13), (5.2.17), (5.2.34), and (5.2.41) we have∣∣P∇(u · n̄)

∣∣ ≤ cε(|u|+ |∇u|) on Γ0
ε.

From this inequality and (5.3.8) it follows that∥∥P∇(u · n̄)
∥∥
Lp(Γ0

ε)
≤ cε

(
‖u‖Lp(Γ0

ε)
+ ‖∇u‖Lp(Γ0

ε)

)
≤ cε1−1/p‖u‖W 2,p(Ωε).

Applying this inequality to the right-hand side of (5.3.27) we obtain (5.3.24).
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The next lemma gives an expression for the normal component of the directional deriva-
tives on Γε for vector fields satisfying the impermeable boundary condition in terms of the
Weingarten map of Γε.

Lemma 5.3.6. Let i = 0, 1. For u1, u2 ∈ C1(Ωε)
3 satisfying (5.3.20) on Γiε we have

(u1 · ∇)u2 · nε = Wεu1 · u2 = u1 ·Wεu2 on Γiε. (5.3.28)

Proof. The equality u1 · nε = 0 on Γiε means that u1 is tangential on Γiε. Hence

(u1 · ∇)u2 · nε = (u1 · ∇Γε)u2 · nε = u1 · ∇Γε(u2 · nε)− u2 · (u1 · ∇Γε)nε

on Γiε. The first term on the right-hand side vanishes by u2 · nε = 0 on Γiε (note that
the tangential gradient on Γiε depends only on the values of a function on Γiε). Also, by
−∇Γεnε = Wε = W T

ε we have

(u1 · ∇Γε)nε = −W T
ε u1 = −Wεu1 on Γiε.

Combining the above two equalities we obtain (5.3.28).

Note that (u1 · ∇)u2 · nε can be expressed without using the derivatives of u1 and u2 by
(5.3.28). We use this fact in the analysis of boundary integrals, see Lemma 5.4.1.

Next we prove formulas for vector fields satisfying the slip boundary conditions (5.3.20)–
(5.3.21).

Lemma 5.3.7. Let i = 0, 1. For u ∈ C2(Ωε)
3 satisfying (5.3.20)–(5.3.21) on Γiε we have

Pε(nε · ∇)u = −Wεu−
γε
ν
u on Γiε, (5.3.29)

nε × curlu = −nε ×
{
nε ×

(
2Wεu+

γε
ν
u
)}

on Γiε. (5.3.30)

Proof. Applying the tangential gradient operator ∇Γε to u · nε = 0 on Γiε we have

(∇Γεu)nε = −(∇Γεnε)u = Wεu on Γiε. (5.3.31)

From this equality, (5.3.21), and

2PεD(u)nε = Pε{(∇u)nε + (∇u)Tnε} = (∇Γεu)nε + Pε(nε · ∇)u

by (5.2.39) we deduce that

Pε(nε · ∇)u = −(∇Γεu)nε −
γε
ν
u = −Wεu−

γε
ν
u on Γiε.

Hence (5.3.29) holds. To prove (5.3.30) we observe that the vector field nε×curlu is tangential
on Γiε. By this fact, (5.2.39), (5.3.29), and (5.3.31) we have

nε × curlu = Pε(nε × curlu) = Pε{(∇u)nε − (∇u)Tnε}

= (∇Γεu)nε − Pε(nε · ∇)u = 2Wεu+
γε
ν
u

on Γiε. The equality (5.3.30) follows from this equality and the identity

a× (a× b) = (a · b)a− |a|2b, a, b ∈ R3

with a = nε and b = 2Wεu+ ν−1γεu since nε · u = 0, nε ·Wεu = 0, and |nε|2 = 1 on Γiε.
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Let us derive an estimate for the Lp(Ωε)-norm of the tangential component (with respect
to Γ) of the stress vector D(u)n̄. It is used in the study of a singular limit problem for
(5.1.1)–(5.1.3) as ε tends to zero.

Lemma 5.3.8. Suppose that Assumption 1 is satisfied, i.e. the inequality (5.1.6) holds and
let p ∈ [1,∞). Then there exists c > 0 independent of ε such that∥∥PD(u)n̄

∥∥
Lp(Ωε)

≤ cε‖u‖W 2,p(Ωε) (5.3.32)

for all u ∈W 2,p(Ωε)
3 satisfying (5.3.21) on Γ0

ε or on Γ1
ε.

Proof. We proceed as in the proof of Lemma 5.3.5. Let u ∈W 2,p(Ωε)
3 satisfy (5.3.21) on Γiε

for i = 0 or i = 1. By (5.3.6) and the boundedness of n and P we have∣∣∣∂n[PD(u)n̄
]∣∣∣ ≤ c|∇2u| in Ωε.

Hence we use (5.3.7) to get∥∥PD(u)n̄
∥∥
Lp(Ωε)

≤ c
(
ε1/p

∥∥PD(u)n̄
∥∥
Lp(Γiε)

+ ε‖u‖W 2,p(Ωε)

)
. (5.3.33)

Moreover, since u satisfies (5.3.21) on Γiε, we have

PD(u)n̄ = (−1)i+1PεD(u)nε + PεD(u){n̄− (−1)i+1nε}+
(
P − Pε

)
D(u)n̄

= (−1)i
γε
2ν
u+ PεD(u){n̄− (−1)i+1nε}+

(
P − Pε

)
D(u)n̄

on Γiε. Applying (5.1.6), (5.2.40), and (5.2.41) to the last line of this equality and noting
that Pε is bounded uniformly in ε we deduce that∣∣PD(u)n̄

∣∣ ≤ cε(|u|+ |∇u|) on Γiε.

By this inequality and (5.3.8) we get∥∥PD(u)n̄
∥∥
Lp(Γiε)

≤ cε
(
‖u‖Lp(Γiε)

+ ‖∇u‖Lp(Γiε)

)
≤ cε1−1/p‖u‖W 2,p(Ωε).

We apply this inequality to (5.3.33) to conclude that (5.3.32) is valid.

Finally, we compare the tangential component (with respect to Γ) of the normal derivative
of a vector field u on Ωε with −Wu.

Lemma 5.3.9. Under Assumption 1, there exists c > 0 independent of ε such that∥∥P∂nu+Wu
∥∥
Lp(Ωε)

≤ cε‖u‖W 2,p(Ωε) (5.3.34)

for all u ∈W 2,p(Ωε)
3 with p ∈ [1,∞) satisfying the slip boundary conditions (5.3.20)–(5.3.21)

on Γ0
ε or on Γ1

ε. Here ∂nu is the normal derivative of u given by (5.3.5).

Proof. For i = 0 or i = 1 let u ∈ W 2,p(Ωε)
3 satisfy (5.3.20)–(5.3.21) on Γiε. By (5.3.6) and

the boundedness of n, P , and W on Γ we have∣∣∣∂n[P∂nu+Wu
]∣∣∣ ≤ c(|∇u|+ |∇2u|) in Ωε.
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We apply (5.3.7) and the above inequality to get∥∥P∂nu+Wu
∥∥
Lp(Ωε)

≤ c
(
ε1/p

∥∥P∂nu+Wu
∥∥
Lp(Γiε)

+ ε‖u‖W 2,p(Ωε)

)
. (5.3.35)

Moreover, since ∂nu = (n̄ · ∇)u and u satisfies (5.3.20)–(5.3.21) on Γiε,

P∂nu = (−1)i+1Pε(nε · ∇)u+ Pε[{n̄− (−1)i+1nε} · ∇]u+
(
P − Pε

)
(n̄ · ∇)u

= (−1)i+1
(
−Wεu−

γε
ν
u
)

+ Pε[{n̄− (−1)i+1nε} · ∇]u+
(
P − Pε

)
(n̄ · ∇)u

on Γiε by (5.3.29). Hence by (5.1.6) and (5.2.40)–(5.2.42) we get∣∣P∂nu+Wu
∣∣ ≤ ∣∣Wu− (−1)i+1Wεu

∣∣+ cε(|u|+ |∇u|) ≤ cε(|u|+ |∇u|)

on Γiε, which together with (5.3.8) implies that∥∥P∂nu+Wu
∥∥
Lp(Γiε)

≤ cε
(
‖u‖Lp(Γiε)

+ ‖∇u‖Lp(Γiε)

)
≤ cε1−1/p‖u‖W 2,p(Ωε).

Applying this inequality to (5.3.35) we obtain (5.3.34).

5.3.3 Impermeable extension of surface vector fields

In the analysis of integrals over Ωε involving a vector field on Γ it is convenient to consider
its extension to Ωε satisfying the impermeable boundary condition on Γε. Let τ0

ε and τ1
ε be

the vector fields on Γ given by (5.2.32). We define a vector field Ψε on N by

Ψε(x) :=
1

ḡ(x)

{(
d(x)− εḡ0(x)

)
τ̄1
ε (x) +

(
εḡ1(x)− d(x)

)
τ̄0
ε (x)

}
, x ∈ N. (5.3.36)

By definition, Ψε = ετ̄ iε on Γiε, i = 0, 1. Let us give several estimates for Ψε.

Lemma 5.3.10. There exists a constant c > 0 independent of ε such that

|Ψε| ≤ cε, |∇Ψε| ≤ c, |∇2Ψε| ≤ c in Ωε. (5.3.37)

Moreover, we have

∣∣P∇Ψε

∣∣ ≤ cε, ∣∣∣∣∂nΨε −
1

ḡ
∇Γg

∣∣∣∣ ≤ cε in Ωε. (5.3.38)

Proof. Applying (5.2.34) and

0 ≤ d(x)− εḡ0(x) ≤ εḡ(x), 0 ≤ εḡ1(x)− d(x) ≤ εḡ(x), x ∈ Ωε (5.3.39)

to (5.3.36) we get the first inequality of (5.3.37). Also, by ∇d = n̄ in N we have

∇Ψε =
1

ḡ
{n̄⊗ (τ̄1

ε − τ̄0
ε ) + Fε} in N, (5.3.40)

where Fε is a 3× 3 matrix-valued function on N is given by

Fε := −∇ḡ ⊗Ψε + ε(∇ḡ1 ⊗ τ̄0
ε −∇ḡ0 ⊗ τ̄1

ε ) + (d− εḡ0)∇τ̄1
ε + (εḡ1 − d)∇τ̄0

ε .
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By (5.2.30), (5.2.34), and |n| = 1 on Γ we see that the first term on the right-hand side of
(5.3.40) is bounded on N uniformly in ε. Moreover, from (5.2.13), (5.2.30), (5.2.34), the first
inequality of (5.3.37), (5.3.39), and g0, g1 ∈ C4(Γ) we deduce that

|Fε| ≤ cε in Ωε. (5.3.41)

Hence the second inequality of (5.3.37) follows. Similarly, differentiating both sides of
(5.3.40) and using (5.2.13), (5.2.15), (5.2.34), the first and second inequalities of (5.3.37),
and g0, g1 ∈ C4(Γ) we can derive the last inequality of (5.3.37).

Let us prove (5.3.38). First note that

P [n⊗ (τ1
ε − τ0

ε )] = (Pn)⊗ (τ1
ε − τ0

ε ) = 0,

[(τ1
ε − τ0

ε )⊗ n]n = |n|2(τ1
ε − τ0

ε ) = τ1
ε − τ0

ε

on Γ. These equalities and (5.3.5) imply that

P∇Ψε =
1

ḡ
PFε, ∂nΨε = (∇Ψε)

T n̄ =
1

ḡ
(τ1
ε − τ0

ε ) + F Tε n̄ in N.

Hence we see by (5.2.30), (5.3.41), and |P | = 1 on Γ that∣∣P∇Ψε

∣∣ ≤ c ∣∣PFε∣∣ ≤ c|Fε| ≤ cε in Ωε.

Also, applying (5.2.30), (5.2.35), and (5.3.41) to the equality for ∂nΨε we obtain∣∣∣∣∂nΨε −
1

ḡ
∇Γg

∣∣∣∣ ≤ 1

ḡ

∑
i=0,1

∣∣τ̄ iε −∇Γgi
∣∣+ |Fε| ≤ cε in Ωε.

Hence (5.3.38) is valid.

For a tangential vector field v on Γ (i.e. v · n = 0 on Γ) we define

Eεv(x) := v̄(x) + {v̄(x) ·Ψε(x)}n̄(x), x ∈ N, (5.3.42)

where v̄ and n̄ are the constant extensions of v and n. By the definition of Ψε we easily see
that Eεv satisfies the impermeable boundary condition on Γε.

Lemma 5.3.11. For all v ∈ C(Γ, TΓ) we have Eεv · nε = 0 on Γε.

Proof. For i = 0, 1 we observe by (5.2.33), (5.2.38), and v · n = 0 on Γ that

v̄ · nε = (−1)i
εv̄ · τ̄ iε√

1 + ε2|τ̄ iε|2
, n̄ · nε =

(−1)i+1√
1 + ε2|τ̄ iε|2

on Γiε.

From these equalities and Ψε = ετ̄ iε on Γiε by (5.3.36) we get Eεv · nε = 0 on Γiε.

Also, it is easy to show that Eεv ∈Wm,p(Ωε) for v ∈Wm,p(Γ, TΓ).

Lemma 5.3.12. There exists a constant c > 0 independent of ε such that

‖Eεv‖Wm,p(Ωε) ≤ cε
1/2‖v‖Wm,p(Γ) (5.3.43)

for all v ∈Wm,p(Γ, TΓ) with p ∈ [1,∞) and m = 0, 1, 2.



5. Navier–Stokes equations in a curved thin domain 143

Proof. By (5.2.13), (5.2.15), and (5.3.37) we have

|Eεv| ≤ c|v̄|, |∇Eεv| ≤ c
(
|v̄|+

∣∣∇Γv
∣∣) , |∇2Eεv| ≤ c

(
|v̄|+

∣∣∇Γv
∣∣+
∣∣∣∇2

Γv
∣∣∣)

in Ωε. These inequalities, (5.2.53), (5.2.55), and (5.2.56) imply (5.3.43).

If Ω̃ε is a flat thin domain of the form

Ω̃ε = {x = (x′, x3) ∈ R3 | x′ ∈ ω, εg̃0(x′) < x3 < εg̃1(x′)},

where ω is a domain in R2 and g̃0 and g̃1 are functions on ω, then we have

div(Eεv)(x) =
1

g̃(x′)
div(g̃v)(x′), x = (x′, x3) ∈ Ω̃ε (g̃ := g̃1 − g̃0)

for v : ω → R2 (see [21, Lemma 4.24] and [26, Remark 3.1]). This is not the case for the
curved thin domain Ωε given by (5.1.4) because the principal curvatures of the surface Γ
do not vanish in general. However, we can show that the difference between div(Eεv) and
g−1divΓ(gv) is of order ε in Ωε.

Lemma 5.3.13. There exists a constant c > 0 independent of ε such that∣∣∣∣∇Eεv −{∇Γv +
1

ḡ

(
v̄ · ∇Γg

)
Q

}∣∣∣∣ ≤ cε (|v̄|+ ∣∣∇Γv
∣∣) in Ωε (5.3.44)

for all v ∈ C1(Γ, TΓ). Moreover, we have∣∣∣∣div(Eεv)− 1

ḡ
divΓ(gv)

∣∣∣∣ ≤ cε (|v̄|+ ∣∣∇Γv
∣∣) in Ωε. (5.3.45)

Proof. From (5.3.42), Q = n⊗ n, and (n⊗∇Γg)v = (v · ∇Γg)n it follows that

∇Eεv = ∇v̄ + [(∇v̄)Ψε + (∇Ψε)v̄]⊗ n̄+ (v̄ ·Ψε)∇n̄,(
v̄ · ∇Γg

)
Q =

[(
n̄⊗∇Γg

)
v̄
]
⊗ n̄

in N . Hence∣∣∣∣∇Eεv −{∇Γv +
1

ḡ

(
v̄ · ∇Γg

)
Q

}∣∣∣∣ ≤ ∣∣∇v̄ −∇Γv
∣∣+ |{(∇v̄)Ψε} ⊗ n̄|+ |(v̄ ·Ψε)∇n̄|

+

∣∣∣∣[(∇Ψε −
1

ḡ
n̄⊗∇Γg

)
v̄

]
⊗ n̄

∣∣∣∣ . (5.3.46)

Since ∇Ψε = P∇Ψε +Q∇Ψε = P∇Ψε + n̄⊗ ∂nΨε, by (5.3.38) we get∣∣∣∣∇Ψε −
1

ḡ
n̄⊗∇Γg

∣∣∣∣ ≤ ∣∣P∇Ψε

∣∣+

∣∣∣∣n̄⊗ (∂nΨε −
1

ḡ
∇Γg

)∣∣∣∣ ≤ cε in Ωε.

Applying this inequality, (5.2.13), (5.2.14), (5.2.17), (5.3.37), and |d| ≤ cε in Ωε to the
right-hand side of (5.3.46) we obtain (5.3.44). Also, since tr[Q] = n · n = 1,

tr

[
∇Γv +

1

g
(v · ∇Γg)Q

]
= divΓv +

1

g
(v · ∇Γg) =

1

g
divΓ(gv) on Γ.

Hence the inequality (5.3.45) follows from (5.3.44).
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As a consequence of Lemma 5.3.13 we have the Lp-estimate for div(Eεv) on Ωε.

Lemma 5.3.14. Let p ∈ [1,∞). There exists c > 0 independent of ε such that

‖div(Eεv)‖Lp(Ωε) ≤ cε
1/p
(
‖divΓ(gv)‖Lp(Γ) + ε‖v‖W 1,p(Γ)

)
(5.3.47)

for all v ∈W 1,p(Γ, TΓ). In particular, if v satisfies divΓ(gv) = 0 on Γ, then

‖div(Eεv)‖Lp(Ωε) ≤ cε
1+1/p‖v‖W 1,p(Γ). (5.3.48)

Proof. By (5.2.30) and (5.3.45) we have

|div(Eεv)| ≤ c
{∣∣∣divΓ(gv)

∣∣∣+ ε
(
|v̄|+

∣∣∇Γv
∣∣)} in Ωε.

The inequality (5.3.47) follows from this inequality and (5.2.53).

5.4 Korn inequalities on a thin domain and a surface

In this section we establish the Korn inequalities on Ωε and Γ, which play a fundamental
role in the study of the Stokes operator on Ωε associated with slip boundary conditions and
the corresponding limit operator on Γ.

5.4.1 Uniform Korn inequalities on a thin domain

For the proof of the global existence of a strong solution to (5.1.1)–(5.1.3), it is essential that
the bilinear form corresponding to the Stokes operator on Ωε with slip boundary conditions
is uniformly coercive in ε (see Section 5.5.2). To show the uniform coerciveness of the bilinear
form, let us prove the uniform Korn inequalities on Ωε. First we give an estimate for the
L2-norm of the gradient matrix of a vector field on Ωε.

Lemma 5.4.1. There exists a constant cK,1 > 0 independent of ε such that

‖∇u‖2L2(Ωε)
≤ 4‖D(u)‖2L2(Ωε)

+ cK,1‖u‖2L2(Ωε)
(5.4.1)

for all ε ∈ (0, 1) and u ∈ H1(Ωε)
3 satisfying (5.3.20) on Γε.

Let us prove an auxiliary density result.

Lemma 5.4.2. Let u ∈ H1(Ωε)
3 satisfy (5.3.20) on Γε. Then there exists a sequence {uk}∞k=1

in C2(Ωε)
3 such that uk satisfies (5.3.20) on Γε for each k ∈ N and

lim
k→∞

‖u− uk‖H1(Ωε) = 0.

Proof. We follow the idea of the proof of [8, Theorem IV.4.7], but here it is not necessary to
localize a vector field on Ωε. For x ∈ N we define

ñ(x) :=
1

εḡ(x)

{(
d(x)− εḡ0(x)

)
n̄1
ε(x) +

(
εḡ1(x)− d(x)

)
n̄0
ε(x)

}
,

where n0
ε and n1

ε are given by (5.2.33) and η̄ = η ◦ π denotes the constant extension of a
function η on Γ. Then ñ ∈ C2(N) by the regularity of Γ, g0, and g1. Moreover, ñ = nε on Γε
by Lemma 5.2.10. Hence if u ∈ H1(Ωε)

3 satisfies (5.3.20) on Γε, then we have u · ñ ∈ H1
0 (Ωε)



5. Navier–Stokes equations in a curved thin domain 145

and w := u − (u · ñ)ñ ∈ H1(Ωε)
3. Since Γε is of class C1, there exist sequences {ϕk}∞k=1 in

C∞c (Ωε) and {wk}∞k=1 in C∞(Ωε)
3 such that

lim
k→∞

‖u · ñ− ϕk‖H1(Ωε) = lim
k→∞

‖w − wk‖H1(Ωε) = 0.

Here C∞c (Ωε) is the space of all smooth and compactly supported functions on Ωε. Therefore,
setting uk := ϕkñ+ wk − (wk · ñ)ñ ∈ C2(Ωε) we see that

uk · nε = uk · ñ = ϕk = 0 on Γε

for each k ∈ N and (note that u = (u · ñ)ñ+ w and w · ñ = 0 in Ωε)

‖u− uk‖H1(Ωε) = ‖(u · ñ− ϕk)ñ+ (w − wk)− {(w − wk) · ñ}ñ‖H1(Ωε)

≤ c
(
‖u · ñ− ϕk‖H1(Ωε) + ‖w − wk‖H1(Ωε)

)
→ 0

as k →∞.

Proof of Lemma 5.4.1. By Lemma 5.4.2 it is sufficient to show (5.4.1) for all u ∈ C2(Ωε)
3

satisfying (5.3.20) on Γε. Since 2|D(u)|2 = |∇u|2 +∇u : (∇u)T ,

2‖D(u)‖2L2(Ωε)
= ‖∇u‖2L2(Ωε)

+

∫
Ωε

∇u : (∇u)T dx.

To the second them on the right-hand side we apply integration by parts twice (note that u
is of class C2 on Ωε) and then use (5.3.20) on Γε to get∫

Ωε

∇u : (∇u)T dx =

∫
Ωε

(div u)2 dx+

∫
Γε

(u · ∇)u · nε dH2.

Here the first them on the right-hand side is nonnegative. Therefore,

‖∇u‖2L2(Ωε)
≤ 2‖D(u)‖2L2(Ωε)

+

∣∣∣∣∫
Γε

(u · ∇)u · nε dH2

∣∣∣∣ . (5.4.2)

Let us estimate the integral over Γε in (5.4.2). Since u satisfies (5.3.20) on Γε, we can apply
(5.3.28) to the integrand of the boundary integral to get∫

Γε

(u · ∇)u · nε dH2 =

∫
Γε

u ·Wεu dH2 =
∑
i=0,1

∫
Γiε

u ·Wεu dH2. (5.4.3)

To estimate the right-hand side we set

Fi(y) :=
√

1 + ε2|τ iε(y)|2W ]
ε,i(y), i = 0, 1,

F (y, r) :=
1

εg(y)

{(
r − εg0(y)

)
F1(y)−

(
εg1(y)− r

)
F0(y)

}
,

ϕ(y, r) := u](y, r) · F (y, r)u](y, r)J(y, r)

(5.4.4)

for y ∈ Γ and r ∈ [εg0(y), εg1(y)]. Here and in what follows we use the notations (5.2.46)
and (5.2.47), and we sometimes suppress the arguments y and r. By (5.4.4) we observe that

[u ·Wεu]]i(y)
√

1 + ε2|τ iε(y)|2J(y, εgi(y)) = (−1)i+1ϕ(y, εgi(y)), y ∈ Γ, i = 0, 1.
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From this relation and (5.2.57) we deduce that∑
i=0,1

∫
Γiε

[u ·Wεu](x) dH2(x) =

∫
Γ
{ϕ(y, εg1(y))− ϕ(y, εg0(y))} dH2(y)

=

∫
Γ

∫ εg1(y)

εg0(y)

∂ϕ

∂r
(y, r) dr dH2(y).

(5.4.5)

To estimate the integrand on the last line, we use (5.2.49) to get∣∣∣∣∂ϕ∂r
∣∣∣∣ ≤ c{(|F |+ ∣∣∣∣∂F∂r

∣∣∣∣) |u]|2 + |F ||u]||(∇u)]|
}
. (5.4.6)

By (5.2.34) and the uniform boundedness in ε of Wε on Γε we observe that F0 and F1 are
bounded on Γ uniformly in ε. Thus we have

|F (y, r)| ≤ c

εg(y)

{(
r − εg0(y)

)
+
(
εg1(y)− r

)
} = c (5.4.7)

for y ∈ Γ and r ∈ [εg0(y), εg1(y)]. Also, by ∂F/∂r = (εg)−1(F1 + F0) and (5.4.4),∣∣∣∣∂F∂r
∣∣∣∣ ≤ cε−1

|W ]
ε,1 +W ]

ε,0|+
∑
i=0,1

(√
1 + ε2|τ iε|2 − 1

)
|W ]

ε,i|

 . (5.4.8)

By the mean value theorem for the function
√

1 + s, s ≥ 0 and (5.2.34) we have

(0 ≤)
√

1 + ε2|τ iε(y)|2 − 1 ≤ ε2

2
|τ iε(y)|2 ≤ cε2, y ∈ Γ. (5.4.9)

We apply this inequality, (5.2.45) with Gε = Wε, and the uniform boundedness in ε of Wε

to the right-hand side of (5.4.8) to obtain∣∣∣∣∂F∂r (y, r)

∣∣∣∣ ≤ c for all y ∈ Γ, r ∈ [εg0(y), εg1(y)]. (5.4.10)

From (5.4.6), (5.4.7), and (5.4.10) we deduce that∣∣∣∣∂ϕ∂r (y, r)

∣∣∣∣ ≤ c(|u](y, r)|2 +
[
|u]||(∇u)]|

]
(y, r)

)
(5.4.11)

for all y ∈ Γ and r ∈ [εg0(y), εg1(y)], where c > 0 is a constant independent of ε. Applying
(5.4.5) and (5.4.11) to (5.4.3) and using (5.2.52) and Holdör’s inequality we see that∣∣∣∣∫

Γε

(u · ∇)u · nε dH2

∣∣∣∣ ≤ c∫
Γ

∫ εg1

εg0

(
|u]|2 + |u]||(∇u)]|

)
dr dH2

≤ c
(
‖u‖2L2(Ωε)

+ ‖u‖L2(Ωε)‖∇u‖L2(Ωε)

)
.

(5.4.12)

By (5.4.2), (5.4.12), and Young’s inequality we obtain

‖∇u‖2L2(Ωε)
≤ 2‖D(u)‖2L2(Ωε)

+ c
(
‖u‖2L2(Ωε)

+ ‖u‖L2(Ωε)‖∇u‖L2(Ωε)

)
≤ 2‖D(u)‖2L2(Ωε)

+ c‖u‖2L2(Ωε)
+

1

2
‖∇u‖2L2(Ωε)

.

Hence (5.4.1) follows.
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Next we show a uniform H1-estimate for a vector field u on Ωε with u · nε = 0 on Γε
by the L2-norm of the strain rate tensor on Ωε. To this end, we need to impose another
condition on u (see (5.4.14) and Remark 5.4.6).

Lemma 5.4.3. For given α > 0 and β ∈ [0, 1) there exist constants

εK = εK(α, β) ∈ (0, 1), cK,2 = cK,2(α, β) > 0

independent of ε such that

‖u‖2L2(Ωε)
≤ α‖∇u‖2L2(Ωε)

+ cK,2‖D(u)‖2L2(Ωε)
(5.4.13)

for all ε ∈ (0, εK) and u ∈ H1(Ωε)
3 satisfying (5.3.20) on Γε and∣∣(u, v̄)L2(Ωε)

∣∣ ≤ β‖u‖L2(Ωε)‖v̄‖L2(Ωε) for all v ∈ Kg(Γ). (5.4.14)

Here Kg(Γ) is the function space given by (5.1.8) and v̄ = v ◦ π.

To prove Lemma 5.4.3 we use a change of variables formula to transform integrals over
Ωε into those over the domain Ω1 with fixed width (note that we assume Ω1 ⊂ N by scaling
g0 and g1). Define a mapping Φε : Ω1 → Ωε by

Φε(X) := π(X) + εd(X)n̄(X), X ∈ Ω1. (5.4.15)

We easily see that Φε is bijective and its inverse Φ−1
ε : Ωε → Ω1 is given by

Φ−1
ε (x) := π(x) + ε−1d(x)n̄(x), x ∈ Ωε.

Also, by (5.2.6), (5.2.11), and (5.2.16) we have

∇Φε =
(
I3 − dW

)−1(
I3 − εdW

)
P + εQ on Ω1.

Hence taking an orthonormal basis of R3 that consists of n and the other eigenvectors of W
we get

det∇Φε(X) = εJ(π(X), d(X))−1J(π(X), εd(X)), X ∈ Ω1

and the change of variables formula∫
Ωε

ϕ(x) dx = ε

∫
Ω1

ϕ(Φε(X))J(π(X), d(X))−1J(π(X), εd(X)) dX (5.4.16)

for a function ϕ on Ωε. In particular, by (5.2.49) we have

cε−1‖ϕ‖2L2(Ωε)
≤ ‖ϕ ◦ Φε‖2L2(Ω1) ≤ c

′ε−1‖ϕ‖2L2(Ωε)
(5.4.17)

for ϕ ∈ L2(Ωε), where c and c′ are positive constants independent of ε. By (5.4.17) and
direct calculations of matrices we can show the following auxiliary inequalities for the proof
of Lemma 5.4.3 (for a proof, see Appendix 5.A).
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Lemma 5.4.4. For u ∈ H1(Ωε)
3 let U := u ◦ Φε. Then

ε−1‖∇u‖2L2(Ωε)
≥ c

(∥∥P∇U∥∥2

L2(Ω1)
+ ε−2‖∂nU‖2L2(Ω1)

)
(5.4.18)

with a constant c > 0 independent of ε and u, where ∂nU = (n̄ ·∇)U is the normal derivative
(with respect to Γ) of U . We also have

ε−1‖D(u)‖2L2(Ωε)
≥ c

(∥∥PFε(U)SP
∥∥2

L2(Ω1)
+ ε−2‖∂n(U · n̄)‖2L2(Ω1)

)
, (5.4.19)

where Fε(U)S = {Fε(U) + Fε(U)T }/2 is the symmetric part of the matrix

Fε(U) :=
(
I3 − εdW

)−1(
I3 − dW

)
∇U. (5.4.20)

Proof of Lemma 5.4.3. Following the idea of the proof of [21, Lemma 4.14] we prove (5.4.13)
by contradiction. Assume to the contrary that there exist a sequence {εk}∞k=1 of positive
numbers with limk→∞ εk = 0 and vector fields uk ∈ H1(Ωεk)3 satisfying (5.3.20) on Γεk ,
(5.4.14), and

‖uk‖2L2(Ωεk ) > α‖∇uk‖2L2(Ωεk ) + k‖D(uk)‖2L2(Ωεk ), k ∈ N. (5.4.21)

For each k ∈ N let Uk := uk ◦ Φεk ∈ H1(Ω1)3. Dividing both sides of (5.4.21) by εk and
using (5.4.17), (5.4.18), and (5.4.19) we get

‖Uk‖2L2(Ω1) > cα
(∥∥P∇Uk∥∥2

L2(Ω1)
+ ε−2

k ‖∂nUk‖
2
L2(Ω1)

)
+ ck

(∥∥PFεk(Uk)SP
∥∥2

L2(Ω1)
+ ε−2

k ‖∂n(Uk · n̄)‖2L2(Ω1)

)
,

where Fεk(Uk)S is the symmetric part of the matrix Fεk(Uk) given by (5.4.20). By this
inequality we have Uk 6= 0 and thus we may assume

‖Uk‖L2(Ω1) = 1, k ∈ N (5.4.22)

by replacing Uk with Uk/‖Uk‖L2(Ω1). Then we get∥∥P∇Uk∥∥2

L2(Ω1)
+ ε−2

k ‖∂nUk‖
2
L2(Ω1) < cα−1, (5.4.23)∥∥PFεk(Uk)SP

∥∥2

L2(Ω1)
+ ε−2

k ‖∂n(Uk · n̄)‖2L2(Ω1) < ck−1. (5.4.24)

From (5.4.22), (5.4.23), and

|∇Uk|2 =
∣∣P∇Uk∣∣2 +

∣∣Q∇Uk∣∣2 , ∣∣Q∇Uk∣∣ = |n̄⊗ ∂nUk| = |∂nUk|

it follows that {Uk}∞k=1 is bounded in H1(Ω1)3. Hence there exists a subsequence of {Uk}∞k=1,
which we refer to as {Uk}∞k=1 again, that converges to some U ∈ H1(Ω1)3 weakly in H1(Ω1)3.
By the compact embedding H1(Ω1) ↪→ L2(Ω1) we also see that {Uk}∞k=1 converges to U
strongly in L2(Ω1)3 and thus

‖U‖L2(Ω1) = lim
k→∞

‖Uk‖L2(Ω1) = 1 (5.4.25)

by (5.4.22). Our goal is to show U = 0 on Ω1, which contradicts with (5.4.25). Since

lim
k→∞

‖∂nUk‖L2(Ω1) = 0 (5.4.26)
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by (5.4.23) and {Uk}∞k=1 converges to U weakly in H1(Ω1)3, it follows that ∂nU = 0 on Ω1,
i.e. U is independent of the normal direction of Γ. Hence setting

V (y) := U(y + g0(y)n(y)), y ∈ Γ

we can consider U as the constant extension of V , i.e. U = V on Ω1. Moreover, from (5.3.8)
with ε = 1 and ∂nV = 0 on Ω1 we deduce that∥∥Uk − V ∥∥L2(Γ1)

≤ c
(∥∥Uk − V ∥∥L2(Ω1)

+ ‖∂nUk‖L2(Ω1)

)
.

Thus, by the strong convergence of {Uk}∞k=1 to V = U in L2(Ω1)3 and (5.4.26),

lim
k→∞

∥∥Uk − V ∥∥L2(Γ1)
= 0. (5.4.27)

Now let us prove that V ∈ Kg(Γ). Since V = U ∈ H1(Ωε)
3, we have V ∈ H1(Γ)3 (see

Lemma 5.2.13). To show that V is tangential on Γ we recall that the vector field uk satisfies
(5.3.20) on Γεk . Hence we can use (5.3.22) to get

|uk · n̄| ≤ cεk|uk| on Γεk , i.e. |Uk · n̄| ≤ cεk|Uk| on Γ1.

From this inequality and (5.3.8) with ε = 1 it follows that

‖Uk · n̄‖L2(Γ1) ≤ cεk‖Uk‖L2(Γ1) ≤ cεk‖Uk‖H1(Ω1) → 0 as k →∞ (5.4.28)

since {Uk}∞k=1 is bounded in H1(Ω1)3. Combining this with (5.4.27) we get V · n̄ = 0 on Γ1,
which implies that V · n = 0 on Γ, i.e. V is tangential on Γ.

Next we show that DΓ(V ) = 0 on Γ. To this end we observe that

Fεk(Uk) =
(
I3 − εkdW

)−1(
I3 − dW

)
∇Uk

converges weakly to ∇ΓV in L2(Ω1)3×3. Indeed, by (5.2.10) and |d| ≤ c on Ω1,∣∣∣I3 −
{
I3 − εkd(X)W (X)

}−1
∣∣∣ ≤ cεk|d(X)| ≤ cεk → 0 as k →∞

for all X ∈ Ω1, and thus (I3 − εkdW )−1 converges uniformly to I3 on Ω1. By this fact, the
weak convergence of {Uk}∞k=1 to U = V in H1(Ω1)3, and (5.2.12) we get

lim
k→∞

Fεk(Uk) =
(
I3 − dW

)
∇V = ∇ΓV weakly in L2(Ω1)3×3.

and thus

lim
k→∞

PFεk(Uk)SP = P
(
∇ΓV

)
S
P = DΓ(V ) weakly in L2(Ω1)3×3.

From this fact and

lim
k→∞

∥∥PFεk(Uk)SP
∥∥
L2(Ω1)

= 0

by (5.4.24) it follows that DΓ(V ) = 0 on Ω1, i.e. DΓ(V ) = 0 on Γ.
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It remains to prove V · ∇Γg = 0 on Γ. In what follows, we use the notations (5.2.46) and
(5.2.47) (with ε = 1). Since uk satisfies (5.3.20) on Γεk , we see by (5.3.22) that

uk · τ̄ iεk = ε−1
k uk · n̄ on Γiεk , i = 0, 1.

By this equality we get Uk · τ̄ iεk = ε−1
k Uk · n̄ on Γi1, i = 0, 1, or equivalently,

U ]k,i(y) · τ iεk(y) = ε−1
k U ]k,i(y) · n(y), y ∈ Γ, i = 0, 1.

Hence

‖U ]k,1 · τ
1
εk
− U ]k,0 · τ

0
εk
‖L2(Γ) ≤ ε−1

k ‖U
]
k,1 · n− U

]
k,0 · n‖L2(Γ). (5.4.29)

Moreover, since n̄](y, r) = n(y) for y ∈ Γ and r ∈ (g0(y), g1(y)), we have

(U ]k,1 · n)(y)− (U ]k,0 · n)(y) =

∫ g1(y)

g0(y)

∂

∂r

(
(Uk · n̄)](y, r)

)
dr =

∫ g1(y)

g0(y)
[∂n(Uk · n̄)]](y, r) dr.

Hence by Hölder’s inequality, (5.2.52), and (5.4.24),

‖U ]k,1 · n− U
]
k,0 · n‖

2
L2(Γ) =

∫
Γ

(∫ g1(y)

g0(y)
[∂n(Uk · n̄)]](y, r) dr

)2

dH2(y)

≤ c‖∂n(Uk · n̄)‖2L2(Ω1) ≤ cε
2
kk
−1.

Applying this inequality to the right-hand side of (5.4.29) we get

‖U ]k,1 · τ
1
εk
− U ]k,0 · τ

0
εk
‖L2(Γ) ≤ ck−1/2 → 0 as k →∞. (5.4.30)

Also, by (5.2.34), (5.2.35), and (5.2.58),

‖U ]k,i · τ
i
εk
− V · ∇Γgi‖L2(Γ) ≤ ‖(U

]
k,i − V ) · τ iεk‖L2(Γ) + ‖V · (τ iεk −∇Γgi)‖L2(Γ)

≤ c
(
‖U ]k,i − V ‖L2(Γ) + εk‖V ‖L2(Γ)

)
≤ c

(∥∥Uk − V ∥∥L2(Γi1)
+ εk‖V ‖L2(Γ)

)
.

Since the right-hand side tends to zero as k →∞ by (5.4.27), we get

lim
k→∞

‖U ]k,i · τ
i
εk
− V · ∇Γgi‖L2(Γ) = 0, i = 0, 1.

Combining this equality with (5.4.30) we obtain

‖V · ∇Γg1 − V · ∇Γg0‖L2(Γ) = 0,

i.e. V · ∇Γg = 0 on Γ. Therefore, the vector field V is in Kg(Γ).
Finally, we recall that uk ∈ H1(Ωεk)3 satisfies (5.4.14) and thus∣∣∣∣(uk, V )L2(Ωεk )

∣∣∣∣ ≤ β‖uk‖L2(Ωεk )

∥∥V ∥∥
L2(Ωεk )

(5.4.31)
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with β ∈ [0, 1) by V ∈ Kg(Γ). Let us express this inequality in terms of Uk and send k →∞.
Noting that V (Φεk(X)) = V (X) for X ∈ Ω1 by π(Φεk(X)) = π(X), we use the change of
variables formula (5.4.16) to get(

uk, V
)
L2(Ωεk )

= εk

∫
Ω1

UkV ϕk dX,

where ϕk(X) := J(π(X), d(X))−1J(π(X), εkd(X)) for X ∈ Ω1. Here Uk converges strongly
to U = V in L2(Ω1)3 as k → ∞. Moreover, for all X ∈ Ω1 we see by (5.2.49) and (5.2.50)
that

|ϕk(X)− J(π(X), d(X))−1| ≤ cεk → 0 as k →∞

and thus ϕk converges uniformly to J(π(·), d(·))−1 on Ω1. Hence we obtain

lim
k→∞

ε−1
k

(
uk, V

)
L2(Ωεk )

= lim
k→∞

∫
Ω1

UkV ϕk dX =

∫
Ω1

∣∣V ∣∣2 J(π(·), d(·))−1 dX.

By the change of variables formula (5.2.51) the last term is of the form∫
Γ

∫ g1(y)

g0(y)
|V (y)|2J(y, r)−1J(y, r) dr dH2(y) =

∫
Γ
g(y)|V (y)|2 dH2(y).

Therefore,

lim
k→∞

ε−1
k

(
uk, V

)
L2(Ωεk )

= ‖g1/2V ‖2L2(Γ). (5.4.32)

By the same arguments we also have

lim
k→∞

ε−1
k ‖uk‖

2
L2(Ωεk ) = lim

k→∞
ε−1
k

∥∥V ∥∥2

L2(Ωεk )
= ‖g1/2V ‖2L2(Γ). (5.4.33)

Now we divide both sides of (5.4.31) by εk, send k →∞, and use (5.4.32) and (5.4.33). Then
we obtain

‖g1/2V ‖2L2(Γ) ≤ β‖g
1/2V ‖2L2(Γ).

Since β < 1, we observe by this inequality and (5.2.30) that V = 0 on Γ. This shows
U = V = 0 in Ω1, which contradicts with (5.4.25). Hence (5.4.13) is valid.

Lemma 5.4.5. For given β ∈ [0, 1) there exist εβ ∈ (0, 1) and cβ > 0 such that

‖u‖2H1(Ωε)
≤ cβ‖D(u)‖2L2(Ωε)

(5.4.34)

for all ε ∈ (0, εβ) and u ∈ H1(Ωε)
3 satisfying (5.3.20) on Γε and (5.4.14).

Proof. Let cK,1 > 0 be the constant given in Lemma 5.4.1. Also, let εK ∈ (0, 1) and cK,2 > 0
be the constants given in Lemma 5.4.3 with α := 1/2cK,1. For ε ∈ (0, εK) let u ∈ H1(Ωε)

3

satisfy (5.3.20) on Γε and (5.4.14). By (5.4.1) and (5.4.13) we have

‖∇u‖2L2(Ωε)
≤ (4 + cK,1cK,2)‖D(u)‖2L2(Ωε)

+ cK,1α‖∇u‖2L2(Ωε)
.

Since α = 1/2cK,1, the above inequality implies that

‖∇u‖2L2(Ωε)
≤ cβ,1‖D(u)‖2L2(Ωε)

, cβ,1 := 2(4 + cK,1cK,2). (5.4.35)

From this inequality and (5.4.13) we further deduce that

‖u‖2L2(Ωε)
≤ cβ,2‖D(u)‖2L2(Ωε)

, cβ,2 := 2(2c−1
K,1 + cK,2). (5.4.36)

By (5.4.35) and (5.4.36) we get (5.4.34) with εβ := εK and cβ := cβ,1 + cβ,2.
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Remark 5.4.6. The uniform Korn inequality (5.4.34) was proved by Lewicka and Müller un-
der a slightly more general assumptions on the curved thin domain Ωε, see [36, Theorem 2.2].
Here we gave another proof of the same inequality.

Lewicka and Müller also proved that (5.4.34) is not valid if we drop the condition (5.4.14).
In the proof, they used a nontrivial Killing vector field in Kg(Γ) to construct a vector field
vε ∈ H1(Ωε)

3 satisfying vε · nε = 0 on Γε but

‖∇vε‖2L2(Ωε)
≥ cε, ‖D(vε)‖2L2(Ωε)

≤ cε3.

See [36, Section 4] for details.

5.4.2 Korn inequalities on a surface

In this subsection we prove the Korn inequalities on Γ, which are used in the study of a
singular limit problem of the Navier–Stokes equations (5.1.1)–(5.1.3) as Ωε degenerates into
Γ.

Lemma 5.4.7. There exists a constant c > 0 such that

‖∇Γv‖2L2(Γ) ≤ c
(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)

)
(5.4.37)

for all v ∈ H1(Γ, TΓ). Here DΓ(v) is the surface strain rate tensor given by

DΓ(v) := P (∇Γv)SP, (∇Γv)S =
∇Γv + (∇Γv)T

2
. (5.4.38)

Proof. For sufficiently small ε > 0 let Nε := {x ∈ R3 | −ε < d(x) < ε} be the tubular
neighborhood of Γ such that N ε ⊂ N . As in the proof of Lemma 5.4.1 we can show that

‖∇u‖2L2(Nε)
≤ 4‖D(u)‖2L2(Nε)

+ c‖u‖2L2(Nε)
(5.4.39)

for all u ∈ H1(Nε)
3 satisfying u · nNε = 0 on ∂Nε, where c > 0 is a constant independent of

ε and nNε is the unit outward normal vector field of the boundary ∂Nε. Let v̄ = v ◦π be the
constant extension of v ∈ H1(Γ, TΓ). By Lemma 5.2.13 we see that v̄ ∈ H1(Nε)

3. Moreover,
since Nε is the tubular neighborhood of Γ, the unit outward normal nNε is given by

nNε(x) =

{
n̄(x) if d(x) = ε,

−n̄(x) if d(x) = −ε

for x ∈ ∂Nε. By this fact and v · n = 0 on Γ we see that v̄ · nNε = 0 on ∂Nε. Hence we can
apply (5.4.39) to v̄ to get

‖∇v̄‖2L2(Nε)
≤ 4‖D(v̄)‖2L2(Nε)

+ c‖v̄‖2L2(Nε)
. (5.4.40)

Let us derive (5.4.37) from (5.4.40). By (5.2.53) and (5.2.54) with Ωε replaced by Nε,

‖∇v̄‖2L2(Nε)
≥ cε‖∇Γv‖2L2(Γ), ‖v̄‖2L2(Nε)

≤ cε‖v‖2L2(Γ). (5.4.41)

To estimate the L2(Nε)-norm of D(v̄) we see by (5.2.14) and |d| ≤ ε in Nε that∣∣∣D(v̄)−
(
∇Γv

)
S

∣∣∣ ≤ ∣∣∇v̄ −∇Γv
∣∣ ≤ cε ∣∣∇Γv

∣∣ in Nε. (5.4.42)
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Moreover, by I3 = P +Q, ∇Γv = P∇Γv,

(∇Γv)Q = {(∇Γv)n} ⊗ n = {∇Γ(v · n)− (∇Γn)v} ⊗ n = (Wv)⊗ n on Γ,

which follows from v · n = 0 and −∇Γn = W , and (5.2.6) we have

∇Γv = P (∇Γv)P + P (∇Γv)Q = P (∇Γv)P + (Wv)⊗ n on Γ.

Hence (∇Γv)S = DΓ(v) + [(Wv)⊗ n]S on Γ. From this equality, (5.4.42), and

|[(Wv)⊗ n]S | ≤ |(Wv)⊗ n| = |Wv||n| ≤ c|v| on Γ

by |n| = 1 and the boundedness of W we deduce that

|D(v̄)| ≤
∣∣∣(∇Γv

)
S

∣∣∣+
∣∣∣D(v̄)−

(
∇Γv

)
S

∣∣∣ ≤ ∣∣∣DΓ(v)
∣∣∣+ c

(
|v̄|+ ε

∣∣∇Γv
∣∣)

in Nε. This inequality and (5.2.53) show that

‖D(v̄)‖2L2(Nε)
≤ cε

(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ) + ε2‖∇Γv‖2L2(Γ)

)
. (5.4.43)

Now we apply (5.4.41) and (5.4.43) to (5.4.40) and then divide both sides by ε to get

‖∇Γv‖2L2(Γ) ≤ c1

(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ) + ε2‖∇Γv‖2L2(Γ)

)
with some constant c1 > 0 independent of ε. We take ε > 0 so small that c1ε

2 ≤ 1/2 in the
above inequality to obtain

‖∇Γv‖2L2(Γ) ≤ c1

(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)

)
+

1

2
‖∇Γv‖2L2(Γ).

Hence the inequality (5.4.37) follows.

Lemma 5.4.8. For given β ∈ [0, 1), there exists cβ > 0 such that

‖v‖2H1(Γ) ≤ cβ
(
‖DΓ(v)‖2L2(Γ) + ‖v · ∇Γg‖2L2(Γ)

)
(5.4.44)

for all v ∈ H1(Γ, TΓ) satisfying∣∣(v, w)L2(Γ)

∣∣ ≤ β‖v‖L2(Γ)‖w‖L2(Γ) for all w ∈ Kg(Γ), (5.4.45)

where Kg(Γ) is the function space given by (5.1.8).

Proof. We prove the inequality

‖v‖2L2(Γ) ≤ c
(
‖DΓ(v)‖2L2(Γ) + ‖v · ∇Γg‖2L2(Γ)

)
. (5.4.46)

Assume to the contrary that for each k ∈ N there exists vk ∈ H1(Γ, TΓ) such that

‖vk‖2L2(Γ) > k
(
‖DΓ(vk)‖2L2(Γ) + ‖vk · ∇Γg‖2L2(Γ)

)
and vk satisfies (5.4.45). Since vk 6= 0, we may assume ‖vk‖L2(Γ) = 1 by replacing vk with
vk/‖vk‖L2(Γ). Then by the above inequality we have

‖DΓ(vk)‖2L2(Γ) + ‖vk · ∇Γg‖2L2(Γ) <
1

k
. (5.4.47)
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By ‖vk‖L2(Γ) = 1, (5.4.37), and (5.4.47), the sequence {vk}∞k=1 is bounded in H1(Γ, TΓ).
Hence, using the compact embedding H1(Γ, TΓ) ↪→ L2(Γ, TΓ), we can take a subsequence of
{vk}∞k=1, which we denote by {vk}∞k=1 again, that converges to some v ∈ H1(Γ, TΓ) weakly
in H1(Γ, TΓ) and strongly in L2(Γ, TΓ), and thus

‖v‖L2(Γ) = lim
k→∞

‖vk‖L2(Γ) = 1. (5.4.48)

Moreover, since {DΓ(vk)}∞k=1 and {vk · ∇Γg}∞k=1 converge to DΓ(v) and v · ∇Γg weakly in
L2(Γ)3×3 and L2(Γ), we send k →∞ in (5.4.47) to get

DΓ(v) = 0, v · ∇Γg = 0 on Γ, i.e. v ∈ Kg(Γ).

Now we recall that vk satisfies (5.4.45). Hence by ‖vk‖L2(Γ) = 1 and (5.4.48) we have∣∣(vk, v)L2(Γ)

∣∣ ≤ β‖vk‖L2(Γ)‖v‖L2(Γ) = β for all k ∈ N.

We send k →∞ in the above equality and then use the strong convergence of {vk}∞k=1 to v
in L2(Γ, TΓ) and (5.4.48). Then we have 1 ≤ β, which contradicts with β ∈ [0, 1). Hence
(5.4.46) holds and we get (5.4.44) by combining (5.4.37) and (5.4.46).

5.5 Stokes operator with slip boundary conditions

In this section we prove inequalities for the Helmholtz–Leray projection on Ωε and the Stokes
operator associated with slip boundary conditions. We use the inequality (5.5.1) given in
Section 5.5.1 for the study of a singular limit problem and inequalities and formulas in other
subsections for the proof of the global existence of a strong solution.

5.5.1 Helmholtz–Leray projection on a thin domain

Let L2
σ(Ωε) be the closure of the space C∞c,σ(Ωε) := {u ∈ C∞c (Ωε)

3 | div u = 0 in Ωε} in
L2(Ωε)

3. It is well-known (see e.g. [8, 14,64]) that L2
σ(Ωε) is characterized by

L2
σ(Ωε) = {u ∈ L2(Ωε)

3 | div u = 0 in Ωε, u · nε = 0 on Γε}

and the Helmholtz–Leray decomposition L2(Ωε)
3 = L2

σ(Ωε)⊕ L2
σ(Ωε)

⊥ holds with

L2
σ(Ωε)

⊥ = {∇p ∈ L2(Ωε)
3 | p ∈ H1(Ωε)}.

Let Pε be the Helmholtz–Leray projection from L2(Ωε)
3 onto L2

σ(Ωε). It is given by Pεu =
u −∇ϕ for u ∈ L2(Ωε)

3, where ϕ ∈ H1(Ωε) is a weak solution to the Neumann problem of
Poisson’s equation

∆ϕ = div u in Ωε,
∂ϕ

∂nε
= u · nε on Γε.

Moreover, by the elliptic regularity theorem (see [13, 15]) we have Pεu ∈ H1(Ωε)
3 when

u ∈ H1(Ωε)
3. Our aim is to give a uniform estimate for the H1(Ωε)-norm of the difference

u− Pεu for u ∈ H1(Ωε)
3 satisfying u · nε = 0 on Γε.

Lemma 5.5.1. There exist constants εσ ∈ (0, 1) and c > 0 such that

‖u− Pεu‖H1(Ωε) ≤ c‖div u‖L2(Ωε) (5.5.1)

for all ε ∈ (0, εσ) and u ∈ H1(Ωε)
3 satisfying u · nε = 0 on Γε.
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To prove Lemma 5.5.1 we first derive the uniform Poincaré inequality for ϕ ∈ H1(Ωε)
whose integral over Ωε vanishes.

Lemma 5.5.2. There exist constants εσ ∈ (0, 1) and c > 0 such that

‖ϕ‖L2(Ωε) ≤ c‖∇ϕ‖L2(Ωε) (5.5.2)

for all ε ∈ (0, εσ) and ϕ ∈ H1(Ωε) satisfying
∫

Ωε
ϕdx = 0.

Proof. As in the proof of Lemma 5.4.4, we prove (5.5.2) by contradiction. Assume to the
contrary that there exist a sequence {εk}∞k=1 of positive numbers that converges to zero and
ϕk ∈ H1(Ωεk) such that

‖ϕk‖2L2(Ωεk ) > k‖∇ϕk‖2L2(Ωεk ),

∫
Ωεk

ϕk dx = 0, k ∈ N. (5.5.3)

For each k ∈ N let Φεk be the bijection from Ω1 onto Ωεk given by (5.4.15) and define
ξk := ϕk ◦ Φεk ∈ H1(Ω1). We divide both sides of the first inequality of (5.5.3) by εk and
apply (5.4.17) and (5.4.18) to u = (ϕk, 0, 0) and U = (ξk, 0, 0) to get

‖ξk‖2L2(Ω1) > ck
(∥∥P∇ξk∥∥2

L2(Ω1)
+ ε−2

k ‖∂nξk‖
2
L2(Ω1)

)
,

where ∂nξk is the normal derivative of ξk given by (5.3.5). Since ‖ξk‖L2(Ω1) > 0, we may
assume that ‖ξk‖L2(Ω1) = 1 by replacing ξk with ξk/‖ξk‖L2(Ω1). Then by the above inequality
we get ∥∥P∇ξk∥∥2

L2(Ω1)
< ck−1, ‖∂nξk‖2L2(Ω1) < cε2

kk
−1. (5.5.4)

By these inequalities, ‖ξk‖L2(Ω1) = 1, and

|∇ξk|2 =
∣∣P∇ξk∣∣2 +

∣∣Q∇ξk∣∣2 , ∣∣Q∇ξk∣∣ = |n̄⊗ ∂nξk| = |∂nξk|,

we observe that {ξk}∞k=1 is bounded in H1(Ω1). From this fact and the compact embedding
H1(Ω1) ↪→ L2(Ω1) we deduce that there exists a subsequence of {ξk}∞k=1, which we denote by
{ξk}∞k=1 again, that converges to some ξ ∈ H1(Ω1) strongly in L2(Ω1) and weakly in H1(Ω1).
Hence

‖ξ‖L2(Ω1) = lim
k→∞

‖ξk‖L2(Ω1) = 1. (5.5.5)

By the weak convergence of {ξk}∞k=1 to ξ in H1(Ω1) and (5.5.4) we have P∇ξ = 0 and ∂nξ = 0
in Ω1. For y ∈ Γ let η(y) := ξ(y + g0(y)n(y)). Then by ∂nξ = 0 we see that ξ = η̄ is the
constant extension of η, and thus η ∈ H1(Γ) by ξ ∈ H1(Ω1) and Lemma 5.2.13. Moreover,
by P∇ξ = 0, (5.2.3), (5.2.8), and (5.2.12) we have

P
(
I3 − dW

)−1
∇Γη =

(
I3 − dW

)−1
∇Γη = 0 in Ω1,

which implies that ∇Γη = 0 in Ω1, i.e. ∇Γη = 0 on Γ. Hence setting

η̂ := η − 1

|Γ|

∫
Γ
η dH2 on Γ,
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where |Γ| is the area of Γ, we can apply Poincaré’s inequality (5.2.20) to η̂ to get

‖η̂‖L2(Γ) ≤ c‖∇Γη̂‖L2(Γ) = c‖∇Γη‖L2(Γ) = 0

and thus η̂ = 0 on Γ, i.e. η = |Γ|−1
∫

Γ η dH
2 is constant. Now we return to the second

equality of (5.5.3) and use the change of variables formula (5.4.16) to get∫
Ω1

ξk(X)J(π(X), d(X))−1J(π(X), εkd(X)) dX = 0.

Let k → ∞ in this equality. Then since J(π(·), εkd(·)) converges to one uniformly in Ω1 as
k →∞ by (5.2.50) and {ξk}∞k=1 converges to ξ = η̄ strongly in L2(Ω1),∫

Ω1

η(π(X))J(π(X), d(X))−1 dX = 0.

Moreover, by the change of variables formula (5.2.51) and the fact that η is constant on Γ,
we obtain

η

∫
Γ

∫ g1(y)

g0(y)
J(y, r)−1J(y, r) dr dH2(y) = η

∫
Γ
g(y) dH2(y) = 0,

which together with (5.2.30) yields that η = 0. Hence

‖ξ‖L2(Ω1) = ‖η̄‖L2(Ω1) = 0,

which contradicts with (5.5.5). Therefore, the uniform inequality (5.5.2) is valid.

Next we consider the Neumann problem of Poisson’s equation

∆ϕ = −ξ in Ωε,
∂ϕ

∂nε
= 0 on Γε (5.5.6)

for ξ ∈ H−1(Ωε) satisfying 〈ξ, 1〉Ωε = 0, where 〈·, ·〉Ωε denotes the duality product between
H−1(Ωε) and H1(Ωε). By the Lax–Milgram theory there exists a unique weak solution
ϕ ∈ H1(Ωε) satisfying

(∇ϕ,∇ζ)L2(Ωε) = 〈ξ, ζ〉Ωε for all ζ ∈ H1(Ωε),

∫
Ωε

ϕdx = 0. (5.5.7)

Moreover, by the elliptic regularity theorem, if ξ ∈ L2(Ωε) then we have ϕ ∈ H2(Ωε) and
there exists a constant cε > 0 depending on ε such that

‖ϕ‖H2(Ωε) ≤ cε‖ξ‖L2(Ωε). (5.5.8)

In this case, the equation (5.5.6) is satisfied in the strong sense. Let us show that we can
take a constant cε in (5.5.8) independently of ε.

Lemma 5.5.3. Let εσ be the constant given in Lemma 5.5.2 and ε ∈ (0, εσ). Suppose that
ξ ∈ L2(Ωε) satisfies

∫
Ωε
ξ dx = 0. Then there exists a constant c > 0 independent of ε and ξ

such that

‖ϕ‖H2(Ωε) ≤ c‖ξ‖L2(Ωε) (5.5.9)

for a unique solution ϕ ∈ H2(Ωε) to the problem (5.5.6).
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Proof. Setting ζ = ϕ in (5.5.7) and using (5.5.2) we immediately get

‖ϕ‖H1(Ωε) ≤ ‖ξ‖H−1(Ωε) ≤ ‖ξ‖L2(Ωε).

Hence it is sufficient to show that

‖∇2ϕ‖L2(Ωε) ≤ c
(
‖∆ϕ‖L2(Ωε) + ‖ϕ‖H1(Ωε)

)
= c

(
‖ξ‖L2(Ωε) + ‖ϕ‖H1(Ωε)

)
(5.5.10)

with some constant c > 0 independent of ε (note that ∆ϕ = ξ a.e. in Ωε).
Since C∞c (Ωε) is dense in L2(Ωε), we can take a sequence {ξk}∞k=1 of functions in C∞c (Ωε)

that converges strongly to ξ in L2(Ωε). For each k ∈ N let

ξ̃k(x) := ξk(x)− 1

|Ωε|

∫
Ωε

ξk(y) dy, x ∈ Ωε

and ϕk ∈ H1(Ωε) be a unique weak solution to (5.5.6) with ξ replaced by ξ̃k (note that
〈ξ̃k, 1〉Ωε = (ξ̃k, 1)L2(Ωε) = 0). Since ξ̃k ∈ C∞(Ωε) and Γε is of class C4, the elliptic regularity
theorem yields that ϕk ∈ H3(Ωε). Moreover, by the strong convergence of {ξk}∞k=1 to ξ in
L2(Ωε) and

lim
k→∞

∫
Ωε

ξk dx = lim
k→∞

(ξk, 1)L2(Ωε) = (ξ, 1)L2(Ωε) =

∫
Ωε

ξ dx = 0

we observe that

‖ξ − ξ̃k‖L2(Ωε) ≤ ‖ξ − ξk‖L2(Ωε) +
1

|Ωε|1/2

∣∣∣∣∫
Ωε

ξk dx

∣∣∣∣→ 0 as k →∞.

Since ϕ − ϕk is a unique solution to (5.5.6) for the source term ξ − ξ̃k, by (5.5.8) and the
above convergence we obtain

‖ϕ− ϕk‖H2(Ωε) ≤ cε‖ξ − ξ̃k‖L2(Ωε) → 0 as k →∞.

(Note that the constant cε does not depend on k.) Hence we can derive (5.5.10) by showing
the same inequality for ϕk and sending k →∞.

From now on, we fix and suppress the subscript k. Hence we suppose that ϕ is in H3(Ωε)
and satisfies (5.5.6) in the strong sense. In particular, we have

∇ϕ · nε =
∂ϕ

∂nε
= 0 on Γε. (5.5.11)

By the regularity of ϕ we can carry out integration by parts twice to get

‖∇2ϕ‖2L2(Ωε)
= ‖∆ϕ‖2L2(Ωε)

+

∫
Γε

{(∇ϕ · ∇)∇ϕ · nε − (∇ϕ · nε)∆ϕ} dH2

= ‖∆ϕ‖2L2(Ωε)
+

∫
Γε

(∇ϕ · ∇)∇ϕ · nε dH2.

(5.5.12)

Here we used (5.5.11) in the second equality. Moreover, based on (5.5.11) we can show as in
the proof of Lemma 5.4.1 (see (5.4.12)) that∣∣∣∣∫

Γε

(∇ϕ · ∇)∇ϕ · nε dH2

∣∣∣∣ ≤ c(‖∇ϕ‖2L2(Ωε)
+ ‖∇ϕ‖L2(Ωε)‖∇

2ϕ‖L2(Ωε)

)
.

Applying this inequality to (5.5.12) and using Young’s inequality we obtain

‖∇2ϕ‖2L2(Ωε)
≤ ‖∆ϕ‖2L2(Ωε)

+ c‖∇ϕ‖2L2(Ωε)
+

1

2
‖∇2ϕ‖L2(Ωε),

which yields (5.5.10). Hence the inequality (5.5.9) follows.
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Now let us derive the uniform estimate (5.5.1) for the difference u− Pεu.

Proof of Lemma 5.5.1. Let εσ be the constant given in Lemma 5.5.2 and ε ∈ (0, εσ). Suppose
that u ∈ H1(Ωε)

3 satisfies u · nε = 0 on Γε. Then for ξ := −div u ∈ L2(Ωε) the divergence
theorem implies that

〈ξ, 1〉Ωε =

∫
Ωε

ξ dx = −
∫

Γε

u · nε dH2 = 0.

The Helmholtz–Leray projection of u is given by Pεu = u − ∇ϕ, where ϕ ∈ H1(Ωε) is a
unique weak solution to (5.5.6) with ξ = −div u. Since ξ ∈ L2(Ωε), Lemma 5.5.3 yields

‖u− Pεu‖H1(Ωε) = ‖∇ϕ‖H1(Ωε) ≤ c‖ξ‖L2(Ωε) = c‖div u‖L2(Ωε)

with a constant c > 0 independent of ε. Hence (5.5.1) is valid.

5.5.2 Definition and basic properties of the Stokes operator

Let us define the Stokes operator associated with slip boundary conditions and give its basic
properties. For u1 ∈ H2(Ωε)

3 and u2 ∈ H1(Ωε)
3 integration by parts yields∫

Ωε

{∆u1 +∇(div u1)} · u2 dx = −2

∫
Ωε

D(u1) : D(u2) dx+ 2

∫
Γε

[D(u1)nε] · u2 dH2.

(5.5.13)

Hence if u1 and u2 satisfy div u1 = 0 in Ωε and

u1 · nε = 0, 2νPεD(u1)nε + γεu1 = 0, u2 · nε = 0 on Γε,

then from the above identity we have

ν

∫
Ωε

∆u1 · u2 dx = −2ν

∫
Ωε

D(u1) : D(u2) dx−
∑
i=0,1

γiε

∫
Γiε

u1 · u2 dH2.

Based on this observation we define a bilinear form

aε(u1, u2) := 2ν

∫
Ωε

D(u1) : D(u2) dx+
∑
i=0,1

γiε

∫
Γiε

u1 · u2 dH2 (5.5.14)

for u1, u2 ∈ H1(Ωε)
3. By definition, aε is symmetric on H1(Ωε)

3.

Lemma 5.5.4. Under Assumptions 1 and 2, there exist ε0 ∈ (0, 1) and c > 0 such that

c−1‖u‖2H1(Ωε)
≤ aε(u, u) ≤ c‖u‖2H1(Ωε)

(5.5.15)

for all ε ∈ (0, ε0) and u ∈ H1(Ωε)
3 satisfying (5.3.20) on Γε.

Proof. Let u ∈ H1(Ωε)
3. By (5.1.6) in Assumption 1 and (5.3.8) we have

γiε‖u‖2L2(Γiε)
≤ cε

(
ε−1‖u‖2L2(Ωε)

+ ε‖∂nu‖2L2(Ωε)

)
≤ c‖u‖2H1(Ωε)

for i = 0, 1. Combining this with

‖D(u)‖2L2(Ωε)
=

1

2

(
‖∇u‖2L2(Ωε)

+

∫
Ωε

∇u : (∇u)T dx

)
≤ ‖∇u‖2L2(Ωε)
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by Hölder’s inequality we get the right-hand inequality of (5.5.15).
Let us prove the left-hand inequality of (5.5.15). First we assume that the condition

(A1) in Assumption 2 is satisfied. Without loss of generality, we may assume that γ0
ε =

maxi=0,1 γ
i
ε. For u ∈ H1(Ωε)

3 we use (5.3.7) with i = 0 to get

‖u‖2L2(Ωε)
≤ c

(
ε‖u‖2L2(Γ0

ε)
+ ε2‖∇u‖2L2(Ωε)

)
.

To the right-hand side we apply (5.1.7) and (5.4.1). Then

‖u‖2L2(Ωε)
≤ c

(
γ0
ε‖u‖2L2(Γ0

ε)
+ ε2‖D(u)‖2L2(Ωε)

+ ε2‖u‖2L2(Ωε)

)
≤ c1aε(u, u) + c2ε

2‖u‖2L2(Ωε)

with positive constants c1 and c2 independent of ε. We set ε1 := 1/
√

2c2 and take ε ∈ (0, ε1)
in the above inequality to get

‖u‖2L2(Ωε)
≤ 2c1aε(u, u)

Moreover, from this inequality and (5.4.1) it follows that

‖∇u‖2L2(Ωε)
≤ caε(u, u).

By the above two inequalities we see that the left-hand inequality of (5.5.15) is valid.
Next we suppose that the condition (A2) in Assumption 2 holds. In this case the condition

(5.4.14) is automatically satisfied for any β ∈ [0, 1). We fix β ∈ [0, 1) and apply Lemma 5.4.5
to obtain

‖u‖2H1(Ωε)
≤ cβ‖D(u)‖2L2(Ωε)

≤ cβaε(u, u)

for all ε ∈ (0, εβ) and u ∈ H1(Ωε)
3 satisfying (5.3.20) on Γε, where εβ ∈ (0, 1) and cβ > 0

are the constants given in Lemma 5.4.5. Hence the left-hand inequality of (5.5.15) holds and
we conclude that the lemma is valid with ε0 := min{ε1, εβ}.

Throughout the rest of this section (except for Lemmas 5.5.6 and 5.5.7) we suppose that
Assumptions 1 and 2 are satisfied and fix the number ε0 ∈ (0, 1) given in Lemma 5.5.4. For
ε ∈ (0, ε0) we define a function space

Vε := L2
σ(Ωε) ∩H1(Ωε)

3 = {u ∈ H1(Ωε)
3 | div u = 0 in Ωε, u · nε = 0 on Γε}.

By Lemma 5.5.4 the bilinear form aε restricted to Vε × Vε is continuous, coercive, and
symmetric on the Hilbert space Vε (equipped with H1(Ωε)-inner product). Hence the Lax–
Milgram theorem yields that there exists a bounded linear operator Aε from Vε into its dual
space V ′ε such that

V ′ε 〈Aεu1, u2〉Vε = aε(u1, u2), u1, u2 ∈ Vε,

where V ′ε 〈·, ·〉Vε stands for the duality product between V ′ε and Vε (see e.g. [8]). We consider
Aε as an unbounded operator on L2

σ(Ωε) with its domain

D(Aε) = {u ∈ Vε | Aεu ∈ L2
σ(Ωε)}.



5. Navier–Stokes equations in a curved thin domain 160

Then from the Lax–Milgram theory it follows that Aε is a positive self-adjoint operator on
L2
σ(Ωε). Moreover, by a regularity result on the Stokes problem with slip boundary conditions

(see [5, 60]) we know that

D(Aε) = {u ∈ Vε ∩H2(Ωε)
3 | 2νPεD(u)nε + γεu = 0 on Γε},

Aεu = −νPε∆u for u ∈ D(Aε).

Here Pε is the Helmholtz–Leray projection (see Section 5.5.1). Note that D(A
1/2
ε ) = Vε and

(Aεu1, u2)L2(Ωε) = (A1/2
ε u1, A

1/2
ε u2)L2(Ωε) (5.5.16)

for all u1 ∈ D(Aε) and u2 ∈ Vε. Moreover, the identity

‖A1/2
ε u‖2L2(Ωε)

= aε(u, u) = 2ν‖D(u)‖2L2(Ωε)
+ γ0

ε‖u‖2L2(Γ0
ε)

+ γ1
ε‖u‖2L2(Γ1

ε)
(5.5.17)

holds for all u ∈ Vε.

Lemma 5.5.5. There exists a constant c > 0 independent of ε such that

c−1‖u‖H1(Ωε) ≤ ‖A
1/2
ε u‖L2(Ωε) ≤ c‖u‖H1(Ωε) (5.5.18)

for all ε ∈ (0, ε0) and u ∈ Vε. Moreover, if u ∈ D(Aε), then we have

‖A1/2
ε u‖L2(Ωε) ≤ c‖Aεu‖L2(Ωε). (5.5.19)

Proof. The inequality (5.5.18) is an immediate consequence of (5.5.15) and (5.5.17). To
prove (5.5.19) we see by Hölder’s inequality that

‖A1/2
ε u‖2L2(Ωε)

= (u,Aεu)L2(Ωε) ≤ ‖u‖L2(Ωε)‖Aεu‖L2(Ωε)

for u ∈ D(Aε). Applying ‖u‖L2(Ωε) ≤ c‖A1/2
ε u‖L2(Ωε) by (5.5.18) to the right-hand side we

obtain (5.5.19).

5.5.3 Uniform regularity estimates for the Stokes operator

In this subsection we estimate the difference between the Stokes and Laplace operators and
show the uniform equivalence of the norms ‖Aεu‖L2(Ωε) and ‖u‖H2(Ωε) for u ∈ D(Aε).

First we give an integration by parts formula for the curl of a vector field on Ωε. For
x ∈ N we set

ñ1(x) :=
1

εḡ(x)

{(
d(x)− εḡ0(x)

)
n̄1
ε(x)−

(
εḡ1(x)− d(x)

)
n̄0
ε(x)

}
,

ñ2(x) :=
1

εḡ(x)

{(
d(x)− εḡ0(x)

)γ1
ε

ν
n̄1
ε(x) +

(
εḡ1(x)− d(x)

)γ0
ε

ν
n̄0
ε(x)

}
,

W̃ (x) :=
1

εḡ(x)

{(
d(x)− εḡ0(x)

)
W 1
ε (x)−

(
εḡ1(x)− d(x)

)
W 0
ε (x)

}
.

Where niε, i = 0, 1 is given by (5.2.33) and

W i
ε(x) := −{I3 − n̄iε(x)⊗ n̄iε(x)}∇n̄iε(x), x ∈ N, i = 0, 1.

By definition it immediately follows that

ñ1 = (−1)i+1nε, ñ2 =
γε
ν
nε, W̃ = (−1)i+1Wε on Γiε, i = 0, 1. (5.5.20)
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Lemma 5.5.6. For a vector field u : Ωε → R3 define G(u) := G1(u) +G2(u), where

G1(u) := 2ñ1 × W̃u, G2(u) := ñ2 × u in Ωε. (5.5.21)

Then, under Assumption 1 that (5.1.6) is valid, there exists c > 0 independent of ε such that

|G(u)| ≤ c|u|, |∇G(u)| ≤ c(|u|+ |∇u|) in Ωε. (5.5.22)

Proof. By (5.2.13), (5.2.15), (5.2.36), and g0, g1 ∈ C4(Γ) we see that

|∂αx n̄iε(x)| ≤ c, |∂αx ḡi(x)| ≤ c, x ∈ N, i = 0, 1, |α| = 0, 1, 2, (5.5.23)

where ∂αx = ∂α1
1 ∂α2

2 ∂α3
3 for α = (α1, α2, α3) ∈ Z3 with αi ≥ 0, i = 1, 2, 3 and c > 0 is a

constant independent of ε. From this it also follows that

|W i
ε(x)| ≤ c, |∂kW i

ε(x)| ≤ c, x ∈ N, i = 0, 1, k = 1, 2, 3. (5.5.24)

By (5.1.6), (5.3.39), (5.5.23), and (5.5.24) we have

|ñ1| ≤ c, |ñ2| ≤ cε,
∣∣∣W̃ ∣∣∣ ≤ c in Ωε. (5.5.25)

Thus the first inequality of (5.5.22) is valid. To prove the second inequality of (5.5.22) we

need to estimate the first order derivatives of ñ1, ñ2, and W̃ . As in the proof of Lemma 5.3.10,
by direct calculations with ∇d = n̄ in N and the inequalities (5.2.30), (5.3.39), (5.5.23), and
(5.5.24) we observe that

∇ñ1 =
1

εḡ
n̄⊗ (n̄0

ε + n̄1
ε) + f1, ∇ñ2 =

1

εḡ
n̄⊗

(
γ1
ε

ν
n̄1
ε −

γ0
ε

ν
n̄0
ε

)
+ f2,

∂kW̃ =
1

εḡ
n̄k(W

0
ε +W 1

ε ) + Fk, k = 1, 2, 3

in Ωε, where f1, f2, and Fk are bounded on Ωε uniformly in ε. We apply (5.2.37) to ∇ñ1,
(5.1.6) and (5.2.36) to ∇ñ2, and use (5.2.30) to show that

|∇ñ1| ≤
1

εḡ
|n̄0
ε + n̄1

ε|+ |f1| ≤ c, |∇ñ2| ≤
c(γ0

ε + γ1
ε )

εḡ
+ |f2| ≤ c (5.5.26)

in Ωε. To estimate the first order derivatives of W̃ we see by (5.2.12) that

W 0
ε +W 1

ε = {(n̄0
ε + n̄1

ε)⊗ n̄0
ε − n̄1

ε ⊗ (n̄0
ε + n̄1

ε)}
(
I3 − dW

)−1
∇Γn0

ε

− (I3 − n̄1
ε ⊗ n̄1

ε)
(
I3 − dW

)−1 (
∇Γn0

ε +∇Γn1
ε

)
in N . Hence we get |W 0

ε +W 1
ε | ≤ cε in N by (5.2.9), (5.2.36), and (5.2.37) and∣∣∣∂kW̃ ∣∣∣ ≤ 1

εḡ
|W 0

ε +W 1
ε |+ |Fk| ≤ c in Ωε. (5.5.27)

Applying (5.5.25), (5.5.26), and (5.5.27) to the gradients of G1 and G2 given by (5.5.21) we
obtain the second inequality of (5.5.22).
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Lemma 5.5.7. We have the integration by parts formula∫
Ωε

curl curlu · Φ dx = −
∫

Ωε

curlG(u) · Φ dx+

∫
Ωε

{curlu+G(u)} · curl Φ dx (5.5.28)

for all u ∈ H2(Ωε)
3 satisfying the slip boundary conditions (5.3.20)–(5.3.21) on Γε and

Φ ∈ L2(Ωε)
3 with curl Φ ∈ L2(Ωε)

3, where G(u) is given in Lemma 5.5.6.

Proof. By standard cut-off, dilatation, and mollification arguments, we can show as in the
proof of [64, Chapter 1, Theorem 1.1] that for Φ ∈ L2(Ωε)

3 with curl Φ ∈ L2(Ωε)
3 there

exists a sequence {Φk}∞k=1 of vector fields in C∞(Ωε)
3 such that

lim
k→∞

‖Φ− Φk‖L2(Ωε) = lim
k→∞

‖curl Φ− curl Φk‖L2(Ωε) = 0.

Thus, by a density argument, it is sufficient to prove (5.5.28) for all Φ ∈ C∞(Ωε)
3.

Let u ∈ H2(Ωε)
3 satisfy (5.3.20) and (5.3.21) on Γε and Φ ∈ C∞(Ωε)

3. Then∫
Ωε

curl curlu · Φ dx =

∫
Γε

(nε × curlu) · Φ dH2 +

∫
Ωε

curlu · curl Φ dx (5.5.29)

by integration by parts. To the boundary integral we apply

nε × curlu = −nε ×
{
nε ×

(
2Wεu+

γε
ν
u
)}

= −nε ×
(

2ñ1 × W̃u+ ñ2 × u
)

= −nε ×G(u)

on Γε by (5.3.30), (5.5.20), and (5.5.21), and then use integration by parts to get∫
Γε

(nε × curlu) · Φ dH2 = −
∫

Γε

{nε ×G(u)} · Φ dH2

=

∫
Ωε

{G(u) · curl Φ− curlG(u) · Φ} dx.

Substituting this for (5.5.29) we obtain (5.5.28)

Using the formula (5.5.28), we derive an estimate for the difference between the Stokes
and Laplace operators as in [19, Theorem 2.1].

Lemma 5.5.8. There exists a constant c > 0 independent of ε such that

‖Aεu+ ν∆u‖L2(Ωε) ≤ c‖u‖H1(Ωε) (5.5.30)

for all ε ∈ (0, ε0) and u ∈ D(Aε).

Note that the H1(Ωε)-norm of u appears in the right-hand side of (5.5.30) instead of its
H2(Ωε)-norm.

Proof. Let u ∈ D(Aε). Since Aεu = −νPε∆u ∈ L2
σ(Ωε), there exists q ∈ H1(Ωε) such that

Aεu+ ν∆u = ∇q. Then by Aεu ∈ L2
σ(Ωε) and ∇q ∈ L2

σ(Ωε)
⊥ we get

‖Aεu+ ν∆u‖2L2(Ωε)
= (Aεu,∇q)L2(Ωε) + (ν∆u,∇q)L2(Ωε) = (ν∆u,∇q)L2(Ωε).
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Moreover, noting that

curl∇q = 0, ∆u = −curl curlu in Ωε

by div u = 0, we apply (5.5.28) with Φ = −∇q to the last term to get

(ν∆u,∇q)L2(Ωε) = ν(curl curlu,−∇q)L2(Ωε)

= ν(curlG(u),∇q)L2(Ωε)

= ν(curlG(u), Aεu+ ν∆u)L2(Ωε).

where G(u) is given in Lemma 5.5.6. From this equality and (5.5.22) we deduce that

‖Aεu+ ν∆u‖2L2(Ωε)
≤ ν‖curlG(u)‖L2(Ωε)‖Aεu+ ν∆u‖L2(Ωε)

≤ c‖u‖H1(Ωε)‖Aεu+ ν∆u‖L2(Ωε)

with some constant c > 0 independent of ε. Thus (5.5.30) follows.

Remark 5.5.9. In the proof of Lemma 5.5.8, Assumption 2 is essential since it enables us
to consider the Stokes operator Aε on the usual solenoidal space L2

σ(Ωε) and thus the curl
of Aεu+ ν∆u = ∇q vanishes. If we drop Assumption 2 and consider the Stokes operator Âε
on

L̂2
σ(Ωε) = L2

σ(Ωε) ∩ Kg(Γ)⊥, Kg(Γ) = {v̄ | v ∈ Kg(Γ)},

where Kg(Γ) is given by (5.1.8) and v̄ = v ◦ π is the constant extension of v, then

Âεu+ ν∆u = ∇q + v̄, q ∈ H1(Ωε), v̄ ∈ L2
σ(Ωε) ∩Kg(Γ)

for u ∈ D(Âε). In this case, however, we cannot prove a similar inequality to (5.5.30)
since the curl of v̄ does not vanish in general. This difficulty does not occur in the proof
of [19, Theorem 2.1] since in that case Kg(Γ) reduces to

Kg(T2) = {(a, 0) ∈ R3 | a ∈ R2, a · ∇2g = 0 in T2}

and the curl of the constant (a, 0) ∈ Kg(T2) automatically vanishes.

Next we show that for u ∈ D(Aε) the norm ‖Aεu‖L2(Ωε) is bounded from above and
below by the canonical H2(Ωε)-norm of u with constants independent of ε.

Lemma 5.5.10. There exists a constant c > 0 independent of ε such that

‖u‖H2(Ωε) ≤ c
(
‖∆u‖L2(Ωε) + ‖u‖H1(Ωε)

)
(5.5.31)

for all ε ∈ (0, ε0) and u ∈ H2(Ωε)
3 satisfying (5.3.20) and (5.3.21) on Γε.

The proof of Lemma 5.5.10 is similar to that of Lemma 5.5.3, but we need to carry out
calculations a lot and use some formulas for the Riemannian connection on Γε. We give it
in the next subsection.

Using Lemmas 5.5.8 and 5.5.10 we prove the uniform equivalence of the L2(Ωε)-norm of
Aεu and the H2(Ωε)-norm of u ∈ D(Aε).
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Lemma 5.5.11. There exists a constant c > 0 independent of ε such that

c−1‖u‖H2(Ωε) ≤ ‖Aεu‖L2(Ωε) ≤ c‖u‖H2(Ωε) (5.5.32)

for all ε ∈ (0, ε0) and u ∈ D(Aε).

Proof. By (5.5.30) and (5.5.31) we have

‖u‖H2(Ωε) ≤ c
(
‖∆u‖L2(Ωε) + ‖u‖H1(Ωε)

)
≤ c

(
‖Aεu‖L2(Ωε) + ‖Aεu+ ν∆u‖L2(Ωε) + ‖u‖H1(Ωε)

)
≤ c

(
‖Aεu‖L2(Ωε) + ‖u‖H1(Ωε)

)
.

Applying (5.5.18) and (5.5.19) to the second term on the right-hand side we obtain the
left-hand inequality of (5.5.32). Also, from (5.5.30) and ‖u‖H1(Ωε) ≤ ‖u‖H2(Ωε) we deduce
that

‖Aεu‖L2(Ωε) ≤ ‖Aεu+ ν∆u‖L2(Ωε) + ‖ν∆u‖L2(Ωε) ≤ c‖u‖H2(Ωε).

Hence the right-hand inequality of (5.5.32) holds.

As a consequence of Lemmas 5.5.5 and 5.5.11, we obtain an interpolation inequality for
a vector field in D(Aε).

Lemma 5.5.12. There exists a constant c > 0 independent of ε such that

‖u‖H1(Ωε) ≤ c‖u‖
1/2
L2(Ωε)

‖u‖1/2
H2(Ωε)

(5.5.33)

for all ε ∈ (0, ε0) and u ∈ D(Aε).

Proof. Let u ∈ D(Aε). From (5.5.16) and (5.5.18) it follows that

‖u‖2H1(Ωε)
≤ c‖A1/2

ε u‖2L2(Ωε)
= c(Aεu, u)L2(Ωε) ≤ c‖Aεu‖L2(Ωε)‖u‖L2(Ωε).

Applying (5.5.32) to the right-hand side of this inequality we get

‖u‖2H1(Ωε)
≤ c‖u‖L2(Ωε)‖u‖H2(Ωε).

Hence (5.5.33) is valid.

5.5.4 Uniform a priori estimate for the vector Laplacian

The purpose of this subsection is to give the proof of Lemma 5.5.10. First we give an
approximation result of a vector field in H2(Ωε)

3 satisfying the slip boundary conditions.
Let us consider the equilibrium equations of linear elasticity with slip boundary conditions{

∆u+∇(div u) = f in Ωε,

u · nε = 0, 2νPεD(u)nε + γεu = 0 on Γε,
(5.5.34)

where f : Ωε → R3 is an external force (and we artificially impose the slip boundary condi-
tions). By the identity (5.5.13) and the slip boundary conditions we observe that the bilinear
form corresponding to the problem (5.5.34) is aε given by (5.5.14). Thus, under Assump-
tions 1 and 2, Lemma 5.5.4 and the Lax–Milgram theory show that for each f ∈ H−1(Ωε)

3

there exists a unique weak solution u ∈ H1(Ωε)
3 satisfying u · nε = 0 on Γε and

aε(u,Φ) = 〈f,Φ〉Ωε for all Φ ∈ H1(Ωε)
3,

where 〈·, ·〉Ωε stands for the duality product between H−1(Ωε) and H1(Ωε).
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Lemma 5.5.13. Let u ∈ H1(Ωε)
3 be a unique weak solution to the problem (5.5.34). Assume

that f ∈ L2(Ωε)
3. Then u ∈ H2(Ωε)

3 and it satisfies (5.5.34) a.e. in Ωε and on Γε.
Moreover, there exists a constant cε > 0 depending on ε such that

‖u‖H2(Ωε) ≤ cε‖f‖L2(Ωε). (5.5.35)

If in addition f ∈ H1(Ωε)
3, then u ∈ H3(Ωε)

3.

Proof. The inequality (5.5.35) and the H2-regularity of u are proved by a standard local-
ization argument and a method of the difference quotient. Here we omit their proofs since
they are the same as those of [5, Theorem 1.2] and [60, Theorem 2], which establish the
H2-regularity of a weak solution to the Stokes problem with slip boundary conditions.

Also, the H3-regularity of u is proved by induction and a localization argument as in the
case of a general second order elliptic equation. For details, see [13, Theorem 5 in Section 6.3].
(Note that the C4-regularity of the boundary Γε is required for the H3-regularity of u, see
Section 5.2.2 and the proofs of [5, Theorem 1.2] and [60, Theorem 2].)

Based on Lemma 5.5.13 we show that a vector field in H2(Ωε)
3 is approximated by those

in H3(Ωε)
3 under the slip boundary conditions.

Lemma 5.5.14. Let u ∈ H2(Ωε)
3 satisfy the slip boundary conditions (5.3.20)–(5.3.21) on

Γε. Then there exists a sequence {uk}∞k=1 in H3(Ωε)
3 such that uk satisfies (5.3.20)–(5.3.21)

on Γε for each k ∈ N and limk→∞ ‖u− uk‖H2(Ωε) = 0.

Proof. Let u ∈ H2(Ωε)
3 satisfy (5.3.20)–(5.3.21) on Γε and f := ∆u + ∇(div u). Since

f ∈ L2(Ωε)
3, there exists a sequence {fk}∞k=1 in C∞c (Ωε)

3 that converges to f strongly in
L2(Ωε)

3. For each k ∈ N let uk be a unique weak solution to the problem (5.5.34) with
external force fk. Then since fk ∈ C∞c (Ωε)

3, we see by Lemma 5.5.13 that uk ∈ H3(Ωε)
3

and it satisfies (5.3.20)–(5.3.21) on Γε. Moreover, by (5.5.35) and the fact that u − uk is a
unique weak solution to (5.5.34) with external force f − fk, we have

‖u− uk‖H2(Ωε) ≤ cε‖f − fk‖L2(Ωε).

Letting k →∞ in this inequality and using the strong convergence of {fk}∞k=1 to f in L2(Ωε)
3

we obtain limk→∞ ‖u− uk‖H2(Ωε) = 0 (note that the constant cε does not depend on k).

Now let us show Lemma 5.5.10. As in Section 5.2.1 we denote by

Hm(Γε, TΓε) := {u ∈ Hm(Γε)
3 | u · nε = 0 on Γε}, m = 0, 1, 2

the space of all tangential vector fields on Γε of class Hm (here we write H0 = L2). For
u ∈ H1(Γε, TΓε) and v ∈ L2(Γε, TΓε) we define the covariant derivative

∇εvu := Pε(v · ∇)ũ = Pε(v · ∇Γε)u on Γε,

where ũ is any H1-extension of u to an open neighborhood of Γε with ũ|Γε = u. We use the
formulas for the covariant derivatives given in Appendix 5.C.

Proof of Lemma 5.5.10. Let u ∈ H2(Ωε)
3 satisfy (5.3.20)–(5.3.21) on Γε. Since

‖u‖2H2(Ωε)
= ‖u‖2H1(Ωε)

+ ‖∇2u‖2L2(Ωε)
,
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it is sufficient for (5.5.31) to show that

‖∇2u‖2L2(Ωε)
≤ c

(
‖∆u‖2L2(Ωε)

+ ‖u‖2H1(Ωε)

)
. (5.5.36)

Moreover, by Lemma 5.5.14 we may assume that u ∈ H3(Ωε)
3, and thus its trace on Γε is in

H2(Γε, TΓε) (note that u satisfies u ·nε = 0 on Γε). For such u we can carry out integration
by parts twice to get

‖∇2u‖2L2(Ωε)
= ‖∆u‖2L2(Ωε)

+

∫
Γε

∇u : {(nε · ∇)∇u− nε ⊗∆u} dH2. (5.5.37)

Here (nε · ∇)∇u denotes a 3× 3 matrix whose (i, j)-entry is given by

[(nε · ∇)∇u]ij := (nε · ∇)∂iuj , i, j = 1, 2, 3.

Let us estimate the boundary integral in (5.5.37). Since u satisfies the slip boundary condi-
tions (5.3.20)–(5.3.21) on Γε, we see by Lemma 5.3.7 that

(nε · ∇)u = −Wεu− γ̃εu+ ξεnε on Γε, (5.5.38)

where γ̃ε := γε/ν and ξε := (nε · ∇)u · nε = ∇u : Qε (note that u and Wεu are tangential on
Γε). The first step is to show that∫

Γε

∇u : {(nε · ∇)∇u− nε ⊗∆u} dH2 =

4∑
k=1

∫
Γε

ϕk dH2, (5.5.39)

where

ϕ1 := −2{∇ΓεWε · u+ (∇u)Wε + γ̃ε∇u} : Pε(∇u)Pε,

ϕ2 := Wε∇u : (∇u)Pε

− 2(u · divΓεWε + 2∇u : Wε)(∇u : Qε) +Hε(∇u : Qε)
2,

ϕ3 := −(W 3
ε u−HεW

2
ε u) · u,

ϕ4 := −γ̃ε(2W 2
ε u− 2HεWεu− γ̃εHεu) · u.

(5.5.40)

In (5.5.40) we used the notation ∇ΓεWε · u for the 3× 3 matrix given by

[∇ΓεWε · u]ij :=
3∑

k=1

(Dε
i [Wε]jk)uk, i, j = 1, 2, 3. (5.5.41)

Using a partition of unity of Γε we may assume that u|Γε is compactly supported in a
relatively open subset U of Γε on which we can take a local orthonormal frame {τ1, τ2} (see
Appendix 5.C). Since {τ1, τ2, nε} is an orthonormal basis of R3,

∇u : {(nε · ∇)∇u− nε ⊗∆u} = (∇u)T : [{(nε · ∇)∇u}T −∆u⊗ nε] =

3∑
i=1

ηi (5.5.42)

on U , where

ηi := (∇u)T τi · [{(nε · ∇)∇u}T τi − (∆u⊗ nε)τi], i = 1, 2, (5.5.43)

η3 := (∇u)Tnε · [{(nε · ∇)∇u}Tnε − (∆u⊗ nε)nε]. (5.5.44)
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In what follows, we carry out calculations on U . By (5.C.2) and τi · nε = 0,

(∇u)T τi = (τi · ∇)u = ∇εiu+ (Wεu · τi)nε,
(∆u⊗ nε)τi = (τi · nε)∆u = 0,

(5.5.45)

where ∇εi := ∇ετi , i = 1, 2. Writing τ ji and njε, j = 1, 2, 3 for the j-th component of τi and
nε, we see that the j-th component of {(nε · ∇)∇u}T τi is of the form

3∑
k,l=1

nkε(∂k∂luj)τ
l
i =

3∑
k=1

nkε(τi · ∇)(∂kuj) =
3∑

k=1

nkε(τi · ∇Γε)(∂kuj)

=
3∑

k=1

{(τi · ∇Γε)(n
k
ε∂kuj)− (τi · ∇Γεn

k
ε)∂kuj}

= (τi · ∇Γε){(nε · ∇)uj} − {(τi · ∇Γε)nε · ∇}uj .

(Note that τi is tangential on Γε and the tangential derivatives depend only on the values of
functions on Γε). Therefore,

{(nε · ∇)∇u}T τi = (τi · ∇Γε){(nε · ∇)u} − {(τi · ∇Γε)nε · ∇}u.

By (5.5.38), (5.C.2), W T
ε = Wε, and

(τi · ∇Γε)nε = (∇Γεnε)
T τi = −W T

ε τi = −Wετi, (5.5.46)

we further observe that

{(nε · ∇)∇u}T τi = −∇εi (Wεu)− γ̃ε∇
ε
iu+∇εWετiu− ξεWετi

+ {(−γ̃εWεu+∇Γεξε) · τi}nε. (5.5.47)

Note that the first four terms on the right-hand side of (5.5.47) are tangential on Γε. From
(5.5.43), (5.5.45), and (5.5.47) we deduce that

ηi = −∇εiu ·
{
∇εi (Wεu) + γ̃ε∇

ε
iu−∇

ε
Wετiu+ ξεWετi

}
+ (Wεu · τi){(−γ̃εWεu+∇Γεξε) · τi}

for i = 1, 2. Hence by (5.C.9)–(5.C.13) and the fact that {τ1, τ2} is an orthonormal basis of
the tangent plane of Γε we obtain

η1 + η2 = −{∇Γε(Wεu) + γ̃ε∇Γεu−Wε∇Γεu} : (∇Γεu)Pε

− ξε(∇Γεu : Wε) +Wεu · (−γ̃εWεu+∇Γεξε). (5.5.48)

To calculate η3 we observe that the j-th component of {(nε · ∇)∇u}Tnε is given by

3∑
k,l=1

nkε(∂k∂luj)n
l
ε = tr[Qε∇2uj ] = tr[∇2uj ]− tr[Pε∇2uj ]

= ∆uj −
∑
i=1,2

Pε(∇2uj)τi · τi − Pε(∇2u)nε · nε

= ∆uj −
∑
i=1,2

(τi · ∇)∇uj · τi



5. Navier–Stokes equations in a curved thin domain 168

for j = 1, 2, 3. In the last equality we used P Tε = Pε, Pετi = τi, and Pεnε = 0. For the second
term on the last line we further see that

(τi · ∇)∇uj · τi = (τi · ∇Γε)∇uj · τi = (τi · ∇Γε){(τi · ∇)uj} − {(τi · ∇Γε)τi · ∇}uj .

From these equalities and (∆u⊗ nε)nε = (nε · nε)∆u = ∆u it follows that

{(nε · ∇)∇u}Tnε − (∆u⊗ nε)nε
= −

∑
i=1,2

[(τi · ∇Γε){(τi · ∇)u} − {(τi · ∇Γε)τi · ∇}u]. (5.5.49)

By (5.5.38), (5.5.46), and (5.C.2) we have

(τi · ∇Γε){(τi · ∇)u} = (τi · ∇Γε)
{
∇εiu+ (Wεu · τi)nε

}
= ∇εi∇

ε
iu− (Wεu · τi)Wετi +

{
Wε∇

ε
iu · τi + τi · ∇Γε(Wεu · τi)

}
nε

and

{(τi · ∇Γε)τi · ∇}u =
[{
∇εi τi + (Wετi · τi)nε

}
· ∇
]
u

= ∇ε∇εi τiu− (Wετi · τi)(Wεu+ γ̃εu) +
(
Wεu · ∇

ε
i τi + ξεWετi · τi

)
nε.

We substitute these expressions for (5.5.49) and use∑
i=1,2

(Wεu · τi)Wετi =
∑
i=1,2

Wε(τi ⊗ τi)Wεu = WεPεWεu = W 2
ε u

by Pε =
∑

i=1,2 τi ⊗ τi and PεWε = Wε,∑
i=1,2

{
τi · ∇Γε(Wεu · τi)−Wεu · ∇

ε
i τi
}

=
∑
i=1,2

∇εi (Wεu) · τi = divΓε(Wεu)

by (5.C.5) and (5.C.9), and the formulas (5.C.8) and (5.C.10) to deduce that

{(nε · ∇)∇u}Tnε − (∆u⊗ nε)nε = −
∑
i=1,2

(
∇εi∇

ε
iu−∇

ε
∇εi τiu

)
+W 2

ε u−HεWεu− γ̃εHεu

− {∇Γεu : Wε + divΓε(Wεu)− ξεHε}nε. (5.5.50)

Hence we take the inner product of (5.5.38) and (5.5.50) to obtain

η3 =
∑
i=1,2

(
∇εi∇

ε
iu−∇

ε
∇εi τiu

)
· (Wεu+ γ̃εu)− (W 2

ε u−HεWεu− γ̃εHεu) · (Wεu+ γ̃εu)

− ξε{∇Γεu : Wε + divΓε(Wεu)− ξεHε}. (5.5.51)

Now we observe by (5.2.39) and direct calculations that

∇Γεu : (∇Γεu)Pε = Pε(∇u) : Pε(∇u)Pε = ∇u : P Tε Pε(∇u)Pε.

Since P Tε = P 2
ε = Pε, the above equality implies that

∇Γεu : (∇Γεu)Pε = ∇u : Pε(∇u)Pε. (5.5.52)
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By the same calculations and (5.2.39) we have

∇Γε(Wεu) : (∇Γεu)Pε = {∇ΓεWε · u+ (∇Γεu)Wε} : (∇Γεu)Pε

= {∇ΓεWε · u+ (∇u)Wε} : Pε(∇u)Pε,
(5.5.53)

where the matrix ∇ΓεWε · u is given by (5.5.41), and

Wε(∇Γεu) : (∇Γεu)Pε = Wε(∇u) : (∇u)Pε, ∇Γεu : Wε = ∇u : Wε. (5.5.54)

Also, it is easy to see that

Wεu · ∇Γεξε = divΓε(ξεWεu)− ξεdivΓε(Wεu),

divΓε(Wεu) = u · divΓεWε +∇Γεu : Wε = u · divΓεWε +∇u : Wε.
(5.5.55)

Hence we deduce from (5.5.42), (5.5.48), (5.5.51)–(5.5.55), and W T
ε = Wε that∫

Γε

∇u : {(nε · ∇)∇u− nε ⊗∆u} dH2

=
∑
i=1,2

∫
Γε

(
∇εi∇

ε
iu−∇

ε
∇εi τiu

)
· (Wεu+ γ̃εu) dH2

+

∫
Γε

(
1

2
ϕ1 +

4∑
k=2

ϕk

)
dH2 +

∫
Γε

divΓε(ξεWεu) dH2,

where ϕ1, . . . , ϕ4 are given by (5.5.40). The last integral on the right-hand side vanishes by
the Stokes theorem since ξεWεu is tangential on Γε. Moreover, applying (5.C.15) to the first
term and then use (5.C.12), (5.5.52), and (5.5.53) we observe that∑

i=1,2

∫
Γε

(
∇εi∇

ε
iu−∇

ε
∇εi τiu

)
· (Wεu+ γ̃εu) dH2 =

1

2

∫
Γε

ϕ1 dH2.

Hence the equality (5.5.39) follows.
The second step is to show that∣∣∣∣∫

Γε

ϕk dH2

∣∣∣∣ ≤ c(‖u‖2H1(Ωε)
+ ‖u‖H1(Ωε)‖∇

2u‖L2(Ωε)

)
, k = 1, 2, (5.5.56)∣∣∣∣∫

Γε

ϕk dH2

∣∣∣∣ ≤ c‖u‖2H1(Ωε)
, k = 3, 4 (5.5.57)

with a constant c > 0 independent of ε. The estimate (5.5.57) for k = 4 is an easy conse-
quence of (5.1.6), (5.3.8), and the uniform boundedness in ε of Wε and Hε on Γε:∣∣∣∣∫

Γε

ϕ4 dH2

∣∣∣∣ ≤ cε‖u‖2L2(Γε)
≤ cε(ε−1‖u‖2L2(Ωε)

+ ε‖∂nu‖2L2(Ωε)
) ≤ c‖u‖2H1(Ωε)

.

Let us prove the estimate (5.5.56) for k = 1. We proceed as in the proof of Lemma 5.4.1.
In what follows, we use the notations (5.2.46) and (5.2.47) and sometimes suppress the
arguments y and r. For y ∈ Γ, r ∈ [εg0(y), εg1(y)], and j, k, l = 1, 2, 3 we set

F (y, r) :=
1

εg(y)

{(
r − εg0(y)

)
W ]
ε,1(y)−

(
εg1(y)− r

)
W ]
ε,0(y)

}
,

Gljk(y, r) :=
1

εg(y)

{(
r − εg0(y)

)(
Dε
j [Wε]kl

)]
1
(y)−

(
εg1(y)− r

)(
Dε
j [Wε]kl

)]
0
(y)
}
,

γ̃(y, r) :=
1

εg(y)

{(
r − εg0(y)

)
γ̃1
ε −

(
εg1(y)− r

)
γ̃0
ε

}
,
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where γ̃iε := γiε/ν, i = 0, 1. Then we have

[∇ΓεWε · u+ (∇u)Wε + γ̃ε∇u]]i(y)

= (−1)i+1[G · u] + (∇u)]F + γ̃(∇u)]](y, εgi(y)), y ∈ Γ, i = 0, 1, (5.5.58)

where G · u] denotes a 3× 3 matrix whose (j, k)-entry is given by

[G · u]]jk :=
3∑
l=1

Gljku
]
l , j, k = 1, 2, 3.

Moreover, by (5.1.6), (5.2.45) for Wε and Dε
jWε with j = 1, 2, 3,

|r − εgi(y)| ≤ εg(y) ≤ cε, y ∈ Γ, r ∈ [εg0(y), εg1(y)], i = 0, 1, (5.5.59)

and the uniform boundedness in ε of Wε and Dε
jWε on Γε we have

|η(y, r)|+
∣∣∣∣∂η∂r (y, r)

∣∣∣∣ ≤ c, η = F,Gljk, γ̃ (5.5.60)

for all y ∈ Γ and r ∈ [εg0(y), εg1(y)] with a constant c > 0 independent of ε. We also define
matrix-valued functions R and S by

R(y, r) :=
1

εg(y)

{(
r − εg0(y)

)
P ]ε,1(y) +

(
εg1(y)− r

)
P ]ε,0(y)

}
for y ∈ Γ and r ∈ [εg0(y), εg1(y)], and

Si(y) :=
√

1 + ε2|τ iε(y)|2 P ]ε,i(y), i = 0, 1,

S(y, r) :=
1

εg(y)

{(
r − εg0(y)

)
S1(y) +

(
εg1(y)− r

)
S0(y)

}
.

Then we easily observe that√
1 + ε2|τ iε(y)|2 [Pε(∇u)Pε]

]
i(y) = [R(∇u)]S](y, εgi(y)), y ∈ Γ, i = 0, 1. (5.5.61)

Moreover, from (5.2.44) for Pε, (5.4.9), and (5.5.59) we deduce that

|η(y, r)|+
∣∣∣∣∂η∂r (y, r)

∣∣∣∣ ≤ c, η = R,S (5.5.62)

for all y ∈ Γ and r ∈ [εg0(y), εg1(y)] with a constant c > 0 independent of ε. Now let us
define a function Φ1 = Φ1(y, r) for y ∈ Γ and r ∈ [εg0(y), εg1(y)] by

Φ1(y, r) := −2[{G · u] + (∇u)]F + γ̃(∇u)]} : R(∇u)S](y, r)J(y, r).

Then by the change of variables formula (5.2.57) and the equalities (5.5.58) and (5.5.61) we
observe that∫

Γε

ϕ1(x) dH2(x) =
∑
i=0,1

∫
Γiε

ϕ1(x) dH2(x) =

∫
Γ
{Φ1(y, εg1(y))− Φ1(y, εg0(y))} dH2(y)

=

∫
Γ

∫ εg1(y)

εg0(y)

∂Φ1

∂r
(y, r) dr dH2(y).
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Furthermore, the inequalities (5.2.49), (5.5.60), and (5.5.62) imply that∣∣∣∣∂Φ1

∂r

∣∣∣∣ ≤ c{|u]|2 + |(∇u)]|2 + (|u]|+ |(∇u)]|)|(∇2u)]|}

with some constant c > 0 independent of ε (here we also used Young’s inequality). From the
above relations, (5.2.52), and Hölder’s inequality it follows that∣∣∣∣∫

Γε

ϕ1 dH2

∣∣∣∣ ≤ c∫
Γ

∫ εg1

εg0

{|u]|2 + |(∇u)]|2 + (|u]|+ |(∇u)]|)|(∇2u)]|} dr dH2

≤ c
(
‖u‖2H1(Ωε)

+ ‖u‖H1(Ωε)‖∇
2u‖L2(Ωε)

)
.

(Note that ‖u‖L2(Ωε) ≤ ‖u‖H1(Ωε).) Thus, the inequality (5.5.56) for k = 1 holds. By the
same arguments we can show (5.5.56) for k = 2 and (5.5.57) for k = 3.

Finally, from (5.5.39), (5.5.56), and (5.5.57) we deduce that∣∣∣∣∫
Γε

∇u : {(nε · ∇)∇u− nε ⊗∆u} dH2

∣∣∣∣ ≤ c(‖u‖2H1(Ωε)
+ ‖u‖H1(Ωε)‖∇

2u‖L2(Ωε)

)
.

We apply this inequality to (5.5.37) and then use Young’s inequality to obtain

‖∇2u‖2L2(Ωε)
≤ ‖∆u‖2L2(Ωε)

+ c
(
‖u‖2H1(Ωε)

+ ‖u‖H1(Ωε)‖∇
2u‖L2(Ωε)

)
≤ ‖∆u‖2L2(Ωε)

+
1

2
‖∇2u‖2L2(Ωε)

+ c‖u‖2H1(Ωε)
,

which yields (5.5.36). Hence the inequality (5.5.31) is valid.

5.6 Average operators in the thin direction

5.6.1 Definition and basic inequalities of the average operators

In this section we investigate average operators in the thin direction and establish several
inequalities related to them, which are useful in the analysis of the Navier–Stokes equations
in the curved thin domain Ωε. Throughout this section we assume ε ∈ (0, 1).

Definition 5.6.1. We define the average operator M in the normal direction of Γ as

Mϕ(y) :=
1

εg(y)

∫ εg1(y)

εg0(y)
ϕ(y + rn(y)) dr, y ∈ Γ (5.6.1)

for a function ϕ on Ωε. The operator M is also applied to a vector field u : Ωε → R3 and we
define the averaged tangential component Mτu of u by

Mτu(y) := P (y)Mu(y) =
1

εg(y)

∫ εg1(y)

εg0(y)
P (y)u(y + rn(y)) dr, y ∈ Γ. (5.6.2)

For the sake of simplicity, we denote the tangential and normal components (with respect
to the surface Γ) of a vector field u : Ωε → R3 by

uτ (x) := P (x)u(x), un(x) := {u(x) · n̄(x)}n̄(x), x ∈ Ωε, (5.6.3)
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where P and n̄ are the constant extensions of P and n in the normal direction of Γ, so that
u = uτ + un and uτ · un = 0 (note that un is a vector field). Also, we use the notations
(5.2.46) and (5.2.47) and sometimes suppress the arguments of functions. For example, we
write

Mϕ =
1

εg

∫ εg1

εg0

ϕ] dr, Mτu =
1

εg

∫ εg1

εg0

u]τ dr.

Let us derive basic inequalities for the average operators M and Mτ . First note that for
a vector field u on Ωε we have Mτu = Muτ by (5.6.2) and (5.6.3). Hence the following
inequalities for M are also valid for Mτ .

Lemma 5.6.2. Let p ∈ [1,∞). There exists c > 0 independent of ε such that

‖Mϕ‖Lp(Γ) ≤ cε−1/p‖ϕ‖Lp(Ωε), (5.6.4)∥∥Mϕ
∥∥
Lp(Ωε)

≤ c‖ϕ‖Lp(Ωε) (5.6.5)

for all ϕ ∈ Lp(Ωε). Here Mϕ := (Mϕ) ◦ π is the constant extension of Mϕ.

Proof. By Hölder’s inequality and (5.2.30),

|Mϕ(y)|p =

∣∣∣∣∣ 1

εg(y)

∫ εg1(y)

εg0(y)
ϕ](y, r) dr

∣∣∣∣∣
p

≤ cε−1

∫ εg1(y)

εg0(y)
|ϕ](y, r)|p dr

for all y ∈ Γ. Integrating both sides of the above inequality over Γ and using (5.2.52) we
obtain (5.6.4). The inequality (5.6.5) follows from (5.2.53) and (5.6.4).

Lemma 5.6.3. Let p ∈ [1,∞). There exists c > 0 independent of ε such that∥∥ϕ−Mϕ
∥∥
Lp(Ωε)

≤ cε‖∂nϕ‖Lp(Ωε), (5.6.6)∥∥ϕ−Mϕ
∥∥
Lp(Γiε)

≤ cε1−1/p‖∂nϕ‖Lp(Ωε), i = 0, 1 (5.6.7)

for all ϕ ∈W 1,p(Ωε), where ∂nϕ is the normal derivative of ϕ given by (5.3.5).

Proof. For y ∈ Γ and r ∈ (εg0(y), εg1(y)) we have

ϕ](y, r)−Mϕ(y) =
1

εg(y)

∫ εg1(y)

εg0(y)
{ϕ](y, r)− ϕ](y, r1)} dr1. (5.6.8)

Since ∂ϕ]/∂r = (∂nϕ)] by (5.2.46) and (5.3.5),

|ϕ](y, r)− ϕ](y, r1)| =
∣∣∣∣∫ r

r1

∂

∂r2

(
ϕ](y, r2)

)
dr2

∣∣∣∣ ≤ ∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r2)| dr2.

Noting that the right-hand side is independent of r1, we apply the above inequality to the
right-hand side of (5.6.8) to get

|ϕ](y, r)−Mϕ(y)| ≤
∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r2)| dr2 (5.6.9)
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for all y ∈ Γ and r ∈ (εg0(y), εg1(y)). We use Hölder’s inequality to (5.6.9) to get

|ϕ](y, r)−Mϕ(y)| ≤ cε1−1/p

(∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r2)|p dr2

)1/p

.

for all y ∈ Γ and r ∈ (εg0(y), εg1(y)). Note that the right-hand side is independent of r. The
above inequality and (5.2.52) imply that∥∥ϕ−Mϕ

∥∥p
Lp(Ωε)

≤ c
∫

Γ

∫ εg1(y)

εg0(y)
|ϕ](y, r)−Mϕ(y)|p dr dH2(y)

≤ c
∫

Γ
εg(y)

(
cεp−1

∫ εg1(y)

εg0(y)
|(∂nϕ)](y, r2)|p dr2

)
dH2(y)

≤ cεp‖∂nϕ‖pLp(Ωε)
.

Hence (5.6.6) holds. We also have (5.6.7) by applying (5.3.8) to ϕ −Mϕ and using (5.3.6)
and (5.6.6).

Lemma 5.6.4. Let p ∈ [1,∞). There exists c > 0 independent of ε such that

‖Mu · n‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε) (5.6.10)

for all u ∈W 1,p(Ωε)
3 satisfying u · nε = 0 on Γ0

ε or on Γ1
ε.

Proof. Applying (5.6.4) to Mu · n = M(u · n̄) and using (5.3.23) we obtain (5.6.10).

Unlike the case of a flat thin domain, the constant extension of the average operator
on L2(Ωε) is not symmetric because the Jacobian J(y, r) appears in the change of variables
formula (5.2.51). However, its skew-symmetric part is small of order ε.

Lemma 5.6.5. There exists a constant c > 0 independent of ε such that∣∣∣∣(Mϕ, ξ
)
L2(Ωε)

−
(
ϕ,Mξ

)
L2(Ωε)

∣∣∣∣ ≤ cε‖ϕ‖L2(Ωε)‖ξ‖L2(Ωε) (5.6.11)

for all ϕ, ξ ∈ L2(Ωε).

Proof. By (5.2.51) and (5.6.1) we have(
Mϕ, ξ

)
L2(Ωε)

=

∫
Γ
Mϕ

(∫ εg1

εg0

ξ]J dr

)
dH2

= ε(Mϕ, gMξ)L2(Γ) +

∫
Γ
Mϕ

(∫ εg1

εg0

ξ](J − 1) dr

)
dH2

and (
ϕ,Mξ

)
L2(Ωε)

= ε(gMϕ,Mξ)L2(Γ) +

∫
Γ

(∫ εg1

εg0

ϕ](J − 1) dr

)
Mξ dH2.

Since (Mϕ, gMξ)L2(Γ) = (gMϕ,Mξ)L2(Γ), we see by (5.2.50) that∣∣∣∣(Mϕ, ξ
)
L2(Ωε)

−
(
ϕ,Mξ

)
L2(Ωε)

∣∣∣∣
≤ cε

{∫
Γ
|Mϕ|

(∫ εg1

εg0

|ξ]| dr
)
dH2 +

∫
Γ

(∫ εg1

εg0

|ϕ]| dr
)
|Mξ| dH2

}
. (5.6.12)
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Moreover, applying Hölder’s inequality twice and using (5.2.52) and (5.6.4) we get∫
Γ
|Mϕ|

(∫ εg1

εg0

|ξ]| dr
)
dH2 ≤ ‖Mϕ‖L2(Γ)

{∫
Γ
εg

(∫ εg1

εg0

|ξ]|2 dr
)
dH2

}1/2

≤ c‖ϕ‖L2(Ωε)‖ξ‖L2(Ωε)

and a similar inequality for the second term on the right-hand side of (5.6.12). Hence (5.6.11)
follows.

Now let us consider the time derivative of the average operator.

Lemma 5.6.6. Let ϕ ∈ H1(0, T ;L2(Ωε)), T > 0. Then

∂tMϕ = M(∂tϕ) ∈ L2(0, T ;L2(Γ))

and there exists a constant c > 0 independent of ε and ϕ such that

‖∂tMϕ‖L2(0,T ;L2(Γ)) ≤ cε−1/2‖∂tϕ‖L2(0,T ;L2(Ωε)). (5.6.13)

Proof. First note that M(∂tϕ) ∈ L2(0, T ;L2(Γ)) by ∂tϕ ∈ L2(0, T ;L2(Ωε)) and (5.6.4). The
relation ∂tMϕ = M(∂tϕ) is formally trivial since g0, g1, and the surface quantities on Γ are
independent of time. To prove it rigorously we show that∫ T

0
∂tξ(t)Mϕ(t) dt = −

∫ T

0
ξ(t)[M(∂tϕ)](t) dt in L2(Γ)

for all ξ ∈ C∞c (0, T ). Since L2(Γ) is a Hilbert space, this is equivalent to∫ T

0
∂tξ(t)(Mϕ(t), η)L2(Γ) dt = −

∫ T

0
ξ(t)([M(∂tϕ)](t), η)L2(Γ) dt (5.6.14)

for all ξ ∈ C∞c (0, T ) and η ∈ L2(Γ). We define a function η̃ on Ωε by

η̃(x) :=
η(π(x))

εg(π(x))J(π(x), d(x))
, x ∈ Ωε.

Then by (5.2.30), (5.2.49), and (5.2.53) we see that η̃ ∈ L2(Ωε). Also, by the change of
variables formula (5.2.51) and the definition (5.6.1) of M we have

(ϕ(t), η̃)L2(Ωε) =

∫
Γ

(
1

εg

∫ εg1

εg0

ϕ](t) dr

)
η dH2 = (Mϕ(t), η)L2(Γ) (5.6.15)

for all t ∈ (0, T ). Hence∫ T

0
∂tξ(t)(Mϕ(t), η)L2(Γ) dt =

∫ T

0
∂tξ(t)(ϕ(t), η̃)L2(Ωε) dt. (5.6.16)

Moreover, since ϕ ∈ H1(0, T ;L2(Ωε)) and η̃ ∈ L2(Ωε) is independent of time,∫ T

0
∂tξ(t)(ϕ(t), η̃)L2(Ωε) dt = −

∫ T

0
ξ(t)(∂tϕ(t), η̃)L2(Ωε) dt.

Applying this equality to the right-hand side of (5.6.16) and using (5.6.15) with ϕ(t) replaced
by ∂tϕ(t) we obtain (5.6.14). Hence the relation ∂tMϕ = M(∂tϕ) is valid and the inequality
(5.6.13) follows from (5.6.4).



5. Navier–Stokes equations in a curved thin domain 175

5.6.2 Tangential derivatives of the average operators

Let us give several formulas and inequalities for the tangential derivatives of the average
operators.

Lemma 5.6.7. For ϕ ∈ C1(Ωε) we have

∇ΓMϕ = M(B∇ϕ) +M
(
(∂nϕ)ψε

)
on Γ, (5.6.17)

where the matrix-valued function B and the vector field ψε are given by

B(x) :=
{
I3 − d(x)W (x)

}
P (x),

ψε(x) :=
1

ḡ(x)

{(
d(x)− εḡ0(x)

)
∇Γg1(x) +

(
εḡ1(x)− d(x)

)
∇Γg0(x)

} (5.6.18)

for x ∈ N . Here the functions on the right-hand sides of (5.6.18) except for d(x) are the
constant extensions of the functions on Γ.

Proof. The constant extension of Mϕ is given by

Mϕ(x) =
1

εḡ(x)

∫ εḡ1(x)

εḡ0(x)
ϕ(π(x) + rn̄(x)) dr, x ∈ N.

We differentiate both sides of this equality with respect to x ∈ N and set x = y ∈ Γ. Then
by (5.2.4), (5.2.6), (5.2.11), and (5.2.16) with d(y) = 0 we get

∇ΓMϕ(y) =
I(y)

εg(y)
+

1

εg(y)

∫ εg1(y)

εg0(y)
{I3 − rW (y)}P (y)(∇ϕ)](y, r) dr (5.6.19)

for y ∈ Γ. Here and hereafter we use the notations (5.2.46) and (5.2.47) and set

I(y) := −∇Γg(y)

g(y)

∫ εg1(y)

εg0(y)
ϕ](y, r) dr + εϕ]1(y)∇Γg1(y)− εϕ]0(y)∇Γg0(y).

To the right-hand side we apply

εϕ]1(y)∇Γg1(y)− εϕ]0(y)∇Γg0(y) =
[
(ϕψε)

](y, r)
]εg1(y)

r=εg0(y)
=

∫ εg1(y)

εg0(y)

∂

∂r

(
(ϕψε)

](y, r)
)
dr

and the equalities ∂ϕ]/∂r = (∂nϕ)] and ∂ψ]ε/∂r = ∇Γg/g by

ψ]ε(y, r) =
1

g(y)

{(
r − εg0(y)

)
∇Γg1(y) +

(
εg1(y)− r

)
∇Γg0(y)

}
.

Then we have

I(y) =

∫ εg1(y)

εg0(y)

(
(∂nϕ)ψε

)]
(y, r) dr = εg(y)

[
M
(
(∂nϕ)ψε

)]
(y)

for all y ∈ Γ. Applying this and {I3 − rW (y)}P (y) = B](y, r) to the right-hand side of
(5.6.19) we obtain (5.6.17).
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Remark 5.6.8. By (5.3.39) and (5.6.18) there exists c > 0 independent of ε such that

|B| ≤ c, |ψε| ≤ cε in Ωε. (5.6.20)

Also, from (5.2.13), (5.2.30), and ∇d = n̄ in N it follows that

|∇B| ≤ c, |∇ψε| ≤ c,
∣∣∣∣∇ψε − 1

ḡ
n̄⊗∇Γg

∣∣∣∣ ≤ cε in Ωε. (5.6.21)

Lemma 5.6.9. Let m = 1, 2 and p ∈ [1,∞). For ϕ ∈Wm,p(Ωε) we have

‖Mϕ‖Wm,p(Γ) ≤ cε−1/p‖ϕ‖Wm,p(Ωε), (5.6.22)∥∥Mϕ
∥∥
Wm,p(Ωε)

≤ c‖ϕ‖Wm,p(Ωε) (5.6.23)

with some constant c > 0 independent of ε and ϕ.

Proof. Let ϕ ∈W 1,p(Ωε). From (5.6.4) and (5.6.17) it follows that

‖∇ΓMϕ‖Lp(Γ) ≤ c
(
‖M(B∇ϕ)‖Lp(Γ) +

∥∥M((∂nϕ)ψε
)∥∥
Lp(Γ)

)
≤ cε−1/p

(
‖B∇ϕ‖Lp(Ωε) + ‖(∂nϕ)ψε‖Lp(Ωε)

)
.

Here B and ψε are bounded on Ωε uniformly in ε (see Remark 5.6.8). Hence

‖∇ΓMϕ‖Lp(Γ) ≤ cε−1/p‖∇ϕ‖Lp(Ωε) ≤ cε
−1/p‖ϕ‖W 1,p(Ωε) (5.6.24)

Combining (5.6.24) with (5.6.4) we obtain (5.6.22) with m = 1. When ϕ ∈ W 2,p(Ωε), we
apply (5.6.24) with ϕ replaced by B∇ϕ and (∂nϕ)ψε. Then by (5.6.20)–(5.6.21) we see that

‖∇ΓM(B∇ϕ)‖Lp(Γ) +
∥∥∇ΓM

(
(∂nϕ)ψε

)∥∥
Lp(Γ)

≤ cε−1/p‖ϕ‖W 2,p(Ωε).

Therefore, applying ∇Γ to (5.6.17) and using the above inequality we get

‖∇2
ΓMϕ‖Lp(Γ) ≤ cε−1/p‖ϕ‖W 2,p(Ωε)

and (5.6.22) with m = 2 follows from this inequality, (5.6.4), and (5.6.24). The inequality
(5.6.23) is an immediate consequence of (5.2.55), (5.2.56), and (5.6.22).

Lemma 5.6.10. There exists a constant c > 0 independent of ε such that∥∥P∇ϕ−∇ΓMϕ
∥∥
Lp(Ωε)

≤ cε‖ϕ‖W 2,p(Ωε) (5.6.25)∥∥P∇ϕ−∇ΓMϕ
∥∥
Lp(Γiε)

≤ cε1−1/p‖ϕ‖W 2,p(Ωε), i = 0, 1 (5.6.26)

for all ϕ ∈W 2,p(Ωε) with p ∈ [1,∞).

Proof. By (5.6.17) and (5.6.18) we have P∇ϕ−∇ΓMϕ = u+ v̄ in Ωε, where

u(x) := P (x)∇ϕ(x)−
[
M
(
P∇ϕ

)]
(π(x)), x ∈ Ωε,

v(y) :=
[
M
(
dW∇ϕ

)]
(y)−

[
M
(
(∂nϕ)ψε

)]
(y), y ∈ Γ.

We apply (5.6.6) to u and use (5.3.6) to get

‖u‖Lp(Ωε) ≤ cε
∥∥∥∂n(P∇ϕ)∥∥∥

Lp(Ωε)
≤ cε‖ϕ‖W 2,p(Ωε). (5.6.27)
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Also, from (5.6.5) and∣∣dW∇ϕ∣∣ ≤ cε|∇ϕ|, |(∂nϕ)ψε| ≤ cε|∇ϕ| in Ωε

by (5.6.20) and |d| ≤ cε in Ωε it follows that

‖v̄‖Lp(Ωε) ≤ c
(∥∥dW∇ϕ∥∥

Lp(Ωε)
+ ‖(∂nϕ)ψε‖Lp(Ωε)

)
≤ cε‖∇ϕ‖Lp(Ωε). (5.6.28)

Combining (5.6.27) and (5.6.28) we obtain∥∥P∇ϕ−∇ΓMϕ
∥∥
Lp(Ωε)

≤ ‖u‖Lp(Ωε) + ‖v̄‖Lp(Ωε) ≤ cε‖ϕ‖W 2,p(Ωε).

Hence (5.6.25) holds. Also, (5.6.26) follows from (5.3.6), (5.3.8), and (5.6.25).

Lemma 5.6.11. There exists a constant c > 0 independent of ε such that

‖Mu · n‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε) (5.6.29)

for all u ∈W 2,p(Ωε)
3, p ∈ [1,∞) satisfying u · nε = 0 on Γ0

ε or on Γ1
ε.

Proof. The estimate for the Lp(Γ)-norm of Mu · n is given in Lemma 5.6.4. Let us consider
the tangential gradient of Mu · n = M(u · n̄). By (5.6.17),

∇Γ(Mu · n) = ∇ΓM(u · n̄) = M
(
B∇(u · n̄)

)
+M(∂n(u · n̄)ψε) on Γ.

To the right-hand side we apply (5.6.4) and

|B∇(u · n̄)| ≤ c
∣∣P∇(u · n̄)

∣∣ , |∂n(u · n̄)ψε| ≤ cε|∇u| in Ωε

by (5.2.9), (5.3.6), and (5.6.20) to get

‖∇Γ(Mu · n)‖Lp(Γ) ≤ c
(∥∥M(B∇(u · n̄)

)∥∥
Lp(Γ)

+ ‖M(∂n(u · n̄)ψε)‖Lp(Γ)

)
≤ cε−1/p

(
‖B∇(u · n̄)‖Lp(Ωε) + ‖∂n(u · n̄)ψε‖Lp(Ωε)

)
≤ c

(
ε−1/p

∥∥P∇(u · n̄)
∥∥
Lp(Ωε)

+ ε1−1/p‖∇u‖Lp(Ωε)

)
.

Applying (5.3.24) to the first term on the last line we obtain

‖∇Γ(Mu · n)‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε).

Hence (5.6.29) follows.

Next we establish estimates for the weighted surface divergence of the average of a
solenoidal vector field on Ωε. They are useful for the proof of the global existence of a
strong solution as well as the study of a singular limit problem for (5.1.1)–(5.1.3).

Lemma 5.6.12. Let p ∈ [1,∞). There exists c > 0 independent of ε such that

‖divΓ(gMu)‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε) (5.6.30)

for all u ∈ W 1,p(Ωε)
3 satisfying div u = 0 in Ωε and u · nε = 0 on Γε. If in addition

u ∈W 2,p(Ωε)
3, then we have

‖divΓ(gMu)‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε). (5.6.31)
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Proof. As in the proofs of the previous lemmas we use the notations (5.2.46) and (5.2.47).
Let u ∈W 1,p(Ωε)

3 satisfy div u = 0 in Ωε and u · nε = 0 on Γε. First we show that

divΓ(gMu) =

4∑
j=1

ηj on Γ, (5.6.32)

where η1, . . . , η4 are functions on Γ defined by

η1 :=
∑
i=0,1

(−1)i(u]i −Mu) · τ iε, η2 :=
∑
i=0,1

(−1)iMu · (τ iε −∇Γgi),

η3 := −gM
(
d tr
[
W∇u

])
, η4 := gM(∂nu · ψε)

(5.6.33)

with τ iε, i = 0, 1 given by (5.2.32). By (5.6.17) and (5.6.18) we have

g divΓ(Mu) = g tr[∇ΓMu] = gM(tr[B∇u]) + gM(tr[ψε ⊗ ∂nu])

= gM
(

tr
[
P∇u

])
+ η3 + η4

on Γ. Moreover, since div u = 0 in Ωε and (n̄⊗ n̄)∇u = n̄⊗ ∂nu,

tr
[
P∇u

]
= div u− tr[(n̄⊗ n̄)∇u] = −n̄ · ∂nu in Ωε.

By these equalities and divΓ(gMu) = ∇Γg ·Mu+ g divΓ(Mu) we get

divΓ(gMu) = ∇Γg ·Mu− gM(∂nu · n̄) + η3 + η4 on Γ. (5.6.34)

Let us calculate the second term on the right-hand side. Since

(∂nu · n̄)](y, r) =
∂

∂r

(
(u · n̄)](y, r)

)
, y ∈ Γ, r ∈ (εg0(y), εg1(y))

by ∂nn̄ = 0 in Ωε, we have

g(y)[M(∂nu · n̄)](y) =
1

ε

∫ εg1(y)

εg0(y)

∂

∂r

(
(u · n̄)](y, r)

)
dr

=
1

ε
{(u · n̄)](y, εg1(y))− (u · n̄)](y, εg0(y))}

for y ∈ Γ. Moreover, since u · nε = 0 on Γε, we use (5.3.22) to get

(u · n̄)](y, εgi(y)) = ε(u · τ̄ iε)](y, εgi(y)) = ε(u]i · τ
i
ε)(y), y ∈ Γ.

Hence

gM(∂nu · n̄) = u]1 · τ
1
ε − u

]
0 · τ

0
ε = ∇Γg ·Mu− η1 − η2 on Γ. (5.6.35)

Combining (5.6.34) and (5.6.35) we obtain (5.6.32). Let us estimate the Lp-norms of the
functions η1, . . . , η4 on Γ. By (5.2.34), (5.2.58), and (5.6.7),

‖η1‖Lp(Γ) ≤ c
∑
i=0,1

∥∥u−Mu
∥∥
Lp(Γiε)

≤ cε1−1/p‖u‖W 1,p(Ωε). (5.6.36)
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The first inequality of (5.2.35) and (5.6.4) imply that

‖η2‖Lp(Γ) ≤ cε‖Mu‖Lp(Γ) ≤ cε1−1/p‖u‖Lp(Ωε). (5.6.37)

To η3 and η4 we apply (5.6.4) and∣∣∣d tr
[
W∇u

]∣∣∣ ≤ cε|∇u|, |∂nu · ψε| ≤ cε|∇u| in Ωε

by (5.6.20), |d| ≤ cε in Ωε, and the boundedness of W to get

‖η3‖Lp(Γ) ≤ cε−1/p
∥∥∥d tr

[
W∇u

]∥∥∥
Lp(Ωε)

≤ cε1−1/p‖∇u‖Lp(Ωε),

‖η4‖Lp(Γ) ≤ cε−1/p‖∂nu · ψε‖Lp(Ωε) ≤ cε
1−1/p‖∇u‖Lp(Ωε).

(5.6.38)

Applying (5.6.36), (5.6.37), and (5.6.38) to (5.6.32) we obtain (5.6.30).
Now we suppose u ∈W 2,p(Ωε)

3 and estimate the Lp-norms of ∇Γη1, . . . ,∇Γη4 on Γ. By
(5.2.47) and

∇Γ

(
y + εgi(y)n(y)

)
= P (y) + ε{∇Γgi(y)⊗ n(y)− gi(y)W (y)}, y ∈ Γ

we have ∇Γu
]
i = (P + εGi)(∇u)]i on Γ, where

Gi(y) := ∇Γgi(y)⊗ n(y)− gi(y)W (y), y ∈ Γ, i = 0, 1.

Hence

∇Γη1 =
∑
i=0,1

(−1)i{(∇Γu
]
i −∇ΓMu)τ iε + (∇Γτ

i
ε)(u

]
i −Mu)}

=
∑
i=0,1

(−1)i
[{(

P (∇u)]i −∇ΓMu
)

+ εGi(∇u)]i
}
τ iε + (∇Γτ

i
ε)(u

]
i −Mu)

]
on Γ. Since G0 and G1 are bounded on Γ, we see by (5.2.34) that

|∇Γη1| ≤ c
∑
i=0,1

(|P (∇u)]i −∇ΓMu|+ ε|(∇u)]i |+ |u
]
i −Mu|) on Γ.

From this inequality and (5.2.58) we deduce that

‖∇Γη1‖Lp(Γ) ≤ c
∑
i=0,1

(
‖P (∇u)]i −∇ΓMu‖Lp(Γ) + ε‖(∇u)]i‖Lp(Γ) + ‖u]i −Mu‖Lp(Γ)

)
≤ c

∑
i=0,1

(∥∥P∇u−∇ΓMu
∥∥
Lp(Γiε)

+ ε‖∇u‖Lp(Γiε)
+
∥∥u−Mu

∥∥
Lp(Γiε)

)
.

To the right-hand side we apply (5.3.8), (5.6.7), and (5.6.26) to obtain

‖∇Γη1‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε). (5.6.39)

Next we estimate the Lp-norm of ∇Γη2 on Γ. Since

∇Γη2 =
∑
i=0,1

(−1)i{(∇ΓMu)(τ iε −∇Γgi) + (∇Γτ
i
ε −∇2

Γgi)Mu} on Γ,
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it follows from (5.2.35) that |∇Γη2| ≤ cε(|Mu| + |∇ΓMu|) on Γ. By this inequality and
(5.6.22) with m = 1 we get

‖∇Γη2‖Lp(Γ) ≤ cε‖Mu‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε). (5.6.40)

Let us consider the tangential gradient of η3 = −gM(dφ), where φ := tr[W∇u]. By (5.6.17)
we see that

∇Γη3 = −M(dφ)∇Γg − g
{
M(φB∇d) +M(dB∇φ) +M

(
∂n(dφ)ψε

)}
on Γ. Moreover, since B∇d = 0 in Ωε by ∇d = n̄ in Ωε and Pn = 0 on Γ, the second term
on the right-hand side vanishes. These facts and (5.6.4) imply that

‖∇Γη3‖Lp(Γ) ≤ c
(
‖M(dφ)‖Lp(Γ) + ‖M(dB∇φ)‖Lp(Γ) +

∥∥M(∂n(dφ)ψε
)∥∥
Lp(Γ)

)
≤ cε−1/p

(
‖dφ‖Lp(Ωε) + ‖dB∇φ‖Lp(Ωε) + ‖∂n(dφ)ψε‖Lp(Ωε)

)
.

To the second line we apply

|dφ| ≤ cε|∇u|, |dB∇φ| ≤ cε(|∇u|+ |∇2u|), |∂n(dφ)ψε| ≤ cε(|∇u|+ |∇2u|)

in Ωε by (5.6.20), |d| ≤ cε in Ωε, and ∂nd = n̄ · ∇d = |n̄|2 = 1 in N to obtain

‖∇Γη3‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε). (5.6.41)

Let us estimate the Lp(Γ)-norm of ∇Γη4. Setting ξ := ∂nu · ψε we have

∇Γη4 = (Mξ)∇Γg + g
{
M(B∇ξ) +M

(
(∂nξ)ψε

)}
on Γ

by (5.6.17). From this equality and (5.6.4) we deduce that

‖∇Γη4‖Lp(Γ) ≤ c
(
‖Mξ‖Lp(Γ) + ‖M(B∇ξ)‖Lp(Γ) +

∥∥M((∂nξ)ψε)∥∥Lp(Γ)

)
≤ cε−1/p

(
‖ξ‖Lp(Ωε) + ‖B∇ξ‖Lp(Ωε) + ‖(∂nξ)ψε‖Lp(Ωε)

)
.

(5.6.42)

We apply (5.6.20) and (5.6.21) to ξ = ∂nu · ψε and (∂nξ)ψε to obtain

‖ξ‖Lp(Ωε) ≤ cε‖∇u‖Lp(Ωε),

‖(∂nξ)ψε‖Lp(Ωε) ≤ cε
(
‖∇u‖Lp(Ωε) + ‖∇2u‖Lp(Ωε)

)
.

(5.6.43)

Moreover, by (5.6.21) and P (n⊗∇Γg) = (Pn)⊗∇Γg = 0 on Γ we see that∣∣P∇ψε∣∣ =

∣∣∣∣P (∇ψε − 1

ḡ
n̄⊗∇Γg

)∣∣∣∣ ≤ cε in Ωε.

Using this inequality and (5.6.20) to B∇ξ = B{∇(∂nu)}ψε +B(∇ψε)∂nu we get

‖B∇ξ‖Lp(Ωε) ≤ cε
(
‖∇u‖Lp(Ωε) + ‖∇2u‖Lp(Ωε)

)
. (5.6.44)

From (5.6.42), (5.6.43), and (5.6.44) it follows that

‖∇Γη4‖Lp(Ωε) ≤ cε
1−1/p‖u‖W 2,p(Ωε). (5.6.45)

Finally, from (5.6.32), (5.6.39), (5.6.40), (5.6.41), and (5.6.45) we deduce that

∥∥∇Γ

(
divΓ(gMu)

)∥∥
Lp(Γ)

≤
4∑
j=1

‖∇Γηj‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε)

and conclude that (5.6.31) is valid.
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Lemma 5.6.13. There exists a constant c > 0 independent of ε such that

‖divΓ(gMτu)‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε) (5.6.46)

for all u ∈ W 1,p(Ωε)
3, p ∈ [1,∞) satisfying div u = 0 in Ωε and u · nε = 0 on Γε. If in

addition u ∈W 2,p(Ωε)
3, then we have

‖divΓ(gMτu)‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε). (5.6.47)

Proof. Let ϕ := g(Mu · n). Then

divΓ(gMτu) = divΓ(gMu)− divΓ(ϕn) = divΓ(gMu) + ϕH

by ∇Γϕ · n = 0 and divΓn = −H. Hence

|divΓ(gMτu)| ≤ c(|divΓ(gMu)|+ |Mu · n|),∣∣∇Γ

(
divΓ(gMτu)

)∣∣ ≤ c (∣∣∇Γ

(
divΓ(gMu)

)∣∣+ |Mu · n|+ |∇Γ(Mu · n)|
)

on Γ. These inequalities, (5.6.10), and (5.6.29)–(5.6.31) imply (5.6.46) and (5.6.47).

As a consequence of Lemmas 5.6.10 and 5.6.12, we get a relation for the normal derivative
(with respect to Γ) of a vector field on Ωε and its averaged tangential component.

Lemma 5.6.14. Let p ∈ [1,∞). There exists c > 0 independent of ε such that∥∥∥∥∂nu · n̄− 1

ḡ
Mτu · ∇Γg

∥∥∥∥
Lp(Ωε)

≤ cε‖u‖W 2,p(Ωε) (5.6.48)

for all u ∈W 2,p(Ωε)
3 satisfying div u = 0 in Ωε and u ·nε = 0 on Γε. Here ∂nu is the normal

derivative of u given by (5.3.5).

Proof. Since Q = n⊗ n, I3 = P +Q on Γ and ∂nu = (n̄ · ∇)u = (∇u)T n̄ in Ωε,

∂nu · n̄ = tr[n̄⊗ ∂nu] = tr
[
Q∇u

]
= div u− tr

[
P∇u

]
in Ωε.

Also, since ∇Γg is tangential on Γ,

1

g
Mτu · ∇Γg =

1

g
Mu · ∇Γg =

1

g
divΓ(gMu)− divΓ(Mu) =

1

g
divΓ(gMu)− tr[∇ΓMu]

on Γ. From these equalities, div u = 0 in Ωε, and (5.2.30) we deduce that∥∥∥∥∂nu · n̄− 1

ḡ
Mτu · ∇Γg

∥∥∥∥
Lp(Ωε)

≤
∥∥P∇u−∇ΓMu

∥∥
Lp(Ωε)

+ c
∥∥∥divΓ(gMu)

∥∥∥
Lp(Ωε)

.

Applying (5.2.53), (5.6.25), and (5.6.30) to the right-hand side we obtain (5.6.48).

When u ∈ L2(Ωε)
3, we can consider the weighted surface divergence of Mτu as an element

of H−1(Γ). In particular, if u ∈ L2
σ(Ωε) then we have an estimate for its H−1(Γ)-norm similar

to (5.6.46).

Lemma 5.6.15. There exists a constant c > 0 in dependent of ε such that

‖divΓ(gMτu)‖H−1(Γ) ≤ cε1/2‖u‖L2(Ωε) (5.6.49)

for all u ∈ L2
σ(Ωε).
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Proof. We use the notation (5.2.46) and suppress the arguments of functions. Let η be an
arbitrary function in H1(Γ). By (5.2.25) we have

〈divΓ(gMτu), η〉Γ = −
∫

Γ
gMτu · ∇Γη dH2 −

∫
Γ
g(Mτu · n)ηH dH2.

The second term on the right-hand side vanishes by Mτu · n = 0 on Γ. To estimate the first
term, we observe by Mτu · ∇Γη = Mu · ∇Γη and (5.6.1) that∫

Γ
gMτu · ∇Γη dH2 = ε−1

∫
Γ

∫ εg1

εg0

u] · ∇Γη dr dH2.

From this equality and the change of variables formula (5.2.51) it follows that∣∣∣∣ε−1

∫
Ωε

u · ∇η̄ dx−
∫

Γ
gMτu · ∇Γη dH2

∣∣∣∣ ≤ ε−1(I1 + I2),

where η̄ = η ◦ π is the constant extension of η and

I1 :=

∣∣∣∣∫
Ωε

u ·
(
∇η̄ −∇Γη

)
dx

∣∣∣∣ , I2 :=

∣∣∣∣∫
Γ

∫ εg1

εg0

(u] · ∇Γη)(J − 1) dr dH2

∣∣∣∣ .
To I1 we apply (5.2.14) with |d| ≤ cε in Ωε, Hölder’s inequality, and (5.2.53) to get

I1 ≤ cε‖u‖L2(Ωε)

∥∥∇Γη
∥∥
L2(Ωε)

≤ cε3/2‖u‖L2(Ωε)‖∇Γη‖L2(Γ).

We also have the same inequality for I2 by (5.2.50), (5.2.52), and (5.2.53). Hence∣∣∣∣ε−1

∫
Ωε

u · ∇η̄ dx−
∫

Γ
gMτu · ∇Γη dH2

∣∣∣∣ ≤ ε−1(I1 + I2) ≤ cε1/2‖u‖L2(Ωε)‖∇Γη‖L2(Γ).

Here
∫

Ωε
u · ∇η̄ dx = 0 by u ∈ L2

σ(Ωε) and ∇η̄ ∈ L2
σ(Ωε)

⊥. Therefore,

|〈divΓ(gMτu), η〉Γ| =
∣∣∣∣∫

Γ
gMτu · ∇Γη dH2

∣∣∣∣ ≤ cε1/2‖u‖L2(Ωε)‖∇Γη‖L2(Γ).

Since this inequality holds for all η ∈ H1(Γ), the inequality (5.6.49) is valid.

5.6.3 Decomposition of vector fields into the average and residual parts

In the study of the Navier–Stokes equations in a thin domain it is convenient to decompose
a three-dimensional vector field into an almost two-dimensional vector field and its residual
term and analyze them separately. Moreover, we can derive a good L∞-estimate for the resid-
ual term if it satisfies the impermeable boundary condition. To give such a decomposition
we use the impermeable extension operator Eε given by (5.3.42) in Section 5.3.3.

Definition 5.6.16. For a vector field u on Ωε we define

ua(x) := EεMτu(x) = Mτu(x) +
{
Mτu(x) ·Ψε(x)

}
n̄(x), x ∈ N, (5.6.50)

where Ψε is the vector field given by (5.3.36) and Mτu is the averaged tangential component
of u given by (5.6.2). Also, we denote by ur := u− ua the residual part of u.
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From Lemmas 5.3.12, 5.6.2, and 5.6.9 we observe that if u ∈ Hm(Ωε)
3, m = 0, 1, 2, then

ua and ur are in the same space (here we write H0 = L2).

Lemma 5.6.17. For u ∈ Hm(Ωε)
3 with m = 0, 1, 2 we have ua, ur ∈ Hm(Ωε)

3 and

‖ua‖Hm(Ωε) ≤ c‖u‖Hm(Ωε), ‖ur‖Hm(Ωε) ≤ c‖u‖Hm(Ωε) (5.6.51)

with a constant c > 0 independent of ε and u.

Since the average part ua can be seen as almost two-dimensional, we expect to have a
good L2-estimate for the product of ua and a function on Ωε. Indeed, we can apply the
following product estimate of functions on Γ and Ωε to ua.

Lemma 5.6.18. There exists a constant c > 0 independent of ε such that

‖η̄ϕ‖L2(Ωε) ≤ c‖η‖
1/2
L2(Γ)

‖η‖1/2
H1(Γ)

‖ϕ‖1/2
L2(Ωε)

‖ϕ‖1/2
H1(Ωε)

(5.6.52)

for all η ∈ H1(Γ) and ϕ ∈ H1(Ωε), where η̄ := η ◦ π is the constant extension of η.

Proof. Throughout the proof, we use the notation (5.2.46) and suppress the arguments of
functions. By (5.2.52) and (5.6.1) we have

‖η̄ϕ‖2L2(Ωε)
≤ c

∫
Γ
|η|2

(∫ εg1

εg0

|ϕ]|2 dr
)
dH2 = cε

∫
Γ
g|η|2M(|ϕ|2) dH2.

Noting that g is bounded on Γ, we apply Hölder’s inequality to the last integral to get

‖η̄ϕ‖2L2(Ωε)
≤ cε‖η‖2L4(Γ)‖M(|ϕ|2)‖L2(Γ). (5.6.53)

Here the L4(Γ)-norm of η is estimated by Ladyzhenskaya’s inequality (5.3.1). To estimate
the L2(Γ)-norm of M(|ϕ|2) we see that M(|ϕ|2) ∈ W 1,1(Γ) for ϕ ∈ H1(Ωε). Indeed, by
(5.2.30) and (5.2.52) we have

‖M(|ϕ|2)‖L1(Γ) =

∫
Γ

1

εg

(∫ εg1

εg0

|ϕ]|2 dr
)
dH2 ≤ cε−1‖ϕ‖2L2(Ωε)

. (5.6.54)

Also, by (5.6.17), (5.6.20), and ∇(|ϕ|2) = 2ϕ∇ϕ we have

|∇ΓM(|ϕ|2)| ≤ |M
(
B∇(|ϕ|2)

)
|+ |M

(
∂n(|ϕ|2)ψε

)
| ≤ cM(|ϕ∇ϕ|) on Γ.

Hence from (5.6.4) and Hölder’s inequality we deduce that

‖∇ΓM(|ϕ|2)‖L1(Γ) ≤ c‖M(|ϕ∇ϕ|)‖L1(Γ) ≤ cε−1‖ϕ∇ϕ‖L1(Ωε)

≤ cε−1‖ϕ‖L2(Ωε)‖∇ϕ‖L2(Ωε).
(5.6.55)

Now we observe that the Sobolev embedding W 1,1(Γ) ↪→ L2(Γ) is valid since Γ ⊂ R3 is a
two-dimensional compact surface without boundary (see e.g. [3, Theorem 2.20]). By this
fact, (5.6.54), (5.6.55), and ‖ϕ‖L2(Ωε) ≤ ‖ϕ‖H1(Ωε) we obtain

‖M(|ϕ|2)‖L2(Γ) ≤ c‖M(|ϕ|2)‖W 1,1(Γ) ≤ cε−1‖ϕ‖L2(Ωε)‖ϕ‖H1(Ωε).

Finally, we apply the above inequality and (5.3.1) to (5.6.53) to get

‖η̄ϕ‖2L2(Ωε)
≤ c‖η‖L2(Γ)‖η‖H1(Γ)‖ϕ‖L2(Ωε)‖ϕ‖H1(Ωε),

which shows (5.6.52).
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Corollary 5.6.19. For ϕ ∈ H1(Ωε), u ∈ H1(Ωε)
3, and ua given by (5.6.50) we have∥∥ |ua|ϕ∥∥

L2(Ωε)
≤ cε−1/2‖ϕ‖1/2

L2(Ωε)
‖ϕ‖1/2

H1(Ωε)
‖u‖1/2

L2(Ωε)
‖u‖1/2

H1(Ωε)
(5.6.56)

with a constant c > 0 independent of ε, ϕ, and u. If in addition u ∈ H2(Ωε)
3, then∥∥ |∇ua|ϕ∥∥

L2(Ωε)
≤ cε−1/2‖ϕ‖1/2

L2(Ωε)
‖ϕ‖1/2

H1(Ωε)
‖u‖1/2

H1(Ωε)
‖u‖1/2

H2(Ωε)
. (5.6.57)

Proof. By (5.3.37) and |Mτu| = |PMu| ≤ |Mu| on Γ we have

|ua| ≤ (1 + |Ψε|)
∣∣Mτu

∣∣ ≤ c ∣∣Mu
∣∣ in Ωε.

We apply this inequality and (5.6.52) with η = |Mu| to the L2-norm of |ua|ϕ on Ωε and
then use (5.6.4) and (5.6.22) to obtain (5.6.56).

Let us prove (5.6.57). We differentiate both sides of (5.6.50) to get

∇ua = ∇
(
Mτu

)
+
[{
∇
(
Mτu

)}
Ψε + (∇Ψε)Mτu

]
⊗ n̄+

(
Mτu ·Ψε

)
∇n̄

in Ωε. To the right-hand side we apply (5.2.13), (5.2.17), and (5.3.37) to get

|∇ua| ≤ c
(∣∣Mτu

∣∣+
∣∣∇ΓMτu

∣∣) ≤ c (∣∣Mu
∣∣+
∣∣∇ΓMu

∣∣) in Ωε.

Here the second inequality follows from Mτu = PMu and P ∈ C4(Γ)3×3. Applying the
above inequality and (5.6.52) with η = |Mu| and η = |∇ΓMu| to the L2-norm of |∇ua|ϕ on
Ωε and then using (5.6.4) and (5.6.22) we obtain (5.6.57).

Next we show Poincaré type inequalities for the residual part ur = u−ua. For any vector
field u on Ωε we have ua · nε = 0 on Γε by Lemma 5.3.11. Hence ur · nε = 0 on Γε if u
itself satisfies the same impermeable boundary condition, which is essential for derivation of
Poincaré type inequalities.

Lemma 5.6.20. Let u ∈ H1(Ωε)
3 satisfy u · nε = 0 on Γε. Then there exists a constant

c > 0 independent of ε and u such that

‖ur‖L2(Ωε) ≤ cε‖∂nu
r‖L2(Ωε) (5.6.58)

for ur = u− ua, where ∂nu
r is the normal derivative of ur given by (5.3.5).

Proof. We use the notation (5.6.3) for the tangential and normal components (with respect
to Γ) of a vector field on Ωε. Since urτ = uτ −Mτu in Ωε by (5.6.50) and Mτu = Muτ on Γ,
we use (5.6.6) to get

‖urτ‖L2(Ωε) =
∥∥uτ −Muτ

∥∥
L2(Ωε)

≤ cε‖∂nuτ‖L2(Ωε) = cε‖∂nurτ‖L2(Ωε).

Here the last equality follows from (5.3.6) with η = Mτu. From this inequality and

‖∂nurτ‖L2(Ωε) =
∥∥P (∂nu

r)
∥∥
L2(Ωε)

≤ ‖∂nur‖L2(Ωε)

by urτ = Pur and ∂nP = 0 in Ωε we deduce that

‖urτ‖L2(Ωε) ≤ cε‖∂nu
r‖L2(Ωε). (5.6.59)

To estimate the L2(Ωε)-norm of urn, we see that ur satisfies ur · nε = 0 on Γε since u and ua

satisfy the same boundary condition. Hence we can apply (5.3.23) to get

‖urn‖L2(Ωε) = ‖ur · n̄‖L2(Ωε) ≤ cε‖∂nu
r‖L2(Ωε).

Combining (5.6.59) and the above inequality we obtain (5.6.58).
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Lemma 5.6.21. Suppose that Assumption 1 is satisfied, i.e. the inequality (5.1.6) is valid.
Let u ∈ H2(Ωε)

3 satisfy div u = 0 in Ωε and the slip boundary conditions (5.3.20)–(5.3.21)
on Γε. Then ur = u− ua satisfies

‖∇ur‖L2(Ωε) ≤ c
(
ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)

)
. (5.6.60)

Here c > 0 is a constant independent of ε and u.

Proof. As in the proof of Lemma 5.6.20, we use the notation (5.6.3). Based on the equalities
ur = urτ + urn and I3 = P +Q we split the gradient matrix of ur into

∇ur = P∇urτ +Q∇urτ + P∇urn +Q∇urn in Ωε (5.6.61)

and estimate the L2(Ωε)-norm of each term on the right-hand side.
First we derive an estimate for P∇urτ . We differentiate urτ = uτ −Muτ and use (5.2.8),

(5.2.12), and P∇Γ = ∇Γ to get

P∇urτ =
(
P∇uτ −∇ΓMuτ

)
−
{
I3 −

(
I3 − dW

)−1
}
∇ΓMuτ in Ωε.

Hence by (5.2.10) with |d| ≤ cε in Ωε, (5.2.53), (5.6.22), and (5.6.25) we see that∥∥P∇urτ∥∥L2(Ωε)
≤
∥∥P∇uτ −∇ΓMuτ

∥∥
L2(Ωε)

+ cε
∥∥∇ΓMuτ

∥∥
L2(Ωε)

≤ cε‖uτ‖H2(Ωε) ≤ cε‖u‖H2(Ωε).
(5.6.62)

Next we deal with Q∇urτ . By urτ = Pu−Mτu and (5.3.6),∣∣Q∇urτ ∣∣ = |n̄⊗ ∂nurτ | = |∂nurτ | =
∣∣P∂nu∣∣ in Ωε.

Since we suppose that Assumption 1 is satisfied and that u satisfies (5.3.20)–(5.3.21) on Γε,
we can use (5.3.34) to get∥∥Q∇urτ∥∥L2(Ωε)

=
∥∥P∂nu∥∥L2(Ωε)

≤
∥∥P∂nu+Wu

∥∥
L2(Ωε)

+
∥∥Wu

∥∥
L2(Ωε)

≤ c
(
ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)

)
.

(5.6.63)

Let us estimate the L2(Ωε)-norm of P∇urn. Since urn = (ur · n̄)n̄ we have

P∇urn =
[
P∇(ur · n̄)

]
⊗ n̄− (ur · n̄)P∇n̄ in Ωε.

By this formula, (5.2.13), (5.2.17), and |n| = |P | = 1 on Γ,∥∥P∇urn∥∥L2(Ωε)
≤ c

(∥∥P∇(ur · n̄)
∥∥
L2(Ωε)

+ ‖ur‖L2(Ωε)

)
.

Here ur satisfies ur · nε = 0 on Γε since u satisfies the same boundary condition. Thus, we
can apply (5.3.24) and (5.6.58) to the above inequality to get∥∥P∇urn∥∥L2(Ωε)

≤ cε‖u‖H2(Ωε). (5.6.64)

Now let us consider Q∇urn = n̄⊗ ∂nurn. Since

urn = (ur · n̄)n̄ =
(
u · n̄−Mτu ·Ψε

)
n̄, ∂nu

r
n =

(
∂nu · n̄−Mτu · ∂nΨε

)
n̄
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by (5.3.6) and (5.6.50), we have∣∣Q∇urn∣∣ = |∂nurn| =
∣∣∂nu · n̄−Mτu · ∂nΨε

∣∣
≤
∣∣∣∣∂nu · n̄− 1

ḡ
Mτu · ∇Γg

∣∣∣∣+
∣∣Mτu

∣∣ ∣∣∣∣∂nΨε −
1

ḡ
∇Γg

∣∣∣∣
in Ωε. By this inequality, |Mτu| ≤ |Mu| on Γ, (5.3.38), (5.6.5), and (5.6.48) we see that∥∥Q∇urn∥∥L2(Ωε)

≤
∥∥∥∥∂nu · n̄− 1

ḡ
Mτu · ∇Γg

∥∥∥∥
L2(Ωε)

+ cε
∥∥Mu

∥∥
L2(Ωε)

≤ cε‖u‖H2(Ωε). (5.6.65)

Here we used the fact that u satisfies div u = 0 in Ωε and (5.3.20) on Γε to apply (5.6.48).
Finally, applying (5.6.62)–(5.6.65) to the right-hand side of (5.6.61) we obtain (5.6.60).

As a consequence of Lemmas 5.6.20 and 5.6.21, we obtain a good L∞-estimate for the
residual term ur on Ωε.

Lemma 5.6.22. Under Assumption 1, let u ∈ H2(Ωε)
3 satisfy div u = 0 in Ωε and (5.3.20)–

(5.3.21) on Γε. Then there exists a constant c > 0 independent of ε and u such that

‖ur‖L∞(Ωε) ≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2

L2(Ωε)
‖u‖1/2

H2(Ωε)

)
(5.6.66)

for ur = u− ua, where ua is given by (5.6.50).

Proof. Since ur ∈ H2(Ωε)
3, we can use Agmon’s inequality (5.3.11) to get

‖ur‖L∞(Ωε) ≤ cε
−1/2‖ur‖1/4

L2(Ωε)
‖ur‖1/2

H2(Ωε)

×
(
‖ur‖L2(Ωε) + ε‖∂nur‖L2(Ωε) + ε2‖∂2

nu
r‖L2(Ωε)

)1/4
.

To the right-hand side of this inequality we apply

‖∂2
nu

r‖L2(Ωε) ≤ c‖u
r‖H2(Ωε) ≤ c‖u‖H2(Ωε),

‖ur‖L2(Ωε) ≤ cε‖∂nu
r‖L2(Ωε) ≤ c

(
ε2‖u‖H2(Ωε) + ε‖u‖L2(Ωε)

)
by (5.6.51), (5.6.58), and (5.6.60) to get

‖ur‖L∞(Ωε) ≤ cε
−1/2

(
ε2‖u‖H2(Ωε) + ε‖u‖L2(Ωε)

)1/2 ‖u‖1/2
H2(Ωε)

= c
(
ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)

)1/2 ‖u‖1/2
H2(Ωε)

.

Using (a+ b)1/2 ≤ a1/2 + b1/2 for a, b ≥ 0 to this inequality we obtain (5.6.66).

Finally, let us estimate the L2(Ωε)-norm of u ⊗ u and (u · ∇)u by using the product
estimate for the average part and the L∞-estimate for the residual part.

Lemma 5.6.23. Under Assumption 1, let u ∈ H2(Ωε)
3 satisfy div u = 0 in Ωε and (5.3.20)–

(5.3.21) on Γε. Then there exists a constant c > 0 independent of ε and u such that

‖u⊗ u‖L2(Ωε) ≤ c
(
ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)

+ε1/2‖u‖L2(Ωε)‖u‖H2(Ωε) + ‖u‖3/2
L2(Ωε)

‖u‖1/2
H2(Ωε)

)
(5.6.67)

and

‖(u · ∇)u‖L2(Ωε) ≤ c
(
ε−1/2‖u‖L2(Ωε) + ε1/2‖u‖H1(Ωε)

)
‖u‖H2(Ωε). (5.6.68)
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Proof. Let ua be the average part of u given by (5.6.50) and ur = u− ua the residual part.
Since u ∈ H2(Ωε)

3 satisfies div u = 0 in Ωε and (5.3.20)–(5.3.21) on Γε we have

‖ua ⊗ u‖L2(Ωε) ≤ cε
−1/2‖u‖L2(Ωε)‖u‖H1(Ωε),

‖ur ⊗ u‖L2(Ωε) ≤ ‖u
r‖L∞(Ωε)‖u‖L2(Ωε) ≤ c

(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2

L2(Ωε)
‖u‖1/2

H2(Ωε)

)
‖u‖L2(Ωε)

by (5.6.56) and (5.6.66). Applying these inequalities to the right-hand side of

‖u⊗ u‖L2(Ωε) ≤ ‖u
a ⊗ u‖L2(Ωε) + ‖ur ⊗ u‖L2(Ωε)

we obtain (5.6.67). To prove (5.6.68) we observe by (5.5.33) and (5.6.56) that

‖(ua · ∇)u‖L2(Ωε) ≤ cε
−1/2‖u‖1/2

L2(Ωε)
‖u‖H1(Ωε)‖u‖

1/2
H2(Ωε)

≤ cε−1/2‖u‖L2(Ωε)‖u‖H2(Ωε).

Also, by (5.5.33) and (5.6.66) we get

‖(ur · ∇)u‖L2(Ωε) ≤ c‖u
r‖L∞(Ωε)‖∇u‖L2(Ωε)

≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2

L2(Ωε)
‖u‖1/2

H2(Ωε)

)
‖u‖H1(Ωε)

= c
(
‖u‖1/2

L2(Ωε)
‖u‖H1(Ωε)‖u‖

1/2
H2(Ωε)

+ ε1/2‖u‖H1(Ωε)‖u‖H2(Ωε)

)
≤ c

(
‖u‖L2(Ωε) + ε1/2‖u‖H1(Ωε)

)
‖u‖H2(Ωε).

We use these two estimates to the right-hand side of

‖(u · ∇)u‖L2(Ωε) ≤ ‖(u
a · ∇)u‖L2(Ωε) + ‖(ur · ∇)u‖L2(Ωε)

and note that 1 ≤ ε−1/2 by ε < 1 to obtain (5.6.68).

5.6.4 Average of bilinear and trilinear forms

We consider approximation of bilinear and trilinear forms for functions on Ωε by those for
functions on Γ and the average operators. The results in this subsection are fundamental
for the study of a singular limit problem for the Navier–Stokes equations (5.1.1)–(5.1.3).
Throughout this subsection, we denote by η̄ = η◦π the constant extension of a function η on
Γ in the normal direction of Γ. We also use the notations (5.2.46) and (5.2.47) and suppress
the arguments of functions.

First we consider the L2-inner products on Ωε and Γiε, i = 0, 1.

Lemma 5.6.24. There exists a constant c > 0 independent of ε such that∣∣∣∣∫
Ωε

ϕη̄ dx− ε
∫

Γ
g(Mϕ)η dH2

∣∣∣∣ ≤ cε3/2‖ϕ‖L2(Ωε)‖η‖L2(Γ) (5.6.69)

for all ϕ ∈ L2(Ωε) and η ∈ L2(Γ).

Proof. By the change of variables formula (5.2.51) and the definition (5.6.1) of the average
operator, ∫

Ωε

ϕη̄ dx− ε
∫

Γ
g(Mϕ)η dH2 =

∫
Γ

∫ εg1

εg0

ϕ]η(J − 1) dr dH2.

We apply (5.2.50), (5.2.52), Hölder’s inequality, and (5.2.53) to the right-hand side to get∣∣∣∣∫
Γ

∫ εg1

εg0

ϕ]η(J − 1) dr dH2

∣∣∣∣ ≤ cε‖ϕ‖L2(Ωε)‖η̄‖L2(Ωε) ≤ cε
3/2‖ϕ‖L2(Ωε)‖η‖L2(Γ).

Hence we obtain (5.6.69).
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Lemma 5.6.25. There exists a constant c > 0 independent of ε such that∣∣∣∣∣
∫

Γiε

ϕη̄ dH2 −
∫

Γ
(Mϕ)η dH2

∣∣∣∣∣ ≤ ε1/2‖ϕ‖H1(Ωε)‖η‖L2(Γ), i = 0, 1 (5.6.70)

for all ϕ ∈ H1(Ωε) and η ∈ L2(Γ).

Proof. Using the change of variables formula (5.2.57) we have∫
Γiε

ϕη̄ dH2 −
∫

Γ
(Mϕ)η dH2 = I1 + I2, (5.6.71)

where

I1 :=

∫
Γ
ϕ]iη

(
J ]i

√
1 + ε2|τ iε|2 − 1

)
dH2, I2 :=

∫
Γ
(ϕ]i −Mϕ)η dH2.

Here we use the notation (5.2.47) and J ]i (y) := J(y, εgi(y)) for y ∈ Γ. By (5.2.34), (5.2.50),
and (5.4.9) we observe that∣∣∣∣J ]i√1 + ε2|τ iε|2 − 1

∣∣∣∣ ≤ |J ]i − 1|
√

1 + ε2|τ iε|2 +

(√
1 + ε2|τ iε|2 − 1

)
≤ cε

on Γ. From this inequality, (5.2.58), and (5.3.8) it follows that

|I1| ≤ cε‖ϕ]i‖L2(Γ)‖η‖L2(Γ) ≤ cε‖ϕ‖L2(Γiε)
‖η‖L2(Γ) ≤ cε1/2‖ϕ‖H1(Ωε)‖η‖L2(Γ).

Also, by (5.2.58) and (5.6.7) we have

|I2| ≤ ‖ϕ]i −Mϕ‖L2(Γ)‖η‖L2(Γ) ≤ c
∥∥ϕ−Mϕ

∥∥
L2(Γiε)

‖η‖L2(Γ) ≤ cε1/2‖ϕ‖H1(Ωε)‖η‖L2(Γ).

Applying these two estimates to (5.6.71) we obtain (5.6.70).

Next we deal with bilinear forms including the strain rate tensor

D(u) = (∇u)S =
∇u+ (∇u)T

2

for a vector field u on Ωε.

Lemma 5.6.26. There exists a constant c > 0 independent of ε such that∣∣∣∣∫
Ωε

D(u) : Adx− ε
∫

Γ
gDΓ(Mτu) : AdH2

∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖A‖L2(Γ) (5.6.72)

for all u ∈ H1(Ωε)
3 and A ∈ L2(Γ)3×3 satisfying

u · nε = 0 on Γε, PA = AP = A on Γ.

Here DΓ(Mτu) is the surface strain rate tensor given by (5.4.38).
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Proof. Since PA = AP = A and P T = P on Γ, we have

PM
(
D(u)

)
P : A = M

(
D(u)

)
: A on Γ.

From this equality, (5.6.69), and ‖D(u)‖L2(Ωε) ≤ c‖u‖H1(Ωε) it follows that∣∣∣∣∫
Ωε

D(u) : Adx− ε
∫

Γ
gPM

(
D(u)

)
P : AdH2

∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖A‖L2(Γ). (5.6.73)

By (5.6.17), (5.6.18), (5.6.20), and |d| ≤ cε in Ωε we have

|∇ΓMu− PM(∇u)| ≤
∣∣∣M(dW∇u)∣∣∣+ |M(ψε ⊗ ∂nu)| ≤ cεM(|∇u|) on Γ. (5.6.74)

Noting that P∇ΓMu = ∇ΓMu and P is bounded on Γ, we deduce from (5.6.74) that∣∣DΓ(Mu)− PM
(
D(u)

)
P
∣∣ ≤ c|{∇ΓMu− PM(∇u)}P | ≤ cεM(|∇u|) on Γ.

By this inequality, the boundedness of g on Γ, and (5.6.4) we see that∣∣∣∣∫
Γ
gDΓ(Mu) : AdH2 −

∫
Γ
gPM

(
D(u)

)
P : AdH2

∣∣∣∣ ≤ cε‖M(|∇u|)‖L2(Γ)‖A‖L2(Γ)

≤ cε1/2‖u‖H1(Ωε)‖A‖L2(Γ).

(5.6.75)

Moreover, by the decomposition Mu = (Mu · n)n+Mτu and −∇Γn = W we get

∇ΓMu = ∇Γ(Mu · n)⊗ n− (Mu · n)W +∇ΓMτu on Γ.

Since (a⊗ n)P = a⊗ (Pn) = 0 for any a ∈ R3 by P T = P and Pn = 0,

P (∇ΓMu)P − P (∇ΓMτu)P = −(Mu · n)PWP = −(Mu · n)W on Γ,

where we used (5.2.6) in the last equality. By this equality and the boundedness of W on Γ,

|DΓ(Mu)−DΓ(Mτu)| ≤ |P (∇ΓMu)P − P (∇ΓMτu)P | ≤ c|Mu · n| on Γ.

Hence by (5.6.10) we have∣∣∣∣∫
Γ
gDΓ(Mu) : AdH2 −

∫
Γ
gDΓ(Mτu) : AdH2

∣∣∣∣ ≤ c‖Mu · n‖L2(Γ)‖A‖L2(Γ)

≤ cε1/2‖u‖H1(Ωε)‖A‖L2(Γ).

Combining this inequality, (5.6.73), and (5.6.75) we obtain (5.6.72).

Lemma 5.6.27. There exists a constant c > 0 independent of ε such that∣∣∣∣∫
Ωε

(
D(u) : Q

)
η̄ dx− ε

∫
Γ
(Mτu · ∇Γg)η dH2

∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ) (5.6.76)

for all u ∈ H1(Ωε)
3 satisfying u · nε = 0 on Γε and η ∈ L2(Γ).
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Proof. First note that, by the change of variables formula (5.2.51), the inequalities (5.2.50),
(5.2.52), and (5.2.53), and |Q| = |n| = 1 we have∣∣∣∣∫

Ωε

(
D(u) : Q

)
η̄ dx−

∫
Γ

(∫ εg1

εg0

D(u)] : Qdr

)
η dH2

∣∣∣∣ ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ). (5.6.77)

Let us calculate the integral of D(u)](y, r) : Q(y) with respect to r. Since Q = n ⊗ n is
symmetric, we have

D(u)(y + rn(y)) : Q(y) = ∇u(y + rn(y)) : n(y)⊗ n(y) = [(n(y) · ∇)u](y + rn(y)) · n(y)

=
∂

∂r

(
u(y + rn(y))

)
· n(y)

for all y ∈ Γ and r ∈ (εg0(y), εg1(y)), i.e. D(u)] : Q = (∂u]/∂r) · n. Hence∫ εg1

εg0

D(u)] : Qdr =

(∫ εg1

εg0

∂u]

∂r
dr

)
· n = u]1 · n− u

]
0 · n on Γ. (5.6.78)

Here and hereafter we use the notation (5.2.47). Since u satisfies u · nε = 0 on Γε,

(−1)i+1u]i · n = u]i · {(−1)i+1(n− ε∇Γgi)− n]ε,i}+ ε(−1)i+1u]i · ∇Γgi

on Γ for i = 0, 1. From this equality and g = g1 − g0 it follows that

u]1 · n− u
]
0 · n =

∑
i=0,1

(−1)i+1u]i · n

=
∑
i=0,1

u]i · {(−1)i+1(n− ε∇Γgi)− n]ε,i}

+ ε
∑
i=0,1

(−1)i+1(u]i −Mu) · ∇Γgi + εMu · ∇Γg

on Γ. Applying (5.2.40) to the second line we get

|(u]1 · n− u
]
0 · n)− εMu · ∇Γg| ≤ cε

∑
i=0,1

(ε|u]i |+ |u
]
i −Mu|) on Γ. (5.6.79)

Combining (5.6.78) and (5.6.79) and using Hölder’s inequality we see that∣∣∣∣∫
Γ

(∫ εg1

εg0

D(u)] : Qdr

)
η dH2 − ε

∫
Γ
(Mu · ∇Γg)η dH2

∣∣∣∣
≤ cε

∑
i=0,1

(
ε‖u]i‖L2(Γ) + ‖u]i −Mu‖L2(Γ)

)
‖η‖L2(Γ).

Moreover, by (5.2.58), (5.3.8), and (5.6.7),

ε‖u]i‖L2(Γ) + ‖u]i −Mu‖L2(Γ) ≤ c
(
ε‖u‖L2(Γiε)

+
∥∥u−Mu

∥∥
L2(Γiε)

)
≤ cε1/2‖u‖H1(Ωε).

From the above two estimates we deduce that∣∣∣∣∫
Γ

(∫ εg1

εg0

D(u)] : Qdr

)
η dH2 − ε

∫
Γ
(Mu · ∇Γg)η dH2

∣∣∣∣
≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ). (5.6.80)

Finally, we combine (5.6.77) and (5.6.80) and note that Mu · ∇Γg = Mτu · ∇Γg by the fact
that ∇Γg is tangential on Γ to obtain the inequality (5.6.76).
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Lemma 5.6.28. Suppose that Assumption 1 is satisfied, i.e. the inequality (5.1.6) holds.
Let uε ∈ H2(Ωε)

3 satisfy (5.3.21) on Γ0
ε or on Γ1

ε and v ∈ L2(Γ, TΓ). Then we have∣∣∣∣∫
Ωε

D(u) : v̄ ⊗ n̄ dx
∣∣∣∣ ≤ cε3/2‖u‖H2(Ωε)‖v‖L2(Γ), (5.6.81)

where c > 0 is a constant independent of ε, u, and v.

Proof. Since v is tangential on Γ,

D(u) : v̄ ⊗ n̄ = tr[D(u)T (v̄ ⊗ n̄)] = (D(u)T v̄) · n̄ = v̄ · (D(u)n̄) = v̄ · PD(u)n̄

in Ωε. Hence by (5.2.53) and (5.3.32) we see that∣∣∣∣∫
Ωε

D(u) : v̄ ⊗ n̄ dx
∣∣∣∣ ≤ c∥∥PD(u)n̄

∥∥
L2(Ωε)

‖v̄‖L2(Ωε) ≤ cε
3/2‖u‖H2(Ωε)‖v‖L2(Γ).

Here we used Assumption 1 and the condition on u to apply (5.3.32).

Now let us derive estimates for trilinear forms. The main tools for the estimates are the
product estimate (5.6.52) for functions on Γ and Ωε and the L∞-estimate (5.6.66) for the
residual part of a vector field on Ωε.

Lemma 5.6.29. Let u1 ∈ H2(Ωε)
3, u2 ∈ H1(Ωε)

3, and A ∈ L2(Γ)3×3. Under Assumption 1,
suppose further that u1 satisfies div u1 = 0 in Ωε and (5.3.20)–(5.3.21) on Γε and that A
satisfies PA = AP = A on Γ. Then∣∣∣∣∫

Ωε

u1 ⊗ u2 : Adx− ε
∫

Γ
g(Mτu1)⊗ (Mτu2) : AdH2

∣∣∣∣ ≤ cRε(u1, u2)‖A‖L2(Γ), (5.6.82)

where c > 0 is a constant independent of ε, u1, u2, and A and

Rε(u1, u2) := ε‖u1‖H1(Ωε)‖u2‖H1(Ωε)

+
(
ε‖u1‖H2(Ωε) + ε1/2‖u1‖1/2L2(Ωε)

‖u1‖1/2H2(Ωε)

)
‖u2‖L2(Ωε). (5.6.83)

Proof. We use the notations (5.6.3) for the tangential and normal components (with respect
to Γ) of a vector field on Ωε. Since PA = AP = A and P T = P on Γ,

u1 ⊗ u2 : A = P (u1 ⊗ u2)P : A = u1,τ ⊗ u2,τ : A in Ωε.

Using this equality we decompose the difference∫
Ωε

u1 ⊗ u2 : Adx− ε
∫

Γ
g(Mτu1)⊗ (Mτu2) : AdH2 = I1 + I2 (5.6.84)

into

I1 :=

∫
Ωε

u1,τ ⊗ u2,τ : Adx−
∫

Ωε

(
Mτu1

)
⊗ u2,τ : Adx,

I2 :=

∫
Ωε

(
Mτu1

)
⊗ u2,τ : Adx− ε

∫
Γ
g(Mτu1)⊗ (Mτu2) : AdH2.
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Let ua1 be the average part of u1 given by (5.6.50) and ur1 := u1 − ua1. Since

u1,τ −Mτu1 = Pu1 − Pua1 = Pur1, u2,τ = Pu2 in Ωε, |P | = 1 on Γ,

where the first equality follows from (5.6.50), we have

|I1| =
∣∣∣∣∫

Ωε

(
Pur1

)
⊗ u2,τ : Adx

∣∣∣∣ ≤ c‖ur1‖L∞(Ωε)‖u2‖L2(Ωε)

∥∥A∥∥
L2(Ωε)

.

We apply (5.2.53) and (5.6.66) to the right-hand side to obtain

|I1| ≤ c
(
ε‖u1‖H2(Ωε) + ε1/2‖u1‖1/2L2(Ωε)

‖u1‖1/2H2(Ωε)

)
‖u2‖L2(Ωε)‖A‖L2(Γ). (5.6.85)

Here we used Assumption 1 and the conditions on u1 to apply (5.6.66).
Let us estimate I2. Noting that Mτu2 = Mu2,τ on Γ, we use the change of variables

formula (5.2.51) and the inequalities (5.2.50), (5.2.52), and

|Mτu1| = |PMu1| ≤ |Mu1| on Γ, |u2,τ | ≤ |u2| in Ωε

to deduce that

|I2| =
∣∣∣∣∫

Γ
(Mτu1)⊗

(∫ εg1

εg0

u]2,τ (J − 1) dr

)
: AdH2

∣∣∣∣ ≤ cε ∫
Ωε

∣∣Mτu1

∣∣ |u2,τ |
∣∣A∣∣ dx

≤ cε
∥∥ ∣∣Mu1

∣∣ |u2|
∥∥
L2(Ωε)

∥∥A∥∥
L2(Ωε)

.

Moreover, from (5.6.4), (5.6.22), and (5.6.52) it follows that∥∥ ∣∣Mu1

∣∣ |u2|
∥∥
L2(Ωε)

≤ c‖Mu1‖1/2L2(Γ)
‖Mu1‖1/2H1(Γ)

‖u2‖1/2L2(Ωε)
‖u2‖1/2H1(Ωε)

≤ cε−1/2‖u1‖1/2L2(Ωε)
‖u1‖1/2H1(Ωε)

‖u2‖1/2L2(Ωε)
‖u2‖1/2H1(Ωε)

.

We apply this inequality and (5.2.53) to the above estimate for I2 to get

|I2| ≤ cε‖u1‖1/2L2(Ωε)
‖u1‖1/2H1(Ωε)

‖u2‖1/2L2(Ωε)
‖u2‖1/2H1(Ωε)

‖A‖L2(Γ).

≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖A‖L2(Γ).
(5.6.86)

By (5.6.84), (5.6.85), and (5.6.86) we conclude that the inequality (5.6.82) is valid with
Rε(u1, u2) given by (5.6.83).

Lemma 5.6.30. Let u1, u2 ∈ H1(Ωε)
3 and v ∈ H1(Γ)3. Suppose that u2 satisfies u2 ·nε = 0

on Γ0
ε or on Γ1

ε. Then there exists a constant c > 0 independent of ε, u1, u2, and v such that∣∣∣∣∫
Ωε

u1 ⊗ u2 : v̄ ⊗ n̄ dx
∣∣∣∣ ≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖v‖H1(Γ). (5.6.87)

Proof. Since u1 ⊗ u2 : v̄ ⊗ n̄ = (u1 · v̄)(u2 · n̄), we use (5.3.23) and (5.6.52) to get∣∣∣∣∫
Ωε

u1 ⊗ u2 : v̄ ⊗ n̄ dx
∣∣∣∣ ≤ ‖u1 · v̄‖L2(Ωε)‖u2 · n̄‖L2(Ωε)

≤ cε‖u1‖1/2L2(Ωε)
‖u1‖1/2H1(Ωε)

‖v‖1/2
L2(Γ)

‖v‖1/2
H1(Γ)

‖u2‖H1(Ωε)

≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖v‖H1(Γ).

Thus, the inequality (5.6.87) holds.
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5.7 Estimate for the trilinear term

The purpose of this section is to give an estimate for the trilinear term, which is essential
for our proof of the global existence of a strong solution. Throughout this section we impose
Assumptions 1 and 2 and let ε0 be the positive constant given in Lemma 5.5.4.

Lemma 5.7.1. For any α > 0 there exist c1
α, c

2
α > 0 independent of ε such that∣∣∣((u · ∇)u,Aεu

)
L2(Ωε)

∣∣∣ ≤ (α+ c1
αε

1/2‖u‖H1(Ωε)

)
‖u‖2H2(Ωε)

+ c2
α

(
‖u‖2L2(Ωε)

‖u‖4H1(Ωε)
+ ε−1‖u‖2L2(Ωε)

‖u‖2H1(Ωε)

)
(5.7.1)

for all ε ∈ (0, ε0) and u ∈ D(Aε). (In fact, c1
α does not depend on α.)

The main tools for the proof of Lemma 5.7.1 are the estimates given in Sections 5.5.3
and 5.6.3. We also use the following inequality for the tangential component (with respect
to Γ) of the curl of the average part ua (for a proof, see Appendix 5.A).

Lemma 5.7.2. For u ∈ C1(Ωε)
3 let ua := EεMτu be given by (5.6.50). Then∣∣P curlua
∣∣ ≤ c (∣∣Mu

∣∣+ ε
∣∣∇ΓMu

∣∣) in Ωε, (5.7.2)

where c > 0 is a constant independent of ε and u.

Proof of Lemma 5.7.1. For u ∈ D(Aε) let ua be given by (5.6.50), ur := u − ua, and ω :=
curlu. Since (u · ∇)u = ω × u + ∇(|u|2)/2 and (∇(|u|2), Aεu)L2(Ωε) = 0 by Aεu ∈ L2

σ(Ωε)

and ∇(|u|2) ∈ L2
σ(Ωε)

⊥, we have(
(u · ∇)u,Aεu

)
L2(Ωε)

= (ω × u,Aεu)L2(Ωε) = I1 + I2 + I3,

where

I1 := (ω × ur, Aεu)L2(Ωε),

I2 := (ω × ua, Aεu+ ν∆u)L2(Ωε), I3 := (ω × ua,−ν∆u)L2(Ωε).

Let us estimate I1, I2, and I3 separately. By (5.5.32) and (5.6.66),

|I1| ≤ ‖ur‖L∞(Ωε)‖ω‖L2(Ωε)‖Aεu‖L2(Ωε)

≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2

L2(Ωε)
‖u‖1/2

H2(Ωε)

)
‖u‖H1(Ωε)‖u‖H2(Ωε)

= cε1/2‖u‖H1(Ωε)‖u‖
2
H2(Ωε)

+ c‖u‖1/2
L2(Ωε)

‖u‖H1(Ωε)‖u‖
3/2
H2(Ωε)

.

To the second term we apply Young’s inequality ab ≤ αa4/3 + cαb
4 to get

|I1| ≤
(
α+ cε1/2‖u‖H1(Ωε)

)
‖u‖2H2(Ωε)

+ cα‖u‖2L2(Ωε)
‖u‖4H1(Ωε)

. (5.7.3)

(Note that the constant c in the above inequality does not depend on α.)
Next we deal with I2. By (5.6.56) we have

‖ω × ua‖L2(Ωε) ≤ cε
−1/2‖ω‖1/2

L2(Ωε)
‖ω‖1/2

H1(Ωε)
‖u‖1/2

L2(Ωε)
‖u‖1/2

H1(Ωε)

≤ cε−1/2‖u‖1/2
L2(Ωε)

‖u‖H1(Ωε)‖u‖
1/2
H2(Ωε)

.
(5.7.4)
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From this inequality, (5.5.30), and (5.5.33) it follows that

|I2| ≤ ‖ω × ua‖L2(Ωε)‖Aεu+ ν∆u‖L2(Ωε)

≤ cε−1/2‖u‖1/2
L2(Ωε)

‖u‖2H1(Ωε)
‖u‖1/2

H2(Ωε)

≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε).

Applying Young’s inequality ab ≤ αa2 + cαb
2 to the last line we further get

|I2| ≤ α‖u‖2H2(Ωε)
+ cαε

−1‖u‖2L2(Ωε)
‖u‖2H1(Ωε)

. (5.7.5)

The estimate for I3 is more complicated. Setting Φ := ω × ua we have

I3 = −ν(∆u,Φ)L2(Ωε) = ν(curlω,Φ)L2(Ωε)

by div u = 0 in Ωε. Here Φ is in H1(Ωε)
3 since ω ∈ H1(Ωε)

3, ua ∈ H2(Ωε)
3, and the Sobolev

embeddings H1(Ωε) ↪→ L4(Ωε) and H2(Ωε) ↪→ L∞(Ωε) hold (see [1]). Hence we can apply
the identity (5.5.28) to get

I3 = −ν(curlG(u),Φ)L2(Ωε) + ν(ω +G(u), curl Φ)L2(Ωε) = J1 + J2 + J3,

where G(u) is given in Lemma 5.5.6 and

J1 := −ν(curlG(u),Φ)L2(Ωε),

J2 := ν(G(u), curl Φ)L2(Ωε), J3 := ν(ω, curl Φ)L2(Ωε).

From (5.7.4) and (5.5.22) we deduce that

|J1| ≤ c‖∇G(u)‖L2(Ωε)‖Φ‖L2(Ωε) ≤ cε
−1/2‖u‖1/2

L2(Ωε)
‖u‖2H1(Ωε)

‖u‖1/2
H2(Ωε)

.

Then using (5.5.33) and Young’s inequality ab ≤ αa2 + cαb
2 we get

|J1| ≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)

≤ α‖u‖2H2(Ωε)
+ cαε

−1‖u‖2L2(Ωε)
‖u‖2H1(Ωε)

.
(5.7.6)

Let us estimate J2. By (5.5.22),

|curl Φ| ≤ c(|∇ω||ua|+ |ω||∇ua|) ≤ c(|ua||∇2u|+ |∇ua||∇u|) in Ωε,

and Hölder’s inequality we have

|J2| ≤ c
∫

Ωε

|u|(|ua||∇2u|+ |∇ua||∇u|) dx

≤ c
(
‖ |ua| |u| ‖L2(Ωε)‖∇

2u‖L2(Ωε) + ‖ |∇ua| |u| ‖L2(Ωε)‖∇u‖L2(Ωε)

)
.

To the last line we apply (5.6.56) and (5.6.57) to obtain

|J2| ≤ cε−1/2
(
‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε) + ‖u‖1/2

L2(Ωε)
‖u‖2H1(Ωε)

‖u‖1/2
H2(Ωε)

)
≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε),
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where the second inequality follows from (5.5.33). Hence Young’s inequality yields

|J2| ≤ α‖u‖2H2(Ωε)
+ cαε

−1‖u‖2L2(Ωε)
‖u‖2H1(Ωε)

. (5.7.7)

To derive an estimate for J3 = ν(ω, curl Φ)L2(Ωε) we observe that

curl Φ = (ua · ∇)ω − (ω · ∇)ua + (div ua)ω − (divω)ua.

Moreover, divω = div curlu = 0 and∫
Ωε

ω · (ua · ∇)ω dx = −1

2

∫
Ωε

(div ua)|ω|2 dx

by integration by parts and ua · nε = 0 on Γε (see Section 5.6.3). Therefore,

J3 = ν(ω, (ua · ∇)ω − (ω · ∇)ua + (div ua)ω)L2(Ωε)

=
ν

2
(div ua, |ω|2)L2(Ωε) − ν(ω, (ω · ∇)ua)L2(Ωε).

(5.7.8)

Noting that ua = EεMτu is given by (5.6.50), we split the first term into

(div ua, |ω|2)L2(Ωε) =

∫
Ωε

1

ḡ

(
divΓ(gMτu)

)
|ω|2 dx

+

∫
Ωε

(
div(EεMτu)− 1

ḡ
divΓ(gMτu)

)
|ω|2 dx.

Applying (5.2.30), (5.3.45), and Hölder’s inequality to the right-hand side we have

|(div ua, |ω|2)L2(Ωε)| ≤ c(K1 + εK2 + εK3)‖ω‖L2(Ωε),

where

K1 :=
∥∥∥ ∣∣∣divΓ(gMτu)

∣∣∣ |ω| ∥∥∥
L2(Ωε)

,

K2 :=
∥∥ ∣∣Mτu

∣∣ |ω|∥∥
L2(Ωε)

, K3 :=
∥∥ ∣∣∇ΓMτu

∣∣ |ω| ∥∥
L2(Ωε)

.

To K1 we apply (5.6.52) and then use (5.6.46) and (5.6.47) to get

K1 ≤ c‖divΓ(gMτu)‖1/2
L2(Γ)

‖divΓ(gMτu)‖1/2
H1(Γ)

‖ω‖1/2
L2(Ωε)

‖ω‖1/2
H1(Ωε)

≤ cε1/2‖u‖H1(Ωε)‖u‖H2(Ωε) ≤ cε
1/2‖u‖2H2(Ωε)

.

Similarly, applying (5.6.52) to K2 and K3 and noting that

‖Mτu‖Hk(Γ) ≤ c‖Mu‖Hk(Γ) ≤ cε−1/2‖u‖Hk(Ωε),

‖∇ΓMτu‖Hk(Γ) ≤ c‖Mu‖Hk+1(Γ) ≤ cε−1/2‖u‖Hk+1(Ωε)

for k = 0, 1 (with H0 = L2) by Mτu = PMu on Γ, P ∈ C4(Γ)3×3, (5.6.4), and (5.6.22) we
obtain

K2 ≤ cε−1/2‖u‖1/2
L2(Ωε)

‖u‖H1(Ωε)‖u‖
1/2
H2(Ωε)

≤ cε−1/2‖u‖2H2(Ωε)
,

K3 ≤ cε−1/2‖u‖H1(Ωε)‖u‖H2(Ωε) ≤ cε
−1/2‖u‖2H2(Ωε)

.
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From these inequalities and ‖ω‖L2(Ωε) ≤ c‖u‖H1(Ωε) we deduce that

|(div ua, |ω|2)L2(Ωε)| ≤ c(K1 + εK2 + εK3)‖ω‖L2(Ωε) ≤ cε
1/2‖u‖H1(Ωε)‖u‖

2
H2(Ωε)

. (5.7.9)

Let us estimate (ω, (ω · ∇)ua)L2(Ωε). Using ω = curlur + curlua we have

(ω, (ω · ∇)ua)L2(Ωε) = (ω, (curlur · ∇)ua)L2(Ωε) + (ω, (curlua · ∇)ua)L2(Ωε).

The first term on the right-hand side is bounded by

|(ω, (curlur · ∇)ua)L2(Ωε)| ≤ c‖∇u
r‖L2(Ωε)‖ |∇u

a| |ω| ‖L2(Ωε).

To the right-hand side we apply (5.6.60) and

‖ |∇ua| |ω| ‖L2(Ωε) ≤ cε
−1/2‖ω‖1/2

L2(Ωε)
‖ω‖1/2

H1(Ωε)
‖u‖1/2

H1(Ωε)
‖u‖1/2

H2(Ωε)

≤ cε−1/2‖u‖H1(Ωε)‖u‖H2(Ωε)

(5.7.10)

by (5.6.57). Then we get

|(ω, (curlur · ∇)ua)L2(Ωε)|

≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖

2
H2(Ωε)

+ ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)

)
. (5.7.11)

Also, we decompose (ω, (curlua · ∇)ua)L2(Ωε) into the sum of

L1 :=
(
ω,
(
(P curlua) · ∇

)
ua
)
L2(Ωε)

, L2 := (ω, (curlua · n̄)∂nu
a)L2(Ωε).

To L1 we apply (5.7.2) and Hölder’s inequality to get

|L1| ≤ c
∫

Ωε

|ω|
(∣∣Mu

∣∣+ ε
∣∣∇ΓMu

∣∣) |∇ua| dx
≤ c‖ |∇ua| |ω| ‖L2(Ωε)

(∥∥Mu
∥∥
L2(Ωε)

+ ε
∥∥∇ΓMu

∥∥
L2(Ωε)

)
.

Hence from (5.6.5), (5.6.23), (5.7.10), and ‖u‖H1(Ωε) ≤ ‖u‖H2(Ωε) it follows that

|L1| ≤ cε−1/2‖u‖H1(Ωε)‖u‖H2(Ωε)

(
‖u‖L2(Ωε) + ε‖u‖H1(Ωε)

)
≤ c

(
ε1/2‖u‖H1(Ωε)‖u‖

2
H2(Ωε)

+ ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)

)
.

To estimate L2 we see by the definition (5.6.50) of ua, (5.3.6), and (5.3.37) that

|∂nua| =
∣∣Mτu · ∂nΨε

∣∣ ≤ c ∣∣Mτu
∣∣ = c

∣∣PMu
∣∣ ≤ c ∣∣Mu

∣∣ in Ωε.

We apply this inequality and |curlua · n̄| ≤ c|∇ua| to L2 and use (5.6.5) and (5.7.10). Then
we have

|L2| ≤ c
∫

Ωε

|ω||∇ua|
∣∣Mu

∣∣ dx ≤ c‖ |∇ua| |ω| ‖L2(Ωε)

∥∥Mu
∥∥
L2(Ωε)

≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε).
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Applying the above inequalities to (ω, (curlua · ∇)ua)L2(Ωε) = L1 + L2 we obtain

|(ω, (curlua · ∇)ua)L2(Ωε)|

≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖

2
H2(Ωε)

+ ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)

)
.

From this inequality and (5.7.11) we deduce that

|(ω, (ω · ∇)ua)L2(Ωε)| ≤ |(ω, (curlur · ∇)ua)L2(Ωε)|+ |(ω, (curlua · ∇)ua)L2(Ωε)|

≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖

2
H2(Ωε)

+ ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)

)
.

Since Young’s inequality implies that

ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε) ≤ α‖u‖
2
H2(Ωε)

+ cαε
−1‖u‖2L2(Ωε)

‖u‖2H1(Ωε)
,

we further get

|(ω, (curlua · ∇)ua)L2(Ωε)| ≤
(
α+ cε1/2‖u‖H1(Ωε)

)
‖u‖2H2(Ωε)

+ cαε
−1‖u‖2L2(Ωε)

‖u‖2H1(Ωε)
.

We apply this inequality and (5.7.9) to (5.7.8) to show that

|J3| ≤ c
(
|(div ua, |ω|2)L2(Ωε)|+ |(ω, (curlua · ∇)ua)L2(Ωε)|

)
≤ c

(
α+ ε1/2‖u‖H1(Ωε)

)
‖u‖2H2(Ωε)

+ cαε
−1‖u‖2L2(Ωε)

‖u‖2H1(Ωε)
.

(5.7.12)

Since I3 = J1 + J2 + J3, we see by (5.7.6), (5.7.7), and (5.7.12) that

|I3| ≤ c
(
α+ ε1/2‖u‖H1(Ωε)

)
‖u‖2H2(Ωε)

+ cαε
−1‖u‖2L2(Ωε)

‖u‖2H1(Ωε)

and this inequality combined with (5.7.3) and (5.7.5) yields∣∣∣((u · ∇)u,Aεu
)
L2(Ωε)

∣∣∣ ≤ |I1|+ |I2|+ |I3|

≤
(
c1α+ c2ε

1/2‖u‖H1(Ωε)

)
‖u‖2H2(Ωε)

+ cα

(
‖u‖2L2(Ωε)

‖u‖4H1(Ωε)
+ ε−1‖u‖2L2(Ωε)

‖u‖2H1(Ωε)

)
with positive constants c1, c2, and cα independent of ε. Replacing c1α by α in the above
inequality we obtain (5.7.1).

Finally, we fix α and write (5.7.1) in terms of the Stokes operator Aε.

Corollary 5.7.3. There exist d1, d2 > 0 independent of ε such that∣∣∣((u · ∇)u,Aεu
)
L2(Ωε)

∣∣∣ ≤ (1

4
+ d1ε

1/2‖A1/2
ε u‖L2(Ωε)

)
‖Aεu‖2L2(Ωε)

+ d2

(
‖u‖2L2(Ωε)

‖A1/2
ε u‖4L2(Ωε)

+ ε−1‖u‖2L2(Ωε)
‖A1/2

ε u‖2L2(Ωε)

)
(5.7.13)

for all ε ∈ (0, ε0) and u ∈ D(Aε).

Proof. Applying (5.5.18) and (5.5.32) to the right-hand side of (5.7.1) we get∣∣∣((u · ∇)u,Aεu
)
L2(Ωε)

∣∣∣ ≤ (cα+ d1
αε

1/2‖A1/2
ε u‖L2(Ωε)

)
‖Aεu‖2L2(Ωε)

+ d2
α

(
‖u‖2L2(Ωε)

‖A1/2
ε u‖4L2(Ωε)

+ ε−1‖u‖2L2(Ωε)
‖A1/2

ε u‖2L2(Ωε)

)
with positive constants c, d1

α, and d2
α independent of ε. We take α = 1/4c in the above

inequality to obtain (5.7.13).
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5.8 Global existence and uniform estimates of a strong solu-
tion

Based on the estimate (5.7.13) for the trilinear term and the inequalities given in the previous
sections we prove Theorems 5.1.1 and 5.1.2. As in Section 5.7 we suppose that Assumptions 1
and 2 are satisfied and let ε0 be the positive constant given in Lemma 5.5.4.

First we recall the well-known result on the local-in-time existence of a strong solution
(see e.g. [8, 10,61,64]).

Theorem 5.8.1. For given uε0 ∈ Vε and f ε ∈ L∞(0,∞;L2(Ωε)
3) there exist T0 > 0 depending

on Ωε, ν, uε0, and f ε and a strong solution uε to the Navier–Stokes equations (5.1.1)–(5.1.3)
on [0, T0) satisfying

uε ∈ C([0, T ];Vε) ∩ L2(0, T ;D(Aε)) ∩H1(0, T ;L2
σ(Ωε)) for all T ∈ (0, T0).

If uε is maximally defined on the time interval [0, Tmax) and Tmax is finite, then

lim
t→T−max

‖A1/2
ε uε(t)‖L2(Ωε) =∞.

To establish the global-in-time existence of a strong solution uε we show that the L2(Ωε)-

norm of A
1/2
ε uε(t) is bounded uniformly in t. We argue by a standard energy method and

use the uniform Gronwall inequality (see [59, Lemma D.3]).

Lemma 5.8.2 (Uniform Gronwall inequality). Let z, ξ, and ζ be nonnegative functions in
L1
loc([0, T );R), T ∈ (0,∞]. Suppose that z ∈ C(0, T ;R) and

dz

dt
(t) ≤ ξ(t)z(t) + ζ(t) for a.a. t ∈ (0, T ).

Then z ∈ L∞loc(0, T ;R) and

z(t2) ≤
(

1

t2 − t1

∫ t2

t1

z(s) ds+

∫ t2

t1

ζ(s) ds

)
exp

(∫ t2

t1

ξ(s) ds

)
for all t1, t2 ∈ (0, T ) with t1 < t2.

We also use an estimate for the duality product between a vector field on Ωε and the
constant extension of a tangential vector field on Γ.

Lemma 5.8.3. There exists a constant c > 0 independent of ε such that∣∣(v̄, u)L2(Ωε)

∣∣ ≤ cε1/2‖v‖H−1(Γ,TΓ)‖u‖H1(Ωε) (5.8.1)

for all v ∈ L2(Γ, TΓ) and u ∈ H1(Ωε)
3, where v̄ := v ◦ π is the constant extension of v in

the normal direction of Γ.

Proof. For the sake of simplicity, we use the notations (5.2.46) and (5.2.47) and suppress the
arguments of functions. By the change of variables formula (5.2.51),

(v̄, u)L2(Ωε) =

∫
Γ
v

(∫ εg1

εg0

u]J dr

)
dH2 = (v, η)L2(Γ), (5.8.2)
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where the vector field η : Γ→ R3 is given by

η(y) :=

∫ εg1(y)

εg0(y)
u](y, r)J(y, r) dr, y ∈ Γ.

Let us estimate the H1(Γ)-norm of η. By (5.2.49), Hölder’s inequality, and (5.2.52),

‖η‖2L2(Γ) ≤
∫

Γ
εg

(∫ εg1

εg0

|u]|2 dr
)
dH2 ≤ cε‖u‖2L2(Ωε)

. (5.8.3)

Moreover, by the same calculations as in the proof of Lemma 5.6.7 we see that

∇Γη =

∫ εg1

εg0

{
∂

∂r

(
Jψ]ε ⊗ u]

)
+ J(B∇u)] +∇ΓJ ⊗ u]

}
dr

on Γ, where B and ψε are given by (5.6.18). To the right-hand side we apply the inequalities
(5.2.49), (5.6.20), and (5.6.21) to obtain

|∇Γη| ≤ c
∫ εg1

εg0

(|u]|+ |(∇u)]|) dr on Γ.

Hence Hölder’s inequality and (5.2.52) imply that

‖∇Γη‖2L2(Γ) ≤ c
∫

Γ
εg

(∫ εg1

εg0

(|u]|2 + |(∇u)]|2) dr

)
dH2 ≤ cε‖u‖2H1(Ωε)

. (5.8.4)

By (5.8.3) and (5.8.4) we get η ∈ H1(Γ)3 and thus Pη ∈ H1(Γ, TΓ). Moreover,

‖Pη‖H1(Γ) ≤ c‖η‖H1(Γ) ≤ cε1/2‖u‖H1(Ωε). (5.8.5)

Now we observe that

(v̄, u)L2(Ωε) = (v, η)L2(Γ) = (v, Pη)L2(Γ) = [v, Pη]TΓ

by (5.8.2), the fact that v is tangential on Γ, and Pη ∈ H1(Γ, TΓ). Hence∣∣(v̄, u)L2(Ωε)

∣∣ =
∣∣[v, Pη]TΓ

∣∣ ≤ ‖v‖H−1(Γ,TΓ)‖Pη‖H1(Γ)

and we obtain (5.8.1) by applying (5.8.5) to the right-hand side of this inequality.

Now we are ready to establish the global-in-time existence of a strong solution to the
Navier–Stokes equations (5.1.1)–(5.1.3).

Proof of Theorem 5.1.1. We follow the idea of the proofs of [20, Theorem 7.4] and [21, The-
orem 3.1]. In what follows, we use the notation (5.6.3) for the tangential and normal com-
ponents (with respect to Γ) of a vector field on Ωε. We also write c for a general positive
constant independent of ε, c0, and Tmax.

Let uε0 ∈ Vε and f ∈ L∞(0,∞;L2(Ωε)
3) satisfy (5.1.9) with

c0 := min

{
1,
d2

3

4
,
d2

3

4d4

}
, d3 :=

1

4d1
, (5.8.6)
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where d1 is the positive constant given in Corollary 5.7.3 and d4 is a positive constant given
later. Noting that Mτu

ε
0 = Muε0,τ on Γ and

uε0 = uε0,n +
(
uε0,τ −Muε0,τ

)
+Mτuε0, |uε0,n| = |uε0 · n̄| in Ωε,

we apply (5.2.53), (5.3.23), and (5.6.6) to the right-hand side of

‖uε0‖2L2(Ωε)
≤ c

(
‖uε0 · n̄‖2L2(Ωε)

+
∥∥∥uε0,τ −Muε0,τ

∥∥∥2

L2(Ωε)
+
∥∥Mτuε0

∥∥2

L2(Ωε)

)
and then use ‖uε0,τ‖H1(Ωε) ≤ c‖uε0‖H1(Ωε) and (5.5.18) to get

‖uε0‖2L2(Ωε)
≤ c

(
ε2‖A1/2

ε uε0‖2L2(Ωε)
+ ε‖Mτu

ε
0‖2L2(Γ)

)
. (5.8.7)

Hence from (5.1.9) and c0 ≤ 1 it follows that

‖uε0‖2L2(Ωε)
≤ cc0 ≤ c. (5.8.8)

Let uε be a strong solution to the Navier–Stokes equations (5.1.1)–(5.1.3) defined on the
maximal time interval [0, Tmax). First we derive estimates for

‖uε(t)‖2L2(Ωε)
,

∫ min{t+1,Tmax}

t
‖A1/2

ε uε(s)‖2L2(Ωε)
ds, t ∈ [0, Tmax)

with explicit dependence of constants on ε. Taking the L2(Ωε)-inner product of

∂tu
ε +Aεu

ε + Pε(uε · ∇)uε = Pεf ε on (0, Tmax) (5.8.9)

with uε and using

(Pε(uε · ∇)uε, uε)L2(Ωε) =
(
(uε · ∇)uε, uε

)
L2(Ωε)

= 0

by integration by parts, div uε = 0 in Ωε, and uε · nε = 0 on Γε we get

1

2

d

dt
‖uε‖2L2(Ωε)

+ ‖A1/2
ε uε‖2L2(Ωε)

= (Pεf ε, uε)L2(Ωε) on (0, Tmax). (5.8.10)

We split the right-hand side into the sum of

I1 :=
(
Pεf ε, uε −Mτuε

)
L2(Ωε)

, I2 :=
(
Pεf ε,Mτuε

)
L2(Ωε)

.

Applying (5.3.23) and (5.6.6) to uε −Mτuε = uεn + (uετ −Muετ ) we get∥∥uε −Mτuε
∥∥
L2(Ωε)

≤ ‖uε · n̄‖L2(Ωε) +
∥∥uετ −Muετ

∥∥
L2(Ωε)

≤ cε‖uε‖H1(Ωε)

(Note that ‖uετ‖H1(Ωε) ≤ c‖uε‖H1(Ωε).) This inequality and (5.5.18) show that

|I1| ≤ ‖Pεf ε‖L2(Ωε)

∥∥uε −Mτuε
∥∥
L2(Ωε)

≤ cε‖Pεf ε‖L2(Ωε)‖A
1/2
ε uε‖L2(Ωε).

To I2 we use (5.6.11) and (5.8.1) to get

|I2| ≤
∣∣∣∣(MτPεf ε, uε

)
L2(Ωε)

∣∣∣∣+

∣∣∣∣(Pεf ε,Mτuε
)
L2(Ωε)

−
(
MτPεf ε, uε

)
L2(Ωε)

∣∣∣∣
≤ c

(
ε1/2‖MτPεf ε‖H−1(Γ,TΓ)‖uε‖H1(Ωε) + ε‖Pεf ε‖L2(Ωε)‖u

ε‖L2(Ωε)

)
.
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Applying these estimates to (Pεf ε, uε)L2(Ωε) = I1 + I2 and using the inequality

‖uε‖L2(Ωε) ≤ ‖u
ε‖H1(Ωε) ≤ c‖A

1/2
ε uε‖L2(Ωε) (5.8.11)

by (5.5.18) and Young’s inequality we obtain

|(Pεf ε, uε)L2(Ωε)| ≤
1

2
‖A1/2

ε uε‖2L2(Ωε)
+ c

(
ε2‖Pεf ε‖2L2(Ωε)

+ ε‖MτPεf ε‖2H−1(Γ,TΓ)

)
.

From this inequality and (5.8.10) we deduce that

d

dt
‖uε‖2L2(Ωε)

+ ‖A1/2
ε uε‖2L2(Ωε)

≤ c
(
ε2‖Pεf ε‖2L2(Ωε)

+ ε‖MτPεf ε‖2H−1(Γ,TΓ)

)
(5.8.12)

on (0, Tmax). By (5.8.11) we further get

d

dt
‖uε‖2L2(Ωε)

+
1

a1
‖uε‖2L2(Ωε)

≤ c
(
ε2‖Pεf ε‖2L2(Ωε)

+ ε‖MτPεf ε‖2H−1(Γ,TΓ)

)
(5.8.13)

on (0, Tmax) with some constant a1 > 0 independent of ε, c0, and Tmax. For each t ∈ (0, Tmax)
we multiply both sides of (5.8.13) at s ∈ (0, t) by e(s−t)/a1 and integrate them over (0, t).
Then we have

‖uε(t)‖2L2(Ωε)
≤ e−t/a1‖uε0‖2L2(Ωε)

+ ca1(1− e−t/a1)
(
ε2‖Pεf ε‖2L∞(0,∞;L2(Ωε))

+ ε‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ))

)
. (5.8.14)

Also, integrating (5.8.12) over (t, t∗) with t∗ := min{t+ 1, Tmax} we deduce that∫ t∗

t
‖A1/2

ε uε(s)‖2L2(Ωε)
ds ≤ ‖uε0‖2L2(Ωε)

+ c
(
ε2‖Pεf ε‖2L∞(0,∞;L2(Ωε))

+ ε‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ))

)
. (5.8.15)

Hence we apply (5.1.9) and (5.8.8) to the right-hand sides of (5.8.14) and (5.8.15) to get

‖uε(t)‖2L2(Ωε)
+

∫ t∗

t
‖A1/2

ε uε(s)‖2L2(Ωε)
ds ≤ cc0 for all t ∈ [0, Tmax). (5.8.16)

Next we prove the uniform boundedness of ‖A1/2
ε uε(t)‖L2(Ωε) in t ∈ [0, Tmax). Our goal is to

show that

ε1/2‖A1/2
ε uε(t)‖L2(Ωε) < d3 =

1

4d1
for all t ∈ [0, Tmax). (5.8.17)

If (5.8.17) is valid, then Theorem 5.8.1 implies that Tmax = ∞, i.e. the strong solution uε

exists on the whole time interval [0,∞). First note that (5.8.17) is valid at t = 0 by (5.1.9)
and (5.8.6). Let us prove (5.8.17) for all t ∈ (0, Tmax) by contradiction. Assume to the
contrary that there exists T ∈ (0, Tmax) such that

ε1/2‖A1/2
ε uε(t)‖L2(Ωε) < d3 for all t ∈ [0, T ), (5.8.18)

ε1/2‖A1/2
ε uε(T )‖L2(Ωε) = d3. (5.8.19)
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(Note that uε ∈ C([0, Tmax);Vε) and thus ‖A1/2
ε uε(t)‖L2(Ωε) is continuous in t.) We consider

(5.8.9) on (0, T ] and take its L2(Ωε)-inner product with Aεu
ε to get

1

2

d

dt
‖A1/2

ε uε‖2L2(Ωε)
+ ‖Aεuε‖2L2(Ωε)

≤
∣∣∣((uε · ∇)uε, Aεu

ε
)
L2(Ωε)

∣∣∣+ |(Pεf ε, Aεuε)L2(Ωε)|. (5.8.20)

on (0, T ]. To the first term on the right-hand side we apply (5.7.13) and (5.8.18)–(5.8.19).
Then noting that d3 = 1/4d1 we see that∣∣∣((uε · ∇)uε, Aεu

ε
)
L2(Ωε)

∣∣∣ ≤ 1

2
‖Aεuε‖2L2(Ωε)

+ d2

(
‖uε‖2L2(Ωε)

‖A1/2
ε uε‖4L2(Ωε)

+ ε−1‖uε‖2L2(Ωε)
‖A1/2

ε uε‖2L2(Ωε)

)
on (0, T ]. Also, Young’s inequality yields that

|(Pεf ε, Aεuε)L2(Ωε)| ≤
1

4
‖Aεuε‖2L2(Ωε)

+ ‖Pεf ε‖2L2(Ωε)
.

Applying these inequalities to the right-hand side of (5.8.20) we obtain

d

dt
‖A1/2

ε uε‖2L2(Ωε)
+

1

2
‖Aεuε‖2L2(Ωε)

≤ ξ‖A1/2
ε uε‖2L2(Ωε)

+ ζ on (0, T ], (5.8.21)

where the functions ξ and ζ are given by

ξ(t) := 2d2‖uε(t)‖2L2(Ωε)
‖A1/2

ε uε(t)‖2L2(Ωε)
,

ζ(t) := 2
(
d2ε
−1‖uε(t)‖2L2(Ωε)

‖A1/2
ε uε(t)‖2L2(Ωε)

+ ‖Pεf ε(t)‖2L2(Ωε)

) (5.8.22)

for t ∈ (0, T ]. By (5.8.16), (5.8.18), and (5.8.19) we see that

ξ ≤ cc0ε
−1, ζ ≤ c

(
c0ε
−1‖A1/2

ε uε‖2L2(Ωε)
+ ‖Pεf ε‖2L2(Ωε)

)
on (0, T ].

Applying these inequalities to (5.8.21) we have

d

dt
‖A1/2

ε uε‖2L2(Ωε)
+

1

2
‖Aεuε‖2L2(Ωε)

≤ c
(
c0ε
−1‖A1/2

ε uε‖2L2(Ωε)
+ ‖Pεf ε‖2L2(Ωε)

)
(5.8.23)

on (0, T ]. From (5.5.19) and (5.8.23) we further deduce that

d

dt
‖A1/2

ε uε‖2L2(Ωε)
+

1

a2
‖A1/2

ε uε‖2L2(Ωε)
≤ c

(
c0ε
−1‖A1/2

ε uε‖2L2(Ωε)
+ ‖Pεf ε‖2L2(Ωε)

)
with a constant a2 > 0 independent of ε, c0, and Tmax. For t ∈ (0, T ] we multiply both sides
of the above inequality at s ∈ (0, t) by e(s−t)/a2 and integrate them over (0, t) to get

‖A1/2
ε uε(t)‖2L2(Ωε)

≤ e−t/a2‖A1/2
ε uε0‖2L2(Ωε)

+ cc0ε
−1

∫ t

0
e(s−t)/a2‖A1/2

ε uε(s)‖2L2(Ωε)
ds

+ ca2(1− e−t/a2)‖Pεf ε‖2L∞(0,∞;L2(Ωε))
. (5.8.24)
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When t ≤ T∗ := min{1, T}, we apply (5.1.9) and (5.8.16) to the right-hand side of (5.8.24)
and use c0 ≤ 1 by (5.8.6) to deduce that

‖A1/2
ε uε(t)‖2L2(Ωε)

≤ cc0(1 + c0)ε−1 ≤ cc0ε
−1 for all t ∈ (0, T∗]. (5.8.25)

Now we suppose that T ≥ 1 and estimate ‖A1/2
ε uε(t)‖L2(Ωε) for t ∈ [1, T ]. Since

d

dt
‖A1/2

ε uε‖2L2(Ωε)
≤ ξ‖A1/2

ε uε‖2L2(Ωε)
+ ζ on (0, T ]

by (5.8.21), we can use Lemma 5.8.2 with z(t) = ‖A1/2
ε uε(t)‖2L2(Ωε)

to obtain

‖A1/2
ε uε(t)‖2L2(Ωε)

≤
(∫ t

t−1
‖A1/2

ε uε(s)‖2L2(Ωε)
ds+

∫ t

t−1
ζ(s) ds

)
exp

(∫ t

t−1
ξ(s) ds

)
(5.8.26)

for all t ∈ [1, T ]. Moreover, the functions ξ and ζ given by (5.8.22) satisfy∫ t

t−1
ξ(s) ds ≤ cc0

∫ t

t−1
‖A1/2

ε uε(s)‖2L2(Ωε)
ds ≤ c,∫ t

t−1
ζ(s) ds ≤ c

(
c0ε
−1

∫ t

t−1
‖A1/2

ε uε(s)‖2L2(Ωε)
ds+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))

)
≤ cc0ε

−1

by (5.1.9), (5.8.16), and c0 ≤ 1. Using these inequalities and (5.8.16) to (5.8.26) we have

‖A1/2
ε uε(t)‖2L2(Ωε)

≤ cc0ε
−1 for all t ∈ [1, T ]. (5.8.27)

Now we combine (5.8.25) and (5.8.27) to observe that

‖A1/2
ε uε(t)‖2L2(Ωε)

≤ d4c0ε
−1 for all t ∈ (0, T ]

with some constant d4 > 0 independent of ε, c0, and T . Hence if we define c0 by (5.8.6),
then by setting t = T in the above inequality we get

‖A1/2
ε uε(T )‖2L2(Ωε)

≤ d2
3ε
−1

4
, i.e. ε1/2‖A1/2

ε uε(T )‖L2(Ωε) ≤
d3

2
< d3,

which contradicts with (5.8.19). Therefore, the inequality (5.8.17) is valid and we conclude
by Theorem 5.8.1 that Tmax =∞, i.e. the strong solution uε to (5.1.1)–(5.1.3) exists on the
whole time interval [0,∞).

Using the inequalities given in the proof of Theorem 5.1.1, we can also show the uniform
estimates (5.1.11) and (5.1.12) for a strong solution.

Proof of Theorem 5.1.2. Let ε0, c0 ∈ (0, 1) be the constants given in Theorem 5.1.1. Since α
and β are positive, we can take ε1 ∈ (0, ε0) such that

c1ε
α ≤ c0, c2ε

β ≤ c0 for all ε ∈ (0, ε1).

Hence, for ε ∈ (0, ε1) if the initial velocity uε0 and the external force f ε satisfy (5.1.10), then
they also satisfy (5.1.9) and Theorem 5.1.1 implies that there exists a global strong solution
uε to (5.1.1)–(5.1.3).
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Let us derive the estimates (5.1.11) and (5.1.12) for the strong solution uε. Hereafter we
denote by c a general positive constant independent of ε. First note that

‖uε0‖2L2(Ωε)
≤ c(ε1+α + εβ) (5.8.28)

by (5.1.10) and (5.8.7). We apply this inequality and (5.1.10) to (5.8.14) to get

‖uε(t)‖2L2(Ωε)
≤ c(ε1+α + εβ) for all t ≥ 0. (5.8.29)

Also, integrating (5.8.12) over [0, t] and using (5.1.10) and (5.8.28) we have∫ t

0
‖A1/2

ε uε(s)‖2L2(Ωε)
ds ≤ c(ε1+α + εβ)(1 + t) for all t ≥ 0. (5.8.30)

Combining (5.8.29) and (5.8.30) with (5.5.18) we obtain (5.1.11).
Next let us prove (5.1.12). We use (5.1.10) and (5.8.28) to (5.8.15) to deduce that∫ t+1

t
‖A1/2

ε uε(s)‖2L2(Ωε)
ds ≤ c(ε1+α + εβ) for all t ≥ 0. (5.8.31)

(Note that t∗ = min{t + 1, Tmax} = t + 1 in (5.8.15) since Tmax = ∞.) Since (5.8.17) and
(5.8.29) are valid for all t ≥ 0, as in the proof of Theorem 5.1.1 we can show that (5.8.24)
holds for all t ≥ 0. When t ∈ [0, 1], we apply (5.1.10) and (5.8.30) to the right-hand side of
(5.8.24) to obtain

‖A1/2
ε uε(t)‖2L2(Ωε)

≤ c(ε−1+α + ε−1+β) for all t ∈ [0, 1]. (5.8.32)

Let t ≥ 1. In (5.8.26) the functions ξ and ζ given by (5.8.22) satisfy∫ t

t−1
ξ(s) ds ≤ c

∫ t

t−1
‖A1/2

ε uε(s)‖2L2(Ωε)
ds ≤ c,∫ t

t−1
ζ(s) ds ≤ c

(
ε−1

∫ t

t−1
‖A1/2

ε uε(s)‖2L2(Ωε)
ds+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))

)
≤ c(ε−1+α + ε−1+β)

by (5.1.10), (5.8.16), and (5.8.31). Applying these inequalities and (5.8.31) to (5.8.26) we
get

‖A1/2
ε uε(t)‖2L2(Ωε)

≤ c(ε−1+α + ε−1+β) for all t ≥ 1. (5.8.33)

By (5.5.18), (5.8.32), and (5.8.33) we obtain the first inequality of (5.1.12). To derive the
second inequality we observe that (5.8.23) is valid for all s ≥ 0 since (5.8.16) and (5.8.17)
hold on the whole time interval [0,∞). Hence for each t ≥ 0 we integrate (5.8.23) over [0, t]
and use (5.1.10) and (5.8.30) to get∫ t

0
‖Aεuε(s)‖2L2(Ωε)

ds ≤ c(ε−1+α + ε−1+β)(1 + t).

This inequality combined with (5.5.32) yields the second inequality of (5.1.12).

For the study of a singular limit problem in Section 5.10 we need estimates for the tensor
product and the time derivative of a strong solution with β = 1. Let us derive them by using
the inequalities given in Lemma 5.6.23.
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Theorem 5.8.4. Let c1 and c2 be positive constants, α ∈ (0, 1], and β = 1. Under the
same assumptions as in Theorem 5.1.1, let ε1 be the constant given in Theorem 5.1.2. For
ε ∈ (0, ε1) suppose that uε0 ∈ Vε and f ε ∈ L2(0,∞;L2(Ωε)

3) satisfy (5.1.10). Then there
exists a global strong solution uε to (5.1.1)–(5.1.3) such that

‖uε(t)‖2L2(Ωε)
≤ cε,

∫ t

0
‖uε(s)‖2H1(Ωε)

ds ≤ cε(1 + t),

‖uε(t)‖2H1(Ωε)
≤ cε−1+α,

∫ t

0
‖uε(s)‖2H2(Ωε)

ds ≤ cε−1+α(1 + t)

(5.8.34)

for all t ≥ 0, and ∫ t

0
‖[uε ⊗ uε](s)‖2L2(Ωε)

ds ≤ cε(1 + t), (5.8.35)∫ t

0
‖∂tuε(s)‖2L2(Ωε)

ds ≤ cε−1+α(1 + t) (5.8.36)

for all t ≥ 0, where c > 0 is a constant independent of ε, uε, and t.

Proof. A global strong solution uε exists by Theorem 5.1.2. Also, we have (5.8.34) by (5.1.11)
and (5.1.12) since β = 1 and ε ≤ εα by α ≤ 1 and ε < 1.

Let us derive (5.8.35). Hereafter we suppress the argument s of integrands. Noting that
uε ∈ L2

loc([0,∞);D(Aε)) satisfies the conditions in Lemma 5.6.23, we use (5.6.67) to get∫ t

0
‖uε ⊗ uε‖2L2(Ωε)

ds ≤ c
(
ε−1

∫ t

0
‖uε‖2L2(Ωε)

‖u‖2H1(Ωε)
ds

+ε

∫ t

0
‖uε‖2L2(Ωε)

‖uε‖2H2(Ωε)
ds+

∫ t

0
‖uε‖3L2(Ωε)

‖uε‖H2(Ωε) ds

)
(5.8.37)

for all t ≥ 0. By (5.8.34) we have∫ t

0
‖uε‖2L2(Ωε)

‖uε‖2H1(Ωε)
ds ≤ cε2(1 + t), (5.8.38)∫ t

0
‖uε‖2L2(Ωε)

‖uε‖2H2(Ωε)
ds ≤ cεα(1 + t). (5.8.39)

Also, Hölder’s inequality and (5.8.34) imply that∫ t

0
‖uε‖3L2(Ωε)

‖uε‖H2(Ωε) ds ≤ cε
3/2t1/2

(∫ t

0
‖uε‖2H2(Ωε)

ds

)1/2

≤ cε1+α/2(1 + t). (5.8.40)

Applying (5.8.38)–(5.8.40) to (5.8.37) and noting that εα, εα/2 ≤ 1 we obtain (5.8.35).
Next we prove (5.8.36). We take the L2(Ωε)-inner product of ∂tu

ε with

∂tu
ε +Aεu

ε + Pε[(uε · ∇)uε] = Pεf ε on (0,∞)

and then integrate it over (0, t) with t > 0 and use Young’s inequality to get∫ t

0
‖∂tuε‖2L2(Ωε)

ds+ ‖A1/2
ε uε(t)‖2L2(Ωε)

≤ ‖A1/2
ε uε0‖2L2(Ωε)

+ c

∫ t

0

(
‖(uε · ∇)uε‖2L2(Ωε)

+ ‖Pεf ε‖2L2(Ωε)

)
ds. (5.8.41)
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Let us estimate the integral of (uε · ∇)uε. By (5.6.68) we have∫ t

0
‖(uε · ∇)uε‖2L2(Ωε)

ds ≤ c
∫ t

0

(
ε−1‖uε‖2L2(Ωε)

+ ε‖uε‖2H1(Ωε)

)
‖uε‖2H2(Ωε)

ds.

To the right-hand side we apply (5.8.39) and∫ r

0
‖uε‖2H1(Ωε)

‖uε‖2H2(Ωε)
ds ≤ cε−2+2α(1 + t) (5.8.42)

by (5.8.34), and then use εα ≤ 1 by ε < 1 to deduce that∫ t

0
‖(uε · ∇)uε‖2L2(Ωε)

ds ≤ cε−1+α(1 + t).

Applying this inequality and (5.1.10) to (5.8.41) we obtain (5.8.36).

5.9 Weighted solenoidal spaces on a surface

In the study of a singular limit problem for the Navier–Stokes equations (5.1.1)–(5.1.3) we
deal with a weighted solenoidal space of the form

H1
gσ(Γ, TΓ) = {v ∈ H1(Γ, TΓ) | divΓ(gv) = 0 on Γ}.

The purpose of this section is to establish several properties of weighted solenoidal spaces on
a surface. Throughout this section we assume that Γ is a two-dimensional closed, connected,
and oriented surface in R3 of class C2. We use the notations for the surface quantities on Γ
given in Section 5.2.1.

5.9.1 Nečas inequality on a surface

Let q ∈ L2(Γ). We consider q and its weak tangential gradient as elements in H−1(Γ) and
H−1(Γ, TΓ) given by (5.2.21) and (5.2.26). By these equalities we easily get

‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ) ≤ c‖q‖L2(Γ).

For bounded Lipschitz domains in Rm, m ∈ N the inverse inequality is also valid and known
as the Nečas inequality (see [48, Chapter 3, Lemma 7.1]). Let us show the Nečas inequality
on the surface Γ.

Lemma 5.9.1. There exists a constant c > 0 such that

‖q‖L2(Γ) ≤ c
(
‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)

)
(5.9.1)

for all q ∈ L2(Γ).

In the proof of Lemma 5.9.1 we use the Načas inequality on the whole space

‖q̃‖L2(R2) ≤ c
(
‖q̃‖H−1(R2) + ‖∇sq̃‖H−1(R2)

)
(5.9.2)

for q̃ ∈ L2(R2), where H−1(R2) is the dual space of H1(R2) (via the L2(R2)-inner product).
Also, q̃ ∈ H−1(R2) and ∇sq̃ ∈ H−1(R2)2 are given by

〈q̃, ξ〉R2 := (q̃, ξ)L2(R2), 〈∇sq̃, ϕ〉R2 := −(q, ∂s1ϕ1 + ∂s2ϕ2)L2(R2)

for ξ ∈ H1(R2) and ϕ = (ϕ1, ϕ2) ∈ H1(R2)2, where 〈·, ·〉R2 is the duality product between
H−1(R2) and H1(R2). The inequality (5.9.2) follows from the characterization of the L2-
Sobolev spaces on R2 by the Fourier transform. See the proof of [48, Chapter 3, Lemma 7.1]
for details.
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Proof. First we note that it is sufficient to show (5.9.1) when q is compactly supported in a
relatively open subset of Γ on which we can take a local coordinate system. To see this, let
q ∈ L2(Γ) and η ∈ C2(Γ). For ξ ∈ H1(Γ) we have

|〈ηq, ξ〉Γ| = |〈q, ηξ〉Γ| ≤ ‖q‖H−1(Γ)‖ηξ‖H1(Γ) ≤ c‖η‖W 1,∞(Γ)‖q‖H−1(Γ)‖ξ‖H1(Γ),

where c > 0 is a constant independent of q, η, and ξ. Also,

[∇Γ(ηq), v]TΓ = −(ηq,divΓv)L2(Γ) = −
(
q,divΓ(ηv)

)
L2(Γ)

+ (q,∇Γη · v)L2(Γ)

= [∇Γq, ηv]TΓ + 〈q,∇Γη · v〉Γ

for all v ∈ H1(Γ, TΓ) by (5.2.26) (note that ηv ∈ H1(Γ, TΓ)) and thus

|[∇Γ(ηq), v]TΓ| ≤ ‖∇Γq‖H−1(Γ,TΓ)‖ηv‖H1(Γ) + ‖q‖H−1(Γ)‖∇Γη · v‖H1(Γ)

≤ c‖η‖W 2,∞(Γ)

(
‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)

)
‖v‖H1(Γ).

From the above inequalities it follows that

‖ηq‖H−1(Γ) ≤ c‖η‖W 1,∞(Γ)‖q‖H−1(Γ),

‖∇Γ(ηq)‖H−1(Γ,TΓ) ≤ c‖η‖W 2,∞(Γ)

(
‖q‖H−1(Γ) + ‖∇Γq‖H−1(Γ,TΓ)

)
.

By these inequalities we can get (5.9.1) for q if we localize it by a partition of unity of Γ
consisting of functions in C2(Γ) (we can take such functions since Γ is of class C2) and prove
(5.9.1) for each localized function.

From now on, we assume that q ∈ L2(Γ) is compactly supported in a relatively open
subset µ(U) of Γ, where U is an open subset of R2 and µ : U → R2 is a local parametrization
of Γ. (Note that µ is of class C2 on U since Γ is of class C2.) Let q̃ := q ◦ µ on U and K be
the support of q̃, which is a compact subset of U . The Riemannian metric θ = (θij)i,j of Γ
is locally defined by

θij(s) := ∂siµ(s) · ∂sjµ(s), s ∈ U, i, j = 1, 2.

We write θ−1 = (θij)i,j for the inverse matrix of θ. Since µ is of class C2, there exists a
constant c > 0 such that

|∂αs µ(s)| ≤ c, s ∈ K, |α| = 1, 2, (5.9.3)

where ∂αs = ∂α1
s1 ∂

α2
s2 for α = (α1, α2) ∈ Z2 with αi ≥ 0, i = 1, 2. By this inequality and the

formula ∂siθ
−1 = −θ−1(∂siθ)θ

−1 we also have

|θ(s)| ≤ c, |θ−1(s)| ≤ c, |∂siθ(s)| ≤ c, |∂siθ−1(s)| ≤ c, s ∈ K, i = 1, 2. (5.9.4)

Moreover, since the determinant of θ is continuous and does not vanish on U , there exists a
constant c > 0 such that

c−1 ≤ det θ(s) ≤ c, s ∈ K. (5.9.5)

We extend q̃ to R2 by setting zero outside of U . Then by (5.9.5) we get

‖q‖2L2(Γ) =

∫
K
|q̃|2
√

det θ ds ≤ c‖q̃‖2L2(K) = c‖q̃‖2L2(R2)
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and we apply the inequality (5.9.2) to the last term to obtain

‖q‖L2(Γ) ≤ c
(
‖q̃‖H−1(R2) + ‖∇sq̃‖H−1(R2)

)
. (5.9.6)

Let us estimate the right-hand side of (5.9.6) by that of (5.9.1). To this end, we first consider
the duality product 〈q̃, ξ〉R2 = (q̃, ξ)L2(R2) for an arbitrary ξ ∈ H1(R2). Since q̃ is supported
in K, we may assume that ξ is also supported in K. We define a function η on µ(K) ⊂ Γ by

η(µ(s)) :=
ξ(s)√

det θ(s)
, s ∈ K (5.9.7)

and extend it to Γ by setting zero outside of µ(K). Then we have

〈q̃, ξ〉R2 = (q̃, ξ)L2(R2) =

∫
K
q̃

(
ξ√

det θ

)√
det θ ds =

∫
µ(K)

qη dH2. (5.9.8)

Let us show η ∈ H1(Γ). Since η is supported in µ(K), we see by (5.9.5) that

‖η‖2L2(Γ) =

∫
K
|η ◦ µ|2

√
det θ ds ≤ c‖ξ‖2L2(K) = c‖ξ‖2L2(R2). (5.9.9)

To estimate the L2(Γ)-norm of the tangential gradient of η, we differentiate both sides of
(5.9.7) with respect to si, i = 1, 2 and use (5.9.4) and (5.9.5) to get

|∂si(η ◦ µ)(s)| ≤ c(|ξ(s)|+ |∂siξ(s)|), s ∈ K.

Since the norm of (∇Γη) ◦ µ =
∑2

i,j=1 θ
ij∂si(η ◦ µ)∂sjµ is given by

|(∇Γη) ◦ µ|2 =
2∑

i,j=1

θij∂si(η ◦ µ)∂sj (η ◦ µ) in K,

we apply the above inequality and (5.9.4) to the right-hand side to get

|(∇Γη) ◦ µ|2 ≤ c(|ξ|2 + |∇sξ|2) in K,

where ∇s is the gradient operator in s ∈ R2. Noting that η and ξ are supported in µ(K) and
K, respectively, we use this inequality and (5.9.5) to obtain

‖∇Γη‖2L2(Γ) =

∫
K
|(∇Γη) ◦ µ|2

√
det θ ds ≤ c‖ξ‖2H1(K) = c‖ξ‖2H1(R2).

By this inequality and (5.9.9) we have η ∈ H1(Γ) and ‖η‖H1(Γ) ≤ c‖ξ‖H1(R2). Hence

〈q̃, ξ〉R2 =

∫
µ(K)

qη dH2 = (q, η)L2(Γ) = 〈q, η〉Γ

by (5.9.8) and the above inequality implies that∣∣〈q̃, ξ〉R2

∣∣ =
∣∣〈q, η〉Γ∣∣ ≤ ‖q‖H−1(Γ)‖η‖H1(Γ) ≤ c‖q‖H−1(Γ)‖ξ‖H1(R2)

for all ξ ∈ H1(R2). Therefore,

‖q̃‖H−1(R2) ≤ c‖q‖H−1(Γ). (5.9.10)
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Next let ϕ = (ϕ1, ϕ2) ∈ H1(R2)2 and we consider the duality product

〈∇sq̃, ϕ〉R2 = −(q̃, ∂s1ϕ1 + ∂s2ϕ2)L2(R2).

We may assume again that ϕ is supported in K since q̃ is so. To express this product in
terms of an integral over Γ, we recall that the surface divergence of a tangential vector field
X(µ(s)) =

∑2
i=1Xi(s)∂siµ(s), s ∈ K is given by

divΓX(µ(s)) =
1√

det θ(s)

2∑
i=1

∂

∂si

(
Xi(s)

√
det θ(s)

)
, s ∈ K.

Based on this formula, we define a tangential vector field Φ on µ(K) by

Φ(µ(s)) :=
1√

det θ(s)

2∑
i=1

ϕi(s)∂siµ(s), s ∈ K (5.9.11)

and extend it to Γ by setting zero outside of µ(K). Then we have

divΓΦ(µ(s)) =
∂s1ϕ1(s) + ∂s2ϕ2(s)√

det θ(s)
, s ∈ K

and thus we get (note that q̃ = q ◦ µ and ϕ are supported in K)

〈∇sq̃, ϕ〉R2 = −(q̃, ∂s1ϕ1 + ∂s2ϕ2)L2(R2)

= −
∫
K
q̃

(
∂s1ϕ1 + ∂s2ϕ2√

det θ

)√
det θ ds = −

∫
µ(K)

q divΓΦ dH2.
(5.9.12)

Let us estimate the H1(Γ)-norm of Φ. By (5.9.4), (5.9.5), and (5.9.11) we have

|Φ ◦ µ|2 =
1

det θ

2∑
i,j=1

θijϕiϕj ≤ c|ϕ|2 in K.

Since Φ is supported in µ(K), the above inequality and (5.9.5) imply

‖Φ‖2L2(Γ) =

∫
K
|Φ ◦ µ|2

√
det θ ds ≤ c‖ϕ‖2L2(K) = c‖ϕ‖2L2(R2), (5.9.13)

where the last equality follows from the fact that ϕ is supported in K. To estimate the
tangential derivatives of Φ, let {e1, e2, e3} be the standard basis of R3 and Φk := Φ · ek for
k = 1, 2, 3. Then Φk is supported in µ(K) and

Φk(µ(s)) =
1√

det θ(s)

2∑
j=1

ϕj(s)∂sjµ(s) · ek, s ∈ K.

We differentiate both sides with respect to si and use (5.9.3), (5.9.4), and (5.9.5) to get

|∂si(Φk ◦ µ)(s)| ≤ c (|ϕ(s)|+ |∇sϕ(s)|) , s ∈ K, i = 1, 2.

From this inequality and (5.9.4) we deduce that

|(∇ΓΦk) ◦ µ|2 =

2∑
i,j=1

θij∂si(Φk ◦ µ)∂sj (Φk ◦ µ) ≤ c(|ϕ|2 + |∇sϕ|2)
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in K for k = 1, 2, 3, and thus |(∇ΓΦ) ◦ µ|2 ≤ c(|ϕ|2 + |∇sϕ|2) in K. Noting that Φ and ϕ are
supported in µ(K) and K, respectively, we use this inequality and (5.9.5) to observe that

‖∇ΓΦ‖2L2(Γ) =

∫
K
|(∇ΓΦ) ◦ µ|2

√
det θ ds ≤ c‖ϕ‖2H1(K) = c‖ϕ‖2H1(R2).

From this inequality and (5.9.13) it follows that Φ ∈ H1(Γ, TΓ) and

‖Φ‖H1(Γ) ≤ c‖ϕ‖H1(R2). (5.9.14)

Now we return to (5.9.12) and use (5.2.26) to get

〈∇sq̃, ϕ〉R2 = −
∫
µ(K)

q divΓΦ dH2 = −(q,divΓΦ)L2(Γ) = [∇Γq,Φ]TΓ.

Hence by (5.9.14) we obtain∣∣〈∇sq̃, ϕ〉R2

∣∣ =
∣∣[∇Γq,Φ]TΓ

∣∣ ≤ ‖∇Γq‖H−1(Γ,TΓ)‖Φ‖H1(Γ) ≤ c‖∇Γq‖H−1(Γ,TΓ)‖ϕ‖H1(R2)

for all ϕ ∈ H1(R2)2, which implies that

‖∇sq̃‖H−1(R2) ≤ c‖∇Γq‖H−1(Γ,TΓ).

Finally, we apply this inequality and (5.9.10) to (5.9.6) to conclude that the inequality (5.9.1)
is valid.

Next we prove Poincaré’s inequality for q ∈ L2(Γ) based on the Nečas inequality (5.9.1).
We first show that the tangential gradient of q vanishes in H−1(Γ, TΓ) if and only if q is
constant on Γ.

Lemma 5.9.2. Let q ∈ L2(Γ). Then

∇Γq = 0 in H−1(Γ, TΓ)

if and only if q is constant on Γ.

Proof. Suppose first that q is constant on Γ. Then for all v ∈ H1(Γ, TΓ) we have

[∇Γq, v]TΓ = −q
∫

Γ
divΓv dH2 = 0

by (5.2.26) and the Stokes theorem. Hence ∇Γq = 0 in H−1(Γ, TΓ).
Conversely, assume that ∇Γq = 0 in H−1(Γ, TΓ). We first prove q ∈ H1(Γ). For

η ∈ C1(Γ) and i = 1, 2, 3 we set v := ηPei, where {e1, e2, e3} is the standard basis of R3.
Then v ∈ H1(Γ, TΓ) since P is of class C1. Moreover,

divΓv = ∇Γη · Pei + η(divΓP · ei) = Diη + ηHni on Γ

by P T = P , (5.2.3), and (5.2.7). From this equality we deduce that

0 = [∇Γq, v]TΓ = −(q,divΓv)L2(Γ) = −(q,Diη + ηHni)L2(Γ)
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for all η ∈ C1(Γ). Hence by the definition of the weak tangential derivative in L2(Γ) (see
(5.2.19)) we get Diq = 0 in L2(Γ) for i = 1, 2, 3, which shows that q ∈ H1(Γ) and ∇Γq = 0
in L2(Γ)3. Now we set

q̂ := q − 1

|Γ|

∫
Γ
q dH2 on Γ,

where |Γ| is the area of Γ. Then we have q̂ ∈ H1(Γ) and
∫

Γ q̂ dH
2 = 0. Hence we can apply

Poincaré’s inequality (5.2.20) to q̂ to get

‖q̂‖L2(Γ) ≤ c‖∇Γq̂‖L2(Γ) = c‖∇Γq‖L2(Γ) = 0,

i.e. q̂ = 0 on Γ, which implies that q = |Γ|−1
∫

Γ q dH
2 is constant on Γ.

Next we estimate q ∈ L2(Γ) in H−1(Γ) by its tangential gradient.

Lemma 5.9.3. There exists a constant c > 0 such that

‖q‖H−1(Γ) ≤ c
(∣∣∣∣∫

Γ
q dH2

∣∣∣∣+ ‖∇Γq‖H−1(Γ,TΓ)

)
(5.9.15)

for all q ∈ L2(Γ).

Proof. We prove (5.9.15) by contradiction. Assume to the contrary that for each k ∈ N there
exists qk ∈ L2(Γ) such that

‖qk‖H−1(Γ) > k

(∣∣∣∣∫
Γ
qk dH2

∣∣∣∣+ ‖∇Γqk‖H−1(Γ,TΓ)

)
.

Replacing qk with qk/‖qk‖H−1(Γ) we may assume that

‖qk‖H−1(Γ) = 1,

∣∣∣∣∫
Γ
qk dH2

∣∣∣∣+ ‖∇Γqk‖H−1(Γ,TΓ) < k−1. (5.9.16)

From the second inequality it follows that

lim
k→∞

∫
Γ
qk dH2 = lim

k→∞
(qk, 1)L2(Γ) = 0, lim

k→∞
‖∇Γqk‖H−1(Γ,TΓ) = 0. (5.9.17)

By (5.9.1) and (5.9.16) the sequence {qk}∞k=1 is bounded in L2(Γ). Hence there exists a
subsequence of {qk}∞k=1, which is referred to as {qk}∞k=1 again, that converges to some q
weakly in L2(Γ). Since the embedding L2(Γ) ↪→ H−1(Γ) is compact, by taking a subsequence
we may assume that {qk}∞k=1 converges to q strongly in H−1(Γ). Hence by the first equality
of (5.9.16) we have

‖q‖H−1(Γ) = lim
k→∞

‖qk‖H−1(Γ) = 1. (5.9.18)

By (5.2.26) and the weak convergence of {qk}∞k=1 to q in L2(Γ) we see that {∇Γqk}∞k=1

converges to ∇Γq weakly in H−1(Γ, TΓ). Hence by (5.9.17) we get∫
Γ
q dH2 = (q, 1)L2(Γ) = 0, ‖∇Γq‖H−1(Γ,TΓ) = 0.

By these equalities and Lemma 5.9.2 we find that q = 0 on Γ and thus ‖q‖H−1(Γ) = 0, which
contradicts with (5.9.18). Hence (5.9.15) is valid.
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Combining (5.9.1) and (5.9.15) we obtain Poincaré’s inequality for q ∈ L2(Γ).

Lemma 5.9.4. There exists a constant c > 0 such that

‖q‖L2(Γ) ≤ c
(∣∣∣∣∫

Γ
q dH2

∣∣∣∣+ ‖∇Γq‖H−1(Γ,TΓ)

)
(5.9.19)

for all q ∈ L2(Γ).

5.9.2 Characterization of the annihilator of a weighted solenoidal space

Let g ∈ C1(Γ) satisfy g ≥ c on Γ with some constant c > 0. We define a weighted solenoidal
space of tangential vector fields

H1
gσ(Γ, TΓ) := {v ∈ H1(Γ, TΓ) | divΓ(gv) = 0 on Γ},

If q ∈ L2(Γ), then (5.2.26) and (5.2.27) imply that

[g∇Γq, v]TΓ = −
(
q,divΓ(gv)

)
L2(Γ)

= 0 for all v ∈ H1
gσ(Γ, TΓ).

Let us prove the converse of this statement for an element of H−1(Γ, TΓ), which is a weighted
version of de Rham’s theorem.

Theorem 5.9.5. Suppose that f ∈ H−1(Γ, TΓ) satisfies

[f, v]TΓ = 0 for all v ∈ H1
gσ(Γ, TΓ).

Then there exists a unique q ∈ L2(Γ) such that

f = g∇Γq in H−1(Γ, TΓ),

∫
Γ
q dH2 = 0.

Moreover, there exists a constant c > 0 independent of f such that

‖q‖L2(Γ) ≤ c‖f‖H−1(Γ,TΓ). (5.9.20)

We give auxiliary lemmas for Theorem 5.9.5.

Lemma 5.9.6. There exists c > 0 such that

c−1‖∇Γq‖H−1(Γ,TΓ) ≤ ‖g∇Γq‖H−1(Γ,TΓ) ≤ c‖∇Γq‖H−1(Γ,TΓ) (5.9.21)

for all q ∈ L2(Γ).

Proof. Since g ∈ C1(Γ) is bounded from below by a positive constant, we have

|[∇Γq, v]TΓ| =
∣∣[g∇Γq, g

−1v]TΓ

∣∣ ≤ ‖g∇Γq‖H−1(Γ,TΓ)‖g−1v‖H1(Γ)

≤ c‖g∇Γq‖H−1(Γ,TΓ)‖v‖H1(Γ)

for all v ∈ H1(Γ, TΓ). Hence the left-hand inequality of (5.9.21) holds. Similarly, we can
show the right-hand inequality of (5.9.21).

Lemma 5.9.7. The subspace

X := {g∇Γq ∈ H−1(Γ, TΓ) | q ∈ L2(Γ)} (5.9.22)

is closed in H−1(Γ, TΓ).
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Proof. Let {qk}∞k=1 be a sequence in L2(Γ) such that {g∇Γqk}∞k=1 converges to some f
strongly in H−1(Γ, TΓ). For each k ∈ N we subtract the average of qk over Γ from qk
to assume

∫
Γ qk dH

2 = 0 without changing g∇Γqk (see Lemma 5.9.2). Then by (5.9.19) and
(5.9.21) we see that

‖qk − ql‖L2(Γ) ≤ c‖g∇Γqk − g∇Γql‖H−1(Γ,TΓ) → 0 as k, l→∞.

Hence {qk}∞k=1 is a Cauchy sequence in L2(Γ) and converges to some q strongly in L2(Γ).
Then by (5.2.26) and (5.2.27) we easily see that

‖g∇Γq − g∇Γqk‖H−1(Γ,TΓ) ≤ c‖q − qk‖L2(Γ) → 0 as k →∞.

Since {g∇Γqk}∞k=1 converges to f strongly in H−1(Γ, TΓ), we conclude by the above conver-
gence that f = g∇Γq ∈ X . Therefore, X is closed in H−1(Γ, TΓ).

To prove Theorem 5.9.5 we use basic results of functional analysis. Let B be a Banach
space. For a subset X of B we define the annihilator of X by

X⊥ := {f ∈ B′ | B′〈f, v〉B = 0 for all v ∈ X},

where B′ is the dual of B and B′〈·, ·〉B is the duality product between B′ and B.

Lemma 5.9.8. Let X and Y be subsets of B. If X ⊂ Y in B, then Y⊥ ⊂ X⊥ in B′.

Lemma 5.9.9. If B is reflexive and X is a closed subspace of B, then (X⊥)⊥ = X .

Lemma 5.9.8 is an immediate consequence of the definition of the annihilator. Also,
Lemma 5.9.9 follows from the Hahn–Banach theorem, see e.g. [56, Theorem 4.7].

Proof of Theorem 5.9.5. Since H1(Γ, TΓ) is a Hilbert space, its dual H−1(Γ, TΓ) is also a
Hilbert space and thus reflexive. Let X be the subspace of H−1(Γ, TΓ) given by (5.9.22) and
v ∈ X⊥ ⊂ H1(Γ, TΓ). Then for all q ∈ L2(Γ) we have

0 = [g∇Γq, v]TΓ = −
(
q,divΓ(gv)

)
L2(Γ)

by g∇Γq ∈ X , (5.2.26), and (5.2.27) and thus divΓ(gv) = 0 on Γ, i.e. v ∈ H1
gσ(Γ, TΓ). Hence

X⊥ ⊂ H1
gσ(Γ, TΓ) in H1(Γ, TΓ) and by Lemma 5.9.8 we have

H1
gσ(Γ, TΓ)⊥ = {f ∈ H−1(Γ, TΓ) | [f, v]TΓ = 0 for all v ∈ H1

gσ(Γ, TΓ)} ⊂ (X⊥)⊥.

Since X is closed in H−1(Γ, TΓ) by Lemma 5.9.7, we have (X⊥)⊥ = X by Lemma 5.9.9.
Hence H1

gσ(Γ, TΓ)⊥ ⊂ X , i.e. for f ∈ H1
gσ(Γ, TΓ)⊥ there exists q ∈ L2(Γ) such that f =

g∇Γq in H−1(Γ, TΓ). Moreover, subtracting the average of q over Γ from q we may assume∫
Γ q dH

2 = 0 without changing g∇Γq (see Lemma 5.9.2). Therefore, the existence part of
the theorem is valid. To prove the uniqueness, suppose that q1, q2 ∈ L2(Γ) satisfy

g∇Γq1 = g∇Γq2 in H−1(Γ, TΓ),

∫
Γ
q1 dH2 =

∫
Γ
q2 dH2 = 0.

Then ∇Γ(q1 − q2) = 0 in H−1(Γ, TΓ) by (5.9.21) and thus q1 − q2 is constant on Γ by
Lemma 5.9.2. Since

∫
Γ(q1 − q2) dH2 = 0, the constant q1 − q2 is equal to zero, i.e. q1 = q2

on Γ. Hence the uniqueness is also valid. Finally, the estimate (5.9.20) follows from (5.9.19)
with

∫
Γ q dH

2 = 0 and (5.9.21).
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5.9.3 Weighted Helmholtz–Leray decomposition of tangential vector fields

The aim of this subsection is to establish the weighted Helmholtz–Leray decomposition of
L2(Γ, TΓ) and give estimates for the gradient part of the decomposition. For v ∈ L2(Γ)3

we consider divΓ(gv) as an element of H−1(Γ) given by (5.2.25). We define a subspace of
L2(Γ, TΓ) by

L2
gσ(Γ, TΓ) := {v ∈ L2(Γ, TΓ) | divΓ(gv) = 0 in H−1(Γ)}.

By (5.2.25) and g ∈ C1(Γ) we easily deduce that

‖divΓ(gv)‖H−1(Γ) ≤ c‖v‖L2(Γ) for all v ∈ L2(Γ)3.

Hence L2
gσ(Γ, TΓ) is closed in L2(Γ, TΓ) (note that L2(Γ, TΓ) is closed in L2(Γ)). Let

L2
gσ(Γ, TΓ)⊥ be the orthogonal complement of L2

gσ(Γ, TΓ) in L2(Γ, TΓ).

Lemma 5.9.10. The orthogonal complement of L2
gσ(Γ, TΓ) is of the form

L2
gσ(Γ, TΓ)⊥ = {g∇Γq ∈ L2(Γ, TΓ) | q ∈ H1(Γ)}.

Proof. Let X := {g∇Γq ∈ L2(Γ, TΓ) | q ∈ H1(Γ)}. By (5.2.25) we have

(v, g∇Γq)L2(Γ) = (gv,∇Γq)L2(Γ) = −〈divΓ(gv), q〉Γ = 0

for all v ∈ L2
gσ(Γ, TΓ) and q ∈ H1(Γ), which shows X ⊂ L2

gσ(Γ, TΓ)⊥. Conversely, let

f ∈ L2
gσ(Γ, TΓ)⊥. We consider f = Pf in H−1(Γ, TΓ) (see Section 5.2.1) to get

[f, v]TΓ = (f, v)L2(Γ) = 0 for all v ∈ H1
gσ(Γ, TΓ) ⊂ L2

gσ(Γ, TΓ).

Hence by Theorem 5.9.5 there exists q ∈ L2(Γ) such that f = g∇Γq in H−1(Γ, TΓ). To prove
q ∈ H1(Γ) let {e1, e2, e3} be the standard basis of R3 and v := g−1ηPei for η ∈ C1(Γ) and
i = 1, 2, 3. Then v ∈ H1(Γ, TΓ) since P and g are of class C1 and g ≥ c > 0 on Γ. Moreover,

divΓ(gv) = ∇Γη · Pei + η(divΓP · ei) = Diη + ηHni on Γ

by the symmetry of P , (5.2.3), and (5.2.7). Hence we get

−(q,Diη + ηHni)L2(Γ) = −
(
q,divΓ(gv)

)
L2(Γ)

= [g∇Γq, v]TΓ

= [f, v]TΓ = (f, v)L2(Γ) = (g−1fi, η)L2(Γ)

for all η ∈ C1(Γ), where fi is the i-th component of f (note that f is tangential on Γ). From
this equality and the definition of the weak tangential derivative in L2(Γ) (see (5.2.19)) it
follows that Diq = g−1fi ∈ L2(Γ) for i = 1, 2, 3. Hence we get q ∈ H1(Γ) and f = g∇Γq ∈ X ,
and the inclusion L2

gσ(Γ, TΓ)⊥ ⊂ X holds.

For q1, q2 ∈ H1(Γ) we have g∇Γq1 = g∇Γq2 on Γ if and only if q1 − q2 is constant on
Γ by (5.2.30) and Lemma 5.9.2. By this fact and Lemma 5.9.10 we obtain the weighted
Helmholtz–Leray decomposition of tangential vector fields on Γ.

Theorem 5.9.11. For each v ∈ L2(Γ, TΓ) we have the orthogonal decomposition

v = vg + g∇Γq, vg ∈ L2
gσ(Γ, TΓ), g∇Γq ∈ L2

gσ(Γ, TΓ)⊥.

Here q ∈ H1(Γ) is uniquely determined up to a constant.
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Note that here we derived the weighted Helmholtz–Leray decomposition without intro-
ducing the notion of differential forms. When g ≡ 1 it is also proved in the recent work [55]
without calculus of differential forms, where the solenoidal part is further decomposed into
the curl of some function and a harmonic field whose surface divergence and curl vanish.

Next we consider approximation of surface solenoidal vector fields. In general, for v ∈
L2(Γ, TΓ) satisfying divΓv = 0 in H−1(Γ) and η ∈ C1(Γ), the surface divergence divΓ(ηv) =
∇Γη · v does not vanish in H−1(Γ). Hence standard localization and mollification arguments
with a partition of unity of Γ do not work on approximation of surface solenoidal vector
fields by smooth ones. Instead, we use a solution to Poisson’s equation on Γ.

Lemma 5.9.12. For each η ∈ H−1(Γ) satisfying 〈η, 1〉Γ = 0 there exists a unique weak
solution q ∈ H1(Γ) to Poisson’s equation

∆Γq = −η on Γ,

∫
Γ
q dH2 = 0 (5.9.23)

in the sense that

(∇Γq,∇Γξ)L2(Γ) = 〈η, ξ〉Γ for all ξ ∈ H1(Γ). (5.9.24)

Moreover, there exists a constant c > 0 such that

‖q‖H1(Γ) ≤ c‖η‖H−1(Γ). (5.9.25)

If in addition η ∈ L2(Γ), then q ∈ H2(Γ) and

‖q‖H2(Γ) ≤ c‖η‖L2(Γ). (5.9.26)

The existence and uniqueness of a weak solution to (5.9.23) and the estimate (5.9.25)
follow from Poincaré’s inequality (5.2.20) and the Lax–Milgram theorem. Also, the H2-
regularity and (5.9.26) are proved by a standard localization argument and the elliptic reg-
ularity theorem. For details, see [11, Theorems 3.1 and 3.3].

Lemma 5.9.13. The space H1
gσ(Γ, TΓ) is dense in L2

gσ(Γ, TΓ).

Proof. Let v ∈ L2
gσ(Γ, TΓ). By Lemma 5.2.6 we can take a sequence {ṽk}∞k=1 in C1(Γ, TΓ)

that converges to v strongly in L2(Γ, TΓ). For each k ∈ N we have

‖divΓ(gṽk)‖H−1(Γ) = ‖divΓ[g(ṽk − v)]‖H−1(Γ) ≤ c‖ṽk − v‖L2(Γ) (5.9.27)

by divΓ(gv) = 0 in H−1(Γ) and (5.2.25). We consider Poisson’s equation (5.9.23) with source
term ηk := −divΓ(gṽk) ∈ L2(Γ). By Lemma 5.9.12 there exists a unique solution qk ∈ H2(Γ)
to (5.9.23). Moreover, by (5.9.25) and (5.9.27) we have

‖qk‖H1(Γ) ≤ c‖ηk‖H−1(Γ) = c‖divΓ(gṽk)‖H−1(Γ) ≤ c‖v − ṽk‖L2(Γ).

Hence vk := ṽk − g−1∇Γqk ∈ H1
gσ(Γ, TΓ) and

‖v − vk‖L2(Γ) ≤ ‖v − ṽk‖L2(Γ) + c‖qk‖H1(Γ) ≤ c‖v − ṽk‖L2(Γ) → 0

as k →∞ by g ≥ c > 0 on Γ and the strong convergence of {ṽk}∞k=1 to v in L2(Γ, TΓ), which
shows that H1

gσ(Γ, TΓ) is dense in L2
gσ(Γ, TΓ).
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Let Pg be the orthogonal projection from L2(Γ, TΓ) onto L2
gσ(Γ, TΓ). We call it the

weighted Helmholtz–Leray projection. In the study of a singular limit problem for (5.1.1)–
(5.1.3) we need to estimate the difference v − Pgv for v ∈ L2(Γ, TΓ).

Lemma 5.9.14. There exists a constant c > 0 such that

‖v − Pgv‖L2(Γ) ≤ c‖divΓ(gv)‖H−1(Γ) (5.9.28)

for all v ∈ L2(Γ, TΓ). If in addition v ∈ H1(Γ, TΓ), then Pgv ∈ H1
gσ(Γ, TΓ) and

‖v − Pgv‖H1(Γ) ≤ c‖divΓ(gv)‖L2(Γ). (5.9.29)

Proof. Let v ∈ L2(Γ, TΓ) and η := −divΓ(gv) ∈ H−1(Γ). Since v is tangential on Γ, we see
by (5.2.25) that

〈η, 1〉Γ = (gv,Hn)L2(Γ) =

∫
Γ
g(v · n)H dH2 = 0.

Hence by Lemma 5.9.12 there exists a unique weak solution q ∈ H1(Γ) to (5.9.23) with
η = −divΓ(gv). Then since v − g−1∇Γq ∈ L2

gσ(Γ, TΓ), we have Pgv = v − g−1∇Γq by the
uniqueness of the weighted Helmholtz–Leray decomposition. Moreover, since

‖q‖H1(Γ) ≤ c‖η‖H−1(Γ) = c‖divΓ(gv)‖H−1(Γ)

by (5.9.25) and g ∈ C1(Γ) is bounded from below by a positive constant, we obtain

‖v − Pgv‖L2(Γ) = ‖g−1∇Γq‖L2(Γ) ≤ c‖q‖H1(Γ) ≤ c‖divΓ(gv)‖H−1(Γ).

Hence the inequality (5.9.28) holds.
Next suppose that v ∈ H1(Γ, TΓ). Then since η = −divΓ(gv) ∈ L2(Γ) Lemma 5.9.12

implies that that q ∈ H2(Γ) and thus Pgv = v − g−1∇Γq ∈ H1
gσ(Γ, TΓ). Moreover, since

‖q‖H2(Γ) ≤ c‖η‖L2(Γ) = c‖divΓ(gv)‖L2(Γ)

by (5.9.26) and g ∈ C1(Γ) is bounded from below by a positive constant,

‖v − Pgv‖H1(Γ) = ‖g−1∇Γq‖H1(Γ) ≤ c‖q‖H2(Γ) ≤ c‖divΓ(gv)‖L2(Γ),

i.e. the inequality (5.9.29) is valid.

Corollary 5.9.15. There exists a constant c > 0 such that

‖Pgv‖Hk(Γ) ≤ c‖v‖Hk(Γ) (5.9.30)

for all v ∈ Hk(Γ, TΓ), k = 0, 1 (note that H0 = L2).

Proof. If k = 0, then (5.9.30) holds with c = 1 since Pg is the orthogonal projection from
L2(Γ, TΓ) onto L2

gσ(Γ, TΓ). Moreover, the inequality (5.9.30) for k = 1 follows from (5.9.29)
and ‖divΓ(gv)‖L2(Γ) ≤ c‖v‖H1(Γ).

Next we consider the time derivative of v − Pgv. We derive an estimate for the time
derivative of a weak solution to Poisson’s equation (5.9.23).
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Lemma 5.9.16. Let T > 0. Suppose that η ∈ H1(0, T ;H−1(Γ)) satisfies

〈η(t), 1〉Γ = 0 for all t ∈ [0, T ].

For each t ∈ [0, T ] let q(t) ∈ H1(Γ) be a unique weak solution to (5.9.23) with source term
η(t). Then q ∈ H1(0, T ;H1(Γ)) and there exists a constant c > 0 such that

‖∂tq‖L2(0,T ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ)). (5.9.31)

Moreover, for a.a. t ∈ (0, T ) the time derivative ∂tq(t) ∈ H1(Γ) is a unique weak solution to
(5.9.23) with source term ∂tη(t).

Note that, when η ∈ H1(0, T ;H−1(Γ)), η(t) ∈ H−1(Γ) is well-defined for each t ∈ [0, T ]
since H1(0, T ;H−1(Γ)) is continuously embedded into C([0, T ];H−1(Γ)).

Proof. First note that q ∈ L2(0, T ;H1(Γ)) by (5.9.25) and η ∈ L2(0, T ;H−1(Γ)). Let us
prove ∂tq ∈ L2(0, T ;H1(Γ)) by means of the difference quotient. Fix δ ∈ (0, T/2) and
h ∈ R \ {0} with |h| < δ/2. For t ∈ (δ, T − δ) we define

Dhq(t) :=
q(t+ h)− q(t)

h
∈ H1(Γ), Dhη(t) :=

η(t+ h)− η(t)

h
∈ H−1(Γ).

Note that these definitions make sense since t+ h ∈ (δ/2, T − δ/2). Moreover,∫
Γ
Dhq(t) dH2 = 0, 〈Dhη(t), 1〉Γ = 0, t ∈ (δ, T − δ)

since q(t) and η(t) satisfy the same equalities for all t ∈ [0, T ]. For ξ ∈ H1(Γ) we subtract
(5.9.24) for q(t) from that for q(t+ h) and divide both sides by h to get

(∇ΓDhq(t),∇Γξ)L2(Γ) = 〈Dhη(t), ξ〉Γ. (5.9.32)

Since this equality holds for all ξ ∈ H1(Γ), the function Dhq(t) is a unique weak solution to
(5.9.23) with source term Dhη(t). Hence by (5.9.25) we have

‖Dhq(t)‖H1(Γ) ≤ c‖Dhη(t)‖H−1(Γ), t ∈ (δ, T − δ).

Note that the constant c > 0 in this inequality does not depend on t, δ, and h. From this
inequality it immediately follows that

‖Dhq‖L2(δ,T−δ;H1(Γ)) ≤ c‖Dhη‖L2(δ,T−δ;H−1(Γ)).

Moreover, since η ∈ H1(0, T ;H−1(Γ)), we have

‖Dhη‖L2(δ,T−δ;H−1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))

with a constant c > 0 independent of h and δ (see [13, Section 5.8, Theorem 3 (i)]). Com-
bining the above two estimates we obtain

‖Dhq‖L2(δ,T−δ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))

for all h ∈ R \ {0} with |h| < δ/2. Since the right-hand side of this inequality is independent
of h, it follows that ∂tq ∈ L2(δ, T − δ;H1(Γ)) and

‖∂tq‖L2(δ,T−δ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))
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for all δ ∈ (0, T/2) (see [13, Section 5.8, Theorem 3 (ii)]). In particular, we have ∂tq(t) ∈
H1(Γ) for a.a. t ∈ (0, T ). Since the right-hand side of the above inequality is independent
of δ, the monotone convergence theorem yields

‖∂tq‖L2(0,T ;H1(Γ)) = lim
δ→0
‖∂tq‖L2(δ,T−δ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ))

and thus ∂tq ∈ L2(0, T ;H1(Γ)) and (5.9.31) is valid.
Next we show that ∂tq(t) is a unique weak solution to (5.9.23) with ∂tη(t) for a.a. t ∈

(0, T ). Let ξ ∈ H1(Γ) and ϕ ∈ C∞c (0, T ). Suppose that ϕ is supported in (δ, T − δ) with
δ ∈ (0, T/2). We extend ϕ to R by setting zero outside of (0, T ). For h ∈ R \ {0}, |h| < δ/2
we multiply both sides of (5.9.32) by ϕ(t), integrate them over (δ, T − δ), and make the
change of a variable ∫ T−δ

δ
ψ(t+ h)ϕ(t) dt =

∫ T−δ+h

δ+h
ψ(s)ϕ(s− h) ds

for ψ(t) = (∇Γq(t),∇Γξ)L2(Γ), 〈η(t), ξ〉Γ to get

−
∫ T

0
(∇Γq(t),∇Γξ)L2(Γ)D−hϕ(t) dt = −

∫ T

0
〈η(t), ξ〉ΓD−hϕ(t) dt,

where D−hϕ(t) := {ϕ(t−h)−ϕ(t)}/(−h) (note that ϕ is supported in (δ, T −δ)). Let h→ 0
in this equality. Then since D−hϕ converges to ∂tϕ uniformly on (0, T ),

−
∫ T

0
(∇Γq(t),∇Γξ)L2(Γ)∂tϕ(t) dt = −

∫ T

0
〈η(t), ξ〉Γ∂tϕ(t) dt

for all ϕ ∈ C∞c (0, T ). By this equality, q ∈ H1(0, T ;H1(Γ)), and η ∈ H1(0, T ;H−1(Γ)),

([∇Γ(∂tq)](t),∇Γξ)L2(Γ) = 〈∂tη(t), ξ〉Γ

for all ξ ∈ H1(Γ) and a.a. t ∈ (0, T ). Here we note that ∂t(∇Γq) = ∇Γ(∂tq) a.e. on Γ×(0, T )
by q ∈ H1(0, T ;H1(Γ)). In the same way we can show

∫
Γ ∂tq(t) dH

2 = 0 for a.a. t ∈ (0, T )
since q(t) satisfies the same equality for all t ∈ [0, T ]. Hence ∂tq(t) is a unique weak solution
to (5.9.23) with ∂tη(t) for a.a. t ∈ (0, T ).

Based on Lemma 5.9.16 we give an estimate for the time derivative of v − Pgv.

Lemma 5.9.17. Let v ∈ H1(0, T ;L2(Γ, TΓ)), T > 0. Then

Pgv ∈ H1(0, T ;L2
gσ(Γ, TΓ))

and there exists a constant c > 0 such that

‖∂tv − ∂tPgv‖L2(0,T ;L2(Γ)) ≤ c‖divΓ(g∂tv)‖L2(0,T ;H−1(Γ)). (5.9.33)

Proof. Let η := −divΓ(gv). Since v ∈ H1(0, T ;L2(Γ, TΓ)), we have

η ∈ H1(0, T ;H−1(Γ)), ∂tη = −divΓ(g∂tv) ∈ L2(0, T ;H−1(Γ)).

Here the second relation is due to the fact that g and P are independent of time (note that
P appears in the definition of the tangential derivatives). For each t ∈ [0, T ] let q(t) ∈ H1(Γ)
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be a unique weak solution to (5.9.23) with η(t) = −divΓ[gv(t)], which satisfies 〈η(t), 1〉Γ = 0
as in the proof of Lemma 5.9.14. Then Lemma 5.9.16 implies that q ∈ H1(0, T ;H1(Γ)) and

‖∂tq‖L2(0,T ;H1(Γ)) ≤ c‖∂tη‖L2(0,T ;H−1(Γ)) = c‖divΓ(g∂tv)‖L2(0,T ;H−1(Γ)).

Moreover, for a.a. t ∈ (0, T ) the time derivative ∂tq(t) ∈ H1(Γ) is a unique weak solution to
(5.9.23) with ∂tη(t) = −divΓ[g∂tv(t)]. By these facts and

Pgv = v − g−1∇Γq, ∂tPgv = ∂tv − g−1∇Γ(∂tq) a.e. on Γ× (0, T )

we observe that Pgv ∈ H1(0, T ;L2
gσ(Γ, TΓ)) and

‖∂tv − ∂tPgv‖L2(0,T ;L2(Γ)) = ‖g−1∇Γ(∂tq)‖L2(0,T ;L2(Γ)) ≤ c‖∂tq‖L2(0,T ;H1(Γ))

≤ c‖divΓ(g∂tv)‖L2(0,T ;H−1(Γ)),

where we also used the inequality g ≥ c > 0 on Γ. Hence the lemma is valid.

5.9.4 Solenoidal spaces of general vector fields

In this subsection we briefly investigate solenoidal spaces of general (not necessarily tangen-
tial) vector fields on Γ. Although the results of this subsection are not used in the sequel,
we believe that they are useful for the future study of surface fluid equations including fluid
equations on an evolving surface (see e.g. [28, 31, 32, 43]). For the sake of simplicity, we
only consider the case g ≡ 1 and give a remark on the case of general g at the end of this
subsection.

Let q ∈ L2(Γ). By (5.2.21) and (5.2.24) we have

〈∇Γq + qHn, v〉Γ = −(q,divΓv)L2(Γ) (5.9.34)

for all v ∈ H1(Γ)3. Hence 〈∇Γq + qHn, v〉Γ = 0 for all v in the solenoidal space

H1
σ(Γ) := {v ∈ H1(Γ)3 | divΓv = 0 on Γ}.

Our goal is to prove that each element of the annihilator of H1
σ(Γ) is of the form ∇Γq+qHn.

To this end, we give two properties of a functional of this form.

Lemma 5.9.18. Let q ∈ L2(Γ). Then

∇Γq + qHn = 0 in H−1(Γ)3

if and only if q = 0 on Γ.

Proof. We first note that for all q ∈ L2(Γ) we have

‖∇Γq‖H−1(Γ,TΓ) ≤ ‖∇Γq + qHn‖H−1(Γ) (5.9.35)

since [∇Γq, v]TΓ = 〈∇Γq + qHn, v〉Γ for all v ∈ H1(Γ, TΓ) (see Section 5.2.1).
Suppose that ∇Γq+ qHn = 0 in H−1(Γ)3. Then ∇Γq = 0 in H−1(Γ, TΓ) by (5.9.35) and

thus q is constant on Γ by Lemma 5.9.2. To prove q = 0, we set v := ξn in (5.9.34) for an
arbitrary ξ ∈ H1(Γ) (note that n is of class C1 on Γ) to get

0 = 〈∇Γq + qHn, v〉Γ = q

∫
Γ
ξH dH2.
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Since H ∈ C(Γ) ⊂ L2(Γ) and H1(Γ) is dense in L2(Γ) (see Lemma 5.2.4), we observe by the
above equality and a density argument that

q

∫
Γ
H2 dH2 = 0.

Moreover, for the compact surface Γ in R3 it is known (see e.g. (16.32) in [15]) that

1

4

∫
Γ
H2 dH2 ≥ 4π.

(Note that in our definition H is not divided by the dimension of Γ.) Hence q = 0.
Conversely, if q = 0 on Γ, then ∇Γq + qHn = 0 in H−1(Γ)3 by (5.9.34).

Lemma 5.9.19. There exists a constant c > 0 such that

‖q‖L2(Γ) ≤ c‖∇Γq + qHn‖H−1(Γ) (5.9.36)

for all q ∈ L2(Γ).

Proof. By the Nečas inequality (5.9.1) and (5.9.35) it is sufficient to show that

‖q‖H−1(Γ) ≤ c‖∇Γq + qHn‖H−1(Γ) (5.9.37)

for all q ∈ L2(Γ). Assume to the contrary that there exists qk ∈ L2(Γ) such that

‖qk‖H−1(Γ) > k‖∇Γqk + qkHn‖H−1(Γ) (5.9.38)

for each k ∈ N. Since ‖qk‖H−1(Γ) 6= 0, we may assume that ‖qk‖H−1(Γ) = 1 for all k ∈ N
by replacing qk with qk/‖qk‖H−1(Γ). Then we observe by (5.9.1), (5.9.35), and (5.9.38) that
{qk}∞k=1 is bounded in L2(Γ). By this fact and the compact embedding L2(Γ) ↪→ H−1(Γ)
we can take a subsequence of {qk}∞k=1, which we denote by {qk}∞k=1 again, that converges to
some q ∈ L2(Γ) weakly in L2(Γ) and strongly in H−1(Γ). Moreover, the weak convergence
of {qk}∞k=1 to q in L2(Γ) and (5.9.34) imply that

lim
k→∞

(∇Γqk + qkHn) = ∇Γq + qHn weakly in H−1(Γ)3.

By this fact, (5.9.38), and ‖qk‖H−1(Γ) = 1 we have

‖∇Γq + qHn‖H−1(Γ) ≤ lim inf
k→∞

‖∇Γqk + qkHn‖H−1(Γ) = 0.

Hence ∇Γq + qHn = 0 in H−1(Γ) and q = 0 on Γ by Lemma 5.9.18. However, the strong
convergence of {qk}∞k=1 to q in H−1(Γ) implies that

‖q‖H−1(Γ) = lim
k→∞

‖qk‖H−1(Γ) = 1, (5.9.39)

which contradicts with q = 0. Therefore, the inequality (5.9.37) is valid.

Now we prove de Rham’s theorem for the annihilator of H1
σ(Γ).

Theorem 5.9.20. Suppose that f ∈ H−1(Γ)3 satisfies

〈f, v〉Γ = 0 for all v ∈ H1
σ(Γ).

Then there exists a unique q ∈ L2(Γ) such that

f = ∇Γq + qHn in H−1(Γ)3, ‖q‖L2(Γ) ≤ c‖f‖H−1(Γ)

with a constant c > 0 independent of f .
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Proof. Using (5.9.36) we can show as in the proof of Lemma 5.9.7 that the subspace

X := {∇Γq + qHn ∈ H−1(Γ)3 | q ∈ L2(Γ)}

is closed in H−1(Γ)3. Moreover, by (5.9.34) we easily observe that X⊥ ⊂ H1
σ(Γ) in H1(Γ)3.

Noting that the dual H−1(Γ)3 of the Hilbert space H1(Γ)3 is reflexive, we use Lemmas 5.9.8
and 5.9.9 to obtain

H1
σ(Γ)⊥ = {f ∈ H−1(Γ)3 | 〈f, v〉Γ = 0 for all v ∈ H1

σ(Γ)} ⊂ (X⊥)⊥ = X

in H−1(Γ)3. Hence the existence part of the theorem is valid. Also, the uniqueness and the
estimate immediately follow from Lemma 5.9.19.

Next we derive the Helmholtz–Leray decomposition of general vector fields on Γ. We
define a subspace of L2(Γ)3 by

L2
σ(Γ) := {v ∈ L2(Γ)3 | divΓv = 0 in H−1(Γ)}.

By (5.2.25) we have ‖divΓv‖H−1(Γ) ≤ c‖v‖L2(Γ) for all v ∈ L2(Γ)3. Hence L2
σ(Γ) is closed in

L2(Γ)3. Let us give the characterization of the orthogonal complement of L2
σ(Γ) in L2(Γ)3.

Lemma 5.9.21. The orthogonal complement of L2
σ(Γ) in L2(Γ)3 is of the form

L2
σ(Γ)⊥ = {∇Γq + qHn ∈ L2(Γ)3 | q ∈ H1(Γ)}.

Proof. The proof is similar to that of Lemma 5.9.10. By (5.2.25) we immediately get ∇Γq+
qHn ∈ L2

σ(Γ)⊥ for all q ∈ H1(Γ). Conversely, let f ∈ L2
σ(Γ)⊥. Then we have 〈f, v〉Γ = 0 for

all v ∈ H1
σ(Γ) ⊂ L2

σ(Γ) by (5.2.21). Hence by Theorem 5.9.20 there exists a unique q ∈ L2(Γ)
such that f = ∇Γq + qHn in H−1(Γ)3. To prove q ∈ H1(Γ) let v := ηei for η ∈ C1(Γ) and
i = 1, 2, 3, where {e1, e2, e3} is the standard basis of R3. Then since v ∈ H1(Γ)3 and
divΓv = Diη, we have

−(q,Diη)L2(Γ) = −(q,divΓv)L2 = 〈∇Γq + qHn, v〉Γ
= 〈f, v〉Γ = (f, v)L2(Γ) = (fi, η)L2(Γ),

where fi is the i-th component of f . From this equality we deduce that

−(q,Diη + ηHni)L2(Γ) = (fi − qHni, η)L2(Γ) for all η ∈ C1(Γ).

This means that Diq = fi−qHni ∈ L2(Γ) by the definition of the weak tangential derivative
in L2(Γ) (see (5.2.19)). Hence we obtain q ∈ H1(Γ) and f = ∇Γq + qHn in L2(Γ)3.

The result of Lemma 5.9.21 was given in [31, Lemma 2.7] (see also [32, Theorem 1.1]).
Here we gave another proof of it. By Lemmas 5.9.18 and 5.9.21 we obtain the Helmholtz–
Leray decomposition of vector fields in L2(Γ)3 with uniqueness of the gradient part.

Theorem 5.9.22. For each v ∈ L2(Γ)3 we have the orthogonal decomposition

v = vσ +∇Γq + qHn, vσ ∈ L2
σ(Γ), ∇Γq + qHn ∈ L2

σ(Γ)⊥.

Here q ∈ H1(Γ) is uniquely determined.

The Helmholtz–Leray decomposition in Theorem 5.9.22 was already stated in [32] without
an explicit formulation (see a remark after [32, Theorem 1.1]).
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Remark 5.9.23. Theorem 5.9.22 applied to a tangential vector field on Γ does not imply the
tangential Helmholtz–Leray decomposition (with g ≡ 1) given in Theorem 5.9.11 in general.
To see this, suppose that Γ is strictly convex and thus the mean curvature H of Γ does not
vanish on the whole surface. Let v ∈ L2(Γ, TΓ) be a tangential vector field on Γ such that
divΓv 6= 0 in H−1(Γ). By Theorem 5.9.22 we get the orthogonal decomposition

v = vσ +∇Γq + qHn, vσ ∈ L2
σ(Γ), ∇Γq + qHn ∈ L2

σ(Γ)⊥

with a unique q ∈ H1(Γ). Since v is tangential on Γ,

0 = vσ · n+ qH, i.e. vσ · n = −qH on Γ.

Moreover, q 6= 0 in H1(Γ) by divΓv 6= 0 in H−1(Γ). By this property and the fact that H does
not vanish on the whole surface Γ by the strict convexity of Γ we see that vσ · n = −qH 6= 0
in L2(Γ). Hence the solenoidal part vσ of v given by Theorem 5.9.22 is not tangential on Γ,
while the solenoidal part vg (with g ≡ 1) of the same v given by Theorem 5.9.11 must be
tangential on Γ.

The vector field ∇Γq+qHn appears in the interface equations of two-phase flows [4,6,49]
as well as the Navier–Stokes equations on an evolving surface [28,31]. By (5.2.7) we observe
that the surface divergence of qP is of this form:

divΓ(qP ) = P∇Γq + q divΓP = ∇Γq + qHn.

The tensor qP is a part of the Boussinesq–Scriven surface stress tensor [2, 7, 58]

SΓ = {q + (λs − µs)divΓv}P + 2µsDΓ(v).

Here q is the surface tension, λs is the surface dilatational viscosity, µs is the surface shear
viscosity, v is the total velocity of surface flow, and DΓ(v) is the surface strain rate tensor
given by (5.4.38).

Finally, we give a remark on the case of general g. Let g ∈ C1(Γ) be bounded from below
by a positive constant. We define weighted solenoidal spaces

L2
gσ(Γ) := {v ∈ L2(Γ)3 | divΓ(gv) = 0 in H−1(Γ)},

H1
gσ(Γ) := {v ∈ H1(Γ)3 | divΓ(gv) = 0 on Γ}.

By (5.2.22), (5.2.24), and (5.2.25) we have

〈g(∇Γq + qHn), v〉Γ = −
(
q,divΓ(gv)

)
L2(Γ)

, q ∈ L2(Γ), v ∈ H1(Γ)3,

〈divΓ(gw), η〉Γ = −
(
w, g(∇Γη + ηHn)

)
L2(Γ)

, w ∈ L2(Γ)3, η ∈ H1(Γ).

Using these formulas and applying Theorem 5.9.20 or Lemma 5.9.21 to g−1f for f in H1
gσ(Γ)⊥

or L2
gσ(Γ)⊥, we can show the following weighted version of the main results in this subsection.

Theorem 5.9.24. Suppose that f ∈ H−1(Γ)3 satisfies

〈f, v〉Γ = 0 for all v ∈ H1
gσ(Γ).

Then there exists a unique q ∈ L2(Γ) such that

f = g(∇Γq + qHn) in H−1(Γ)3, ‖q‖L2(Γ) ≤ c‖f‖H−1(Γ)

with a constant c > 0 independent of f .

Theorem 5.9.25. For each v ∈ L2(Γ)3 we have the orthogonal decomposition

v = vg + g(∇Γq + qHn), vg ∈ L2
gσ(Γ), g(∇Γq + qHn) ∈ L2

gσ(Γ)⊥.

Here q ∈ H1(Γ) is uniquely determined.
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5.10 Singular limit problem on degeneration of a thin domain

In this section we study a singular limit problem for the Navier–Stokes equations (5.1.1)–
(5.1.3) as the curved thin domain Ωε degenerates into the closed surface Γ. Our goal is to
derive the limit system on Γ of (5.1.1)–(5.1.3) and compare it with the bulk system.

Throughout this section we impose Assumptions 1 and 2 and let ε1 and εσ be the positive
constants given in Theorem 5.1.2 and Lemma 5.5.1, respectively. We assume that ε ∈ (0, ε′1)
with ε′1 := min{ε1, εσ} and the assumptions in Theorem 5.8.4 are satisfied. Also, we denote
by η̄ = η ◦ π the constant extension of a function η on Γ to the normal direction of Γ.

5.10.1 Weak formulation for the bulk system

Our ansatz is a weak formulation for (5.1.1)–(5.1.3) satisfied by a strong solution. Let

uε ∈ C([0,∞);Vε) ∩ L2
loc([0,∞);D(Aε)) ∩H1

loc([0,∞);L2
σ(Ωε))

be the global strong solution to (5.1.1)–(5.1.3) given by Theorem 5.8.4. It satisfies∫ T

0
{(∂tuε, ϕ)L2(Ωε) + aε(u

ε, ϕ) + bε(u
ε, uε, ϕ)} dt =

∫ T

0
(Pεf ε, ϕ)L2(Ωε) dt (5.10.1)

for all T > 0 and ϕ ∈ L2(0, T ;Vε), and uε|t=0 = uε0 in Vε. Here aε is the bilinear form given
by (5.5.14), i.e.

aε(u1, u2) = 2ν

∫
Ωε

D(u1) : D(u2) dx+
∑
i=0,1

γiε

∫
Γiε

u1 · u2 dH2

for u1, u2 ∈ H1(Ωε)
3 and bε is a trilinear form defined by

bε(u1, u2, u3) := −
∫

Ωε

u1 ⊗ u2 : ∇u3 dx (5.10.2)

for u1, u2, u3 ∈ H1(Ωε)
3. Note that, if u1 ∈ Vε, then we have∫

Ωε

(u1 · ∇)u2 · u3 dx = b(u1, u2, u3)

by the integration by parts formula∫
Ωε

(u1 ·∇)u2 ·u3 dx =

∫
Γε

(u1 ·nε)(u2 ·u3) dH2−
∫

Ωε

{(div u1)(u2 ·u3)+u1⊗u2 : ∇u3} dx

and the conditions div u1 = 0 in Ωε and u1 · nε = 0 on Γε.
Our goal is to derive the limit of the weak formulation (5.10.1) as well as to show the

convergence of the average of the strong solution uε as ε→ 0.

5.10.2 Average of the weak formulation

The first step is to derive a weak formulation satisfied by the averaged tangential component
of the strong solution uε, in which we take a test function from the weighted solenoidal space

Vg := H1
gσ(Γ, TΓ) = {v ∈ H1(Γ, TΓ) | divΓ(gv) = 0 on Γ}.

Since the constant extension of a vector field in Vg is not in Vε, we need to construct an
appropriate test function in Vε from a weighted solenoidal vector field on Γ. To this end,
we use the impermeable extension operator Eε given by (5.3.42) and the Helmholtz–Leray
projection Pε onto L2

σ(Ωε).
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Lemma 5.10.1. For η ∈ Vg let ηε := PεEεη. Then ηε ∈ Vε and

‖ηε − η̄‖L2(Ωε) +
∥∥∥∇ηε − F (η)

∥∥∥
L2(Ωε)

≤ cε3/2‖η‖H1(Γ), (5.10.3)

‖ηε − η̄‖L2(Γε) ≤ cε‖η‖H1(Γ), (5.10.4)

where c > 0 is a constant independent of ε and η, and

F (η) := ∇Γη +
1

g
(η · ∇Γg)Q on Γ. (5.10.5)

Proof. Since η ∈ H1(Γ)3, we have Eεη ∈ H1(Ωε)
3 by Lemma 5.3.12 and thus ηε ∈ Vε. Let

us derive the estimates (5.10.3) and (5.10.4). By the definition (5.3.42) of the extension Eεη
and the inequalities (5.2.53) and (5.3.37) we have

‖Eεη − η̄‖L2(Ωε) ≤ cε‖η̄‖L2(Ωε) ≤ cε
3/2‖η‖L2(Γ). (5.10.6)

Also, from (5.2.53) and (5.3.44) it follows that∥∥∥∇Eεη − F (η)
∥∥∥
L2(Ωε)

≤ cε
(
‖η̄‖L2(Ωε) +

∥∥∇Γη
∥∥
L2(Ωε)

)
≤ cε3/2‖η‖H1(Γ). (5.10.7)

Since Eεη ∈ H1(Ωε)
3 satisfies Eεη · nε = 0 on Γε (see Lemma 5.3.11), we can apply (5.5.1)

to u = Eεη and Pεu = ηε to get

‖ηε − Eεη‖H1(Ωε) ≤ c‖div(Eεη)‖L2(Ωε).

Moreover, noting that η ∈ Vg satisfies divΓ(gv) = 0 on Γ, we use (5.3.48) to the right-hand
side of the above inequality to observe that

‖ηε − Eεη‖H1(Ωε) ≤ cε
3/2‖η‖H1(Γ). (5.10.8)

By (5.10.6)–(5.10.8) we obtain (5.10.3). To prove (5.10.4) we use (5.3.8), (5.10.3), and
∂nη̄ = 0 in Ωε to get

‖ηε − η̄‖L2(Γε) ≤ c
(
ε−1/2‖ηε − η̄‖L2(Ωε) + ε1/2‖∂nηε − ∂nη̄‖L2(Ωε)

)
≤ c

(
ε‖η‖H1(Γ) + ε1/2‖ηε‖H1(Ωε)

)
.

(Recall that ∂n = n̄ · ∇ is the directional derivative in the normal direction of Γ). Moreover,
from (5.3.43) and (5.10.8) we deduce that

‖ηε‖H1(Ωε) ≤ ‖Eεη‖H1(Ωε) + ‖ηε − Eεη‖H1(Ωε) ≤ cε
1/2‖η‖H1(Γ).

Therefore, the inequality (5.10.4) follows.

Next we approximate the bilinear and trilinear forms aε and bε by bilinear and trilinear
forms for tangential vector fields on Γ. Let γ0 and γ1 be nonnegative constants. For v1, v2 ∈
H1(Γ, TΓ) we define

ag(v1, v2) := 2ν

∫
Γ

{
gDΓ(v1) : DΓ(v2) +

1

g
(v1 · ∇Γg)(v2 · ∇Γg)

}
dH2

+ (γ0 + γ1)

∫
Γ
v1 · v2 dH2, (5.10.9)
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where DΓ(v1) is the surface strain rate tensor given by (5.4.38). Also, we set

bg(v1, v2, v3) := −
∫

Γ
g(v1 ⊗ v2) : ∇Γv3 dH2 (5.10.10)

for v1, v2, v3 ∈ H1(Γ, TΓ). Let us give their basic properties.

Lemma 5.10.2. There exists a constant c > 0 such that

‖∇Γv‖2L2(Γ) ≤ c
{
ag(v, v) + ‖v‖2L2(Γ)

}
(5.10.11)

for all v ∈ H1(Γ, TΓ).

Proof. By (5.2.30) and the Korn inequality (5.4.37) we have

‖∇Γv‖2L2(Γ) ≤ c
(
‖DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)

)
≤ c

(
2ν‖g1/2DΓ(v)‖2L2(Γ) + ‖v‖2L2(Γ)

)
≤ c

{
ag(v, v) + ‖v‖2L2(Γ)

}
for all v ∈ H1(Γ, TΓ). Hence (5.10.11) holds.

Lemma 5.10.3. There exists a constant c > 0 such that

|bg(v1, v2, v3)| ≤ c‖v1‖1/2L2(Γ)
‖v1‖1/2H1(Γ)

‖v2‖1/2L2(Γ)
‖v2‖1/2H1(Γ)

‖v3‖H1(Γ) (5.10.12)

for all v1, v2, v3 ∈ H1(Γ, TΓ). Moreover,

bg(v1, v2, v3) = −bg(v1, v3, v2), bg(v1, v2, v2) = 0 (5.10.13)

for all v1 ∈ Vg and v2, v3 ∈ H1(Γ, TΓ).

Proof. The inequality (5.10.12) follows from Hölder’s inequality and Ladyzhenskaya’s in-
equality (5.3.1). Let v1 ∈ Vg and v2, v3 ∈ H1(Γ, TΓ). For a ∈ R3 and i = 1, 2, 3 we denote
by ai the i-th component of a. Since

g(v1 ⊗ v2) : ∇Γv3 =
3∑

i,j=1

gvi1v
j
2Div

j
3 =

3∑
i,j=1

{Di(gv
i
1v
j
2v
j
3)− vj2v

j
3Di(gv

i
1)− gvi1v

j
3Div

j
2}

= divΓ[g(v2 · v3)v1]− (v2 · v3)divΓ(gv1)− v1 ⊗ v3 : ∇Γv2

on Γ and divΓ(gv1) = 0 by v1 ∈ Vg, we have

bg(v1, v2, v3) =

∫
Γ

divΓ[g(v2 · v3)v1] dH2 − bg(v1, v3, v2).

Here the first term on the right-hand side vanishes by the Stokes theorem, since g(v2 · v3)v1

is tangential on the closed surface Γ. Hence the first equality (5.10.13) follows. We also get
the second equality by setting v2 = v3 in the first one.

Now let us approximate the bilinear and trilinear forms aε and bε by ag and bg.
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Lemma 5.10.4. Let u ∈ H2(Ωε)
3 satisfy the slip boundary conditions (5.3.20)–(5.3.21) on

Γε. Also, let η ∈ Vg and ηε := PεEεη. Then

|aε(u, ηε)− εag(Mτu, η)| ≤ cRaε(u)‖η‖H1(Γ), (5.10.14)

where c > 0 is a constant independent of ε, u, and η, and

Raε(u) := ε3/2‖u‖H2(Ωε) + ε1/2‖u‖L2(Ωε)

∑
i=0,1

|ε−1γiε − γi|. (5.10.15)

Proof. Let F (η) be the matrix given by (5.10.5) and

J1 :=
(
D(u), D(ηε)

)
L2(Ωε)

−
(
D(u), F (η)

)
L2(Ωε)

,

J2 :=
(
D(u), F (η)

)
L2(Ωε)

− ε
{(
gDΓ(Mτu), DΓ(η)

)
L2(Γ)

+ (Mτu · ∇Γg, g
−1η · ∇Γg)L2(Γ)

}
.

We also define

K1 :=
∑
i=0,1

γiε{(u, ηε)L2(Γiε)
− (u, η̄)L2(Γiε)

},

K2 :=
∑
i=0,1

γiε{(u, η̄)L2(Γiε)
− (Mτu, η)L2(Γ)}, K3 :=

∑
i=0,1

(γiε − εγi)(Mτu, η)L2(Γ)

so that

aε(u, ηε)− εag(Mτu, η) = 2ν(J1 + J2) +K1 +K2 +K3.

Let us estimate each term on the right-hand side. Since D(u) is symmetric,

D(u) : D(ηε) = D(u) : ∇ηε in Ωε.

By this equality and (5.10.3) we have

|J1| ≤ ‖D(u)‖L2(Ωε)

∥∥∥∇ηε − F (η)
∥∥∥
L2(Ωε)

≤ cε3/2‖u‖H1(Ωε)‖η‖H1(Γ). (5.10.16)

Next we deal with J2. Since I3 = P +Q, ∇Γη = P∇Γη, and η · n = 0,

∇Γη = (∇Γη)P + (∇Γη)Q = P (∇Γη)P + {(∇Γη)n} ⊗ n,
(∇Γη)n = ∇Γ(η · n)− (∇Γn)η = Wη

on Γ. From these relations we deduce that F (η) = A+ v ⊗ n+ ξQ on Γ, where

A := P (∇Γη)P, v := Wη, ξ := g−1η · ∇Γg.

Moreover, by the symmetry of DΓ(Mτu) we see that

DΓ(Mτu) : DΓ(η) = DΓ(Mτu) : P (∇Γη)P = DΓ(Mτu) : A

on Γ. Hence we have J2 = J1
2 + J2

2 + J3
2 , where

J1
2 :=

(
D(u), A

)
L2(Ωε)

− ε(gDΓ(Mτu), A)L2(Γ),

J2
2 :=

(
D(u), ξQ

)
L2(Ωε)

− ε(Mτu · ∇Γg, ξ)L2(Γ), J3
2 := (D(u), v̄ ⊗ n̄)L2(Ωε).
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Since u and A satisfies the conditions in Lemma 5.6.26, we can apply (5.6.72) to J1
2 to get

|J1
2 | ≤ cε3/2‖u‖H1(Ωε)‖A‖L2(Γ) ≤ cε3/2‖u‖H1(Ωε)‖η‖H1(Γ).

Also, since u satisfies u · nε = 0 on Γε, we use (5.6.76) to deduce that

|J2
2 | ≤ cε3/2‖u‖H1(Ωε)‖ξ‖L2(Γ) ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ).

To estimate J3
2 , we note that v = Wη ∈ H1(Γ, TΓ) and u satisfies the boundary condition

(5.3.21) on Γε. Hence the inequality (5.6.81) implies that

|J3
2 | ≤ cε3/2‖u‖H2(Ωε)‖v‖L2(Γ) ≤ cε3/2‖u‖H2(Ωε)‖η‖L2(Γ).

From the above three estimates it follows that

|J2| ≤ |J1
2 |+ |J2

2 |+ |J3
2 | ≤ cε3/2‖u‖H2(Ωε)‖η‖H1(Γ). (5.10.17)

Now let us estimate K1, K2, and K3. To K1 we apply (5.1.6), (5.3.8), and (5.10.4) to get

|K1| ≤ cε‖u‖L2(Γε)‖ηε − η̄‖L2(Γε) ≤ cε
3/2‖u‖H1(Ωε)‖η‖H1(Γ). (5.10.18)

Also, since η is tangential on Γ, we have Mτu · η = Mu · η on Γ and thus

|K2| ≤ cε
∑
i=0,1

∣∣(u, η̄)L2(Γiε)
− (Mu, η)L2(Γ)

∣∣ ≤ cε3/2‖u‖H1(Ωε)‖η‖L2(Γ) (5.10.19)

by (5.1.6) and (5.6.70). To K3 we just use (5.6.4) to obtain

|K3| ≤ cε−1/2‖u‖L2(Ωε)‖η‖L2(Γ)

∑
i=0,1

|γiε − εγi|

= cε1/2‖u‖L2(Ωε)‖η‖L2(Γ)

∑
i=0,1

|ε−1γiε − γi|.
(5.10.20)

Finally, we deduce from (5.10.16)–(5.10.20) that

|aε(u, ηε)− εag(Mτu, η)| ≤ c(|J1|+ |J2|+ |K1|+ |K2|+ |K3|) ≤ cRaε(u)‖η‖H1(Γ),

where Raε(u) is given by (5.10.15). Hence (5.10.14) is valid.

Lemma 5.10.5. Let u1 ∈ H2(Ωε)
3, u2 ∈ H1(Ωε)

3, η ∈ Vg, and ηε := PεEεη. Suppose that
u1 satisfies div u1 = 0 in Ωε and (5.3.20)–(5.3.21) on Γε and that u2 satisfies (5.3.20) on Γ0

ε

or on Γ1
ε. Then

|bε(u1, u2, ηε)− εbg(Mτu1,Mτu2, η)| ≤ cRbε(u1, u2)‖η‖H1(Γ). (5.10.21)

Here c > 0 is a constant independent of ε, u1, u2, and η, and

Rbε(u1, u2) := ε3/2‖u1 ⊗ u2‖L2(Ωε) + ε‖u1‖H1(Ωε)‖u2‖H1(Ωε)

+
(
ε‖u1‖H2(Ωε) + ε1/2‖u1‖1/2L2(Ωε)

‖u1‖1/2H2(Ωε)

)
‖u2‖L2(Ωε). (5.10.22)
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Proof. Let F (η) be the matrix given by (5.10.5). By (5.10.3) we see that∣∣∣∣bε(u1, u2, ηε)−
(
u1 ⊗ u2, F (η)

)
L2(Ωε)

∣∣∣∣ ≤ ‖u1 ⊗ u2‖L2(Ωε)

∥∥∥∇ηε − F (η)
∥∥∥
L2(Ωε)

≤ cε3/2‖u1 ⊗ u2‖L2(Ωε)‖η‖H1(Γ).

(5.10.23)

Since η is tangential on Γ, we have

∇Γη = (∇Γη)P + {(∇Γη)n} ⊗ n = P (∇Γη)P + (Wη)⊗ n on Γ

as in the proof of Lemma 5.10.4. Based on this formula, we decompose

F (η) = A+ v ⊗ n, A := P (∇Γη)P, v := Wη + g−1(η · ∇Γg)n on Γ.

Then since u1 and A satisfies the conditions in Lemma 5.6.29, we can use (5.6.82) to get∣∣∣∣(u1 ⊗ u2, A
)
L2(Ωε)

− ε(g(Mτu1)⊗ (Mτu2), A)L2(Γ)

∣∣∣∣ ≤ cRε(u1, u2)‖A‖L2(Γ)

≤ cRε(u1, u2)‖η‖H1(Γ),

(5.10.24)

where Rε(u1, u2) is given by (5.6.83). Also, since v ∈ H1(Γ)3 and u2 satisfies (5.3.20) on Γ0
ε

or on Γ1
ε, the inequality (5.6.87) yields that

|(u1 ⊗ u2, v̄ ⊗ n̄)L2(Ωε)| ≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖v‖H1(Γ)

≤ cε‖u1‖H1(Ωε)‖u2‖H1(Ωε)‖η‖H1(Γ).
(5.10.25)

Noting that F (η) = A + v ⊗ n on Γ and Rε(u1, u2) is of the form (5.6.83), we combine
(5.10.23), (5.10.24), and (5.10.25) to obtain∣∣bε(u1, u2, ηε)− ε(g(Mτu1)⊗ (Mτu2), A)L2(Γ)

∣∣ ≤ cRbε(u1, u2)‖η‖H1(Γ), (5.10.26)

where Rbε(u1, u2) is given by (5.10.22). Finally, we observe that

(Mτu1)⊗ (Mτu2) : A = (Mτu1)⊗ (Mτu2) : ∇Γη on Γ

by A = P (∇Γη)P and the fact that Mτu1 and Mτu2 are tangential on Γ. Therefore,

(g(Mτu1)⊗ (Mτu2), A)L2(Γ) = bg(Mτu1,Mτu2, η)

and the inequality (5.10.21) follows from (5.10.26).

Now let us derive a weak formulation for the averaged tangential component of uε from
(5.10.1).

Lemma 5.10.6. Suppose that the assumptions in Theorem 5.8.4 hold. For ε ∈ (0, ε′1) let uε

be the global strong solution to (5.1.1)–(5.1.3) given by Theorem 5.8.4. Then

Mτu
ε ∈ C([0,∞);H1(Γ, TΓ)) ∩H1

loc([0,∞);L2(Γ, TΓ))

and for all η ∈ L2(0, T ;Vg), T > 0 we have∫ T

0
{(g∂tMτu

ε, η)L2(Γ) + ag(Mτu, η) + bg(Mτu,Mτu, η)} dt

=

∫ T

0
(gMτPεf ε, η)L2(Γ) dt+R1

ε(η). (5.10.27)
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Here the residual term R1
ε(η) satisfies

|R1
ε(η)| ≤ c

εα/4 +
∑
i=0,1

|ε−1γiε − γi|

 (1 + T )1/2‖η‖L2(0,T ;H1(Γ)) (5.10.28)

with a constant c > 0 independent of ε, uε, η, and T .

Proof. The space-time regularity of Mτu
ε follows from that of uε and Lemmas 5.6.2, 5.6.6,

and 5.6.9. Let us show that Mτu
ε satisfies (5.10.27). For η ∈ L2(0, T ;Vg) we set ηε := PεEεη.

Then ηε ∈ L2(0, T ;Vε) by Lemma 5.10.1 and thus we can substitute it for ϕ in (5.10.1):∫ T

0
{(∂tuε, ηε)L2(Ωε) + aε(u

ε, ηε) + bε(u
ε, uε, ηε)} dt =

∫ T

0
(Pεf ε, ηε)L2(Ωε) dt.

We divide both sides of this equality by ε and replace each term by the corresponding term
of (5.10.27). Then we get (5.10.27) with R1

ε(η) := ε−1(I1 + I2 + I3 + I4), where

I1 :=

∫ T

0
(∂tu

ε, ηε)L2(Ωε) dt− ε
∫ T

0
(g∂tMτu

ε, η)L2(Γ) dt,

I2 :=

∫ T

0
aε(u

ε, ηε) dt− ε
∫ T

0
ag(Mτu, η) dt,

I3 :=

∫ T

0
bε(u

ε, uε, ηε) dt− ε
∫ T

0
bg(Mτu

ε,Mτu
ε, η) dt,

I4 :=

∫ T

0
(Pεf ε, ηε)L2(Ωε) dt− ε

∫ T

0
(gMτPεf ε, η)L2(Γ) dt.

Let us estimate these differences. First note that

(g∂tMτu
ε, η)L2(Γ) = (gMτ (∂tu

ε), η)L2(Γ) = (gM(∂tu
ε), η)L2(Γ)

by Lemma 5.6.6 and the fact that η is tangential on Γ. Thus, by (5.6.69) and (5.10.4),

|(∂tuε, ηε)L2(Ωε) − ε(g∂tMτu
ε, η)L2(Γ)|

≤ |(∂tuε, η̄)L2(Ωε) − ε(gM(∂tu
ε), η)L2(Γ)|+ ‖∂tuε‖L2(Ωε)‖ηε − η̄‖L2(Ωε)

≤ cε3/2‖∂tuε‖L2(Ωε)‖η‖L2(Γ).

From this inequality, Hölder’s inequality, and (5.8.36) it follows that

|I1| ≤ cε3/2‖∂tuε‖L2(0,T ;L2(Ωε))‖η‖L2(0,T ;L2(Γ))

≤ cε1+α/2(1 + T )1/2‖η‖L2(0,T ;L2(Γ)).
(5.10.29)

In the same way, we apply (5.6.69) and (5.10.4) to I4 and then use (5.1.10) to get

|I4| ≤ cε1+α/2T 1/2‖η‖L2(0,T ;L2(Γ)). (5.10.30)

Next we deal with I2. By (5.10.14) we see that

|I2| ≤ c
(∫ T

0
Raε(u

ε)2 dt

)1/2

‖η‖L2(0,T ;H1(Γ)),
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where Raε(u
ε) is given by (5.10.15). Moreover, by (5.8.34) we have∫ T

0
Raε(u

ε)2 dt ≤ c
(
ε3

∫ T

0
‖uε‖2H2(Ωε)

dt+ εγ(ε)2

∫ T

0
‖uε‖2L2(Ωε)

dt

)
≤ cε2{εα + γ(ε)2}(1 + T ),

where γ(ε) :=
∑

i=0,1 |ε−1γiε − γi|. Therefore,

|I2| ≤ cε{εα/2 + γ(ε)}(1 + T )1/2‖η‖L2(0,T ;H1(Γ)). (5.10.31)

Now let us estimate I3. By (5.10.21) we have

|I3| ≤ c
(∫ T

0
Rbε(u, u)2 dt

)1/2

‖η‖L2(0,T ;H1(Γ)),

where Rbε(u, u) is given by (5.10.22). To estimate the right-hand side, we see that∫ T

0
‖u‖4H1(Ωε)

dt ≤

(
sup

t∈(0,T )
‖uε(t)‖2H1(Ωε)

)∫ T

0
‖uε‖2H1(Ωε)

dt ≤ cεα(1 + T )

by (5.8.34). Using this inequality, (5.8.35), (5.8.39), and (5.8.40) we deduce that∫ T

0
Rbε(u, u)2 dt ≤ c

(
ε3

∫ T

0
‖uε ⊗ uε‖2L2(Ωε)

dt+ ε2

∫ T

0
‖uε‖4H1(Ωε)

dt

+ε2

∫ T

0
‖uε‖2L2(Ωε)

‖uε‖2H2(Ωε)
dt+ ε

∫ T

0
‖uε‖3L2(Ωε)

‖uε‖H2(Ωε) dt

)
≤ cε2(ε2 + εα + εα/2)(1 + T ) ≤ cε2+α/2(1 + T ).

Hence we obtain

|I3| ≤ cε1+α/4(1 + T )1/2‖η‖L2(0,T ;H1(Γ)). (5.10.32)

Finally, by (5.10.29)–(5.10.32) we observe that

|R1
ε(η)| ≤ ε−1

4∑
j=1

|Ij | ≤ c{εα/4 + εα/2 + γ(ε)}(1 + T )1/2‖η‖L2(0,T ;H1(Γ))

and thus (5.10.28) holds by γ(ε) =
∑

i=0,1 |ε−1γiε − γi| and εα/2 ≤ εα/4.

Remark 5.10.7. By u ∈ L2
loc([0,∞);D(Aε)) and Lemma 5.6.9 we also have

Mτu
ε ∈ L2

loc([0,∞);H2(Γ, TΓ)).

We do not use this property in the sequel.
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5.10.3 Energy estimate for the average of a solution

Next we prove the energy estimate for the averaged tangential component of the strong
solution uε. We would like to take the averaged tangential component Mτu

ε as a test
function of the weak formulation (5.10.27), but it is not allowed since Mτu

ε is not in Vg, i.e.
the surface divergence of gMτu

ε does not vanish in general. To overcome this difficulty, we
use the weighted Helmholtz–Leray projection Pg onto L2

gσ(Γ, TΓ) given in Section 5.9.3 and
replace Mτu

ε in (5.10.27) with PgMτu
ε.

Lemma 5.10.8. Let u ∈ L2
σ(Ωε). Then PgMτu ∈ L2

gσ(Γ, TΓ) and

‖Mτu− PgMτu‖L2(Γ) ≤ cε1/2‖u‖L2(Ωε), (5.10.33)

where c > 0 is a constant independent of ε. Also, if u ∈ Vε, then PgMτu ∈ Vg and

‖Mτu− PgMτu‖H1(Γ) ≤ cε1/2‖u‖H1(Ωε). (5.10.34)

Proof. Let u ∈ L2
σ(Ωε). Since Mτu ∈ L2(Γ, TΓ) by Lemma 5.6.2, we have PgMτu ∈

L2
gσ(Γ, TΓ). Moreover, from (5.6.49) and (5.9.28) it follows that

‖Mτu− PgMτu‖L2(Γ) ≤ c‖divΓ(gMτu)‖H−1(Γ) ≤ cε1/2‖u‖L2(Ωε).

Hence (5.10.33) is valid. If u ∈ Vε, then Mτu ∈ H1(Γ, TΓ) by Lemma 5.6.9 and thus
Lemma 5.9.14 shows that PgMτu ∈ Vg. Also, we deduce from (5.6.46) and (5.9.29) that

‖Mτu− PgMτu‖H1(Γ) ≤ c‖divΓ(gMτu)‖L2(Γ) ≤ cε1/2‖u‖H1(Ωε).

Thus, the inequality (5.10.34) holds.

Lemma 5.10.9. For T > 0, let u ∈ H1(0, T ;L2
σ(Ωε)). Then

PgMτu ∈ H1(0, T ;L2
gσ(Γ, TΓ))

and there exists a constant c > 0 independent of ε and u such that

‖∂tMτu− ∂tPgMτu‖L2(0,T ;L2(Γ)) ≤ cε1/2‖∂tu‖L2(0,T ;L2(Ωε)). (5.10.35)

Proof. By the space-time regularity of u and Lemmas 5.6.2 and 5.6.6 we see that Mτu is in
H1(0, T ;L2(Γ, TΓ)). Hence PgMτu ∈ H1(0, T ;L2

gσ(Γ, TΓ)) and

‖∂tMτu− ∂tPgMτu‖L2(0,T ;L2(Γ)) ≤ c‖divΓ(g∂tMτu)‖L2(0,T ;H−1(Γ))

by Lemma 5.9.17. Since ∂tMτu = Mτ (∂tu) in L2(0, T ;L2(Γ, TΓ)) by Lemma 5.6.6, we further
observe by ∂tu ∈ L2(0, T ;L2

σ(Ωε)) and (5.6.49) that

‖divΓ(g∂tMτu)‖L2(0,T ;H−1(Γ)) = ‖divΓ[gMτ (∂tu)]‖L2(0,T ;H−1(Γ)) ≤ cε1/2‖∂tu‖L2(0,T ;L2(Ωε)).

Combining the above two inequalities we obtain (5.10.35).

Using Lemmas 5.10.8 and 5.10.9 we derive a weak formulation for PgMτu.
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Lemma 5.10.10. Let uε be as in Lemma 5.10.6. Then

vε := PgMτu
ε ∈ C([0,∞);Vg) ∩H1

loc([0,∞), L2
gσ(Γ, TΓ))

and there exists a constant c > 0 independent of ε and uε such that

‖Mτu
ε(t)− vε(t)‖2L2(Γ) ≤ cε

2,

∫ t

0
‖Mτu

ε(s)− vε(s)‖2H1(Γ) ds ≤ cε
2(1 + t) (5.10.36)

for all t ≥ 0. Moreover, for all η ∈ L2(0, T ;Vg), T > 0 we have

∫ T

0
{(g∂tvε, η)L2(Γ) + ag(v

ε, η) + bg(v
ε, vε, η)} dt

=

∫ T

0
(gMτPεf ε, η)L2(Γ) dt+R1

ε(η) +R2
ε(η), (5.10.37)

where R1
ε(η) is given in Lemma 5.10.6 and R2

ε(η) satisfies

|R2
ε(η)| ≤ cεα/2(1 + T )1/2‖η‖L2(0,T ;H1(Γ)) (5.10.38)

with a constant c > 0 independent of ε, vε, η, and T .

Proof. By Lemmas 5.10.6, 5.10.8, and 5.10.9 we obtain the space-time regularity of vε. Also,
the inequalities (5.10.36) immediately follow from (5.8.34), (5.10.33), and (5.10.34). For
η ∈ L2(0, T ;Vg) let

I1 :=

∫ T

0
(g∂tMτu

ε, η)L2(Γ) dt−
∫ T

0
(g∂tv

ε, η)L2(Γ) dt,

I2 :=

∫ T

0
ag(Mτu

ε, η) dt−
∫ T

0
ag(v

ε, η) dt,

I3 :=

∫ T

0
bg(Mτu

ε,Mτu
ε, η) dt−

∫ T

0
bg(v

ε, vε, η) dt.

Then by (5.10.27) we obtain (5.10.37) with R2
ε(η) := I1 + I2 + I3. Let us estimate I1, I2, and

I3. By (5.8.36) and (5.10.35) we have

|I1| ≤ c‖∂tMτu
ε − ∂tvε‖L2(0,T ;L2(Γ))‖η‖L2(0,T ;L2(Γ))

≤ cε1/2‖∂tuε‖L2(0,T ;L2(Ωε))‖η‖L2(0,T ;L2(Γ))

≤ c(1 + T )1/2εα/2‖η‖L2(0,T ;L2(Γ)).

(5.10.39)

Also, we use (5.2.30) and (5.10.36) to get

|I2| ≤ c‖Mτu
ε − vε‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ)) ≤ c(1 + T )1/2ε‖η‖L2(0,T ;H1(Γ)). (5.10.40)

Now let us consider I3. Using Hölder’s inequality twice we have

|bg(Mτu
ε,Mτu

ε, η)− bg(vε, vε, η)|
≤ ‖Mτu

ε − vε‖L4(Γ)

(
‖Mτu

ε‖L4(Γ) + ‖vε‖L4(Γ)

)
‖∇Γη‖L2(Γ).
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Moreover, by (5.3.1), (5.6.4), (5.6.22), (5.9.30), (5.10.33), and (5.10.34) we observe that

‖w‖L4(Γ) ≤ cε−1/2‖uε‖1/2
L2(Ωε)

‖uε‖1/2
H1(Ωε)

, w = Mτu
ε, vε,

‖Mτu
ε − vε‖L4(Γ) ≤ cε1/2‖uε‖1/2

L2(Ωε)
‖uε‖1/2

H1(Ωε)
.

Hence

|bg(Mτu
ε,Mτu

ε, η)− bg(vε, vε, η)| ≤ c‖uε‖L2(Ωε)‖u
ε‖H1(Ωε)‖η‖H1(Γ)

and we use (5.8.38) to get

|I3| ≤ c
(∫ T

0
‖uε‖2L2(Ωε)

‖uε‖2H1(Ωε)
dt

)1/2

‖η‖L2(0,T ;H1(Γ))

≤ cε(1 + T )1/2‖η‖L2(0,T ;H1(Γ)).

(5.10.41)

By (5.10.39), (5.10.40), (5.10.41), and ε ≤ εα/2 we obtain (5.10.38).

Based on (5.10.37) we prove the energy estimate for vε = PgMτu
ε.

Lemma 5.10.11. Let uε be as in Lemma 5.10.6 and vε = PgMτu
ε. Then

max
t∈[0,T ]

‖vε(t)‖2L2(Γ) +

∫ T

0
‖∇Γv

ε(t)‖2L2(Γ) dt ≤ cT (5.10.42)

for all T ≥ 0, where cT > 0 is a constant depending on T and independent of ε.

Proof. For t ∈ [0, T ] let 1[0,t] : R→ R be the characteristic function of the time interval [0, t].
Since vε ∈ C([0,∞);Vg), we can take η := 1[0,t]v

ε as a test function in (5.10.37). Then using
(5.10.13) we obtain∫ t

0
{(g∂svε, vε)L2(Γ) + ag(v

ε, vε)} ds

=

∫ t

0
(gMτPεf ε, vε)L2(Γ) ds+R1

ε(v
ε) +R2

ε(v
ε), (5.10.43)

where R1
ε(v

ε) and R2
ε(v

ε) satisfy (5.10.28) and (5.10.38), respectively. Since g is nonnegative
(see (5.2.30)) and independent of time,∫ t

0
(g∂sv

ε, vε)L2(Γ) ds =
1

2

∫ t

0

d

ds
‖g1/2vε‖2L2(Γ) ds

=
1

2
‖g1/2vε(t)‖2L2(Γ) −

1

2
‖g1/2vε(0)‖2L2(Γ).

(5.10.44)

Also, we see by (5.10.11) that∫ t

0
‖∇Γv

ε‖2L2(Γ) ds ≤ c
∫ t

0

{
ag(v

ε, vε) + ‖vε‖2L2(Γ)

}
ds. (5.10.45)
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For the right-hand side of (5.10.43), we consider MτPεf ε = PMτPεf ε as an element of
H−1(Γ, TΓ) (see Section 5.2.1). Then we have∫ t

0
(gMτPεf ε, vε)L2(Γ) ds =

∫ t

0
[MτPεf ε, gvε]TΓ ds

≤ c
∫ t

0
‖MτPεf ε‖H−1(Γ,TΓ)‖gvε‖H1(Γ) ds

≤ c
∫ t

0
‖MτPεf ε‖H−1(Γ,TΓ)‖vε‖H1(Γ) ds.

(5.10.46)

To estimate the residual terms, we note that ε−1γ0
ε and ε−1γ1

ε are bounded by (5.1.6). Hence
we see by (5.10.28) and (5.10.38) (with T replaced by t) that

|R1
ε(v

ε)|+ |R2
ε(v

ε)| ≤ c(1 + t)1/2

(∫ t

0
‖vε‖2H1(Γ) ds

)1/2

. (5.10.47)

Now we deduce from (5.10.43)–(5.10.47) that

‖g1/2vε(t)‖2L2(Γ) +

∫ t

0
‖∇Γv

ε‖2L2(Γ) ds

≤ c
{
‖g1/2vε(0)‖2L2(Γ) +

∫ t

0

(
‖vε‖2L2(Γ) + ‖MτPεf ε‖H−1(Γ,TΓ)‖vε‖H1(Γ)

)
ds

}
+ c(1 + t)1/2

(∫ t

0
‖vε‖2H1(Γ) ds

)1/2

.

Noting that ‖vε‖2H1(Γ) = ‖vε‖2L2(Γ) + ‖∇Γv
ε‖2L2(Γ), we apply Young’s inequality to the last

two terms of the above inequality to get

‖g1/2vε(t)‖2L2(Γ) +

∫ t

0
‖∇Γv

ε‖2L2(Γ) ds

≤ c
{
‖g1/2vε(0)‖2L2(Γ) +

∫ t

0

(
‖vε‖2L2(Γ) + ‖MτPεf ε‖2H−1(Γ,TΓ)

)
ds+ 1 + t

}
+

1

2

∫ t

0
‖∇Γv

ε‖2L2(Γ) ds.

Then we make the integral of ‖∇Γv
ε‖2L2(Γ) on the right-hand side absorbed into the left-hand

side and use the inequalities (5.1.10) with β = 1, (5.2.30), and

‖g1/2vε(0)‖L2(Γ) ≤ c‖vε(0)‖L2(Γ) ≤ c‖Mτu
ε(0)‖L2(Γ) = c‖Mτu

ε
0‖L2(Γ)

by (5.9.30) with k = 0 (note that vε = PgMτu
ε) and uε(0) = uε0 in Vε to obtain

‖vε(t)‖2L2(Γ) +

∫ t

0
‖∇Γv

ε‖2L2(Γ) ds ≤ c
(

1 + t+

∫ t

0
‖vε‖2L2(Γ) ds

)
(5.10.48)

for all t ∈ [0, T ]. From this inequality we deduce that

‖vε(t)‖2L2(Γ) + 1 ≤ c
{

1 +

∫ t

0

(
‖vε‖2L2(Γ) + 1

)
ds

}
, t ∈ [0, T ]
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and thus Gronwall’s inequality yields

‖vε(t)‖2L2(Γ) + 1 ≤ cect ≤ cecT , t ∈ [0, T ].

Applying this inequality to (5.10.48) with t = T we also get∫ T

0
‖∇Γv

ε‖2L2(Γ) dt ≤ c(1 + T + ecT ).

Hence we conclude that (5.10.42) holds with cT := c(1 + T + ecT ), where c > 0 is a constant
independent of ε and T .

As a consequence of (5.10.36) and (5.10.42) we obtain the energy estimate for Mτu
ε.

Corollary 5.10.12. Let uε be as in Lemma 5.10.6. Then

max
t∈[0,T ]

‖Mτu
ε(t)‖2L2(Γ) +

∫ T

0
‖∇ΓMτu

ε(t)‖2L2(Γ) dt ≤ cT (5.10.49)

for all T ≥ 0, where cT > 0 is a constant depending on T and independent of ε.

5.10.4 Estimate for the time derivative of the average

By the energy estimate (5.10.49) we observe that (a subsequence of) Mτu
ε converges weakly

in an appropriate function space. However, to show the convergence of the trilinear term in
(5.10.27) we also require the strong convergence of Mτu

ε, which is proved by the Aubin–Lions
lemma. For this purpose, let us estimate the time derivative of Mτu

ε. We first construct an
appropriate test function.

Lemma 5.10.13. For each w ∈ H1(Γ, TΓ) there exist η ∈ Vg and q ∈ H2(Γ) such that
w = gη + g∇Γq and

‖η‖H1(Γ) ≤ c‖w‖H1(Γ), (5.10.50)

where c > 0 is a constant independent of w.

Proof. Let w ∈ H1(Γ, TΓ) and ξ := −divΓw ∈ L2(Γ). Since w is tangential on the closed
surface Γ, the integral of ξ over Γ vanishes by the Stokes theorem. Also,

‖q‖L2(Γ) ≤ c‖∇Γq‖L2(Γ) ≤ c‖g1/2∇Γq‖L2(Γ) (5.10.51)

for all q ∈ H1(Γ) with
∫

Γ q dH
2 = 0 by Poincaré’s inequality (5.2.20) and (5.2.30). Hence

the Lax–Milgram theorem shows that the problem

divΓ(g∇Γq) = −ξ on Γ,

∫
Γ
q dH2 = 0

admits a unique weak solution q ∈ H1(Γ) in the sense that

(g∇Γq,∇Γϕ)L2(Γ) = (ξ, ϕ)L2(Γ) for all ϕ ∈ H1(Γ). (5.10.52)

From this equality with ϕ = q and (5.10.51) we deduce that

‖q‖H1(Γ) ≤ c‖ξ‖L2(Γ) = c‖divΓw‖L2(Γ) ≤ c‖w‖H1(Γ). (5.10.53)
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Moreover, replacing ϕ by g−1ϕ in (5.10.52) we get

(∇Γq,∇Γϕ)L2(Γ) = (g−1(ξ +∇Γg · ∇Γq), ϕ)L2(Γ) for all ϕ ∈ H1(Γ),

which combined with (5.2.20) shows that q is a unique weak solution to

∆Γψ = −g−1(ξ +∇Γg · ∇Γq) ∈ L2(Γ),

∫
Γ
ψ dH2 = 0.

(Note that the integral of the source term over Γ vanishes by (5.10.52).) Hence Lemma 5.9.12
and the inequalities (5.2.30) and (5.10.53) imply that q ∈ H2(Γ) and

‖q‖H2(Γ) ≤ c‖g−1(ξ +∇Γg · ∇Γq)‖L2(Γ) ≤ c‖w‖H1(Γ). (5.10.54)

Now let η := g−1w−∇Γq on Γ. Then by q ∈ H2(Γ) and divΓ(g∇Γq) = divΓw on Γ we have
η ∈ Vg. Moreover, from (5.2.30) and (5.10.54) it follows that

‖η‖H1(Γ) ≤ c
(
‖w‖H1(Γ) + ‖∇Γq‖H1(Γ)

)
≤ c‖w‖H1(Γ).

Hence we obtain w = gη + g∇Γq and (5.10.50).

As in the previous section, we estimate the time derivative of vε and then derive an
estimate for the time derivative of Mτu

ε by using a difference estimate.

Lemma 5.10.14. Let uε be as in Lemma 5.10.6 and vε = PgMτu
ε. Then

‖∂tvε‖L2(0,T ;H−1(Γ,TΓ)) ≤ cT (5.10.55)

for all T > 0, where cT > 0 is a constant depending on T and independent of ε.

Proof. Let w ∈ L2(0, T ;H1(Γ, TΓ)). By Lemma 5.10.13 we can take η ∈ L2(0, T ;Vg) and
q ∈ L2(0, T ;H2(Γ)) such that w = gη + g∇Γq. Since ∂tv

ε(t) ∈ L2
gσ(Γ, TΓ) and g∇Γq(t) ∈

L2
gσ(Γ, TΓ)⊥ for a.a. t ∈ (0, T ) by Lemmas 5.9.10 and 5.10.10,∫ T

0
(∂tv

ε, g∇Γq)L2(Γ) dt = 0.

By this equality and gη = w − g∇Γq we have∫ T

0
(g∂tv

ε, η)L2(Γ) dt =

∫ T

0
(∂tv

ε, gη)L2(Γ) dt =

∫ T

0
(∂tv

ε, w)L2(Γ) dt.

We substitute η = g−1w −∇Γq for (5.10.37) and use this equality. Then∫ T

0
(∂tv

ε, w)L2(Γ) dt = −
∫ T

0
ag(v

ε, η) dt−
∫ T

0
bg(v

ε, vε, η) dt

+

∫ T

0
(gMτPεf ε, η)L2(Γ) dt+R1

ε(η) +R2
ε(η), (5.10.56)

where R1
ε(η) and R2

ε(η) are given in Lemmas 5.10.6 and 5.10.10. To the first term on the
right-hand side we apply (5.2.30), (5.10.42), and (5.10.50) to get∣∣∣∣∫ T

0
ag(v

ε, η) dt

∣∣∣∣ ≤ c‖vε‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ)) ≤ cT ‖w‖L2(0,T ;H1(Γ)).
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Here and in what follows we denote by cT a general positive constant depending on T and
independent of ε. Also, by (5.10.12), (5.10.42), and (5.10.50) we see that∣∣∣∣∫ T

0
bg(v

ε, vε, η) dt

∣∣∣∣ ≤ c∫ T

0
‖vε‖L2(Γ)‖vε‖H1(Γ)‖η‖H1(Γ) dt

≤ c‖vε‖L∞(0,T ;L2(Γ))‖vε‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ))

≤ cT ‖w‖L2(0,T ;H1(Γ)).

For the other terms we proceed as in the proof of Lemma 5.10.11 (see (5.10.46) and (5.10.47))
and use (5.1.10) with β = 1 and (5.10.50). Then we get∣∣∣∣∫ T

0
(gMτPεf ε, η)L2(Γ) dt

∣∣∣∣ ≤ c∫ T

0
‖MτPεf ε‖H−1(Γ,TΓ)‖η‖H1(Γ) dt

≤ cT 1/2‖η‖L2(0,T ;H1(Γ)) ≤ cT 1/2‖w‖L2(0,T ;H1(Γ))

and

|R1
ε(η)|+ |R2

ε(η)| ≤ c(1 + T )1/2‖η‖L2(0,T ;H1(Γ)) ≤ c(1 + T )1/2‖w‖L2(0,T ;H1(Γ)).

Applying these inequalities to the right-hand side of (5.10.56) we obtain∣∣∣∣∫ T

0
(∂tv

ε, w)L2(Γ) dt

∣∣∣∣ ≤ cT ‖w‖L2(0,T ;H1(Γ))

for all w ∈ L2(0, T ;H1(Γ, TΓ)) (note that w is not necessarily a weighted solenoidal vector
field). Hence (5.10.55) holds.

Corollary 5.10.15. Let uε be as in Lemma 5.10.6. Then

‖∂tMτu
ε‖L2(0,T ;H−1(Γ,TΓ)) ≤ cT (5.10.57)

for all T > 0, where cT > 0 is a constant depending on T and independent of ε.

Proof. Let vε = PgMτu
ε. Noting that ‖v‖H−1(Γ,TΓ) ≤ ‖v‖L2(Γ) for v ∈ L2(Γ, TΓ), we see by

(5.8.36) and (5.10.35) that

‖∂tMτu
ε − ∂tvε‖L2(0,T ;H−1(Γ,TΓ)) ≤ ε1/2‖∂tuε‖L2(0,T ;L2(Ωε))

≤ cεα/2(1 + T )1/2 ≤ c(1 + T )1/2.

Combining this inequality and (5.10.55) we obtain (5.10.57).

Remark 5.10.16. In construction of a weak solution to the Navier–Stokes equations, we
usually estimate the time derivative of an approximate solution in the dual of a solenoidal
space. However, in Lemma 5.10.14 we proved an estimate for ∂tv

ε in H−1(Γ, TΓ), not in the
dual V ′g of Vg. This is because we multiply ∂tv

ε by g in (5.10.37). When f ∈ V ′g , we can
not define a functional gf : v 7→ V ′g 〈f, gv〉Vg for v ∈ Vg since gv is not in Vg in general (here

V ′g 〈·, ·〉Vg stands for the duality product between V ′g and Vg). Since this issue does not occur

for a functional in H−1(Γ, TΓ) (see (5.2.27)), we consider ∂tv
ε and ∂tMτu

ε in this space.
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5.10.5 Weak convergence of the average and characterization of the limit

The goal of this subsection is to prove Theorem 5.1.3. We proceed as in the case of the
two-dimensional Navier–Stokes equations (see e.g. [8, 10, 61, 64]). First we give a definition
of a weak solution to the limit equations (5.1.13)–(5.1.14) based on (5.10.27).

Definition 5.10.17. Let T > 0, v0 ∈ L2
gσ(Γ, TΓ), and f ∈ L2(0, T ;H−1(Γ, TΓ)). We say

that a vector field

v ∈ L∞(0, T ;L2
gσ(Γ, TΓ)) ∩ L2(0, T ;Vg) with ∂tv ∈ L1(0, T ;H−1(Γ, TΓ))

is a weak solution to the equations (5.1.13)–(5.1.14) on [0, T ) if it satisfies∫ T

0
{[g∂tv, η]TΓ + ag(v, η) + bg(v, v, η)} dt =

∫ T

0
[gf, η]TΓ dt (5.10.58)

for all η ∈ Cc(0, T ;Vg) and v|t=0 = v0 in H−1(Γ, TΓ).

Definition 5.10.18. Let v0 ∈ L2
gσ(Γ, TΓ) and f ∈ L2

loc([0,∞);H−1(Γ, TΓ)). We say that v
is a weak solution to (5.1.13)–(5.1.14) on [0,∞) if it is a weak solution to (5.1.13)–(5.1.14)
on [0, T ) for all T > 0.

For T > 0, a weak solution to (5.1.13)–(5.1.14) on [0, T ) is continuous on [0, T ] with values
in H−1(Γ, TΓ) and thus the initial condition makes sense. In fact, it becomes a continuous
function with values in L2(Γ, TΓ).

Lemma 5.10.19. Let T > 0 and f ∈ L2(0, T ;H−1(Γ, TΓ)). Suppose that

v ∈ L∞(0, T ;L2
gσ(Γ, TΓ)) ∩ L2(0, T ;Vg) with ∂tv ∈ L1(0, T ;H−1(Γ, TΓ))

satisfies (5.10.58) for all η ∈ Cc(0, T ;Vg). Then

v ∈ C([0, T ];L2
gσ(Γ, TΓ)), ∂tv ∈ L2(0, T ;H−1(Γ, TΓ)),

and (5.10.58) is valid for all η ∈ L2(0, T ;Vg).

Note that here the initial condition v|t=0 = v0 in H−1(Γ, TΓ) is not imposed.

Proof. We estimate ∂tv as in the proof of Lemma 5.10.14, where we used the fact that
∂tv

ε(t) ∈ L2
gσ(Γ, TΓ) for a.a. t ∈ (0, T ). This is not valid for v, but we have

[∂tv(t), g∇Γq]TΓ = 0 for all q ∈ H2(Γ) and a.a. t ∈ (0, T ). (5.10.59)

Indeed, for all ξ ∈ C∞c (0, T ) we have∫ T

0
ξ(t)[∂tv(t), g∇Γq]TΓ dt = −

∫ T

0
∂tξ(t)[v(t), g∇Γq]TΓ dt

= −
∫ T

0
∂tξ(t)(v(t), g∇Γq)L2(Γ) dt = 0

by v(t) ∈ L2
gσ(Γ, TΓ) for a.a. t ∈ (0, T ) and g∇Γq ∈ L2

gσ(Γ, TΓ)⊥ (see Lemma 5.9.10).
Hence (5.10.59) is valid. Now let w ∈ Cc(0, T ;H1(Γ, TΓ)). By Lemma 5.10.13 we can take
η ∈ Cc(0, T ;Vg) and q ∈ Cc(0, T ;H2(Γ)) such that w = gη + g∇Γq. Moreover,∫ T

0
[∂tv, w]TΓ dt =

∫ T

0

(
[∂tv, gη]TΓ + [∂tv, g∇Γq]TΓ

)
dt =

∫ T

0
[g∂tv, η]TΓ dt
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by (5.10.59). We substitute η for (5.10.58). Then using the above equality, (5.10.50), and∣∣∣∣∫ T

0
bg(v, v, η) dt

∣∣∣∣ ≤ c‖v‖L∞(0,T ;L2(Γ))‖v‖L2(0,T ;H1(Γ))‖η‖L2(0,T ;H1(Γ)) (5.10.60)

by (5.10.12) we calculate as in the proof of Lemma 5.10.14 to get∣∣∣∣∫ T

0
[∂tv, w]TΓ dt

∣∣∣∣ ≤ c‖w‖L2(0,T ;H1(Γ)) for all w ∈ Cc(0, T ;H1(Γ, TΓ)).

Since Cc(0, T ;H1(Γ, TΓ)) is dense in L2(0, T ;H1(Γ, TΓ)), this inequality implies

∂tv ∈ L2(0, T ;H−1(Γ, TΓ)). (5.10.61)

Combining this property with

v ∈ L2(0, T ;Vg) ⊂ L2(0, T ;H1(Γ, TΓ))

we apply the interpolation result of Lions–Magenes [37, Chapter 1, Theorem 3.1] (see also [64,
Chapter III, Lemma 1.2]) to v to get

v ∈ C([0, T ];L2(Γ, TΓ)).

Moreover, since v ∈ L∞(0, T ;L2
gσ(Γ, TΓ)), the vector field v(t) is in L2

gσ(Γ, TΓ) for a.a.
t ∈ (0, T ) and, in particular, for all t in a dense subset of [0, T ]. Thus, by the continuity of
v(t) on [0, T ] in L2(Γ, TΓ) and the fact that L2

gσ(Γ, TΓ) is closed in L2(Γ, TΓ), we observe
that v(t) ∈ L2

gσ(Γ, TΓ) for all t ∈ [0, T ] and

v ∈ C([0, T ];L2
gσ(Γ, TΓ)).

Finally, since Cc(0, T ;Vg) is dense in L2(0, T ;Vg) and both sides of (5.10.58) are linear and
continuous for η ∈ L2(0, T ;Vg) by (5.10.60) and (5.10.61), the equality (5.10.58) is also valid
for all η ∈ L2(0, T ;Vg).

By Lemma 5.10.19 the value of a weak solution to (5.1.13)–(5.1.14) at t = 0 is well-defined
as a vector field on Γ. Hence we can consider the initial condition v|t=0 = v0 as an equality
for vector fields on Γ. Let us show the uniqueness of a weak solution to (5.1.13)–(5.1.14) and
the existence of an associated pressure.

Lemma 5.10.20. For given v0 ∈ L2
gσ(Γ, TΓ) and f ∈ L2(0, T ;H−1(Γ, TΓ)), T > 0 there

exists at most one weak solution to (5.1.13)–(5.1.14) on [0, T ).

Proof. Let v1 and v2 be weak solutions to (5.1.13)–(5.1.14) and w := v1 − v2. Then

w ∈ C([0, T ];L2(Γ, TΓ)), ∂tw ∈ L2(0, T ;H−1(Γ, TΓ)) (5.10.62)

by Lemma 5.10.19 and w|t=0 = 0 on Γ. Moreover, subtracting the weak formulation (5.10.58)
for v2 from that for v1 we get∫ T

0
{[g∂tw, η]TΓ + ag(w, η) + bg(w, v1, η) + bg(v2, w, η)} ds = 0 (5.10.63)
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for all η ∈ L2(0, T ;Vg). For each t ∈ [0, T ] let η(s) := 1[0,t](s)w(s), s ∈ [0, T ], where 1[0,t] is
the characteristic function of the time interval [0, t]. Since η ∈ L2(0, T ;Vg) we can substitute
it for (5.10.63). Then we use∫ t

0
[g∂sw,w]TΓ ds =

1

2

∫ t

0

d

ds
‖g1/2w‖2L2(Γ) ds

=
1

2
‖g1/2w(t)‖2L2(Γ) −

1

2
‖g1/2w(0)‖2L2(Γ)

≥ c
(
‖w(t)‖2L2(Γ) − ‖w(0)‖2L2(Γ)

) (5.10.64)

by (5.10.62) and the fact that g is bounded on Γ from above and below by positive constants
(see (5.2.30)), the inequality (5.10.11), and

|bg(w, v1, w)| = |bg(w,w, v1)| ≤ c‖w‖L2(Γ)‖w‖H1(Γ)‖v1‖H1(Γ)

and bg(v2, w, w) = 0 by (5.10.12) and (5.10.13) to obtain

‖w(t)‖2L2(Γ) +

∫ t

0
‖∇Γw‖2L2(Γ) ds

≤ c
{
‖w(0)‖2L2(Γ) +

∫ t

0

(
‖w‖2L2(Γ) + ‖w‖L2(Γ)‖w‖H1(Γ)‖v1‖H1(Γ)

)
ds

}
.

We further apply Young’s inequality to the last term to get

‖w(t)‖2L2(Γ) +

∫ t

0
‖∇Γw‖2L2(Γ) ds

≤ c
{
‖w(0)‖2L2(Γ) +

∫ t

0

(
1 + ‖v1‖2H1(Γ)

)
‖w‖2L2(Γ) ds

}
+

1

2

∫ t

0
‖∇Γw‖2L2(Γ) ds.

Then we subtract the half of the integral of ‖∇Γw‖2L2(Γ) from both sides and use w|t=0 = 0
on Γ to find that

‖w(t)‖2L2(Γ) ≤ c
∫ t

0

(
1 + ‖v1‖2H1(Γ)

)
‖w‖2L2(Γ) ds for all t ∈ [0, T ].

(Here we omit the integral of ‖∇Γw‖2L2(Γ) on the left-hand side.) Since 1 + ‖v1‖2H1(Γ)

is integrable on (0, T ), we can use Gronwall’s inequality to the above inequality to get
‖w(t)‖2L2(Γ) = 0 for all t ∈ [0, T ]. Hence v1 = v2.

Lemma 5.10.21. Let v be a weak solution to (5.1.13)–(5.1.14) on [0, T ), T > 0. Then there
exists a unique q̂ ∈ C([0, T ];L2(Γ)) such that

∫
Γ q̂(t) dH

2 = 0 for all t ∈ [0, T ] and

g
(
∂tv +∇vv

)
− 2ν

{
P divΓ[gDΓ(v)]− 1

g
(∇Γg ⊗∇Γg)v

}
+ (γ0 + γ1)v + g∇Γq = gf in D′(0, T ;H−1(Γ, TΓ)) (5.10.65)

with q := ∂tq̂ ∈ D′(0, T ;L2(Γ)) (see Section 5.2.1).

Here ∇vv = P (v · ∇Γ)v is the covariant derivative of v along itself (see Appendix 5.C).
Also, recall that we identity H−1(Γ, TΓ) with quotient space

Q = {[f ] | f ∈ H−1(Γ)3}, [f ] = {f̃ ∈ H−1(Γ)3 | Pf = P f̃ in H−1(Γ)3}

and take Pf (or f when Pf = f in H−1(Γ)3) as a representative of the equivalence class [f ]
to write [Pf, v]TΓ = 〈f, v〉Γ for v ∈ H1(Γ, TΓ) (see Section 5.2.1).
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Proof. Let A ∈ L2(Γ)3×3 and η ∈ H1(Γ, TΓ). If AT = A and PA = AP = A on Γ, then by
(5.2.23) and An = APn = 0 we see that

(
gA,DΓ(η)

)
L2(Γ)

= (gA,∇Γη)L2(Γ) =

3∑
i,j=1

(gAij , Diηj)L2(Γ)

= −
3∑

i,j=1

{
〈Di(gAij), ηj〉Γ + (gAijHni, ηj)L2(Γ)

}
= −

{
〈divΓ(gA), η〉Γ + (gHAn, η)L2(Γ)

}
= −[PdivΓ(gA), η]TΓ.

Also, for v ∈ Vg and η ∈ H1(Γ, TΓ) we use (5.10.13) and v ⊗ η : ∇Γv = (v · ∇Γ)v · η to get

bg(v, v, η) = −bg(v, η, v) =
(
g(v · ∇Γ)v, η

)
L2(Γ)

= (gP (v · ∇Γ)v, η)L2(Γ) =
(
g∇vv, η

)
L2(Γ)

.

Let v be a weak solution to (5.1.13)–(5.1.14) on [0, T ). We apply the above equalities with
A = DΓ(v) and (v · ∇Γg)(η · ∇Γg) = (∇Γg ⊗∇Γg)v · η to (5.10.58) to obtain∫ T

0

(
[g∂tv, η]TΓ + [Agv, η]TΓ + [Bg(v, v), η]TΓ

)
ds =

∫ T

0
[gf, η]TΓ ds (5.10.66)

for all η ∈ L2(0, T ;Vg) (see Lemma 5.10.19), where Bg(v, v) := g∇vv and

Agv := −2ν

{
PdivΓ[gDΓ(v)]− 1

g
(∇Γg ⊗∇Γg)v

}
+ (γ0 + γ1)v. (5.10.67)

Since Agv,Bg(v, v), f ∈ L2(0, T ;H−1(Γ, TΓ)) by Definition 5.10.17, the functions

Âgv(t) :=

∫ t

0
Agv(s) ds, B̂g(v, v)(t) :=

∫ t

0
Bg(v(s), v(s)) ds,

f̂(t) :=

∫ t

0
f(s) ds, t ∈ [0, T ]

are continuous with values in H−1(Γ, TΓ). For each t ∈ [0, T ] and ξ ∈ Vg we take a test
function η(s) := 1[0,t](s)ξ, s ∈ [0, T ] in (5.10.66), where 1[0,t] : R → R is the characteristic
function of [0, t]. Then since ξ is independent of time,

v ∈ H1(0, T ;H−1(Γ, TΓ)) ⊂ C([0, T ];H−1(Γ, TΓ)),

and v|t=0 = v0 in H−1(Γ, TΓ), we have [F (t), ξ]TΓ = 0 for all ξ ∈ Vg, where

F := gv − gv0 + Âgv + B̂g(v, v)− gf̂ ∈ C([0, T ];H−1(Γ, TΓ)).

Hence by Theorem 5.9.5 there exists a unique q̂(t) ∈ L2(Γ) such that

F (t) = −g∇Γq̂(t) in H−1(Γ, TΓ),

∫
Γ
q̂(t) dH2 = 0

for all t ∈ [0, T ]. Moreover, by (5.9.20) and F ∈ C([0, T ];H−1(Γ, TΓ)) we see that

q̂ ∈ C([0, T ];L2(Γ)) ⊂ L2(0, T ;L2(Γ))
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and thus q := ∂tq̂ ∈ D′(0, T ;L2(Γ)) is well-defined. Now we have

0 = −
∫ T

0
∂tϕ(t){F (t) + g∇Γq̂(t)} dt =

∫ T

0
ϕ(t){∂tF (t) + g∂t(∇Γq̂)(t)} dt

in H−1(Γ, TΓ) for all ϕ ∈ C∞c (0, T ), which means that

∂tF (t) + g∂t(∇Γq̂)(t) = 0 in D′(0, T ;H−1(Γ, TΓ)).

Moreover, ∂t(∇Γq̂) = ∇Γq by (5.2.29) and

∂tF = g∂tv +Agv +Bg(v, v)− gf = g
(
∂tv +∇vv

)
+Agv − gf

with Agv given by (5.10.67). Hence (5.10.65) is valid.

Before starting the proof of Theorem 5.1.3, we give an auxiliary statement on the weak
limit of the averaged tangential component of a vector field in L2

σ(Ωε) as ε→ 0.

Lemma 5.10.22. For ε ∈ (0, 1) let uε ∈ L2
σ(Ωε). Also, let v ∈ L2(Γ, TΓ). Suppose that

Mτu
ε converges to v weakly in L2(Γ, TΓ) as ε→ 0 and

‖uε‖2L2(Ωε)
≤ cε−1+α for sufficiently small ε ∈ (0, 1)

with some c, α > 0. Then v ∈ L2
gσ(Γ, TΓ).

Proof. By (5.2.25) and the weak convergence of {Mτu
ε}ε to v in L2(Γ, TΓ) we see that

divΓ(gMτu
ε) converges to divΓ(gv) weakly in H−1(Γ) as ε → 0. Moreover, by (5.6.49) and

the assumption on the L2(Ωε)-norm of uε we have

‖divΓ(gMτu
ε)‖H−1(Γ) ≤ cε1/2‖uε‖L2(Ωε) ≤ cε

α/2

for sufficiently small ε ∈ (0, 1) with α > 0. Hence

‖divΓ(gv)‖H−1(Γ) ≤ lim inf
ε→0

‖divΓ(gMτu
ε)‖H−1(Γ) = 0

and divΓ(gv) = 0 in H−1(Γ), which means that v ∈ L2
gσ(Γ, TΓ).

Now we are ready to prove Theorem 5.1.3.

Proof of Theorem 5.1.3. For ε ∈ (0, 1) suppose that the initial velocity uε0 and the external
force f ε satisfy the assumptions of Theorem 5.1.3. Then {Mτu

ε
0}ε and {MτPεf ε}ε are

bounded in L2(Γ, TΓ) and L∞(0,∞;H−1(Γ, TΓ)), respectively, by the condition (b). By
this fact and the condition (a) we see that the inequalities (5.1.10) hold with β = 1 for
ε ∈ (0, ε2). Hence Theorem 5.8.4 implies that there exists a global strong solution uε to
(5.1.1)–(5.1.3) satisfying (5.8.34)–(5.8.36) for each ε ∈ (0, ε3) with ε3 := min{ε′1, ε2}, where
ε′1 = min{ε1, εσ} with ε1 and εσ given in Theorem 5.1.2 and Lemma 5.5.1. Moreover, by
(5.6.10) and (5.8.34) we have

sup
t∈[0,∞)

‖Muε(t) · n‖L2(Γ) ≤ cε1/2 sup
t∈[0,∞)

‖uε(t)‖H1(Ωε) ≤ cε
α/2 → 0

as ε→ 0. Hence {Muε · n}ε converges to zero strongly in C([0,∞);L2(Γ)).
Now let us consider the averaged tangential component Mτu

ε. First note that the
weak limit v0 of {Mτu

ε
0}ε is in L2

gσ(Γ, TΓ) by the condition (a), the inequality (5.5.18),
and Lemma 5.10.22. Since all results in the previous subsections apply to uε, for fixed T > 0
we see by (5.10.49) and (5.10.57) that
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• {Mτu
ε}ε is bounded in L∞(0, T ;L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ)),

• {∂tMτu
ε}ε is bounded in L2(0, T ;H−1(Γ, TΓ)).

Hence there exist εk ∈ (0, ε3), k ∈ N and

v ∈ L∞(0, T ;L2(Γ, TΓ)) ∩ L2(0, T ;H1(Γ, TΓ)) with ∂tv ∈ L2(0, T ;H−1(Γ, TΓ))

such that limk→∞ εk = 0 and

lim
k→∞

Mτu
εk = v weakly-? in L∞(0, T ;L2(Γ, TΓ)),

lim
k→∞

Mτu
εk = v weakly in L2(0, T ;H1(Γ, TΓ)),

lim
k→∞

∂tMτu
εk = ∂tv weakly in L2(0, T ;H−1(Γ, TΓ)).

(5.10.68)

Moreover, by the Aubin–Lions lemma (see e.g. [8, Theorem II.5.16]) there exists a subse-
quence of {Mτu

εk}∞k=1, which we denote by {Mτu
εk}∞k=1 again, such that

lim
k→∞

Mτu
εk = v strongly in L2(0, T ;L2(Γ, TΓ)). (5.10.69)

Then v(t) ∈ L2
gσ(Γ, TΓ) for a.a. t ∈ (0, T ) by (5.8.34) and Lemma 5.10.22. Hence

v ∈ L∞(0, T ;L2
gσ(Γ, TΓ)) ∩ L2(0, T ;Vg).

Let us show that v satisfies (5.10.58) for all η ∈ Cc(0, T ;Vg). In what follows, we write c for
a general positive constant that may depend on v and η but is independent of εk and uεk .
We consider the weak formulation (5.10.27) for Mτu

εk :∫ T

0
{[g∂tMτu

εk , η]TΓ + ag(Mτu
εk , η) + bg(Mτu

εk ,Mτu
εk , η)} dt

=

∫ T

0
[gMτPεkf

εk , η]TΓ dt+R1
εk

(η). (5.10.70)

Here ∂tMτu
εk and MτPεkf εk are considered in H−1(Γ, TΓ) (see Section 5.2.1). Let k → ∞

in this equality. Noting that [gF,w]TΓ = [F, gw]TΓ for F ∈ H−1(Γ, TΓ) and w ∈ H1(Γ, TΓ)
(see Section 5.2.1), we deduce from the assumption (b) and (5.10.68) that

lim
k→∞

∫ T

0
[g∂tMτu

εk , η]TΓ dt =

∫ T

0
[g∂tv, η]TΓ dt,

lim
k→∞

∫ T

0
ag(Mτu

εk , η) dt =

∫ T

0
ag(v, η) dt,

lim
k→∞

∫ T

0
[gMτPεkf

εk , η]TΓ dt =

∫ T

0
[gf, η]TΓ dt.

(5.10.71)

Also, by (5.10.28), the assumption (c), and α > 0 we have

|R1
εk

(η)| ≤ c

εα/4k +
∑
i=0,1

|ε−1
k γiεk − γ

i|

 (1 + T )1/2‖η‖L2(0,T ;H1(Γ)) → 0 (5.10.72)
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as k →∞. To show the convergence of the trilinear term, we set

Ik1 :=

∫ T

0
bg(Mτu

εk ,Mτu
εk , η) dt−

∫ T

0
bg(v,Mτu

εk , η) dt,

Ik2 :=

∫ T

0
bg(v,Mτu

εk , η) dt−
∫ T

0
bg(v, v, η) dt.

Since ‖η(t)‖H1(Γ) is bounded on [0, T ] by η ∈ Cc(0, T ;Vg), we see by (5.10.12) that

|Ik1 | ≤ c
∫ T

0
‖Mτu

εk − v‖1/2
L2(Γ)

‖Mτu
εk − v‖1/2

H1(Γ)
‖Mτu

εk‖H1(Γ)‖η‖H1(Γ) dt

≤ c‖Mτu
εk − v‖1/2

L2(0,T ;L2(Γ))
‖Mτu

εk − v‖1/2
L2(0,T ;H1(Γ))

‖Mτu
εk‖L2(0,T ;H1(Γ)).

Applying (5.10.49) and (5.10.69) to the last line we obtain

|Ik1 | ≤ c‖Mτu
εk − v‖1/2

L2(0,T ;L2(Γ))
→ 0 as k →∞. (5.10.73)

For Ik2 , we consider the linear functional

Φ(ξ) :=

∫ T

0
bg(v, ξ, η) dt, ξ ∈ L2(0, T ;H1(Γ, TΓ)).

By (5.10.12) and the boundedness of ‖η(t)‖H1(Γ) on [0, T ] we get

|Φ(ξ)| ≤ c‖η‖L∞(0,T ;H1(Γ))‖v‖L2(0,T ;H1(Γ))‖ξ‖L2(0,T ;H1(Γ))

for all ξ ∈ L2(0, T ;H1(Γ, TΓ)). Hence Φ is bounded on L2(0, T ;H1(Γ, TΓ)) and the weak
convergence (5.10.68) in L2(0, T ;H1(Γ, TΓ)) implies that

lim
k→∞

Ik2 = lim
k→∞
{Φ(Mτu

εk)− Φ(v)} = 0.

Combining this equality with (5.10.73) we obtain

lim
k→∞

∫ T

0
bg(Mτu

εk ,Mτu
εk , η) dt =

∫ T

0
bg(v, v, η) dt. (5.10.74)

We send k → ∞ in (5.10.70) and apply (5.10.71), (5.10.72), and (5.10.74) to show that v
satisfies (5.10.58) for all η ∈ Cc(0, T ;Vg). Moreover, by Lemma 5.10.19 we see that

v ∈ C([0, T ], L2
gσ(Γ, TΓ)), ∂tv ∈ L2(0, T ;H−1(Γ, TΓ))

and (5.10.58) is valid for all η ∈ L2(0, T ;Vg).
To show that v is a weak solution to (5.1.13)–(5.1.14) on [0, T ) we also need to verify

the initial condition. Let ξ ∈ Vg and ϕ be a smooth function on [0, T ] such that ϕ(0) = 1
and ϕ(T ) = 0. We define η ∈ L2(0, T ;Vg) by η(t) := ϕ(t)ξ for t ∈ [0, T ] and substitute it for
(5.10.58) and (5.10.70). Then we carry out integration by parts for ∂tv and ∂tMτu

ε and use
ϕ(0) = 1 and ϕ(T ) = 0 to get

(gv(0), ξ)L2(Γ) = J∞, (gMτu
εk
0 , ξ)L2(Γ) = Jk, (5.10.75)
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where

J∞ := −
∫ T

0
∂tϕ(gv, ξ)L2(Γ) dt+

∫ T

0
{ag(v, η) + bg(v, v, η)} dt−

∫ T

0
[gf, η]TΓ dt

and

Jk := −
∫ T

0
∂tϕ(gMτu

εk , ξ)L2(Γ) dt+

∫ T

0
{ag(Mτu

εk , η) + bg(Mτu
εk ,Mτu

εk , η)} dt

−
∫ T

0
[gMτPεkf

εk , η]TΓ dt−R1
εk

(η).

We send k → ∞ in the second equality of (5.10.75). Then the left-hand side converges to
(gv0, ξ)L2(Γ) by the assumption (b). Also, we use (5.10.71), (5.10.72), (5.10.74), and

lim
k→∞

∫ T

0
∂tϕ(gMτu

εk , ξ)L2(Γ) dt =

∫ T

0
∂tϕ(gv, ξ)L2(Γ) dt

by the strong convergence (5.10.69) to find that limk→∞ Jk = J∞ (note that in the proof of
(5.10.74) we only used the boundedness of ‖η(t)‖H1(Γ) on [0, T ]). Hence

(gv(0), ξ)L2(Γ) = J∞ = (gv0, ξ)L2(Γ) for all ξ ∈ Vg.

Since Vg is dense in L2
gσ(Γ, TΓ) (see Lemma 5.9.13), the above equality is also valid for all

ξ ∈ L2
gσ(Γ, TΓ). Thus, setting ξ := v(0)− v0 we get

(g{v(0)− v0}, v(0)− v0)L2(Γ) = ‖g1/2{v(0)− v0}‖2L2(Γ) = 0,

which combined with (5.2.30) shows v|t=0 = v0 on Γ. Therefore, v is a unique weak solution
to (5.1.13)–(5.1.14) on [0, T ) (here the uniqueness follows from Lemma 5.10.20).

Let us prove the convergence of the full sequence

lim
ε→0

Mτu
ε = v weakly in L2(0, T ;H1(Γ, TΓ)),

lim
ε→0

∂tMτu
ε = ∂tv weakly in L2(0, T ;H−1(Γ, TΓ)).

(5.10.76)

By the boundedness of {Mτu
ε}ε and {∂tMτu

ε}ε (see (5.10.49) and (5.10.57)) and the unique-
ness of a weak solution to (5.1.13)–(5.1.14) (see Lemma 5.10.20) we can show as above that
for any sequence {εl}∞l=1 of positive numbers convergent to zero there exists its subsequence
{εk}∞k=1 such that {Mτu

εk}∞k=1 converges to v in the sense of (5.10.68) and (5.10.69). This
proves (5.10.76).

Since the strong solution uε to (5.1.1)–(5.1.3) exists globally in time for ε ∈ (0, ε3), by
the above arguments we get a unique weak solution

vT ∈ C([0, T ];L2
gσ(Γ, TΓ)) ∩ L2(0, T ;Vg) ∩H1(0, T ;H−1(Γ, TΓ))

to (5.1.13)–(5.1.14) on [0, T ) satisfying (5.10.76) for all T > 0. Moreover, if T < T ′ then
vT = vT ′ on [0, T ] by the uniqueness of a weak solution. Hence we can define

v ∈ C([0,∞);L2
gσ(Γ, TΓ)) ∩ L2

loc([0,∞);Vg) ∩H1
loc([0,∞);H−1(Γ, TΓ))

by v := vT on [0, T ] for each T > 0, which is a unique weak solution to (5.1.13)–(5.1.14) on
[0,∞) and satisfies (5.10.76) for all T > 0.
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As a consequence of Theorem 5.1.3, we obtain the existence of a weak solution to
(5.1.13)–(5.1.14) for the initial velocity v0 and the external force f given by the weak
and weak-? limit of Mτu

ε
0 and MτPεf ε, respectively. For general v0 ∈ L2

gσ(Γ, TΓ) and
f ∈ L2

loc([0,∞);H−1(Γ, TΓ)) we can construct a global weak solution to (5.1.13)–(5.1.14)
by the Galerkin method as in the case of the Navier–Stokes equations in a two-dimensional
bounded domain (see e.g. [8,10,64]). Here we just give the outline of construction of a weak
solution by the Galerkin method.

Countable basis of Vg. If Assumption 2 and the condition (c) in Theorem 5.1.3 are
satisfied, we have Kg(Γ) = {0} or maxi=0,1 γ

i > 0. By this fact and the Korn inequalities
(5.4.37) and (5.4.44) the bilinear form ag given by (5.10.9) is coercive (and bounded) on Vg
and thus induces a linear homeomorphism Ag from Vg onto V ′g by the Lax–Milgram theorem.
We consider Ag as an unbounded operator on L2

gσ(Γ, TΓ) equipped with inner product

(v1, v2)L2
g(Γ) := (g1/2v1, g

1/2v2)L2(Γ), v1, v2 ∈ L2
gσ(Γ, TΓ),

which is equivalent to the canonical L2(Γ)-inner product by (5.2.30). Then we can show as
in the case of the Stokes operator on a bounded domain (see [8, Theorem IV.5.5]) that there
exists a sequence {wk}∞k=1 of eigenvectors of Ag that is an orthonormal basis of L2

gσ(Γ, TΓ)
equipped with inner product (·, ·)L2

g(Γ) as well as an orthogonal basis of Vg equipped with

inner product ag(·, ·). In particular,

(gwi, wj)L2(Γ) = (wi, wj)L2
g(Γ) =

{
1 if i = j,

0 if i 6= j.
(5.10.77)

Note that, even if Kg(Γ) 6= {0} and γ0 = γ1 = 0, we can take such a sequence by replacing
ag with ãg(v1, v2) := ag(v1, v2) + (v1, v2)L2(Γ), which is coercive and bounded on Vg (see
Lemma 5.10.2).

Approximate problem. For k ∈ N we seek for an approximate solution

vk(y, t) =

k∑
i=1

ξi(t)wi(y), y ∈ Γ, t ∈ [0, T ] (T > 0)

that satisfies

(g∂tvk(t), ηk)L2(Γ) + ag(vk(t), ηk) + bg(vk(t), vk(t), ηk) = [gf(t), ηk]TΓ (5.10.78)

for all ηk ∈ V k
g and t ∈ (0, T ) (with initial condition), where V k

g is the linear span of {wi}ki=1.
(In fact, we need to approximate f(t) by a continuous function.) This problem is equivalent
to a system of ordinary differential equations of the form

k∑
i=1

(gwi, wj)L2(Γ)
dξi
dt

(t) = Pj(ξ(t)) + [gf(t), wj ]TΓ, j = 1, . . . , k

with polynomials P1, . . . ,Pk of ξ = (ξ1, . . . , ξk). Applying (5.10.77) to the left-hand side we
see that this system reduces to dξj/dt = Pj(ξ) + [gf, wj ]TΓ, which we can solve locally by
the Cauchy–Lipschitz theorem. Using (5.10.77) we can also derive the energy estimate for
vk and show its global existence.

Estimate for the time derivative of the approximate solution. As in Lemma 5.10.14 (see
also Remark 5.10.16), we estimate the time derivative of vk in H−1(Γ, TΓ). To this end, we
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take w ∈ H1(Γ, TΓ) and apply Lemma 5.10.13 to get w = gη + g∇Γq with η ∈ Vg satisfying
(5.10.50) and q ∈ H2(Γ). Since {wk}∞k=1 is an orthogonal basis of Vg equipped with inner
product ag(·, ·), which is equivalent to the canonical H1(Γ)-inner product,

η =
∞∑
i=1

ag(η, w̃i)w̃i in Vg, w̃i :=
wi

ag(wi, wi)1/2
.

Then we set ηk :=
∑k

i=1 ag(η, w̃k)w̃k ∈ V k
g to get

‖ηk‖H1(Γ) ≤ c‖η‖H1(Γ) ≤ c‖w‖H1(Γ)

by (5.10.50) and

(g∂tvk, ηk)L2(Γ) = (g∂tvk, η)L2(Γ) = (∂tvk, gη)L2(Γ)

= (∂tvk, w − g∇Γq)L2(Γ) = (∂tvk, w)L2(Γ),

where we used (5.10.77) in the first equality and ∂tvk ∈ L2
gσ(Γ, TΓ) and g∇Γq ∈ L2

gσ(Γ, TΓ)⊥

in the last equality (note that here we take the canonical L2(Γ)-inner product). Hence, substi-
tuting ηk for (5.10.78) and using these relations, we can show as in the proof of Lemma 5.10.14
that

‖∂tvk(t)‖H−1(Γ,TΓ) ≤ c
{(

1 + ‖vk(t)‖L2(Γ)

)
‖vk(t)‖H1(Γ) + ‖f(t)‖H−1(Γ,TΓ)

}
for all t ∈ [0, T ]. By this inequality and the energy estimate for vk we obtain the boundedness
of {∂tvk}∞k=1 in L2(0, T ;H−1(Γ, TΓ)) and we can prove the convergence of {vk}∞k=1 to a weak
solution to (5.1.13)–(5.1.14) as in the proof of Theorem 5.1.3.

5.10.6 Strong convergence of the average and error estimates

In this subsection we show the strong convergence of the averaged tangential component of a
strong solution to the Navier–Stokes equations (5.1.1)–(5.1.3) towards a weak solution to the
limit equations (5.1.13)–(5.1.14). We also estimate the difference between a strong solution
to (5.1.1)–(5.1.3) and a weak solution to (5.1.13)–(5.1.14).

Theorem 5.10.23. Suppose that the assumptions in Theorem 5.8.4 are satisfied. For ε ∈
(0, ε1) let uε be the global strong solution to (5.1.1)–(5.1.3) given by Theorem 5.8.4. Also, let
v0 ∈ L2

gσ(Γ, TΓ), f ∈ L∞(0,∞;H−1(Γ, TΓ)), and v be a weak solution to (5.1.13)–(5.1.14)
on [0,∞). Then for all T > 0 we have

max
t∈[0,T ]

‖Mτu
ε(t)− v(t)‖2L2(Γ) +

∫ T

0
‖∇ΓMτu

ε(t)−∇Γv(t)‖2L2(Γ) dt

≤ cT
{
δ(ε)2 + ‖Mτu

ε
0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))

}
, (5.10.79)

where cT > 0 is a constant depending only on T and

δ(ε) := εα/4 +
∑
i=0,1

|ε−1γiε − γi|. (5.10.80)

As in Section 5.10.3, we first compare the auxiliary vector field vε = PgMτu
ε with a

weak solution to (5.1.13)–(5.1.14) and then derive (5.10.79) by using the estimate for the
difference between vε and Mτu

ε.
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Lemma 5.10.24. Under the same assumptions as in Theorem 5.10.23, we have

max
t∈[0,T ]

‖vε(t)− v(t)‖2L2(Γ) +

∫ T

0
‖∇Γv

ε(t)−∇Γv(t)‖2L2(Γ) dt

≤ cT
{
δ(ε)2 + ‖vε(0)− v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))

}
(5.10.81)

for all T > 0, where vε = PgMτu
ε is given in Lemma 5.10.10, cT > 0 is a constant depending

only on T , and δ(ε) is given by (5.10.80).

Proof. For the sake of simplicity, we set

wε := vε − v, wε0 := vε(0)− v0 = PgMτu
ε
0 − v0, F ε := MτPεf ε − f.

Let T > 0. We subtract both sides of (5.10.58) from those of (5.10.37) to get∫ T

0
{[g∂swε, η]TΓ + ag(w

ε, η) + bg(w
ε, vε, η) + bg(v, w

ε, η)} ds

=

∫ T

0
[gF ε, η]TΓ ds+R1

ε(η) +R2
ε(η)

for all η ∈ L2(0, T ;Vg) (see also Lemma 5.10.19), where R1
ε(η) and R2

ε(η) are given in
Lemmas 5.10.6 and 5.10.10. For each t ∈ [0, T ], let 1[0,t] : R → R be the characteristic
function of [0, t]. We substitute η = 1[0,t]w

ε for the above equality and calculate as in
the proofs of Lemmas 5.10.11 and 5.10.20 by using (5.10.11)–(5.10.13), (5.10.28), (5.10.38),
(5.10.64), and Young’s inequality. Then we get

‖wε(t)‖2L2(Γ) +

∫ t

0
‖∇Γw

ε‖2L2(Γ) ds

≤ c
{
‖wε0‖2L2(Γ) +

∫ t

0

(
1 + ‖vε‖2H1(Γ)

)
‖wε‖2L2(Γ) ds

+

∫ t

0
‖F ε‖2H−1(Γ,TΓ) ds+ δ(ε)2(1 + t)

}
(5.10.82)

for all t ∈ [0, T ]. Here δ(ε) given by (5.10.80) comes from (5.10.28) and (5.10.38) (note that
εα/2 ≤ εα/4). This inequality implies that

ξ(t) ≤ c
{
ξ(0) +

∫ t

0

(
ϕ(s)ξ(s) + ‖F ε(s)‖2H−1(Γ,TΓ)

)
ds

}
for all t ∈ [0, T ],

where ξ(t) := δ(ε)2 + ‖wε(t)‖2L2(Γ) and ϕ(t) := 1 + ‖vε(t)‖2H1(Γ). Hence by Gronwall’s
inequality we have

ξ(t) ≤ c
(
ξ(0) +

∫ t

0
‖F ε(s)‖2H−1(Γ,TΓ) ds

)
exp

(∫ t

0
ϕ(s) ds

)
, t ∈ [0, T ].

From this inequality and the estimate (5.10.42) for ‖vε‖2H1(Γ) we deduce that

‖wε(t)‖2L2(Γ) ≤ cT
{
δ(ε)2 + ‖wε0‖2L2(Γ) + ‖F ε‖2L∞(0,∞;H−1(Γ,TΓ))

}
for all t ∈ [0, T ], where cT > 0 is a constant depending only on T . Applying this inequality
and (5.10.42) to (5.10.82) we also get the same estimate for the time integral of ‖∇Γw

ε‖2L2(Γ).

Therefore, the inequality (5.10.81) is valid.
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Proof of Theorem 5.10.23. Let vε = PgMτu
ε. Since v0 ∈ L2

gσ(Γ, TΓ) and Pg is the orthogo-
nal projection from L2(Γ, TΓ) onto L2

gσ(Γ, TΓ),

‖vε(0)− v0‖L2(Γ) = ‖Pg(Mτu
ε
0 − v0)‖L2(Γ) ≤ ‖Mτu

ε
0 − v0‖L2(Γ).

By this inequality, (5.10.36), and (5.10.81) we obtain (5.10.79) (note that ε2 ≤ δ(ε)2).

Now we see that Theorem 5.1.4 is an immediate consequence of Theorem 5.10.23.

Proof of Theorem 5.1.4. The condition (b’) implies the condition (b) in Theorem 5.1.3.
Thus, the statements in Theorem 5.1.3 are valid. Also, for each T > 0 the right-hand
side of (5.10.79) converges to zero as ε→ 0 by (5.10.80), α > 0, and the conditions (b’) and
(c). Hence Mτu

ε converges to v strongly in C([0, T ];L2(Γ, TΓ)) and L2(0, T ;H1(Γ, TΓ)) as
ε→ 0.

Next let us estimate the difference between a strong solution to (5.1.1)–(5.1.3) and a
weak solution to (5.1.13)–(5.1.14) in Ωε. Recall that we denote by η̄ = η ◦ π the constant
extension of a function η on Γ in the normal direction of Γ.

Theorem 5.10.25. Under the same assumptions as in Theorem 5.10.23, we have

max
t∈[0,T ]

‖uε(t)− v̄(t)‖2L2(Ωε)
+

∫ T

0

∥∥P∇uε(t)−∇Γv(t)
∥∥2

L2(Ωε)
dt

≤ cT ε
{
δ(ε)2 + ‖Mτu

ε
0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))

}
(5.10.83)

for all T > 0, where cT > 0 is a constant depending only on T . In particular,

lim
ε→0

ε−1‖uε − v̄‖2C([0,T ];L2(Ωε))
= lim

ε→0
ε−1

∥∥P∇uε −∇Γv
∥∥2

L2(0,T ;L2(Ωε))
= 0

for all T > 0 provided that limε→0 ε
−1γiε = γi for i = 0, 1 and

lim
ε→0
‖Mτu

ε
0 − v0‖2L2(Γ) = lim

ε→0
‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ)) = 0.

Proof. For the sake of simplicity, we denote by Iε the right-hand side of (5.10.79). Also, we
fix T > 0 and suppress t ∈ [0, T ]. Let us estimate uε − v̄. Since

uε − v̄ =
(
uε −Muε

)
+
(
Muε · n̄

)
n̄+

(
Mτuε − v̄

)
in Ωε,

we apply (5.2.53), (5.6.6), and (5.6.10) to the right-hand side to get

‖uε − v̄‖2L2(Ωε)
≤ cε

(
ε‖uε‖2H1(Ωε)

+ ‖Mτu
ε − v‖2L2(Γ)

)
.

Hence we see by (5.8.34), (5.10.79), and (5.10.80) that

‖uε(t)− v̄(t)‖2L2(Ωε)
≤ cε(εα + Iε) ≤ cεIε for all t ∈ [0, T ]. (5.10.84)

Next we consider the second term on the left-hand side of (5.10.83). Let

J1 :=
∥∥P∇uε −∇ΓMuε

∥∥
L2(Ωε)

, J2 :=
∥∥∥∇Γ[(Muε · n)n]

∥∥∥
L2(Ωε)

,

J3 :=
∥∥∇ΓMτuε −∇Γv

∥∥
L2(Ωε)

.
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By (5.2.53) and (5.6.25) we have

J1 ≤ cε‖uε‖H2(Ωε), J3 ≤ cε1/2‖∇ΓMτu
ε −∇Γv‖L2(Γ).

Also, the inequalities (5.2.53) and (5.6.29) imply that

J2 ≤ cε1/2‖Muε · n‖H1(Γ) ≤ cε‖uε‖H2(Ωε).

From these inequalities we deduce that∥∥P∇uε −∇Γv
∥∥
L2(Ωε)

≤ J1 + J2 + J3 ≤ cε1/2
(
ε1/2‖uε‖H2(Ωε) + ‖∇ΓMτu

ε −∇Γv‖L2(Γ)

)
.

Thus, by (5.8.34) and (5.10.79) we have∫ T

0

∥∥P∇uε −∇Γv
∥∥2

L2(Ωε)
dt ≤ cε

∫ T

0

(
ε‖uε‖2H2(Ωε)

+ ‖∇ΓMτu
ε −∇Γv‖2L2(Γ)

)
dt

≤ cε{εα(1 + T ) + Iε} ≤ cε(1 + T )Iε.

Combining this inequality and (5.10.84) we obtain (5.10.83).

We can also compare the normal derivative (with respect to Γ) of a strong solution to
(5.1.1)–(5.1.3) with a weak solution to (5.1.13)–(5.1.14).

Theorem 5.10.26. Under the same assumptions as in Theorem 5.10.23, we have

∫ T

0

(∥∥P∂nuε(t) +Wv(t)
∥∥2

L2(Ωε)
+

∥∥∥∥∂nuε(t) · n̄− 1

ḡ
v̄(t) · ∇Γg

∥∥∥∥2

L2(Ωε)

)
dt

≤ cT ε
{
δ(ε)2 + ‖Mτu

ε
0 − v0‖2L2(Γ) + ‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ))

}
(5.10.85)

for all T > 0, where ∂nu = (n̄ ·∇)u is the normal derivative of u given by (5.3.5) and cT > 0
is a constant depending only on T . Hence, setting

V := −Wv +
1

g
(v · ∇Γg)n on Γ× (0,∞)

we have (note that Wv is tangential on Γ)

lim
ε→0

ε−1
∥∥∂nuε − V ∥∥2

L2(0,T ;L2(Ωε))
= 0

for all T > 0 provided that limε→0 ε
−1γiε = γi for i = 0, 1 and

lim
ε→0
‖Mτu

ε
0 − v0‖2L2(Γ) = lim

ε→0
‖MτPεf ε − f‖2L∞(0,∞;H−1(Γ,TΓ)) = 0.

Proof. We fix T > 0 and suppress t ∈ [0, T ]. Let

J1 :=
∥∥P∂nuε +Wuε

∥∥
L2(Ωε)

, J2 :=
∥∥WMuε −Wuε

∥∥
L2(Ωε)

,

J3 :=
∥∥Wv −WMuε

∥∥
L2(Ωε)

.

We apply (5.3.34) to J1 and (5.6.6) to J2 to get

J1 ≤ cε‖uε‖H2(Ωε), J2 ≤ cε‖uε‖H1(Ωε).
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Also, noting that WMuε = WMτu
ε on Γ by (5.2.6), we use (5.2.53) to get

J3 ≤ cε1/2‖Wv −WMτu
ε‖L2(Γ) ≤ cε1/2‖v −Mτu

ε‖L2(Γ).

From these inequalities we deduce that∥∥P∂nuε +Wv
∥∥
L2(Ωε)

≤ J1 + J2 + J3 ≤ cε1/2
(
ε1/2‖uε‖H2(Ωε) + ‖Mτu

ε − v‖L2(Γ)

)
.

We also observe by (5.2.30), (5.2.53), and (5.6.48) that∥∥∥∥∂nuε · n̄− 1

ḡ
v̄ · ∇Γg

∥∥∥∥
L2(Ωε)

≤
∥∥∥∥∂nuε · n̄− 1

ḡ
Mτuε · ∇Γg

∥∥∥∥
L2(Ωε)

+

∥∥∥∥1

ḡ

(
Mτuε − v̄

)
· ∇Γg

∥∥∥∥
L2(Ωε)

≤ cε1/2
(
ε1/2‖uε‖H2(Ωε) + ‖Mτu

ε − v‖L2(Γ)

)
.

Hence, as in the proof of Theorem 5.10.25, we integrate the square of the above inequalities
over (0, T ) and then use (5.8.34) and (5.10.79) to obtain (5.10.85).

Remark 5.10.27. In the estimate (5.10.85) the Weingarten map W represents the curva-
tures of the limit surface Γ. On the other hand, the functions g0 and g1 with g = g1 − g0

are used to define the inner and outer boundaries of the curved thin domain Ωε. Therefore,
roughly speaking, the tangential component (with respect to Γ) of the normal derivative ∂nu

ε

of the bulk velocity depends only on the shape of Γ, while the geometry of the boundaries
of Ωε affects only the normal component of ∂nu

ε.

5.A Notations and basic formulas on vectors and matrices

We give notations and basic formulas on vectors and matrices, and use them to prove Lem-
mas 5.4.4 and 5.7.2.

For a matrix A ∈ R3×3 we denote by AT and AS := (A + AT )/2 the transpose and
the symmetric part of A, respectively. We define the tensor product of vectors a ∈ Rl and
b ∈ Rm with l,m ∈ N as

a⊗ b :=

a1b1 · · · a1bm
...

...
alb1 · · · albm

 , a = (a1, . . . , al), b = (b1, . . . , bm).

Also, for a vector field u = (u1, u2, u3) on an open subset of R3 we write

∇u :=

∂1u1 ∂1u2 ∂1u3

∂2u1 ∂2u2 ∂2u3

∂3u1 ∂3u2 ∂3u3

 , |∇2u|2 :=
3∑

i,j,k=1

|∂i∂juk|2
(
∂i :=

∂

∂xi

)
.

We define the inner product of matrices A,B ∈ R3×3 and the norm of A as

A : B := tr[ATB] =

3∑
i=1

Aei ·Bei, |A| :=
√
A : A,
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where {e1, e2, e3} is an orthonormal basis of R3. Note that A : B does not depend on a
choice of an orthonormal basis of R3. In particular, taking the standard basis of R3 we see
that

A : B =

3∑
i,j=1

AijBij = B : A = AT : BT , AB : C = A : CBT = B : ATC

for A,B,C ∈ R3×3. Also, for a, b ∈ R3 we have |a⊗ b| = |a||b|.

Lemma 5.A.1. Let n0 ∈ R3 and A1 ∈ R3×3 satisfy |n0| = 1 and A1b ·n0 = 0 for all b ∈ R3.
Then for a matrix B := A1 + n0 ⊗ a with a ∈ R3 we have

|B|2 = |A1|2 + |a|2. (5.A.1)

Also, let τ1, τ2 ∈ R3 and A2 ∈ R3×3 satisfy

n0 · τ1 = n0 · τ2 = 0, A2n0 = 0, A2b · n0 = 0 for all b ∈ R3.

Then for a matrix C := A2 + τ1 ⊗ n0 + n0 ⊗ τ2 + cn0 ⊗ n0 with c ∈ R we have

|C|2 = |A2|2 + |τ1|2 + |τ2|2 + |c|2. (5.A.2)

Proof. We take an orthonormal basis {e1, e2, e3} of R3 with e3 = n0. Then since (n0⊗a)b =
(a · b)n0, A1b · n0 = 0 for any b ∈ R3 and |n0| = 1,

|Bei|2 = |A1ei + (a · ei)n0|2 = |A1ei|2 + (a · ei)2, i = 1, 2,

|Bn0|2 = |A1n0 + (a · n0)n0|2 = |A1n0|2 + (a · n0)2.

Applying these equalities to |B|2 = |Be1|2 + |Be2|2 + |Bn0|2 we get

|B|2 = (|A1e1|2 + |A1e2|2 + |A1n0|2) + {(a · e1)2 + (a · e2)2 + (a · n0)2} = |A1|2 + |a|2.

Thus (5.A.1) is valid. Next we prove (5.A.2). Since ei · n0 = 0 and A2ei · n0 = 0,

|Cei|2 = |A2ei + (τ2 · ei)n0|2 = |A2ei|2 + (τ2 · ei)2, i = 1, 2.

Also, by A2n0 = 0, |n0| = 1, and τ1 · n0 = 0,

|Cn0|2 = |τ1 + cn0|2 = |τ1|2 + |c|2.

Hence |C|2 = |Ce1|2 + |Ce2|2 + |Cn0|2 is of the form

|C|2 =
∑
i=1,2

(
|A2ei|2 + (τ2 · ei)2

)
+ |τ1|2 + |c|2.

Here the first two terms on the right-hand side are equal to |A2|2 and |τ2|2 since A2n0 = 0
and τ2 · n0 = 0. Hence (5.A.2) follows.

Based on the formulas (5.A.1) and (5.A.2) we prove Lemma 5.4.4.
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Proof of Lemma 5.4.4. Let u ∈ H1(Ωε)
3 and U := u ◦ Φε, where Φε : Ω1 → Ωε is given by

(5.4.15). The inverse map of Φε is of the form

Φ−1
ε (x) := π(x) + ε−1d(x)n̄(x), x ∈ Ωε.

Then by (5.2.6), (5.2.11), (5.2.16), and ∇d = n̄ we have

∇Φ−1
ε (x) =

{
I3 − d(x)W (x)

}−1 {
I3 − ε−1d(x)W (x)

}
P (x) + ε−1Q(x)

for x ∈ Ωε. We set x = Φε(X) with X ∈ Ω1 in this equality and use

d(Φε(X)) = εd(X), π(Φε(X)) = π(X)

to get ∇Φ−1
ε (Φε(X)) = Λε(X)P (X) + ε−1Q(X), where

Λε(X) :=
{
I3 − εd(X)W (X)

}−1 {
I3 − d(X)W (X)

}
, X ∈ Ω1.

From this formula and

∇u(Φε(X)) = ∇Φ−1
ε (Φε(X))∇U(X), Q(X)∇U(X) = n̄(X)⊗ ∂nU(X)

it follows that

∇u(Φε(X)) = Λε(X)P (X)∇U(X) + ε−1n̄(X)⊗ ∂nU(X), X ∈ Ω1.

Hereafter we refer to this equality as

(∇u) ◦ Φε = ΛεP∇U + ε−1n̄⊗ ∂nU in Ω1. (5.A.3)

Since ΛεP = PΛε by (5.2.6) and (5.2.8), we have (ΛεP∇U)b · n̄ = 0 for any b ∈ R3. Hence
we can use (5.A.1) with n0 = n̄, A1 = ΛεP∇U , and a = ε−1∂nU to get

|(∇u) ◦ Φε|2 =
∣∣ΛεP∇U ∣∣2 + ε−2|∂nU |2 ≥ c

(∣∣P∇U ∣∣2 + ε−2|∂nU |2
)

in Ω1,

where the second inequality follows from (5.2.9). By this inequality and (5.4.17),

ε−1‖∇u‖2L2(Ωε)
≥ c‖(∇u) ◦ Φε‖2L2(Ω1) ≥ c

(∥∥P∇U∥∥2

L2(Ω1)
+ ε−2‖∂nU‖2L2(Ω1)

)
.

Hence (5.4.18) is valid. To prove (5.4.19) we observe by I3 = P +Q and (5.3.6) that

P∇U = P (∇U)P + P (∇U)Q = P (∇U)P +
[
P (∇U)n̄

]
⊗ n̄,

∂nU = ∂n

[
PU + (U · n̄)n̄

]
= P∂nU + {∂n(U · n̄)}n̄.

We apply these equalities to (5.A.3) and use ΛεP = PΛε by (5.2.6) and (5.2.8) to get

(∇u) ◦ Φε = PΛε(∇U)P +
[
PΛε(∇U)n̄

]
⊗ n̄

+ ε−1n̄⊗
(
P∂nU

)
+ ε−1{∂n(U · n̄)}n̄⊗ n̄ in Ω1.

Hence D(u) ◦ Φε = {(∇u) ◦ Φε + (∇u)T ◦ Φε}/2 is of the form

D(u) ◦ Φε = A2 + τ ⊗ n̄+ n̄⊗ τ + ε−1{∂n(U · n̄)}n̄⊗ n̄ in Ω1,
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where Fε(U) := Λε∇U is the matrix (5.4.20) and

A2 := PFε(U)SP , τ :=
1

2
P{Λε(∇U)n̄+ ε−1∂nU}.

(Note that Fε(U)S is the symmetric part of Fε(U).) By the above definitions it is obvious
that τ · n̄ = 0, A2n̄ = 0, and A2b · n̄ = 0 for all b ∈ R3. Therefore, we can apply (5.A.2) to
C = D(u) ◦ Φε to obtain

|D(u) ◦ Φε|2 = |A2|2 + 2|τ |2 + ε−2|∂n(U · n̄)|2 ≥ |A2|2 + ε−2|∂n(U · n̄)|2

in Ω1. From this inequality and (5.4.17) we deduce that

ε−1‖D(u)‖2L2(Ωε)
≥ c‖D(u) ◦ Φε‖2L2(Ω1) ≥ c

(
‖A2‖2L2(Ω1) + ε−2‖∂n(U · n̄)‖2L2(Ω1)

)
.

Hence (5.4.19) is valid (note that A2 = PFε(U)SP ).

Next we give a formula on the curl of a vector field and show Lemma 5.7.2.

Lemma 5.A.2. Let U be an open set in R3 and E1, E2, and E3 vector fields on U such that
{E1(x), E2(x), E3(x)} is an orthonormal basis of R3 for each x ∈ R3 and

E1 × E2 = E3, E2 × E3 = E1, E3 × E1 = E2 in U.

Then for u ∈ C1(U)3 we have

curlu = {(E2 · ∇)u · E3 − (E3 · ∇)u · E2}E1

+ {(E3 · ∇)u · E1 − (E1 · ∇)u · E3}E2

+ {(E1 · ∇)u · E2 − (E2 · ∇)u · E1}E3 in U. (5.A.4)

Proof. By the assumption, curlu =
∑3

i=1(curlu · Ei)Ei. Since E1 = E2 × E3,

curlu · E1 = curlu · (E2 × E3) = E2 · (E3 × curlu)

= E2 · {(∇u)E3 − (∇u)TE3}
= (∇u)TE2 · E3 − (∇u)TE3 · E2

= (E2 · ∇)u · E3 − (E3 · ∇)u · E2.

Calculating curlu · Ei, i = 2, 3 in the same way we observe that (5.A.4) holds.

Proof of Lemma 5.7.2. Let u ∈ C1(Ωε)
3 and ua := EεMτu be given by (5.6.50). Since the

surface Γ is compact, we can take finite relative open sets Ok of Γ and pairs of tangential
vector fields {τk1 , τk2 } on Ok, k = 1, . . . , k0 such that Γ =

⋃k0
k=1Ok, the triplet {τk1 , τk2 , n}

forms an orthonormal basis of R3 on Ok, and

τk1 × τk2 = n, τk2 × n = τk1 , n× τk1 = τk2 on Ok

for each k = 1, . . . , k0. Then since Ωε =
⋃k0
k=1 Uk, where

Uk := {y + rn(y) | y ∈ Ok, r ∈ (εg0(y), εg1(y))}, k = 1, . . . , k0,



5. Navier–Stokes equations in a curved thin domain 255

it is sufficient to show (5.7.2) in Uk for each k = 1, . . . , k0. From now on, we fix and suppress
k. We use (5.A.4) to ua with E1 := τ̄1, E2 := τ̄2, and E3 := n̄. Then since Pτi = τi, i = 1, 2
and Pn = 0,

P curlua = {(τ̄2 · ∇)ua · n̄− (n̄ · ∇)ua · τ̄2}τ̄1 + {(n̄ · ∇)ua · τ̄1 − (τ̄1 · ∇)ua · n̄}τ̄2 in U.

From this equality, (n̄ · ∇)ua = ∂nu
a, and |τ1| = |τ2| = |n| = 1 we deduce that∣∣P curlua

∣∣ ≤ c (|∂nua|+ |(τ̄1 · ∇)ua · n̄|+ |(τ̄2 · ∇)ua · n̄|) in U. (5.A.5)

Let us estimate each term on the right-hand side. By (5.3.6), (5.3.37), and (5.6.50),

|∂nua| =
∣∣Mτu · ∂nΨε

∣∣ ≤ c ∣∣Mτu
∣∣ = c

∣∣PMu
∣∣ ≤ c ∣∣Mu

∣∣ in U. (5.A.6)

To estimate the other terms we set

uaτ := Pua = Mτu, uan := (ua · n̄)n̄ =
(
Mτu ·Ψε

)
n̄

so that ua = uaτ + uan. Let i = 1, 2. Since uaτ · n̄ = 0 in U , we have

(τ̄i · ∇)uaτ · n̄ = (τ̄i · ∇)(uaτ · n̄)− uaτ · (τ̄i · ∇)n̄ = −uaτ · (τ̄i · ∇)n̄.

Hence by (5.2.17) and |τi| = 1 we get

|(τ̄i · ∇)uaτ · n̄| ≤ c|uaτ | ≤ c
∣∣Mu

∣∣ in U, i = 1, 2. (5.A.7)

Also, by τi = Pτi, P = P T , and |τi| = 1 we see that

|(τ̄i · ∇)uan| =
∣∣(∇uan)TP τ̄i

∣∣ =

∣∣∣∣[P (∇uan)
]T
τ̄i

∣∣∣∣ ≤ ∣∣P (∇uan)
∣∣ in U.

Moreover, by uan = (Mτu ·Ψε)n̄ we have

P (∇uan) =
[{
P∇

(
Mτu

)}
Ψε +

(
P∇Ψε

)
Mτu

]
⊗ n̄+

(
Mτu ·Ψε

)
P∇n̄

and thus the inequalities (5.2.13), (5.2.17), and (5.3.37) imply that∣∣P (∇uan)
∣∣ ≤ cε (∣∣Mτu

∣∣+
∣∣∇ΓMτu

∣∣) ≤ cε (∣∣Mu
∣∣+
∣∣∇ΓMu

∣∣) in U.

Here the last inequality follows from Mτu = PMu and P ∈ C4(Γ)3×3. Therefore,

|(τ̄i · ∇)uan · n̄| ≤ cε
(∣∣Mu

∣∣+
∣∣∇ΓMu

∣∣) in U, i = 1, 2. (5.A.8)

Noting that ua = uaτ + uan, we apply (5.A.6), (5.A.7), and (5.A.8) to the right-hand side of
(5.A.5) to conclude that the inequality (5.7.2) is valid in U .

5.B Calculations involving differential geometry of surfaces

The purpose of this appendix is to give the proofs of the lemmas in Section 5.2 and related
results, which involve calculations of the surface quantities on Γ, Γ0

ε, and Γ1
ε. We also show

the formula (5.3.15) in the proof of Lemma 5.3.3.
First we assume that the closed surface Γ is of class C` with ` ≥ 2 and prove the lemmas

given in Section 5.2.1 and a few results on Γ.
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Proof of Lemma 5.2.2. Since W has the eigenvalues zero, κ1, and κ2,

det[I3 − rW (y)] = {1− rκ1(y)}{1− rκ2(y)} > 0, y ∈ Γ, r ∈ (−δ, δ)

by (5.2.2). Hence I3 − rW (y) is invertible. Also, the equality (5.2.8) follows from (5.2.6).
Let us prove (5.2.9) and (5.2.10). For the sake of simplicity, we fix and suppress the

argument y ∈ Γ. Since W is real and symmetric by Lemma 5.2.1 and has the eigenvalues
κ1, κ2, and zero with Wn = 0, we can take an orthonormal basis {τ1, τ2, n} of R3 such that
Wτi = κiτi, i = 1, 2. Then we have

(I3 − rW )τi = (1− rκi)τi, (I3 − rW )n = n

for r ∈ (−δ, δ) and i = 1, 2, and thus

(I3 − rW )−1τi = (1− rκi)−1τi, (I3 − rW )−1n = n. (5.B.1)

Since {τ1, τ2, n} is an orthonormal basis of R3, these formulas imply that

(I3 − rW )ka =
∑
i=1,2

(a · τi)(I3 − rW )kτi + (a · n)(I3 − rW )kn

=
∑
i=1,2

(a · τi)(1− rκi)kτi + (a · n)n

for all a ∈ R3 and k = ±1. Hence∣∣(I3 − rW )ka
∣∣2 =

∑
i=1,2

(a · τi)2(1− rκi)2k + (a · n)2

and (5.2.9) follows from (5.2.2) and |a|2 = (a · τ1)2 + (a · τ2)2 + (a · n)2. Also, from (5.B.1),
|τ1| = |τ2| = 1, and |1− (1− rκi)−1| ≤ |rκi(1− rκi)−1| ≤ c|r| by (5.2.2) we deduce that∣∣I3 − (I3 − rW )−1

∣∣2 =
∑
i=1,2

|1− (1− rκi)−1|2 ≤ c|r|2.

Hence (5.2.10) is valid.

Proof of Lemma 5.2.3. By (5.2.1) and n(π(x)) = n̄(π(x)) we have

π(x) = x− d(x)n̄(π(x)), x ∈ N.

We differentiate both sides in x and then use ∇d = n̄ and

−∇n̄(π(x)) = −∇Γn(π(x)) = W (π(x)) = W (x)

by (5.2.4) (note that π(x) ∈ Γ) to get

∇π(x) = I3 − n̄(x)⊗ n̄(x)− d(x)∇π(x)∇n̄(π(x)) = P (x) + d(x)∇π(x)W (x)

for x ∈ N , which implies that

π(x)
{
I3 − d(x)W (x)

}
= P (x), x ∈ N.
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Since I3 − d(x)W (x) is invertible for x ∈ N by Lemma 5.2.2, the equality (5.2.11) follows
from this equality and (5.2.8). Also, by (5.2.11) and P∇Γη = ∇Γη on Γ we get (5.2.12). The
inequalities (5.2.13) and (5.2.14) follows from (5.2.9), (5.2.10), and (5.2.12).

Now suppose that Γ is of class C3 and let us prove (5.2.15). For η ∈ C2(Γ) and i = 1, 2, 3
we differentiate both sides of (5.2.12) with respect to xi to get

∂i∇η̄ =

{
∂i

(
I3 − dW

)−1
}
∇Γη +

(
I3 − dW

)−1
∂i

(
∇Γη

)
in N. (5.B.2)

To estimate the right-hand side we differentiate both sides of{
I3 − d(x)W (x)

}−1 {
I3 − d(x)W (x)

}
= I3, x ∈ N

with respect to xi and use ∇d = n̄ to get

∂i

(
I3 − dW

)−1
=
(
I3 − dW

)−1(
n̄iW + d∂iW

)(
I3 − dW

)−1
in N. (5.B.3)

Here the right-hand side is bounded on N by (5.2.9), (5.2.12), and the C1-regularity of W
on Γ (note that Γ is of class C3). Using this fact and (5.2.9) to (5.B.2) we obtain

|∂i∇η̄| ≤ c
(∣∣∇Γη

∣∣+
∣∣∣∇2

Γη
∣∣∣) in N, i = 1, 2, 3,

which shows (5.2.15). Moreover, by (5.2.4), (5.B.2), (5.B.3), and d = 0 on Γ,

∂i∇η̄ = niW∇Γη +Di(∇Γη), i.e. ∂i∂j η̄ = ni

3∑
k=1

WjkDkη +DiDjη

on Γ for i, j = 1, 2, 3, which implies that

∆η̄ =

3∑
i=1

∂2
i η̄ =

3∑
i,k=1

(niWikDkη +D2
i η) = W Tn · ∇Γη + ∆Γη.

Since W Tn = Wn = 0 by Lemma 5.2.1, we obtain ∆η̄ = ∆Γη on Γ.

Using the orthonormal frame {τ1, τ2, n} given in the proof of Lemma 5.2.2 and the formula
(5.2.12), we can express the divergence of the constant extension of a surface vector field in
terms of the surface quantities on Γ.

Lemma 5.B.1. For v ∈ C1(Γ)3 let v̄ = v ◦ π be its constant extension. Then

div v̄ =
1

(1− dκ̄1)(1− dκ̄2)

{(
1− dH

)
divΓv + d

(
∇Γv : W

)}
in N. (5.B.4)

Moreover, div v̄ = 0 in N provided that DΓ(v) = 0 on Γ, where DΓ(v) is the surface strain
rate tensor given by (5.4.38).

Proof. Let x = y + rn(y) ∈ N with y = π(x) ∈ Γ and r = d(x) ∈ (−δ, δ). In what follows,
we suppress the argument y for functions on Γ. As in the proof of Lemma 5.2.2, we take
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an orthonormal basis {τ1, τ2, n} of R3 such that Wτi = κiτi for i = 1, 2. Then by (5.2.12),
(5.B.1), and the symmetry of W we have

div v̄(x) = tr[∇v̄(x)] = tr[(I3 − rW )−1∇Γv]

=
∑
i=1,2

(I3 − rW )−1(∇Γv)τi · τi + (I3 − rW )−1(∇Γv)n · n

=
∑
i=1,2

(∇Γv)τi · (1− rκi)−1τi + (∇Γv)n · n.

Here (∇Γv)n · n = P (∇Γv)n · n = 0. Hence

div v̄(x) =
(1− rκ2)(∇Γv)τ1 · τ1 + (1− rκ1)(∇Γv)τ2 · τ2

(1− rκ1)(1− rκ2)

=
{1− r(κ1 + κ2)}I1 + rI2

(1− rκ1)(1− rκ2)
,

(5.B.5)

where

I1 :=
∑
i=1,2

(∇Γv)τi · τi, I2 :=
∑
i=1,2

(∇Γv)τi · κiτi.

Since (∇Γv)n · n = 0 and {τ1, τ2, n} is an orthonormal basis of R3,

I1 =
∑
i=1,2

(∇Γv)τi · τi + (∇Γv)n · n = tr[∇Γv] = divΓv. (5.B.6)

Also, since Wτi = κiτi and Wn = 0,

I2 =
∑
i=1,2

(∇Γv)τi ·Wτi + (∇Γv)n ·Wn = ∇Γv : W.

We apply these equalities, κ1 + κ2 = H, and r = d(x) to (5.B.5) to get (5.B.4).
Now let v satisfy DΓ(v) = 0 on Γ. Since {τ1, τ2, n} is an orthonormal basis of R3, τ1 and

τ2 are tangent to Γ (at y). Hence Pτi = τi for i = 1, 2 and

0 = tr[DΓ(v)] =
∑
i=1,2

P (∇Γv)Pτi · τi + P (∇Γv)Pn · n =
∑
i=1,2

(∇Γv)τi · τi = divΓv

by P T = P , Pn = 0, and (5.B.6). Moreover, by (5.2.6) and the symmetry of W ,

∇Γv : W = P (∇Γv)P : W = DΓ(v) : W = 0.

Applying these equalities to (5.B.4) we observe that div v̄ = 0 in N .

Let us prove the density result on the Sobolev space on Γ.

Proof of Lemma 5.2.4. Here we only show the density of C`(Γ) in Wm,p(Γ) in the case
` = m = 2 and p ∈ [1,∞). The assertion in other cases are proved similarly.

Let η ∈ W 2,p(Γ). By a standard localization argument with a partition of unity of Γ
(note that Γ is compact), we may assume that there exist an open set U in R2 and a local
parametrization µ : U → Γ such that η is supported in µ(K), where K is a compact subset
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of U . Since Γ is of class C2, the local parametrization µ is of class C2 on U and thus there
exists a constant c > 0 such that

|∂siµ(s)| ≤ c, |∂si∂sjµ(s)| ≤ c, s ∈ K, i, j = 1, 2. (5.B.7)

We denote by θ = (θij)i,j the Riemannian metric of Γ. It is locally given by

θij(s) := ∂siµ(s) · ∂sjµ(s), s ∈ U, i, j = 1, 2.

Since the determinant of θ is continuous and does not vanish on U , it is bounded from above
and below by a positive constant on K:

c−1 ≤ det θ(s) ≤ c, s ∈ K. (5.B.8)

Let θ−1 = (θij)i,j be the inverse matrix of θ. Since θij and its first order derivatives are
bounded on K by (5.B.7) and ∂skθ

−1 = −θ−1(∂skθ)θ
−1, we have

|θij(s)| ≤ c, |∂skθ
ij(s)| ≤ c, s ∈ K, i, j, k = 1, 2. (5.B.9)

Moreover, there exists c > 0 such that

c−1|a|2 ≤ θ−1(s)a · a ≤ c|a|2, s ∈ K, a ∈ R2. (5.B.10)

To see this, let X(s, a) :=
∑2

i,j=1 θ
ij(s)ai∂sjµ(s) for s ∈ U and a = (a1, a2) ∈ R2. Since

∂s1µ(s) and ∂s2µ(s) are linearly independent, X(s, a) vanishes if and only if∑
i=1,2

θij(s)ai =
∑
i=1,2

θji(s)ai = 0 for j = 1, 2, i.e. θ−1(s)a = 0.

(Note that θ−1 is symmetric since θ is so.) By this fact we observe that X(s, a) = 0 if and
only if a = 0 and the function

|X(s, a)|2 =
2∑

i,j=1

θij(s)aiaj = θ−1(s)a · a

is continuous for (s, a) ∈ U ×R2 and does not vanish for a 6= 0. In particular, it is bounded
from above and below by positive constants on the compact set K×S1, where S1 is the unit
circle in R2. Hence (5.B.10) follows.

For s ∈ U let η̃(s) := η(µ(s)). We show that there exists c > 0 such that

c−1‖η̃‖W 2,p(U) ≤ ‖η‖W 2,p(µ(U)) ≤ c‖η̃‖W 2,p(U). (5.B.11)

By the definition of an integral over a surface,∫
µ(U)
|η(y)|p dH2(y) =

∫
U
|η̃(s)|p

√
det θ(s) ds.

Noting that η is supported in µ(K), we use (5.B.8) to the this equality to get

c−1‖η̃‖Lp(U) ≤ ‖η‖Lp(µ(U)) ≤ c‖η̃‖Lp(U). (5.B.12)



5. Navier–Stokes equations in a curved thin domain 260

Next we compare the first order derivatives of η and η̃. Since

∇Γη(µ(s)) =
2∑

i,j=1

θij(s)∂si η̃(s)∂sjµ(s),

|∇Γη(µ(s))|2 =
2∑

i,j=1

θij(s)∂si η̃(s)∂sj η̃(s) = θ−1(s)∇sη̃(s) · ∇sη̃(s)

(5.B.13)

for s ∈ U , where ∇s is the gradient operator in s ∈ R2, by (5.B.10) we have

c−1|∇sη̃(s)| ≤ |∇Γη(µ(s))| ≤ c|∇sη̃(s)|, s ∈ K.

We apply this inequality and (5.B.8) to∫
µ(U)
|∇Γη(y)|p dH2(y) =

∫
U
|∇Γη(µ(s))|p

√
det θ(s) ds

(note that η is supported in µ(K)) to obtain

c−1‖∇sη̃‖Lp(U) ≤ ‖∇Γη‖Lp(µ(U)) ≤ c‖∇sη̃‖Lp(U). (5.B.14)

Let us consider the second order derivatives of η and η̃. For s ∈ U and k = 1, 2, 3 we set
η̃k(s) := Dkη(µ(s)). Then by the right-hand inequality of (5.B.14) we see that

‖∇ΓDkη‖Lp(µ(U)) ≤ c‖∇sη̃k‖Lp(U).

Moreover, since Dkη = ∇Γη · ek, where {e1, e2, e3} is the standard basis of R3,

η̃k(s) = ∇Γη(µ(s)) · ek =
2∑

i,j=1

θij(s)∂si η̃(s)∂sjµ(s) · ek, s ∈ U

by (5.B.13). Thus, applying ∇s to both sides and using (5.B.7) and (5.B.9) we get

|∇sη̃k(s)| ≤ c(|∇sη̃(s)|+ |∇2
s η̃(s)|), s ∈ K.

Since η is supported in µ(K), we find by the above inequalities that

‖∇ΓDkη‖Lp(µ(U)) ≤ c‖∇sη̃k‖Lp(U) ≤ c‖∇sη̃‖W 1,p(U)

for k = 1, 2, 3. Therefore,

‖∇2
Γη‖Lp(µ(U)) ≤ c‖η̃‖W 2,p(U). (5.B.15)

To estimate the Lp(U)-norms of the second order derivatives of η̃, we take the inner product
of the first equality of (5.B.13) with ∂skµ(s), k = 1, 2, 3 to get

∇Γη(µ(s)) · ∂skµ(s) =

2∑
i,j=1

θij(s)θjk(s)∂si η̃(s) = ∂sk η̃(s), s ∈ U.

Since µ(s) ∈ Γ, we have ∇Γη(µ(s)) = ∇Γη(µ(s)), where the right-hand side stands for the
constant extension of ∇Γη in the normal direction of Γ, and thus

∂sl

(
∇Γη(µ(s))

)
= ∂sl

(
∇Γη(µ(s))

)
=
[
∇
(
∇Γη

)]
(µ(s))∂slµ(s)

= ∇2
Γη(µ(s))∂slµ(s), l = 1, 2, 3
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by (5.2.4). Hence for s ∈ U and k, l = 1, 2, 3 we have

∂sl∂sk η̃(s) = ∂sl

(
∇Γη(µ(s)) · ∂skµ(s)

)
= ∇2

Γη(µ(s))∂slµ(s) · ∂skµ(s) +∇Γη(µ(s)) · ∂sl∂skµ(s)

and by applying (5.B.7) to the last line we deduce that

|∇2
s η̃(s)| ≤ c(|∇Γη(µ(s))|+ |∇2

Γη(µ(s))|), s ∈ K.

Noting that η is supported in µ(K) and∫
µ(U)
|∇kΓη(y)|p dH2(y) =

∫
U
|∇kΓη(µ(s))|p

√
det θ(s) ds, k = 1, 2,

we use the above inequality and (5.B.8) to the Lp(U)-norm of ∇2
s η̃ to get

‖∇2
s η̃‖Lp(U) ≤ c‖η‖W 2,p(µ(U)). (5.B.16)

By (5.B.12), (5.B.14), (5.B.15), and (5.B.16) we obtain (5.B.11).
Now we observe by η ∈ W 2,p(Γ) and the left-hand inequality of (5.B.11) that η̃ is in

W 2,p(U). Since it is also supported in the compact subset K of U , by a standard mollification
argument (see e.g. [1, Lemma 3.16]) we can take a sequence {η̃k}∞k=1 in C∞(U) that converges
to η̃ strongly in W 2,p(U). Hence the right-hand inequality of (5.B.11) yields that

‖η − ηk‖W 2,p(µ(U)) ≤ c‖η̃ − η̃k‖W 2,p(U) → 0 as k →∞,

where ηk(y) := η̃k(µ
−1(y)) for k ∈ N and y ∈ Γ. Since the local parametrization µ : U → Γ is

of class C2, we have ηk ∈ C2(µ(U)) for each k ∈ N. Hence C2(Γ) is dense in W 2,p(Γ) (recall
that we localized η by using a partition of unity of Γ).

Next we give a change of variables formula for an integral over a parametrized surface.
Let h ∈ C1(Γ) satisfy |h| < δ on Γ. We define a parametrized surface

Γh := {y + h(y)n(y) | y ∈ Γ} ⊂ R3. (5.B.17)

Note that Γh ⊂ N by |h| < δ on Γ (see Section 5.2.1). For y ∈ Γ we set

τh(y) := {I3 − h(y)W (y)}−1∇Γh(y), nh(y) :=
n(y)− τh(y)√

1 + |τh(y)|2
. (5.B.18)

Here the vector field τh is tangential on Γ. We assume that the orientation of Γh is the same
as that of Γ. Then as in the proof of Lemma 5.2.10 below we can show that the constant
extension n̄h := nh ◦ π gives the unit outward normal vector field of Γh.

For ϕ ∈ C1(Γh) we define the tangential gradient ∇Γhϕ as

∇Γhϕ(x) := {I3 − n̄h(x)⊗ n̄h(x)}∇ϕ̃(x), x ∈ Γh,

where ϕ̃ is an arbitrary extension of ϕ to N satisfying ϕ̃|Γh = ϕ. Let us give a change of
variables formula for integrals over Γh.
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Lemma 5.B.2. Suppose that Γ is of class C2 and h ∈ C1(Γ) satisfies |h| < δ on Γ. Let Γh
be the parametrized surface given by (5.B.17). For ϕ ∈ L1(Γh) we have∫

Γh

ϕ(x) dH2(x) =

∫
Γ
ϕ](y)J(y, h(y))

√
1 + |τh(y)|2 dH2(y), (5.B.19)

where ϕ](y) := ϕ(y + h(y)n(y)) for y ∈ Γ and J and τh are given by (5.2.48) and (5.B.18).

Before starting to prove Lemma 5.B.2 we give a remark on a partition of unity of Γh. Since
the surface Γ is compact, we can take finite open subsets Uk of R2 and local parametrizations
µk : Uk → Γ, k = 1, . . . , k0 such that {µk(Uk)}k0k=1 is an open covering of Γ. Let {ηk}k0k=1 be

a partition of unity of Γ subordinate to the covering {µk(Uk)}k0k=1. Then setting

µkh(s) := µk(s) + h(µk(s))n(µk(s)), ηkh(µkh(s)) := ηk(µk(s)), s ∈ Uk

we observe that µkh : Uk → Γh, k = 1, . . . , k0 are local parametrizations of Γh such that

{µkh(Uk)}k0k=1 is an open covering of Γh, and that {ηkh}
k0
k=1 is a partition of unity of Γh

subordinate to the covering {µkh(Uk)}k0k=1. Using these local parametrizations and partitions
of unity we can localize integrals over Γ and Γh and express them as integrals over the same
domains Uk, k = 1, . . . , k0.

Proof. Let U be an open subset of R2 and µ : U → Γ be a local parametrization of Γ. The
Riemannian metric of Γ is locally given by θ = ∇sµ(∇sµ)T on U , where

∇sµ :=

(
∂s1µ1 ∂s1µ2 ∂s1µ3

∂s2µ1 ∂s2µ2 ∂s2µ3

)
.

Note that ∇sµ(s)n(µ(s)) = 0 for s ∈ U since ∂s1µ(s) and ∂s2µ(s) are tangent to Γ at µ(s).
Using µ we give a local parametrization µh : U → Γh and the Riemannian metric θh of Γh
by

µh(s) := µ(s) + h(µ(s))n(µ(s)), θh(s) := ∇sµh(s){∇sµh(s)}T , s ∈ U.

Hereafter we use the notation η](s) := η(µ(s)), s ∈ U for a function η on Γ and suppress
the argument s ∈ U . Then by a localization argument with partitions of unity of Γ and Γh
mentioned above, the proof of (5.B.19) reduces to show√

det θh = J(µ, h])

√
(1 + |τ ]h|2) det θ on U. (5.B.20)

We prove (5.B.20) in two steps. First we show the equality

(1− |(∇Γh h̄) ◦ µh|2) det θh = J(µ, h])2 det θ on U, (5.B.21)

where h̄ := h ◦π is the constant extension of h in the normal direction of Γ. We differentiate
both sides of µh = µ+ h]n] in s and use

∇sn](s) = ∇s
(
n̄(µ(s))

)
= ∇sµ(s)∇n̄(µ(s)) = −∇sµ(s)W (µ(s))

by (5.2.4) (note that µ(s) ∈ Γ). Then

∇sµh = ∇sµ(I3 − h]W ]) +∇sh] ⊗ n] on U.
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Also, noting that W ] is a symmetric matrix we get

(∇sµh)T = (I3 − h]W ])(∇sµ) + n] ⊗∇sh] on U.

From these equalities, (∇sµ)n] = 0, W ]n] = 0, and

(∇sh] ⊗ n])(n] ⊗∇sh]) = |n]|2∇sh] ⊗∇sh] = ∇sh] ⊗∇sh]

we deduce that

θh = ∇sµh(∇sµh)T = ∇sµ(I3 − h]W ])2(∇sµ)T +∇sh] ⊗∇sh]

and thus

det(θh −∇sh] ⊗∇sh]) = det[∇sµ(I3 − h]W ])2(∇sµ)T ] on U. (5.B.22)

The formula det(I2 + a⊗ b) = 1 + a · b for a, b ∈ R2 yields

det(θh −∇sh] ⊗∇sh]) = det[I3 − (θ−1
h ∇sh

])⊗∇sh]] det θh

= {1− (θ−1
h ∇sh

]) · ∇sh]} det θh.

To calculate the right-hand side of (5.B.22) we set

A :=

(
∇sµ
(n])T

)
, Ah :=

(
∇sµ(I3 − h]W ])

(n])T

)
.

Here we see n] ∈ R3 as a column vector. Then by (∇sµ)n] = 0, W ]n] = 0, and the symmetry
of the matrix W ] we have Ah = A(I3 − h]W ]) and

AAT =

(
θ 0
0 1

)
, AhA

T
h =

(
∇sµ(I3 − h]W ])(∇sµ)T 0

0 1

)
.

From these equalities and det(I3 − h]W ]) = J(µ, h]) it follows that

det[∇sµ(I3 − h]W ])2(∇sµ)T ] = det[AhA
T
h ] = det[A(I3 − h]W ])2AT ]

= det[(I3 − h]W ])2] det[AAT ]

= J(µ, h])2 det θ.

(5.B.23)

(Note that A and I3 − h]W ] are 3× 3 matrices.) Hence (5.B.22) reads

{1− (θ−1
h ∇sh

]) · ∇sh]} det θh = J(µ, h])2 det θ on U. (5.B.24)

Now we recall that the tangential gradient of h̄ on Γh is locally expressed as

∇Γh h̄(µh(s)) =

2∑
i,j=1

θijh (s)
∂(h̄ ◦ µh)

∂si
(s)∂sjµh(s), s ∈ U.

Here θijh is the (i, j)-entry of θ−1
h . Since h̄ = h ◦ π is the constant extension of h and

π(µh(s)) = µ(s), we have h̄(µh(s)) = h(µ(s)) = h](s) and thus

(∇Γh h̄) ◦ µh =

2∑
i,j=1

θijh (∂sih
])∂sjµ,

∣∣(∇Γh h̄) ◦ µh
∣∣2 =

2∑
i,j=1

θijh (∂sih
])(∂sjh

]) = (θ−1
h ∇sh

]) · ∇sh].
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Applying this equality to the left-hand side of (5.B.24) we obtain (5.B.21).
Next we show that

1−
∣∣∇Γh h̄(y + h(y)n(y))

∣∣2 =
1

1 + |τh(y)|2
, y ∈ Γ, (5.B.25)

where τh is the tangential vector field on Γ given by (5.B.18). For the sake of simplicity,
we set α :=

√
1 + |τh|2 and sometimes suppress the argument y ∈ Γ of functions on Γ. By

(5.2.12) and d(y + h(y)n(y)) = h(y) we have

∇h̄(x)|x=y+h(y)n(y) = {I3 − h(y)W (y)}−1∇Γh(y) = τh(y).

Since ∇Γh h̄ = (I3 − n̄h ⊗ n̄h)∇h̄ on Γh and nh = α−1(n − τh) on Γ, we see by the above
equality that

∇Γh h̄(y + h(y)n(y)) = {I3 − α−2(n− τh)⊗ (n− τh)}τh = α−2{|τh|2n+ (α2 − |τh|2)τh}.

From this equality, n · τh = 0, and α2 = 1 + |τh|2 we deduce that

1−
∣∣∇Γh h̄(y + h(y)n(y))

∣∣2 = 1− α−4(|τh|4 + |τh|2) = 1− α−2|τh|2.

Since α−2 = (1 + |τh|2)−1, the above equality implies (5.B.25). Finally, we conclude by
(5.B.21) and (5.B.25) that (5.B.20) is valid.

Now we assume that Γ is of class C5 and prove the formulas and inequalities in Sec-
tion 5.2.2 for the surface quantities on the boundary Γε of the curved thin domain.

Proof of Lemma 5.2.9. First note that, since Γ is of class C5, the Weingarten map W ∈
C3(Γ)3×3 and the functions g0, g1 ∈ C4(Γ) are bounded on Γ along with their first and
second order tangential derivatives.

Let τ iε and niε, i = 0, 1 be the vector fields on Γ given by (5.2.32) and (5.2.33). Then the
first inequalities of (5.2.34) and (5.2.35) immediately follow from (5.2.9) and (5.2.10). To
show the second inequalities of (5.2.34) and (5.2.35) we set

Riε(y) := {I3 − εgi(y)W (y)}−1, y ∈ Γ

and apply Dk, k = 1, 2, 3 to both sides of Riε(I3 − εgiW ) = I3 on Γ to get

DkR
i
ε = εRiε{(Dkgi)W + giDkW}Riε on Γ. (5.B.26)

Then by (5.2.9) we see that there exists a constant c > 0 independent of ε such that

|DkR
i
ε| ≤ cε on Γ. (5.B.27)

Applying (5.2.9), (5.2.10), and (5.B.27) to Dkτ
i
ε = (DkR

i
ε)∇Γgi +Riε(Dk∇Γg) we obtain

|Dkτ
i
ε| ≤ c, |Dkτ

i
ε −Dk∇Γg| ≤ |(DkR

i
ε)∇Γgi|+ |(Riε − I3)(Dk∇Γg)| ≤ cε

on Γ for all k = 1, 2, 3. Hence the second inequalities of (5.2.34) and (5.2.35) follows. We
further apply Dl, l = 1, 2, 3 to both sides of (5.B.26) and use (5.2.9) and (5.B.27) to get
|DlDkR

i
ε| ≤ cε on Γ. From this inequality, (5.2.9), (5.B.27) we deduce that

|DlDkτ
i
ε| ≤ |(DlDkR

i
ε)∇Γgi|+ |(DkR

i
ε)(Dl∇Γgi)|

+ |(DlR
i
ε)(Dk∇Γgi)|+ |Riε(DlDk∇Γgi)| ≤ c.
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Hence the third inequality of (5.2.34) is valid.
Now let us prove the inequalities for niε. The first equality of (5.2.36) is a direct con-

sequence of (5.2.33). Also, the other inequalities of (5.2.36) follow from (5.2.34). To prove
(5.2.37) we see that n0

ε + n1
ε = ϕεn+ ετε, where

ϕε :=
1√

1 + ε2|τ1
ε |2
− 1√

1 + ε2|τ0
ε |2

, τε := − τ1
ε√

1 + ε2|τ1
ε |2

+
τ0
ε√

1 + ε2|τ0
ε |2

.

From (5.2.34) it follows that

|τε| ≤ c, |∇Γτε| ≤ c on Γ (5.B.28)

with a positive constant c independent of ε. Let us estimate ϕε and its tangential gradient.
By the mean value theorem for the function (1 + s)−1/2, s ≥ 0 and (5.2.34).

|ϕε| ≤
ε2

2

∣∣|τ1
ε |2 − |τ0

ε |2
∣∣ ≤ cε2 on Γ. (5.B.29)

Also, since

∇Γ

(
1√

1 + ε2|τ iε|2

)
= − ε2(∇Γτ

i
ε)τ

i
ε

(1 + ε2|τ iε|2)3/2
, i = 0, 1,

we use (5.2.34) to get

|∇Γϕε| ≤ cε2 on Γ. (5.B.30)

Applying (5.B.28), (5.B.29), and (5.B.30) to n0
ε +n1

ε = ϕεn+ ετε and its tangential gradient
matrix we obtain (5.2.37).

Proof of Lemma 5.2.10. We take an open subset U of R2 and a local parametrization µ : U →
Γ. Then for i = 0, 1 the mapping

µiε(s) := µ(s) + εgi(µ(s))n(µ(s)), s ∈ U

defines a local parametrization µiε : U → Γiε and the pair {∂s1µiε(s), ∂s2µiε(s)} is a basis of
the tangent plane of Γiε at µiε(s). Hence if we show

n̄iε(µ
i
ε(s)) · ∂skµ

i
ε(s) = 0, s ∈ U, k = 1, 2,

then n̄iε is normal to Γiε and thus nε = n̄iε on Γiε, since |niε| = 1 and both nε and n̄iε have the
direction of (−1)i+1n̄. Moreover, since n̄iε(µ

i
ε(s)) = niε(µ(s)) is given by (5.2.33) (note that

π(µiε(s)) = µ(s)), the above equality reduces to

n(µ(s)) · ∂skµ
i
ε(s) = ετ iε(µ(s)) · ∂skµ

i
ε(s), s ∈ U, k = 1, 2. (5.B.31)

To prove (5.B.31) we differentiate both sides of

µiε(s) = µ(s) + εḡi(µ(s))n̄(µ(s)), s ∈ U

with respect to sk, k = 1, 2 and use (5.2.4) (note that µ(s) ∈ Γ) to get

∂skµ
i
ε(s) = {I3 − εgi(µ(s))W (µ(s))}∂skµ(s) + ε∂skµ(s) · ∇Γgi(µ(s))n(µ(s)).
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Here the first term on the right-hand side is tangent to Γ at µ(s) since µ is a local parametriza-
tion of Γ and W = PW on Γ. Hence

n(µ(s)) · ∂skµ
i
ε(s) = ε∂skµ(s) · ∇Γgi(µ(s)).

Also, since τ iε = (I3 − εgiW )−1∇Γgi is tangential on Γ and W is symmetric,

ετ iε(µ(s)) · ∂skµ
i
ε(s) = ε(I3 − εgiW )−1∇Γgi(µ(s)) · (I3 − εgiW )∂skµ(s)

= ε∂skµ(s) · ∇Γgi(µ(s)).

Here we suppressed the argument µ(s) of the function I3 − εgiW . Therefore, we obtain
(5.B.31) and conclude that the assertion nε = n̄iε on Γiε, i = 0, 1 is valid.

Proof of Lemma 5.2.11. For i = 0, 1 let τ iε and niε be given by (5.2.32) and (5.2.33) and

ϕiε(x) :=
1√

1 + ε2|τ̄ iε(x)|2
− 1, x ∈ N.

By direct calculations and the inequalities (5.2.13), (5.2.15), and (5.2.34) we see that

|∂αxϕiε(x)| ≤ cε2 for all x ∈ N, |α| = 0, 1, 2, (5.B.32)

where ∂αx = ∂α1
1 ∂α2

2 ∂α3
3 for α = (α1, α2, α3) ∈ Z3 with αj ≥ 0, j = 1, 2, 3 and c > 0 is a

constant independent of ε. Since nε = n̄iε on Γiε by Lemma 5.2.10,

nε − (−1)i+1
(
n̄−∇Γgi

)
= (−1)i+1ϕiε(n̄− ετ̄ iε)− (−1)i+1ε

(
τ̄ε −∇Γgi

)
on Γiε. Applying (5.2.34), (5.2.35), and (5.B.32) to the right-hand side we obtain (5.2.40).
Also, the inequalities (5.2.41) immediately follow from (5.2.40).

Let us prove (5.2.42). For x ∈ N we set

Φi
ε(x) := (−1)i+1

{
ϕiε(x)n̄(x)− ετ̄ iε(x)√

1 + ε2|τ̄ iε(x)|2

}
.

Then we observe by direct calculations, (5.2.13), (5.2.15), (5.2.34), and (5.B.32) that

|∂αxΦi
ε(x)| ≤ cε for all x ∈ N, |α| = 0, 1, 2. (5.B.33)

We differentiate n̄iε(x) = (−1)i+1n̄(x) + Φi
ε(x), x ∈ N and apply (5.2.16) to get

∇n̄iε(x) = (−1)i{I3 − d(x)W (x)}−1W (x) +∇Φi
ε(x), x ∈ N.

Since n̄iε is an extension of nε (on Γiε) to N , the Weingarten map of Γiε is given by Wε =
−Pε∇n̄iε on Γε. Thus, the above equality yields that

Wε(x) = Pε(x)
{

(−1)i+1R
i
ε(x)W (x)−∇Φi

ε(x)
}
, x ∈ Γiε, (5.B.34)

where Riε := (I3 − εgiW )−1 on Γ. By this equality and (5.2.8) we observe that∣∣Wε − (−1)i+1W
∣∣ ≤ ∣∣∣(Pε − P)RiεW ∣∣∣+

∣∣∣(Riε − I3

)
W
∣∣∣+ |Pε∇Φi

ε| on Γiε



5. Navier–Stokes equations in a curved thin domain 267

and thus we obtain the first inequality of (5.2.42) by applying (5.2.9), (5.2.10), (5.2.41), and
(5.B.33) to the right-hand side of the above inequality. The second inequality of (5.2.42)
follows from the first one since H = tr[W ] and Hε = tr[Wε].

Finally, let us show the inequality (5.2.43). Based on (5.B.34) we define an extension of
the Weingarten map Wε (on Γiε) to N by

W̃ i
ε(x) := P

i
ε(x)

{
(−1)i+1R

i
ε(x)W (x)−∇Φi

ε(x)
}
, x ∈ N,

where P iε := I3 − niε ⊗ niε on Γ. For x ∈ N let

Eiε(x) := (−1)i+1
{
P
i
ε(x)− P (x)

}
R
i
ε(x)W (x),

F iε(x) := (−1)i+1P (x)
{
R
i
ε(x)− I3

}
W (x), Giε(x) := −P iε(x)∇Φi

ε(x)

so that W̃ i
ε = (−1)i+1W + Eiε + F iε +Giε in N by (5.2.6). Hence by (5.2.12) we get

∂jW̃
i
ε =

3∑
k=1

(−1)i+1

[(
I3 − dW

)−1
]
jk

DkW + ∂jE
i
ε + ∂jF

i
ε + ∂jG

i
ε (5.B.35)

in N for j = 1, 2, 3. To estimate the derivatives of Eiε, F
i
ε , and Giε, we observe by the equality

n̄iε = (−1)i+1n̄+ Φi
ε on N and the estimate (5.B.33) that∣∣∣P iε − P ∣∣∣ ≤ cε, ∣∣∣∂jP iε − ∂jP ∣∣∣ ≤ cε in N.

From these inequalities, (5.2.10), (5.2.13), (5.B.27), and (5.B.33) we deduce that

|∂jEiε| ≤ cε, |∂jF iε | ≤ cε, |∂jGiε| ≤ cε in N.

Applying (5.2.10) and the above inequalities to (5.B.35) we get∣∣∣∂jW̃ i
ε(x)− (−1)i+1DjW (x)

∣∣∣ ≤ c(|d(x)|+ ε), x ∈ N. (5.B.36)

Now we recall that W̃ i
ε is an extension of Wε (on Γiε) to N . Hence

Dε
jWε(x) =

3∑
k=1

[Pε(x)]jk∂kW̃
i
ε(x), x ∈ Γiε

and from P∇Γ = ∇Γ it follows that∣∣Dε
jWε −DjW

∣∣ ≤ 3∑
k=1

(∣∣∣∣[Pε − P]jk∂kW̃ i
ε

∣∣∣∣+
∣∣∣P jk {∂kW̃ i

ε − (−1)i+1DkW
}∣∣∣)

on Γε. Applying (5.2.41) and (5.B.36) with |d| = ε|ḡi| ≤ cε on Γiε to the right-hand side we
conclude that (5.2.43) is valid.

Proof of Lemma 5.2.12. Since

P (y + εg0(y)n(y)) = P (y + εg1(y)n(y)) = P (y), y ∈ Γ,

we observe that

|Pε(y + εg1(y)n(y))− Pε(y + εg0(y)n(y))| ≤
∑
i=0,1

∣∣∣[Pε − P](y + εgi(y)n(y))
∣∣∣ .

Applying (5.2.41) to the right-hand side we obtain the inequality (5.2.44) for Fε = Pε. The
other inequalities are proved by (5.2.41)–(5.2.43) in the same way.
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Finally, let us prove the formula (5.3.15) in the proof of Lemma 5.3.3.

Proof of (5.3.15). In the proof of Lemma 5.3.3 we consider the mapping

ζ(s) = µ(s′) + ε{(1− s3)g0(µ(s′)) + s3g1(µ(s′))}n(µ(s))

for s = (s′, s3) ∈ (0, 1), s′ ∈ (0, 1)2, where µ : (0, 1)2 → Γ is a local parametrization of Γ.
Differentiating ζ in s we get (5.3.14), i.e.

∂siζ(s) = {I3 − hε(s)W (µ(s′))}∂siµ(s′) + ηiε(s)n(µ(s′)), i = 1, 2,

∂s3ζ(s) = εg(µ(s′))n(µ(s′))
(5.B.37)

for s ∈ (0, 1)3, where

hε(s) := ε{(1− s3)g0(µ(s′)) + s3g1(µ(s′))},
ηiε(s) := ε∂siµ(s′) · {(1− s3)∇Γg0(µ(s′)) + s3∇Γg1(µ(s′))}, i = 1, 2.

For the sake of simplicity, we use the notation ξ](s′) := ξ(µ(s′)), s′ ∈ (0, 1)2 for a function ξ
on Γ and suppress the arguments s and s′. Hence we refer to (5.B.37) as

∂siζ = (I3 − hεW ])∂siµ+ ηiεn
], ∂s3ζ = εg]n] on (0, 1)3, i = 1, 2. (5.B.38)

By (5.B.38) we observe that the gradient matrix of ζ is of the form

∇sζ =

∂s1ζ1 ∂s1ζ2 ∂s1ζ3

∂s2ζ1 ∂s2ζ2 ∂s2ζ3

∂s3ζ1 ∂s3ζ2 ∂s3ζ3

 =

(
∇sµ(I3 − hεW ]) + ηε ⊗ n]

εg](n])T

)
.

Here we consider n] ∈ R3 as a column vector and define

∇sµ :=

(
∂s1µ1 ∂s1µ2 ∂s1µ3

∂s2µ1 ∂s2µ2 ∂s2µ3

)
, ηε :=

(
η1
ε

η2
ε

)
.

Since µ is a local parametrization of Γ, the vectors ∂s1µ and ∂s2µ are tangent to Γ and thus
(∇sµ)n] = 0. Also, we have W ]n] = 0, (ηε ⊗ n])n] = |n]|2ηε = ηε, and

(ηε ⊗ n])(n] ⊗ ηε) = |n]|2ηε ⊗ ηε = ηε ⊗ ηε.

From these equalities and the symmetry of the matrix W ] it follows that

∇sζ(∇sζ)T =

(
∇sµ(I3 − hεW ])2(∇sµ)T + ηε ⊗ ηε εg]ηε

εg]ηTε ε2(g])2

)
.

Therefore, by elementary row operations we have

det[∇sζ(∇sζ)T ] = det

(
∇sµ(I3 − hεW ])2(∇sµ)T + ηε ⊗ ηε εg]ηε

εg]ηTε ε2(g])2

)
= det

(
∇sµ(I3 − hεW ])2(∇sµ)T 0

εg]ηTε ε2(g])2

)
= ε2(g])2 det[∇sµ(I3 − hεW ])2(∇sµ)T ]

= ε2(g])2J(µ, hε)
2 det θ,

where θ := ∇sµ(∇sµ)T and the last equality follows from the same calculations as in (5.B.23).
Since det∇sζ =

√
det[∇sζ(∇sζ)T ], we conclude by the above equality that the formula

(5.3.15) is valid.
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5.C Riemannian connection on a surface

In this appendix we introduce the notion of the Riemannian (or Levi-Civita) connection on
a surface in R3 and give several formulas for the covariant derivatives.

Let Γ be a two-dimensional closed, connected, oriented, and sufficiently smooth (at least
of class C3) surface in R3. We use the same notations on the differential operators and the
surface quantities on Γ as in Section 5.2.1. For X ∈ C1(Γ, TΓ) and Y ∈ C(Γ, TΓ) we define
the covariant derivative of X along Y as

∇YX := P
{

(Y · ∇)X̃
}

on Γ. (5.C.1)

Here X̃ is a C1-extension of X to an open neighborhood of Γ with X̃|Γ = X. Note that,
since Y is tangential on Γ, we have (Y · ∇)X̃ = (Y · ∇Γ)X and thus the value of ∇YX
does not depend on the choice of an extension of X. The directional derivative (Y · ∇Γ)X is
expressed in terms of the covariant derivative and the Weingarten map.

Lemma 5.C.1. For X ∈ C1(Γ, TΓ) and Y ∈ C(Γ, TΓ) we have

(Y · ∇)X̃ = (Y · ∇Γ)X = ∇YX + (WX · Y )n on Γ, (5.C.2)

where X̃ is any C1-extension of X to an open neighborhood of Γ satisfying X̃|Γ = X.

Proof. Since X · n = 0 and −∇Γn = W on Γ,

(Y · ∇Γ)X · n = Y · ∇Γ(X · n)−X · (Y · ∇Γ)n = X · (−∇Γn)TY = X ·W TY = WX · Y

on Γ. Combining this with (5.C.1) we obtain (5.C.2).

The formula (5.C.2) is called the Gauss formula (see e.g. [9, Section 4.2] and [33, Sec-
tion VII.3]). Let us prove fundamental properties of ∇.

Lemma 5.C.2. The following equalities hold:

• For X ∈ C1(Γ, TΓ), Y,Z ∈ C(Γ, TΓ), and η, ξ ∈ C(Γ),

∇ηY+ξZX = η∇YX + ξ∇ZX on Γ. (5.C.3)

• For X ∈ C1(Γ, TΓ), Y ∈ C(Γ, TΓ), and η ∈ C1(Γ),

∇Y (ηX) = (Y · ∇Γη)X + η∇YX on Γ. (5.C.4)

• For X,Y ∈ C1(Γ, TΓ) and Z ∈ C(Γ, TΓ),

Z · ∇Γ(X · Y ) = ∇ZX · Y +X · ∇ZY on Γ. (5.C.5)

• For X,Y ∈ C1(Γ, TΓ) and η ∈ C2(Γ),

X · ∇Γ(Y · ∇Γη)− Y · ∇Γ(X · ∇Γη) =
(
∇XY −∇YX

)
· ∇Γη. (5.C.6)



5. Navier–Stokes equations in a curved thin domain 270

Proof. The identities (5.C.3) and (5.C.4) immediately follow from the definition (5.C.1) of
the covariant derivative. Also, applying (5.C.2) and X ·n = Y ·n = 0 on Γ to the right-hand
side of

Z · ∇Γ(X · Y ) = (Z · ∇Γ)X · Y +X · (Z · ∇Γ)Y

we get (5.C.5). To prove (5.C.6) we use the formula (see e.g. [43, Lemma 2.2])

DiDjη −DjDiη = [W∇Γη]inj − [W∇Γη]jni on Γ, i, j = 1, 2, 3. (5.C.7)

The left-hand side of (5.C.6) is of the form

3∑
i,j=1

{XiDi(YjDjη)− YiDi(XjDjη)}

=

3∑
i,j=1

(XiDiYj − YiDiXj)Djη +

3∑
i,j=1

(XiYj −XjYi)DiDjη.

By (5.C.2) and ∇Γη · n = 0 on Γ, we have

3∑
i,j=1

(XiDiYj − YiDiXj)Djη = {(X · ∇Γ)Y − (X · ∇Γ)X} · ∇Γη

=
(
∇XY −∇YX

)
· ∇Γη.

Also, using (5.C.7) and noting that X · n = Y · n = 0 on Γ we observe that

3∑
i,j=1

(XiYj −XjYi)DiDjη =
3∑

i,j=1

XiYj(DiDjη −DjDiη)

=

3∑
i,j=1

XiYj([W∇η]inj − [W∇Γη]jni)

= (X ·W∇Γη)(Y · n)− (X · n)(Y ·W∇Γη) = 0.

Combining the above three equalities we obtain (5.C.6).

By Lemma 5.C.2 we observe that the assignment ∇ : (X,Y ) 7→ ∇YX defines the Rie-
mannian (or Levi-Civita) connection on Γ (see e.g. [9, 30, 50] for the definition of the Rie-
mannian connection). Note that the formula (5.C.6) represents the torsion-free condition
[X,Y ] = ∇XY −∇YX for X,Y ∈ C1(Γ, TΓ), where [X,Y ] = XY − Y X is the Lie bracket
of X and Y (see e.g. [63]).

Let U be a relatively open subset of Γ and τ1 and τ2 be C1 tangential vector fields defined
on U such that the pair {τ1(y), τ2(y)} is an orthonormal basis of the tangent plane of Γ at
each y ∈ U . (Since Γ is at least of class C3, we can take such vector fields for sufficiently
small U .) We call the pair {τ1, τ2} a local orthonormal frame of the tangent plane of Γ on
U . Note that

H = tr[W ] =
∑
i=1,2

Wτi · τi on U (5.C.8)

since {τ1, τ2, n} is an orthonormal basis of R3 and Wn = 0. Let us express several quantities
related to the tangential gradient matrix of tangential vector fields on Γ in terms of the
covariant derivatives and the local orthonormal frame.
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Lemma 5.C.3. Let {τ1, τ2} be a local orthonormal frame of the tangent plane of Γ on a
relatively open subset U of Γ. For X,Y ∈ C1(Γ, TΓ) we have

divΓX =
∑
i=1,2

∇iX · τi, (5.C.9)

∇ΓX : W =
∑
i=1,2

∇iX ·Wτi =
∑
i=1,2

W∇iX · τi, (5.C.10)

∇ΓX : ∇ΓY =
∑
i=1,2

∇iX · ∇iY +WX ·WY, (5.C.11)

∇ΓX : (∇ΓY )P =
∑
i=1,2

∇iX · ∇iY, (5.C.12)

W∇ΓX : (∇ΓY )P =
∑
i=1,2

∇WτiX · ∇iY (5.C.13)

on U , where ∇i := ∇τi for i = 1, 2.

Proof. Throughout the proof we carry out calculations on U . First note that

(∇ΓX)T τi = (τi · ∇Γ)X = ∇iX + (WX · τi)n, i = 1, 2,

(∇ΓX)Tn = (n · ∇Γ)X = 0
(5.C.14)

by (5.C.2) and n · ∇ΓXj = 0 for j = 1, 2, 3. Since {τ1, τ2, n} forms an orthonormal basis of
R3, we have

divΓX = tr[∇ΓX] =
∑
i=1,2

(∇ΓX)T τi · τi + (∇ΓX)Tn · n.

The equality (5.C.9) follows from the above equality and (5.C.14). We also get (5.C.10) by
using (5.C.14), W T = W , and Wn = 0 to the right-hand side of

∇ΓX : W = (∇ΓX)T : W T =
∑
i=1,2

(∇ΓX)T τi ·W T τi + (∇ΓX)Tn ·W Tn.

Let us prove (5.C.11). By (5.C.2) and ∇iX · n = ∇iY · n = 0,

∇ΓX : ∇ΓY = (∇ΓX)T : (∇ΓY )T =
∑
i=1,2

(∇ΓX)T τi · (∇ΓY )T τi + (∇ΓX)Tn · (∇ΓY )Tn

=
∑
i=1,2

{
∇iX + (WX · τi)n

}
·
{
∇iY + (WY · τi)n

}
=
∑
i=1,2

∇iX · ∇iY +
∑
i=1,2

(WX · τi)(WY · τi).

Here the second term on the last line is equal to WX ·WY , since WX and WY are tangential
vector fields on Γ and {τ1, τ2} is an orthonormal basis of the tangent plane of Γ. Hence
(5.C.11) is valid. Also, noting that P T = P , W T = W , and

P (∇ΓY )T τi = P
{
∇iY + (WY · τi)n

}
= ∇iY,

(∇ΓX)TWτi = (Wτi · ∇Γ)X = ∇WτiX + (WX ·Wτi)n

by (5.C.2), Pn = 0, and the fact that ∇iY is tangential on Γ, we can prove (5.C.12) and
(5.C.13) by the same calculations as above.
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Next we give an integration by parts formula for integrals over Γ of the covariant deriva-
tives along vector fields of a local orthonormal frame.

Lemma 5.C.4. Let {τ1, τ2} be a local orthonormal frame of the tangent plane of Γ on a
relatively open subset U of Γ and ∇i := ∇τi for i = 1, 2. Suppose that X ∈ C2(Γ, TΓ) and
Y ∈ C1(Γ, TΓ) are compactly supported in U . Then we have∑

i=1,2

∫
Γ

(
∇i∇iX −∇∇iτiX

)
· Y dH2 = −

∑
i=1,2

∫
Γ
∇iX · ∇iY dH2. (5.C.15)

Proof. The proof is basically the same as that of [50, Proposition 34]. We define a tangential
vector field Z on Γ by

Z :=


∑
i=1,2

(
∇iX · Y

)
τi on U,

0 on Γ \ U.

Since X ∈ C2(Γ, TΓ) and Y ∈ C1(Γ, TΓ) are compactly supported in U , we have Z ∈
C1(Γ, TΓ). Moreover, since {τ1, τ2} forms an orthonormal basis of the tangent plane of Γ,
we see by (5.C.3) that Z · V = ∇VX · Y on Γ for all V ∈ C(Γ, TΓ). From this fact and
(5.C.5) we deduce that

∇iZ · τi = τi · ∇Γ(Z · τi)− Z · ∇iτi = τi · ∇Γ

(
∇iX · Y

)
−∇∇iτiX · Y

on U for i = 1, 2. Applying (5.C.5) again to the first term on the right-hand side we get

∇iZ · τi =
(
∇i∇iX −∇∇iτiX

)
· Y +∇iX · ∇iY on U.

By this equality and (5.C.9) we see that

divΓZ =
∑
i=1,2

{(
∇i∇iX −∇∇iτiX

)
· Y +∇iX · ∇iY

}
on U. (5.C.16)

Since X, Y , and Z are supported in U , we may assume that (5.C.16) holds on the whole
surface Γ. Thus, integrating both sides of (5.C.16) over Γ and noting that the integral of
the surface divergence of Z over Γ vanishes by the Stokes theorem (note that Z is tangential
and Γ has no boundary), we conclude that the formula (5.C.15) is valid.

The formula (5.C.15) gives a relation between two Laplacians acting on tangential vector
fields on Γ. For X ∈ C2(Γ, TΓ), Y ∈ C1(Γ, TΓ), and Z ∈ C(Γ, TΓ), the second covariant
derivative is defined as

∇2
Z,YX := ∇Z∇YX −∇∇ZYX.

The trace of the second covariant derivative is called the connection Laplacian, i.e.

tr∇2
X :=

∑
i=1,2

∇2
τi,τiX =

∑
i=1,2

(
∇i∇iX −∇∇iτiX

)
, X ∈ C2(Γ, TΓ).
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Here {τ1, τ2} is a local orthonormal frame and ∇i = ∇τi for i = 1, 2. On the other hand,
the Bochner Laplacian ∆BX of X ∈ C2(Γ, TΓ) is defined as a tangential vector field on Γ
satisfying ∫

Γ
∆BX · Y dH2 := −

∑
i=1,2

∫
Γ
∇iX · ∇iY dH2 (5.C.17)

for all Y ∈ C1(Γ, TΓ), where we assume that X and Y are appropriately localized by a
partition of unity of Γ. (Note that there are other definitions of the connection and Bochner
Laplacians in which one takes the opposite sign.) Then by (5.C.15) we observe that these
two Laplacians agree, i.e.

tr∇2
X = ∆BX, X ∈ C2(Γ, TΓ).

When the surface Γ is embedded in R3, we can also consider the Laplace–Beltrami operator
acting on each component of a vector field X = (X1, X2, X3) on Γ:

∆ΓX = (∆ΓX1,∆ΓX2,∆ΓX3), ∆Γ =

3∑
i=1

D2
i .

Let us give a relation between the two Laplacians ∆B and ∆Γ.

Lemma 5.C.5. For X ∈ C2(Γ, TΓ) we have

∆BX = P∆ΓX +W 2X on Γ. (5.C.18)

Proof. The relation (5.C.18) is proved in [43, Appendix B]. Here we give another proof of
it. By a localization argument with a partition of unity of Γ, it is sufficient to show (5.C.18)
on a relatively open subset U of Γ on which we can take a local orthonormal frame {τ1, τ2}.
Let Y ∈ C1(Γ, TΓ) be an arbitrary vector field compactly supported in U . By (5.C.11) and
(5.C.17) we have∫

Γ
∆BX · Y dH2 = −

∑
i=1,2

∫
Γ
∇iX · ∇iY dH2

= −
∫

Γ
∇ΓX : ∇ΓY dH2 +

∫
Γ
WX ·WY dH2.

(5.C.19)

To the first integral on the last line we use (5.2.18) to get∫
Γ
∇ΓX : ∇ΓY dH2 =

3∑
i,j=1

∫
Γ
(DiXj)(DiYj) dH2

= −
3∑

i,j=1

∫
Γ
{(D2

iXj)Yj + (DiXj)YjHni} dH2

= −
∫

Γ
∆ΓX · Y dH2 −

∫
Γ
{(n · ∇Γ)X · Y }H dH2.

Noting that the second integral on the last line vanishes by (n · ∇Γ)X = 0, we apply this
equality and W T = W to (5.C.19) to obtain∫

Γ
∆BX · Y dH2 =

∫
Γ
(∆ΓX +W 2X) · Y dH2.
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Now we set Y := Pv in this equality with v ∈ C1(Γ)3 compactly supported in U . Then since
∆BX and W 2X are tangential on Γ (note that PW = W ), we have∫

Γ
∆BX · v dH2 =

∫
Γ
(P∆ΓX +W 2X) · v dH2

for all v ∈ C1(Γ)3 compactly supported in U . Hence by the fundamental lemma of calculus
of variations we conclude that (5.C.18) holds on U .

Note that the normal component of ∆ΓX does not vanish in general even ifX is tangential
on Γ. Indeed, using X · n = 0 and −∇Γn = W we observe by direct calculations that

∆ΓX · n = divΓ(WX) +W : ∇ΓX = divΓW ·X + 2W : ∇ΓX on Γ.

When Γ is a flat domain in R2, we have W = −∇Γn = 0 by n = (0, 0, 1). Hence the normal
component of ∆ΓX vanishes and ∆BX = ∆ΓX reduces to the usual Laplacian on R2 acting
on each component of X = (X1, X2).

Remark 5.C.6. By Lemma 5.2.6 the function space C2(Γ, TΓ) is dense in Hm(Γ, TΓ),
m = 0, 1, 2. Hence the formulas given in this appendix are also valid (a.e. on Γ) if we replace
Cm(Γ, TΓ), m = 0, 1, 2 with Hm(Γ, TΓ).
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[27] W. Jäger and A. Mikelić, On the roughness-induced effective boundary conditions for an incompressible
viscous flow, J. Differential Equations 170 (2001), no. 1, 96–122.

[28] T. Jankuhn, M. A. Olshanskii, and A. Reusken, Incompressible fluid problems on embedded surfaces:
Modeling and variational formulations, arXiv:1702.02989 [math-ph].

[29] S. Jimbo and K. Kurata, Asymptotic behavior of eigenvalues of the Laplacian on a thin domain under
the mixed boundary condition, Indiana Univ. Math. J. 65 (2016), no. 3, 867–898.

[30] J. Jost, Riemannian geometry and geometric analysis, 6th ed., Universitext, Springer, Heidelberg, 2011.

[31] H. Koba, C. Liu, and Y. Giga, Energetic variational approaches for incompressible fluid systems on an
evolving surface, Quart. Appl. Math. 75 (2017), no. 2, 359–389.

[32] H. Koba, C. Liu, and Y. Giga, Errata to “Energetic variational approaches for incompressible fluid
systems on an evolving surface”, Quart. Appl. Math. 76 (2018), no. 1, 147–152.

[33] S. Kobayashi and K. Nomizu, Foundations of differential geometry. Vol. II, Wiley Classics Library, John
Wiley & Sons, Inc., New York, 1996. Reprint of the 1969 original; A Wiley-Interscience Publication.
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Chapter 6

Hamilton–Jacobi equations on an
evolving surface

6.1 Introduction

In this chapter we are concerned with the existence, uniqueness and numerical approximation
of Hamilton–Jacobi equations on moving hypersurfaces. Let Γ(t), t ∈ [0, T ] be a family of
smooth, closed, connected and oriented hypersurfaces in R3 and ST :=

⋃
t∈(0,T ) Γ(t) × {t}.

We consider the following Hamilton–Jacobi equation on the evolving surfaces Γ(t)

∂•u+H(x, t,∇Γu) = 0 on ST . (6.1.1)

In the above, ∂•u = ut + vΓ · ∇u denotes the material derivative, vΓ denotes the velocity of
a parametrisation of Γ(t), and ∇Γu = (I3 − ν ⊗ ν)∇u the tangential gradient of u, where
ν is a unit normal field of Γ(t) respectively. The precise definitions and assumptions on
H : ST × R3 → R will be given in Sections 2 and 3. The well-posedness theory is developed
using the concept of viscosity solutions and existence is achieved through finite volume
discretisations on evolving triangulations.

6.1.1 A motivating example

It is the purpose of this chapter to study the natural development of a theory of viscos-
ity solutions to first order equations on evolving surfaces. One motivation for considering
Hamilton–Jacobi equations of the form (6.1.1) is the following application. Consider the
motion of a closed curve γ(t) ⊂ Γ(t) according to the evolution law

Vµ(x, t) = F (x, t) + β(x, t) · µ(x, t), x ∈ γ(t), (6.1.2)

where Vµ denotes the velocity of γ(t) in the direction of the conormal µ and F : ST →
R, and β : ST → R3 are a given function and vector field. Let us assume that

γ(t) = {(x, t) ∈ ST | u(x, t) = r}

for some r ∈ R with a function u : NT → R satisfying ∇Γu(·, t) 6= 0 on γ(t), where NT is
an open neighbourhood of ST . Choosing parametrizations ϕ(·, t) : S1 → R3 of γ(t) we have
that u(ϕ(s, t), t) = r for s ∈ S1, t ∈ (0, T ). If we differentiate both sides with respect to t we
obtain

ut(ϕ(s, t), t) + ϕt(s, t) · ∇u(ϕ(s, t), t) = 0,

278
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or equivalently

0 = ∂•u(ϕ(s, t), t) +
(
ϕt(s, t)− vΓ(ϕt(s, t), t)

)
· ∇u(ϕ(s, t), t)

= ∂•u(ϕ(s, t), t) +
(
ϕt(s, t)− vΓ(ϕt(s, t), t)

)
· ∇Γu(ϕ(s, t), t),

since ϕ(s, t) ∈ Γ(t) implies that (ϕt(s, t) − vΓ(ϕ(s, t), t)) · ν(ϕ(s, t), t) = 0. Using that
µ = ∇Γu/|∇Γu| we obtain from (6.1.2) that at x = ϕ(s, t)

F (x, t) + β(x, t) · µ(x, t) = Vµ(x, t) = ϕt(s, t) ·
∇Γu(x, t)

|∇Γu(x, t)|

= − ∂•u(x, t)

|∇Γu(x, t)|
+ vΓ(x, t) · ∇Γu(x, t)

|∇Γu(x, t)|
.

Formally the above calculations then show that the level sets of a solution u of (6.1.1) with

H(x, t, p) = F (x, t) |p|+ β(x, t) · p− vΓ(x, t) · p (6.1.3)

evolve according to the evolution law (6.1.2).

6.1.2 Background

Partial differential equations on time evolving hypersurfaces arise in many applications in
biology, fluids and materials science, for example see [6, 12, 13, 16] and the references cited
therein. The theory of parabolic equations has been considered in [2,3,9,26]. Existence and
uniqueness of first order scalar conservation laws on moving hypersurfaces and Riemannian
manifolds has been proved in [11, 20]. Viscosity solutions of Hamilton–Jacobi equations on
Riemannian manifolds are considered in [24]. See [7] and [23] for level set approaches to the
motion of curves on a stationary surface. Numerical transport on evolving surfaces by level
set methods was considered in [1,27]. The numerical analysis of advection diffusion equations
on evolving surfaces via the evolving surface finite element method began in [9], see also
[10, 19]. Finite volume schemes for diffusion and conservation laws on moving surfaces have
been considered, respectively, in [21] and [14]. Another approach is to use diffuse interfaces,
see [25].

6.1.3 Outline

The paper is organized as follows. We begin in Section 2 by establishing some notation
and concepts relating to moving surfaces. In Section 3 we generalise the classical definition
of viscosity solution (see e.g. [4, 5, 15]) to moving curved domains using surface derivative
operators instead of the usual derivatives. In this setting we show that a comparison principle
holds which yields uniqueness of a viscosity solution. As in the seminal work [8] we approach
existence via a discretisation in space and time. To do so, we approximate the moving surfaces
by triangulated surfaces so that we need to formulate our numerical scheme an unstructured
meshes. Numerical schemes for Hamilton–Jacobi equations on unstructured meshes on flat
domains have been proposed in [18] and [22]. In order to guarantee monotonicity of their
schemes the authors in [18], [22] have to assume that the underlying triangulation is acute,
which is a rather strong requirement and difficult to realise in the case of moving surfaces
where the triangulation will vary from time step to time step. In order to address this issue
we construct in Section 4 a finite volume scheme by adapting an idea introduced by Kim
and Li in [17] to the case of evolving hypersurfaces. With this construction we are able
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to prove monotonicity and consistency assuming only regularity of the triangulation. In
Section 5 we prove that the sequence of discrete solutions obtained via our scheme converges
to a viscosity solution if the discretization parameters tend to zero. At the same time this
gives an existence result for the Hamilton–Jacobi equation. Finally, we prove in Section 6
an O(

√
h) error bound between the viscosity solution and the numerical solution extending

well–known error estimates for the flat case to the case of moving hypersurfaces.

6.2 Preliminaries

6.2.1 Tangential derivatives of functions on fixed surfaces

Let Γ be a smooth, closed (i.e. compact without boundary) and orientable hypersurface in
R3 with outward unit normal field ν. For a differentiable function f on Γ we define the
tangential gradient by

∇Γf(x) := PΓ(x)∇f̃(x), x ∈ Γ, (6.2.1)

where f̃ is a smooth extension of f to an open neighbourhood N of Γ satisfying f̃ = f on
N ∩ Γ and PΓ(x) := I3 − ν(x)⊗ ν(x) is the orthogonal projection onto the tangent plane of
Γ at x. Here I3 is the (3× 3) identity matrix and ν⊗ ν = (νiνj)i,j is the tensor product of ν.
It is well–known that ∇Γf(x) is independent of the particular extension f̃ . Furthermore, we
define by ∆Γf := ∇Γ · ∇Γf the Laplace–Beltrami operator of f . We denote by d the signed
distance function to Γ oriented in such a way that it increases in the direction of ν. There
exists an open neighbourhood U of Γ such that d is smooth in U and such that for every
x ∈ U there exists a unique π(x) ∈ Γ with

x = π(x) + d(x)ν(π(x)) and ∇d(x) = ν(π(x)). (6.2.2)

For a given function f : Γ→ R we can define fc : U → R via fc(x) := f(π(x)), which extends
f constantly in the normal direction to Γ. It is not difficult to verify that

∇fc(x) = ∇Γf(x), x ∈ Γ, (6.2.3)

‖∇fc‖B(U) ≤ c‖∇Γf‖B(Γ), (6.2.4)

‖∇2fc‖B(U) ≤ c
(
‖∇Γf‖B(Γ) + ‖∇2

Γf‖B(Γ)

)
, (6.2.5)

provided that the derivatives of f exist. Here, ‖f‖B(D) := supx∈D |f(x)|.

6.2.2 Time dependent surfaces

Let us next turn to the case of time dependent surfaces and assume that Γ0 is a closed,
connected, oriented and smooth hypersurface in R3. We consider a family {Γ(t)}t∈[0,T ],
T > 0 of evolving hypersurfaces given via a smooth flow map Φ: Γ0 × [0, T ]→ R3 such that
Φ(·, t) is a diffeomorphism of Γ0 onto Γ(t) satisfying

∂Φ

∂t
(X, t) = vΓ(Φ(X, t), t), Φ(X, 0) = X, (6.2.6)

for all X ∈ Γ0, t ∈ (0, T ). Here we say that vΓ is the velocity field of Γ(t). Let d(·, t) be the
signed distance function to Γ(t) increasing in the direction of ν(·, t), where ν(·, t) is the unit
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outward normal of Γ(t). For each t ∈ [0, T ] there exists a bounded open subset N(t) ⊂ R3

such that d is smooth in NT :=
⋃
t∈(0,T )(N(t)× {t}) and such that for every x ∈ N(t) there

exists a unique π(x, t) ∈ Γ(t) satisfying (6.2.2).
Next, for a differentiable function f on ST , the material derivative of f along the velocity vΓ

is defined as

∂•f(Φ(X, t), t) =
d

dt

(
f(Φ(X, t), t)

)
, (X, t) ∈ Γ0 × (0, T ).

The material derivative is also expressed as

∂•f(x, t) = ∂tf̃(x, t) + vΓ(x, t) · ∇f̃(x, t), (x, t) ∈ ST , (6.2.7)

where f̃ is an arbitrary extension of f to NT satisfying f̃ |ST = f .

6.2.3 Triangulated surface

In order to approximate the evolving surfaces Γ(t) we choose a family of triangulations
(Th(t))0<h<h0 of Γ(t) and set

Γh(t) :=
⋃

K(t)∈Th(t)

K(t) and h := max
t∈[0,T ]

max
K(t)∈Th(t)

hK(t),

where hK(t) = diamK(t) for each triangle K(t). We assume that there exists a constant
γ > 0 such that

∀t ∈ [0, T ] ∀K(t) ∈ Th(t) hK(t) ≤ γρK(t), (6.2.8)

where ρK(t) is the radius of the largest circle contained in K(t). We denote by νh(·, t) the
unit normal to Γh(t) oriented in the direction in which the signed distance d(·, t) increases.
It is well–known that for all K(t) ⊂ Γh(t)

‖d(·, t)‖B(K(t)) ≤ Ch2
K(t), (6.2.9)

‖νh|K(t) − ν(·, t)‖B(K(t)) ≤ ChK(t), (6.2.10)

where we can think of ν(·, t) as being extended to a neighbourhood of Γ(t) via ν(x, t) =
∇d(x, t) (cf. (6.2.2)).
We assume that the vertices of the triangulation are advected with the velocity vΓ and thus
the number of the vertices, which we refer to as M ∈ N, is fixed in time. For i = 1, . . . ,M we
call the i-th vertex simply i and write x0

i ∈ Γ(0) for its point at t = 0. By the assumption on
the motion of the vertices, the position of i at time t ∈ [0, T ] is given by xi(t) = Φ(x0

i , t) ∈ Γ(t)
so that the triangulated surfaces Γh(t) are interpolations of Γ(t). In particular, Γh(t) ⊂ N(t)
if h0 is sufficiently small and we assume that πh(·, t) := π(·, t)|Γh(t) is a homeomorphism of

Γh(t) onto Γ(t) for each t ∈ [0, T ]. Writing π−1
h (·, t) for the inverse map, we define the lift of

a function η : Γh(t)→ R onto Γ(t) by

ηl(x) := η(π−1
h (x, t)), x ∈ Γ(t).

For each t ∈ [0, T ] we introduce the finite element space

Vh(t) = {uh ∈ C0(Γh(t)) | uh|K(t) is linear affine for each K(t) ∈ Th(t)}
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together with its standard nodal basis χ1(·, t), . . . , χM (·, t), where χi(·, t) ∈ Vh(t) satisfies
χi(xj(t), t) = δij .
For a function η ∈ C0(Γ(t)) we define the linear interpolation Ithη ∈ Vh(t) by

Ithη(x) :=

M∑
i=1

η(xi(t))χi(x, t), x ∈ Γh(t).

Lemma 6.2.1. Suppose that η : Γ(t)→ R, t ∈ [0, T ] is Lipschitz continuous, i.e. there exists
a constant LU > 0 such that

|η(x)− η(y)| ≤ LU |x− y|, x, y ∈ Γ(t). (6.2.11)

Then we have

‖η − [Ithη]l‖B(Γ(t)) ≤ Ch. (6.2.12)

Proof. Fix x ∈ Γ(t). Then there exists x̃ ∈ Γh(t) such that x = πh(x̃, t), say x̃ ∈ K(t) for
some K(t) ∈ Th(t). Assuming for simplicity that the vertices of K(t) are x1(t), x2(t) and
x3(t) we may write

η(x)− [Ithη]l(x) = η(x)−
3∑
i=1

η(xi(t))χi(x̃, t) =
3∑
i=1

(
η(x)− η(xi(t))

)
χi(x̃, t),

since
∑3

i=1 χi(x̃, t) = 1. Combining this relation with the fact that χi(x̃, t) ≥ 0, (6.2.11),
(6.2.2) and (6.2.9) we deduce that

|η(x)− [Ithη]l(x)| ≤ max
i=1,2,3

|η(x)− η(xi(t))|

≤ LU max
i=1,2,3

|x− xi(t)| = LU max
i=1,2,3

|π(x̃, t)− xi(t)|

≤ LU max
i=1,2,3

(
|x̃− xi(t)|+ |d(x̃, t)|

)
≤ LU

(
hK(t) + Ch2

K(t)

)
≤ ChK(t) ≤ Ch.

6.3 Viscosity solutions: Uniqueness

We consider the Hamilton–Jacobi equation{
∂•u(x, t) +H(x, t,∇Γu(x, t)) = 0, (x, t) ∈ ST ,
u(x, 0) = u0(x), x ∈ Γ(0).

(6.3.1)

Here H : ST × R3 → R is a Hamiltonian and u0 : Γ(0) → R is an initial value. Throughout
this chapter we suppose that there exist positive constants LH,1 and LH,2 such that

|H(x, t, p)−H(y, s, p)| ≤ LH,1(|x− y|+ |t− s|)(1 + |p|), (6.3.2)

|H(x, t, p)−H(x, t, q)| ≤ LH,2|p− q| (6.3.3)

for all (x, t), (y, s) ∈ ST and p, q ∈ R3. Furthermore, we assume for the velocity field that
vΓ ∈ C1(ST ). Note that the Hamiltonian in (6.1.3) satisfies the above conditions provided
that F and β are Lipschitz on ST .
For Γ = Γ(t) with each fixed t ∈ [0, T ] or Γ = ST , we denote by USC(Γ) (resp. LSC(Γ))
the set of all upper (resp. lower) semicontinuous functions on Γ. In what follows we shall
work in the framework of discontinuous viscosity solutions.
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Definition 6.3.1. Let u0 be a function on Γ(0). A locally bounded function u ∈ USC(ST )
(resp. u ∈ LSC(ST )) is called a viscosity subsolution (resp. supersolution) of (6.3.1) if
u(x, 0) ≤ u0(x) (resp. u(x, 0) ≥ u0(x)) for all x ∈ Γ(0) and, for any ϕ ∈ C1(ST ), if u − ϕ
takes a local maximum (resp. minimum) at (x0, t0) ∈ ST with t0 > 0, then

∂•ϕ(x0, t0) +H(x0, t0,∇Γϕ(x0, t0)) ≤ 0 (resp. ≥ 0). (6.3.4)

If u is a sub- and supersolution, then we call u a viscosity solution to (6.3.1).

By the definition above, a viscosity solution is continuous and satisfies u(x, 0) = u0(x), x ∈
Γ(0). In Section 6.5 we prove that the upper and lower weak limits of a sequence of approxi-
mate solutions are a subsolution and supersolution, respectively, and then obtain a viscosity
solution by showing that the upper weak limit agrees with the lower weak limit. For this
argument and the uniqueness of a viscosity solution the following comparison principle is
crucial.

Theorem 6.3.2. Let u be a subsolution and v be a supersolution of (6.3.1). Suppose that
u(·, 0) ≤ v(·, 0) on Γ(0). Then u ≤ v on ST .

Proof. We essentially use a standard argument that is e.g. outlined in [5, Section 5]. Let us
define for η > 0 the function uη(x, t) := u(x, t)− ηt. Clearly, uη ∈ USC(ST ) and uη(·, 0) ≤
v(·, 0) on Γ(0). Since v ∈ LSC(ST ) we have uη− v ∈ USC(ST ) so that ση := maxST (uη− v)
exists. Let us suppose that ση > 0. We use the doubling of variables technique and define
for 0 < α� 1

Ψα(x, t, y, s) := uη(x, t)− v(y, s)− |x− y|
2 + |t− s|2

α2
, (x, t, y, s) ∈ ST × ST .

The function Ψα is upper semicontinuous on ST × ST and hence attains a maximum at
some point (x̄, t̄, ȳ, s̄) ∈ ST × ST , where we suppress the dependence on α. It is shown in
[5, Lemma 5.2] that

|x̄− ȳ|2

α2
,
|t̄− s̄|2

α2
→ 0, as α→ 0, (6.3.5)

t̄, s̄ > 0, for small α > 0. (6.3.6)

We define for (x, t), (y, s) ∈ R4 the functions

ϕ1(x, t) := v(ȳ, s̄) +
|x− ȳ|2 + |t− s̄|2

α2
, ϕ2(y, s) := uη(x̄, t̄)−

|x̄− y|2 + |t̄− s|2

α2
.

Clearly, the restriction of ϕi, i = 1, 2 to ST belongs to C1(ST ). Since u is a subsolution to
(6.3.1) and u(x, t) − (ϕ1(x, t) + ηt) = (uη − ϕ1)(x, t) = Ψα(x, t, ȳ, s̄) takes a maximum at
(x, t) = (x̄, t̄) ∈ ST with t̄ > 0, we have

∂•ϕ1(x̄, t̄) +H(x̄, t̄,∇Γϕ
1(x̄, t̄)) ≤ −η.

Observing that by (6.2.1) and (6.2.7)

∇Γϕ
1(x, t) =

2

α2
PΓ(x, t)(x− ȳ), ∂•ϕ1(x, t) =

2

α2
(t− s̄) +

2

α2
vΓ(x, t) · (x− ȳ)

we deduce

2(t̄− s̄)
α2

+
2

α2
vΓ(x̄, t̄) · (x̄− ȳ) +H

(
x̄, t̄,

2

α2
PΓ(x̄, t̄)(x̄− ȳ)

)
≤ −η. (6.3.7)



6. Hamilton–Jacobi equations on an evolving surface 284

Since v is a supersolution and (v − ϕ2)(y, s) = −Ψα(x̄, t̄, y, s) takes a minimum at (y, s) =
(ȳ, s̄) ∈ ST with s̄ > 0, it follows that

∂•ϕ2(ȳ, s̄) +H(ȳ, s̄,∇Γϕ
2(ȳ, s̄)) ≥ 0

and we obtain similarly as above

−2(t̄− s̄)
α2

− 2

α2
vΓ(ȳ, s̄) · (x̄− ȳ)−H

(
ȳ, s̄,

2

α2
PΓ(ȳ, s̄)(x̄− ȳ)

)
≤ 0. (6.3.8)

We deduce from (6.3.7) and (6.3.8) that

Ā :=
2

α2
{vΓ(x̄, t̄)− vΓ(ȳ, s̄)} · (x̄− ȳ)

+H

(
x̄, t̄,

2

α2
PΓ(x̄, t̄)(x̄− ȳ)

)
−H

(
ȳ, s̄,

2

α2
PΓ(ȳ, s̄)(x̄− ȳ)

)
≤ −η. (6.3.9)

Since vΓ, PΓ are smooth on ST we obtain with the help of (6.3.2), (6.3.3) and (6.3.5)

|Ā| ≤ 2

α2

(
|vΓ(x̄, t̄)− vΓ(ȳ, s̄)|+ LH,2|PΓ(x̄, t̄)− PΓ(ȳ, s̄)|

)
|x̄− ȳ|

+ LH,1(|x̄− ȳ|+ |t̄− s̄|)
(

1 +
2

α2
|PΓ(x̄, t̄)(x̄− ȳ)|

)
≤ C |x̄− ȳ|

2 + |t̄− s̄|2

α2
+ α2 → 0, α→ 0

contradicting (6.3.9). Hence, ση ≤ 0, so that uη ≤ v on ST . The result now follows upon
sending η → 0.

Corollary 6.3.3 (Uniqueness of a viscosity solution). For any initial value u0 ∈ C(Γ(0))
there exists at most one viscosity solution to (6.3.1).

6.4 Finite volume scheme

Let us next turn to the approximation of (6.3.1). As mentioned already in the introduction,
our scheme is based on the finite volume scheme for Hamilton–Jacobi equations in a flat and
stationary domain introduced by Kim and Li in [17].
Let N be a positive integer, τ := T/N a time step, tn = nτ, n = 0, . . . , N and xni =
xi(t

n), V n
h = Vh(tn). In order to derive our scheme we start from the following viscous

approximation of (6.3.1)

∂•u(x, t) +H(x, t,∇Γu(x, t)) = ε∆Γu(x, t), (x, t) ∈ ST , (6.4.1)

where 0 < ε � 1. Let us fix i ∈ {1, . . . ,M} and consider a time-dependent set Vi(t) ⊂ Γ(t)
centered at xi(t). Integrating (6.4.1) for t = tn over Vi(t

n) we find that∫
Vi(tn)

∂•u dH2 +

∫
Vi(tn)

H(·, tn,∇Γu) dH2 = ε

∫
Vi(tn)

∆Γu dH2. (6.4.2)

Here, Hn is the n-dimensional Hausdorff measure. Let us consider the first term on the
left-hand side of (6.4.2). Using the transport theorem (see e.g. [10, Theorem 5.1]) and
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approximating
∫
Vi(t)

u dH2 by u(xi(t), t)|Vi(t)| (|Vi(t)| = H2(Vi(t))) we obtain∫
Vi(tn)

∂•u dH2 =
d

dt

∫
Vi(t)

u dH2
|t=tn −

∫
Vi(tn)

∇Γ · vΓ u dH2

≈
u(xn+1

i , tn+1)|Vi(tn+1)| − u(xni , t
n)|Vi(tn)|

τ
−
∫
Vi(tn)

∇Γ · vΓ u dH2.

Since d
dt |Vi(t)| =

∫
Vi(t)
∇Γ · vΓ dH2 we may approximate

|Vi(tn+1)| ≈ |Vi(tn)|+ τ

∫
Vi(tn)

∇Γ · vΓ dH2

so that ∫
Vi(tn)

∂•u dH2 ≈
u(xn+1

i , tn+1)− u(xni , t
n)

τ
|Vi(tn)|.

Finally, after applying the Gauss theorem for hypersurfaces to the integral on the right-hand
side of (6.4.2) we obtain

u(xn+1
i , tn+1)− u(xni , t

n)

τ
|Vi(tn)|+

∫
Vi(tn)

H(·, tn,∇Γu) dH2 ≈ ε
∫
∂Vi(tn)

∂u

∂µ
dH1, (6.4.3)

where µ denotes the outer unit conormal to ∂Vi(t
n). In order to turn (6.4.3) into a numerical

scheme we construct a suitable discrete version V n,i ⊂ Γh(tn) of Vi(t
n). Let µi ∈ N be the

number of triangles that have the common vertex i, which is independent of n. The other
vertices of the triangles with common vertex i are denoted by ij , j = 1, . . . , µi, which we

enumerate in clockwise direction. We write Tn,ij ∈ Th(tn) for the triangle with vertices i, ij ,

and ij+1 and En,ij , Ēn,ij for the edges of Tn,ij connecting the vertices i and ij and the vertices
ij and ij+1, respectively (see Figure 6.1, left).

Figure 6.1:

Let dn,ij be the length from the vertex i to the contact point on En,ij of the inscribed circle

of Tn,ij and dn,i := min{dn,ij | j = 1, . . . , µi}. We define the volume V n,i ⊂ Γh(tn) as a

polygonal region surrounded by line segments perpendicular to each edge En,ij and whose

distances from the vertex i are all equal to dn,i. The parts of the edge of V n,i perpendicular
to En,ij and lying in Tn,ij−1 and Tn,ij are denoted by en,ij,L and en,ij,R with their length hn,ij,L and
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hn,ij,R, respectively (see Figure 6.1, right). Note that in view of (6.2.8) there exist constants
0 < α1 < α2 and C > 0 such that

α1 ≤
hn,ij,L + hn,ij,R

|En,ij |
≤ α2, h

Tn,ij
≤ Cdn,i (6.4.4)

for all n = 0, 1, . . . , N , i = 1, . . . ,M , and j = 1, . . . , µi.
If we look for a discrete solution of the form unh =

∑M
i=1 u

n
i χi(·, tn) ∈ V n

h , then (6.4.3)
motivates the following relation:

un+1
i − uni

τ
|V n,i|+

µi∑
j=1

|V n,i ∩ Tn,ij |H
(
xni , t

n,∇Γhu
n
h|Tn,ij

)
= εni

µi∑
j=1

unij − u
n
i

|En,ij |
(hn,ij,L + hn,ij,R)

for suitably chosen εni > 0. Here, ∇Γhu
n = (I3 − νn,ij ⊗ ν

n,i
j )∇unh with νn,ij = ν

h|Tn,ij
. Note

that νn,ij and hence ∇Γhu
n is constant on Tn,ij . To summarize, our numerical scheme for the

Hamilton–Jacobi equation (6.3.1) looks as follows. For a given u0 : Γ(0)→ R, set

u0
h := I0

hu0 =
M∑
i=1

u0
iχi(·, 0) ∈ V 0

h , u0
i := u0(x0

i ). (6.4.5)

For n = 0, 1, . . . , N − 1, if unh =
∑M

i=1 u
n
i χi(·, tn) ∈ V n

h is given, then we define

un+1
h = Snh (unh) :=

M∑
i=1

un+1
i χi(·, tn+1) ∈ V n+1

h , (6.4.6)

where

un+1
i = [Snh (unh)]i := uni − τHn

i (uni , u
n
i1 , . . . , u

n
iµi

), i = 1, . . . ,M. (6.4.7)

Here Hn
i (uni , u

n
i1
, . . . , uniµi

) is the numerical Hamiltonian given by

Hn
i (uni , u

n
i1 , . . . , u

n
iµi

)

:=

µi∑
j=1

|V n,i ∩ Tn,ij |
|V n,i|

H
(
xni , t

n,∇Γhu
n
h|Tn,ij

)
− εni
|V n,i|

µi∑
j=1

unij − u
n
i

|En,ij |
(hn,ij,L + hn,ij,R). (6.4.8)

Let us derive several properties of the finite volume scheme (6.4.5)–(6.4.8). It is easy to see
that the scheme is invariant under translation with constants, i.e.

Snh (unh + c) = Snh (unh) + c (6.4.9)

for any unh ∈ V n
h and c ∈ R. We proceed by proving that the scheme is montone.

Lemma 6.4.1 (Monotonicity). There exist positive constants C1 and C2 depending only on
γ and LH,2 such that, if

εni = C1 max
j
h
Tn,ij

, τ ≤ C2 min
i,j
|En,ij | (6.4.10)

and unh, vnh ∈ V n
h satisfy unh ≤ vnh on Γh(tn), then Snh (unh) ≤ Snh (vnh) on Γh(tn+1).
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Proof. Let unh, vnh ∈ V n
h be of the form

unh =

M∑
i=1

uni χi(·, tn), vnh =

M∑
i=1

vni χi(·, tn) on Γh(tn).

Note that unh ≤ vnh on Γh(tn) is equivalent to uni ≤ vni for all i = 1, . . . ,M since the nodal
basis functions χi are piecewise linear affine and satisfy χi(xj(t), t) = δij . By the same reason
it is sufficient to establish that

[Snh (unh)]i ≤ [Snh (vnh)]i for all i = 1, . . . ,M (6.4.11)

in order to prove our claim. For i = 1, . . . ,M , by (6.4.7) and (6.4.8) we have

[Snh (vnh)]i − [Snh (unh)]i = vni − uni + τ(I1 + I2 + I3), (6.4.12)

where I1 + I2 + I3 = −Hn
i (vni , v

n
i1
, . . . , vniµi

) +Hn
i (uni , u

n
i1
, . . . , uniµi

) with

I1 := −
µi∑
j=1

|V n,i ∩ Tn,ij |
|V n,i|

{
H
(
∇Γhv

n
h |Tn,ij

)
−H

(
∇Γhu

n
h|Tn,ij

)}
,

I2 :=
εni
|V n,i|

µi∑
j=1

vnij − u
n
ij

|En,ij |
(hn,ij,L + hn,ij,R),

I3 := −ε
n
i (vni − uni )

|V n,i|

µi∑
j=1

(hn,ij,L + hn,ij,R)

|En,ij |
.

In the definition of I1 we suppressed xni and tn of H. Let us estimate I1, I2, and I3. By
(6.3.3) and an inverse inequality∣∣∣H (∇Γhv

n
h |Tn,ij

)
−H

(
∇Γhu

n
h|Tn,ij

)∣∣∣ ≤ LH,2 ∣∣∣∇Γhv
n
h |Tn,ij

−∇Γhu
n
h|Tn,ij

∣∣∣
≤ C|∇(vnh − unh)|Tn,ij

| ≤ C|En,ij |
−1 ‖vnh − unh‖B(Tn,ij )

≤ C|En,ij |
−1{(vni − uni ) + (vnij − u

n
ij ) + (vnij+1

− unji+1
)},

since unh, v
n
h are linear on Tn,ij and vnh − unh ≥ 0. Using that

∑µi
j=1 |V n,i ∩ Tn,ij |/|V n,i| = 1 as

well as

|V n,i ∩ Tn,ij | =
1

2
dn,i(hn,ij,R + hn,ij+1,L) ≤ |En,ij | max

j
h
Tn,ij

, j = 1, . . . , µi, (6.4.13)

we get

|I1| ≤
C

minj |En,ij |
(vni − uni ) +

C

|V n,i|
max
j
h
Tn,ij

µi∑
j=1

(vnij − u
n
ij ). (6.4.14)

Next, from (6.4.4) and the fact that unij ≤ v
n
ij

for j = 1, . . . , µi we infer that

I2 ≥
α1ε

n
i

|V n,i|

µi∑
j=1

(vnij − u
n
ij ). (6.4.15)
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In view of the relation |V n,i| =
∑µi

j=1
1
2d

n,i(hn,ij,L + hn,ij,R) and (6.2.8) we obtain

1

|V n,i|

µi∑
j=1

hn,ij,L + hn,ij,R

|En,ij |
≤ 1

|V n,i|
1

minj |En,ij |

µi∑
j=1

(hn,ij,L + hn,ij,R) =
2

dn,i
1

minj |En,ij |

≤ C

maxj hTn,ij
minj |En,ij |

≤ CC1

εni

1

minj |En,ij |
,

where we used (6.4.10) in the last step. Hence

I3 ≥ −
CC1

minj |En,ij |
(vni − uni ). (6.4.16)

From (6.4.12), (6.4.14), (6.4.15), and (6.4.16) it follows that

[Snh (vnh)]i − [Snh (unh)]i

≥
(
1− τC(1 + C1)

minj |En,ij |
)
(vni − uni ) +

1

|V n,i|
(α1ε

n
i − C max

j
h
Tn,ij

)

µi∑
j=1

(vnij − u
n
ij )

which yields (6.4.11) if we choose C1 = C/α1 and C2 = 1/C(1 + C1) in (6.4.10).

In what follows we write Inhϕ instead of It
n

h ϕ, i.e.

Inhϕ =
M∑
i=1

ϕni χi(·, tn) ∈ V n
h , ϕni = ϕ(xni , t

n).

Lemma 6.4.2 (Consistency). Suppose that (6.4.10) is satisfied. Then there exists a constant
C3 > 0 depending only on γ, LH,2 such that∣∣∣∣∣ϕn+1

i − [Snh (Inhϕ)]i
τ

− {∂•ϕ(xni , t
n) +H(xni , t

n,∇Γϕ(xni , t
n))}

∣∣∣∣∣
≤ C3h

(
‖∇Γϕ‖B(ST ) + ‖∇2

Γϕ‖B(ST ) + ‖(∂•)2ϕ‖B(ST )

)
(6.4.17)

for all ϕ ∈ C2(ST ), n = 0, 1, . . . , N − 1, and i = 1, . . . ,M . Here, (∂•)2ϕ is the second-order
material derivative of ϕ.

Proof. Using (6.4.7) and (6.4.8) we have

ϕn+1
i − [Snh (Inhϕ)]i

τ
=
ϕn+1
i − ϕni

τ
+Hn

i (ϕni , ϕ
n
i1 , . . . , ϕ

n
iµi

).

Let us set

I1 :=
ϕn+1
i − ϕni

τ
− ∂•ϕ(xni , t

n),

I2 :=

µi∑
j=1

|V n,i ∩ Tn,ij |
|V n,i|

H(xni , t
n,∇ΓhI

n
hϕ|Tn,ij

)−H(xni , t
n,∇Γϕ(xni , t

n)),

I3 := − εni
|V n,i|

µi∑
j=1

ϕnij − ϕ
n
i

|En,ij |
(hn,ij,L + hn,ij,R),
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so that

ϕn+1
i − [Snh (Inhϕ)]i

τ
− {∂•ϕ(xni , t

n) +H(xni , t
n,∇Γϕ(xni , t

n))} = I1 + I2 + I3 (6.4.18)

and estimate I1, I2, and I3 separately. From ϕni = ϕ(xni , t
n) = ϕ(Φ(x0

i , t
n), tn) and the

definition of the material derivative it follows that

ϕn+1
i − ϕni

τ
=

1

τ

∫ tn+1

tn

d

dt

(
ϕ(Φ(x0

i , s), s)
)
ds =

1

τ

∫ tn+1

tn
∂•ϕ(Φ(x0

i , s), s) ds.

Applying the definition of the material derivative again we obtain

I1 =
1

τ

∫ tn+1

tn
{∂•ϕ(Φ(x0

i , s), s)− ∂•ϕ(Φ(xi0, t
n), tn)}ds

=
1

τ

∫ tn+1

tn

∫ s

tn
(∂•)2ϕ(Φ(x0

i , s̃), s̃) ds̃ ds.

Since ϕ ∈ C2(ST ), the second-order material derivative (∂•)2ϕ is bounded on ST . Hence by
the above equality, tn+1 − tn = τ , and (6.4.10) we obtain

|I1| ≤
(tn+1 − tn)2

τ
‖(∂•)2ϕ‖B(ST ) = τ‖(∂•)2ϕ‖B(ST ) ≤ Ch‖(∂

•)2ϕ‖B(ST ). (6.4.19)

Next we estimate I2. From now on, we suppress tn in all functions and xni in the Hamiltonian.
Clearly,

I2 =

µi∑
j=1

|V n,i ∩ Tn,ij |
|V n,i|

{
H
(
∇ΓhI

n
hϕ|Tn,ij

)
−H(∇Γϕ(xni ))

}
. (6.4.20)

For each j = 1, . . . , µi, the inequality (6.3.3) yields∣∣∣H (∇ΓhI
n
hϕ|Tn,ij

)
−H(∇Γϕ(xni ))

∣∣∣ ≤ LH,2 ∣∣∣∇ΓhI
n
hϕ|Tn,ij

−∇Γϕ(xni )
∣∣∣ . (6.4.21)

Abbreviating ϕ−l(x) := ϕ(πh(x)), x ∈ Γh we may write

∇ΓhI
n
hϕ|Tn,ij

−∇Γϕ(xni )

=
(
∇ΓhI

n
hϕ|Tn,ij

−∇Γhϕ
−l(xni )

)
+
(
∇Γhϕ

−l(xni )−∇Γϕ(xni )
)
≡ A+B. (6.4.22)

Since Inhϕ|Tn,ij
is the linear interpolation of ϕ−l

|Tn,ij

we obtain

|A| ≤ Ch‖∇2
Γh
ϕ−l‖

B(Tn,ij )
≤ Ch

(
‖∇Γϕ‖B(ST ) + ‖∇2

Γϕ‖B(ST )

)
. (6.4.23)

On the other hand, we infer from (4.18) in [10] and the relations πh(xni ) = xni , d(xni ) =
0, ν(xni ) · ∇Γϕ(xni ) = 0 that

B = (I3 − νn,ij ⊗ ν
n,i
j )∇Γϕ(xni )−∇Γϕ(xni ) =

(
ν(xni )⊗ ν(xni )− νn,ij ⊗ ν

n,i
j

)
∇Γϕ(xni ),

so that by (6.2.10)

|B| ≤ 2‖ν − νh‖B(Tn,ij )
‖∇Γϕ‖B(ST ) ≤ Ch‖∇Γϕ‖B(ST ). (6.4.24)
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Combining (6.4.20)–(6.4.24) we obtain

|I2| ≤ Ch
(
‖∇Γϕ‖B(ST ) + ‖∇2

Γϕ‖B(ST )

)
. (6.4.25)

Finally, let us write

I3 =
εni
|V n,i|

(J1 + J2), (6.4.26)

where

J1 := −
µi∑
j=1

hn,ij,L + hn,ij,R

|En,ij |
{(ϕnij − ϕ

n
i )−∇Γϕ(xni ) · (xnij − x

n
i )},

J2 := −
µi∑
j=1

(
∇Γϕ(xni ) ·

xnij − x
n
i

|En,ij |

)
(hn,ij,L + hn,ij,R).

(6.4.27)

Extending ϕ constantly in normal direction via ϕc and recalling (6.2.3) we have

ϕnij − ϕ
n
i −∇Γϕ(xni ) · (xnij − x

n
i ) = ϕc(x

n
ij )− ϕc(x

n
i )−∇ϕc(xni ) · (xnij − x

n
i )

=

∫ 1

0
{∇ϕc(xni + s(xnij − x

n
i ))−∇ϕc(xni )} ds · (xnij − x

n
i )

=

∫ 1

0

(∫ s

0
∇2ϕc(x

n
i + s̃(xnij − x

n
i ))(xnij − x

n
i ) ds̃

)
ds · (xnij − x

n
i ).

Thus, we deduce from (6.2.5) and (6.4.4) that

|J1| ≤ C
(
‖∇Γϕ‖B(ST ) + ‖∇2

Γϕ‖B(ST )

) µi∑
j=1

|En,ij |
2. (6.4.28)

To estimate J2 we observe that

0 =

∫
V n,i

divΓhp dH
2 =

µi∑
j=1

∫
V n,i∩Tn,ij

divΓhp dH
2 (6.4.29)

for the constant vector p = ∇Γϕ(xni ) ∈ R3. For each j = 1, . . . , µi, V
n,i ∩ Tn,ij is a flat

quadrilateral whose sides consist of the edges en,ij,R, en,ij+1,L, and

Sn,ij,L := En,ij ∩ ∂(V n,i ∩ Tn,ij ), Sn,ij,R := En,ij+1 ∩ ∂(V n,i ∩ Tn,ij ).

The unit outward co-normal µn,ij to ∂(V n,i ∩ Tn,ij ) (i.e. the unit outward normal to ∂(V n,i ∩
Tn,ij ) that is tangent to Tn,ij ) is given by

µn,ij =


µn,ij,E on en,ij,R,

µn,ij+1,E on en,ij+1,L,

µn,ij,L on Sn,ij,L,

µn,ij+1,R on Sn,ij,R,
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Figure 6.2:

where (see Figure 6.2)

µn,ij,E :=
xnij − x

n
i

|xnij − x
n
i |

and µn,ij,L := νn,ij × µ
n,i
j,E , µn,ij,R := −νn,ij−1 × µ

n,i
j,E . (6.4.30)

Here, × denotes the vector product in R3. Using the divergence theorem for integrals over
a flat quadrilateral we have∫

V n,i∩Tn,ij

divΓhp dH
2 =

∫
en,ij,R

p · µn,ij,E dH
1 +

∫
en,ij+1,L

p · µn,ij+1,E dH
1

+

∫
Sn,ij,L

p · µn,ij,L dH
1 +

∫
Sn,ij,R

p · µn,ij+1,R dH
1

= p · {hn,ij,R µ
n,i
j,E + hn,ij+1,L µ

n,i
j+1,E + dn,i(µn,ij,L + µn,ij+1,R)},

since |en,ij,R| = hn,ij,R, |en,ij+1,L| = hn,ij+1,L and |Sn,ij,L| = |S
n,i
j,R| = dn,i by the definition of the volume

V n,i. Summing up both sides of the above equality over j = 1, . . . , µi we obtain from (6.4.29)

0 =

µi∑
j=1

(p · µn,ij,E)(hn,ij,L + hn,ij,R) + dn,i
µi∑
j=1

p · (µn,ij,L + µn,ij,R)

= −J2 + dn,i
µi∑
j=1

∇Γϕ(xni ) · (µn,ij,L + µn,ij,R).

Here the last line follows from p = ∇Γϕ(xni ), (6.4.30), and (6.4.27). Hence

|J2| = |dn,i
µi∑
j=1

∇Γϕ(xni ) · (µn,ij,L + µn,ij,R)| ≤ Cdn,i‖∇Γϕ‖B(ST ) max
j
|µn,ij,L + µn,ij,R|. (6.4.31)

Note that, contrary to the case of a flat stationary domain considered in [17], the equality
µn,ij,L = −µn,ij,R does not hold in general because the triangles Tn,ij−1 and Tn,ij do not lie in the

same plane. Instead we deduce from (6.4.30) and |µn,ij,E | = 1

|µn,ij,L + µn,ij,R| = |(ν
n,i
j − ν

n,i
j−1)× µn,ij,E | ≤ |ν

n,i
j − ν

n,i
j−1|

≤ |νn,ij − ν(xni , t
n)|+ |ν(xni , t

n)− νn,ij−1| ≤ Ch
(6.4.32)
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by (6.2.10). Inserting (6.4.28), (6.4.31) with (6.4.32) into (6.4.26) and taking into account
(6.4.4) as well as (6.4.10) we derive

|I3| ≤ C
εni
|V n,i|

 µi∑
j=1

|En,ij |
2 + dn,ih

(‖∇Γϕ‖B(ST ) + ‖∇2
Γϕ‖B(ST )

)
≤ Ch

(
‖∇Γϕ‖B(ST ) + ‖∇2

Γϕ‖B(ST )

)
.

(6.4.33)

The result now follows from (6.4.18) together with (6.4.19), (6.4.25) and (6.4.33).

6.5 Convergence to viscosity solutions

The purpose of this section is to prove that the approximate solution generated by the
scheme (6.4.5)–(6.4.8) converges to a viscosity solution of the Hamilton–Jacobi equation
(6.3.1) providing at the same time an existence result for this problem. We start with a
technical result that compares the nodal values of a solution of the scheme with those at the
initial time, see Lemma 2.3 in [17] for a similar result in the flat case.

Lemma 6.5.1. Suppose that vnh =
∑M

i=1 v
n
i χ(·, tn) ∈ V n

h is a solution of vn+1
h = Snh (vnh), n =

0, . . . , N −1 with initial data v0
h(x0

i ) = v0(x0
i ), i = 1, . . . ,M , where v0 : Γ(0)→ R is Lipschitz

continuous with constant L0. If (6.4.10) holds, then there exists a constant C4 > 0 depending
on γ, H and L0 such that

max
i=1,...,M

|vni − v0
i | ≤ C4t

n, n = 0, 1, . . . , N. (6.5.1)

Proof. Let us denote by v]0 the push-forward of v0 i.e. v]0(x, t) := v0(Φ−1(x, t)), (x, t) ∈ ST
and by Inh v

]
0 ∈ V n

h its interpolant. Since xni = Φ(x0
i , t

n) we have

[Inh v
]
0]i = Inh v

]
0(xni ) = v]0(xni , t

n) = v0(Φ−1(xni , t
n)) = v0(x0

i ), i = 1, . . . ,M. (6.5.2)

Note that the right-hand side is independent of n. We claim that there exists a constant
R ≥ 0 such that

|∇Inh v
]
0| ≤ R on Γh(tn). (6.5.3)

To see this, let us fix a triangle K(tn) ⊂ Γh(tn) whose vertices are denoted for simplicity by
xn1 , x

n
2 and xn3 . By transforming onto the unit triangle, using (6.5.2), the Lipschitz continuity

of v0 and Φ−1 as well as (6.2.8) we obtain

|∇Inh v
]
0|K(tn)| ≤

C

ρK(tn)
max
i=2,3

|Inh v
]
0(xni )− Inh v

]
0(xn1 )| = C

ρK(tn)
max
i=2,3

|v0(x0
i )− v0(x0

1)|

≤ CL0

ρK(tn)
max
i=2,3

|x0
i − x0

1| =
CL0

ρK(tn)
max
i=2,3

|Φ−1(xni , t
n)− Φ−1(xn1 , t

n)|

≤ CL0

ρK(tn)
max
i=2,3

|xni − xn1 | ≤ CL0γ =: R

proving (6.5.3). Recalling the definition (6.4.8) of the numerical Hamiltonian we deduce with
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the help of (6.5.3) and (6.4.10) that

|Hn
i ([Inh v

]
0]i, [I

n
h v

]
0]i1 , . . . , [I

n
h v

]
0]iµi )|

≤
µi∑
j=1

|V n,i ∩ Tn,ij |
|V n,i|

∣∣H(xni , tn,∇ΓhI
n
h v

]
0|Tn,ij

)∣∣+
εni
|V n,i|

µi∑
j=1

|[Inh v
]
0]ij − [Inh v

]
0]i|

|En,ij |
(hn,ij,L + hn,ij,R)

≤ max
(x,t)∈ST ,|p|≤R

|H(x, t, p)|+ C
maxj(h

n,i
j )2

|V n,i|
≤: C4 (6.5.4)

where C4 can be chosen independently of i and n.
Now let us show by induction with respect to n = 0, 1, . . . , N that

vni ≤ [Inh v
]
0]i + C4t

n for all i = 1, . . . ,M. (6.5.5)

Since v0
i = v0(x0

i ) = [I0
hv

]
0]i the inequality (6.5.5) holds for n = 0. Let us assume that

(6.5.5) is true for some n ∈ {0, 1, . . . , N − 1} so that vnh ≤ Inh v
]
0 + C4t

n on Γh(tn). Applying
Lemma 6.4.1 together with (6.4.9) we infer that

vn+1
h = Snh (vnh) ≤ Snh (Inh v

]
0 + C4t

n) = Snh (Inh v
]
0) + C4t

n

on Γh(tn+1), and hence by (6.4.7), (6.4.8), and (6.5.4)

vn+1
i ≤ [Snh (Inh v

]
0)]i + C4t

n = [Inh v
]
0]i − τHn

i ([Inh v
]
0]i, [I

n
h v

]
0]i1 , . . . , [I

n
h v

]
0]iµi ) + C4t

n

≤ [Inh v
]
0]i + C4τ + C4t

n = [In+1
h v]0]i + C4t

n+1

for all i = 1, . . . ,M , where we used (6.5.2) in the last step. Hence we see by induction that

(6.5.5) holds for all n = 0, 1, . . . , N . By the same argument we can show that [Inh v
]
0]i−C4t

n ≤
vni for all n = 0, 1, . . . , N and i = 1, . . . ,M . Finally, (6.5.2), (6.5.5), and the above inequality
yield (6.5.1).

Let us denote by unh =
∑M

i=1 u
n
i χi(·, tn) ∈ V n

h , n = 0, 1, . . . , N the finite element function
on Γh(tn) given by the numerical scheme (6.4.5)–(6.4.8). Now we define an approximate
solution ulh : ST → R by

ulh(x, t) =

M∑
i=1

uni χ
l
i(x, t), t ∈ [tn, tn+1), x ∈ Γ(t) (6.5.6)

for n = 0, 1, . . . , N−1 (we include t = tN = T when n = N−1), where u0 is a given function
on Γ(0). For (x, t) ∈ ST set

ū(x, t) := lim sup
h→0

ST3(y,s)→(x,t)

ulh(y, s), u(x, t) := lim inf
h→0

ST3(y,s)→(x,t)

ulh(y, s). (6.5.7)

It follows from [4, Section V.2.1, Proposition 2.1] that ū ∈ USC(ST ) and u ∈ LSC(ST ).
Our aim is to show that ū (resp. u) is a subsolution (resp. supersolution) to (6.3.1). As a
first step we prove

Lemma 6.5.2. Let ū and u be given by (6.5.6)–(6.5.7). Assume that (6.4.10) is satisfied
and that u0 ∈ C(Γ(0)). Then ū(·, 0) = u(·, 0) = u0 on Γ(0).
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Proof. Fix x0 ∈ Γ(0). By (6.5.7) it immediately follows that u(x0, 0) ≤ ū(x0, 0). Therefore,
if the inequality

ū(x0, 0) ≤ u0(x0) ≤ u(x0, 0) (6.5.8)

holds, then we get ū(x0, 0) = u(x0, 0) = u0(x0). Let us prove (6.5.8). Since Γ(0) is compact
in R3, the function u0 ∈ C(Γ(0)) is bounded and uniformly continuous on Γ(0). Hence
setting

ω0(r) := sup{|u0(x)− u0(x0)| | x ∈ Γ(0), |x− x0| ≤ r}, r ∈ [0,∞),

we see that ω0(0) = 0 and ω0 is bounded, nondecreasing, continuous at r = 0. From this fact
and the proof of [15, Lemma 2.1.9 (i)] there exists a bounded, nondecreasing, and continuous
function ω on [0,∞) satisfying ω(0) = 0 and ω0 ≤ ω on [0,∞). Fix an arbitrary δ > 0. By
the above properties of ω we may take a constant Aδ > 0 such that ω(r) ≤ δ + Aδr

2 for all
r ∈ [0,∞). From this inequality and |u0(x)− u0(x0)| ≤ ω0(|x− x0|) ≤ ω(|x− x0|) it follows
that

u0(x) ≤ u0(x0) + δ +Aδ|x− x0|2 for all x ∈ Γ(0). (6.5.9)

Now we construct vnh =
∑M

i=1 v
n
i χi(·, tn) ∈ V n

h , n = 0, 1, . . . , N by (6.4.5)–(6.4.8) from the
initial value v0(x) := Aδ|x − x0|2, x ∈ Γ(0). Then by interpolating both sides of (6.5.9) on
Γh(0) and observing that u0(x0) + δ is constant we have

u0
h ≤ u0(x0) + δ + v0

h on Γh(0).

Combining this inequality with Lemma 6.4.1 and (6.4.9) we obtain

u1
h = S0

h(u0
h) ≤ S0

h(u0(x0) + δ + v0
h) = u0(x0) + δ + S0

h(v0
h) = u0(x0) + δ + v1

h on Γh(t1)

and then inductively unh ≤ u0(x0) + δ + vnh on Γh(tn) for n = 0, 1, . . . , N , or

uni ≤ u0(x0) + δ + vni ≤ u0(x0) + δ + v0
i + C4t

n (6.5.10)

for n = 0, 1, . . . , N, i = 1, . . . ,M , where we applied Lemma 6.5.1 to vnh . Multiplying both
sides by χli(·, t), t ∈ [tn, tn+1) and summing them over i = 1, . . . ,M we infer with the help of
(6.5.2) (with t instead of tn)

ulh(x, t) ≤ u0(x0) + δ + [Ithv
]
0]l(x) + C4t for all (x, t) ∈ ST . (6.5.11)

Since v]0(x0, 0) = v0(x0) = 0 and v]0 is Lipschitz continuous on ST we may estimate

|[Ithv
]
0]l(x)| ≤ |[Ithv

]
0]l(x)− v]0(x, t)|+ |v]0(x, t)− v]0(x0, 0)|

≤ ‖v]0(·, t)− [Ithv
]
0]l‖B(Γ(t)) + C(|x− x0|+ t) ≤ C(h+ |x− x0|+ t),

where we also used Lemma 6.2.1. Combining this estimate with (6.5.11) we infer

ū(x0, 0) = lim sup
h→0

ST3(x,t)→(x0,0)

ulh(x, t) ≤ u0(x0) + δ.

Since δ > 0 is arbitrary, it follows that ū(x0, 0) ≤ u0(x0). By the same argument we can
show u0(x0) ≤ u(x0, 0). Hence (6.5.8) is valid and the lemma follows.
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Lemma 6.5.3. Under the same assumptions as in Lemma 6.5.2, ū (resp. u) is a subsolution
(resp. supersolution) to (6.3.1).

Proof. We know from Lemma 6.5.2 that ū(x, 0) = u(x, 0) = u0(x), x ∈ Γ(0) so that it remains
to verify (6.3.4).
Let us suppose first that ϕ ∈ C2(ST ) and that ū−ϕ takes a local maximum at (x0, t0) ∈ ST
with t0 > 0. Since ū is bounded on ST we may assume by a standard argument that ū− ϕ
has a strict global maximum at (x0, t0). Let ϕlh be given by

ϕlh(x, t) :=
M∑
i=1

ϕni χ
l
i(x, t), t ∈ [tn, tn+1), x ∈ Γ(t), (6.5.12)

where ϕni := ϕ(xni , t
n), i = 1, . . . ,M and we include t = tN = T if n = N − 1. We claim that

(ū− ϕ)(x, t) = lim sup
h→0

ST3(y,s)→(x0,t0)

(ulh − ϕlh)(y, s). (6.5.13)

In order to see this, we note that in view of the Lipschitz continuity of ϕ on ST it is sufficient
to show that ϕlh → ϕ uniformly on ST . But,

‖ϕlh − ϕ‖B(ST ) ≤ sup
t∈[0,T ]

‖ϕ(·, t)− [Ithϕ]l‖B(Γ(t))

+ max
n=0,...,N−1

sup
x∈Γ(t),tn≤t≤tn+1

∣∣ M∑
i=1

(ϕ(xi(t), t)− ϕ(xni , t
n))χli(x, t)

∣∣
≤ Ch+ max

n=0,...,N−1
sup

i=1,...,M,tn≤t≤tn+1

|ϕ(xi(t), t)− ϕ(xni , t
n)| ≤ C(h+ τ)

by Lemma 6.2.1, the fact that xi(t) = Φ(x0
i , t) and the Lipschitz continuity of ϕ and Φ.

Thus, (6.5.13) holds so that there exist hj > 0 and (yj , sj) ∈ ST , j ∈ N with hj → 0,
(yj , sj) → (x0, t0), and (ulhj − ϕ

l
hj

)(yj , sj) → (ū− ϕ)(x0, t0) as j → ∞. For each j ∈ N, the

function ulhj − ϕ
l
hj

is of the form

(ulhj − ϕ
l
hj

)(x, t) =
M∑
i=1

(uni − ϕni )χli(x, t), x ∈ Γ(t), t ∈ [tn, tn+1), n = 0, . . . , N − 1.

Let us choose nj ∈ {0, 1, . . . , N} and ij ∈ {1, . . . ,M} such that

u
nj
ij
− ϕnjij = max{uni − ϕni | n = 0, . . . , N, i = 1, . . . ,M}

and use χi(x, t) ≥ 0, i = 1, . . . ,M and
∑M

i=1 χ
l
i(x, t) = 1 to get

(ulhj − ϕ
l
hj

)(x, t) ≤ (u
nj
ij
− ϕnjij )

M∑
i=1

χli(x, t) = (ulhj − ϕ
l
hj

)(x
nj
ij
, tnj ) (6.5.14)

for all (x, t) ∈ ST . In particular, for all j ∈ N,

(ulhj − ϕ
l
hj

)(yj , sj) ≤ (ulhj − ϕ
l
hj

)(x
nj
ij
, tnj ).
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Since (x
nj
ij
, tnj ) belongs to the compact set ST , we may assume (up to a subsequence) that

there exists (x̄, t̄) ∈ ST such that (x
nj
ij
, tnj )→ (x̄, t̄) as j →∞. Then by the above inequality

and (6.5.13) we have

(ū− ϕ)(x0, t0) = lim
j→∞

(ulhj − ϕ
l
hj

)(yj , sj) ≤ lim sup
j→∞

(ulhj − ϕ
l
hj

)(x
nj
ij
, tnj ) ≤ (ū− ϕ)(x̄, t̄)

where the last inequality follows from the fact that ū− ϕ ∈ USC(ST ). Recalling that ū− ϕ
takes a strict global maximum at (x0, t0) we infer that (x̄, t̄) = (x0, t0). In particular, since
limj→∞ t

nj = t̄ = t0 > 0 we have for sufficiently large j that tnj > 0 i.e. nj ≥ 1. Thus we

can set (x, t) = (x
nj−1
i , tnj−1) in (6.5.14) to obtain

(ulhj − ϕ
l
hj

)(x
nj−1
i , tnj−1) ≤ δj := u

nj
ij
− ϕnjij ,

or equivalently, u
nj−1
i ≤ ϕnj−1

i + δj for i = 1, . . . ,M . From this we see that

u
nj−1
hj

≤ Inj−1
hj

ϕ+ δj on Γhj (t
nj−1),

and then by Lemma 6.4.1 and (6.4.9)

u
nj
hj

= S
nj−1
hj

(u
nj−1
hj

) ≤ Snj−1
hj

(I
nj−1
hj

ϕ+ δj) = S
nj−1
hj

(I
nj−1
hj

ϕ) + δj on Γhj (t
nj ).

Inserting x = x
nj
ij
∈ Γhj (t

nj ) into this inequality we get

u
nj
ij
≤ [S

nj−1
hj

(I
nj−1
hj

ϕ)]ij + δj = [S
nj−1
hj

(I
nj−1
hj

ϕ)]ij + u
nj
ij
− ϕnjij

by the definition of δj and hence,

ϕ
nj
ij
− [S

nj−1
hj

(I
nj−1
hj

ϕ)]ij ≤ 0. (6.5.15)

Since ϕ ∈ C2(ST ), we can combine (6.5.15) with Lemma 6.4.2 to derive

∂•ϕ(x
nj−1
ij

, tnj−1) +H(x
nj−1
ij

, tnj−1,∇Γϕ(x
nj−1
ij

, tnj−1)) ≤ Cϕhj (6.5.16)

and observing that

|(xnjij , t
nj )− (x

nj−1
ij

, tnj−1)| ≤ Cτ ≤ Chj → 0, j →∞

we obtain (6.3.4) by sending j →∞ in (6.5.16).
Finally, let ϕ ∈ C1(ST ) and suppose that ū−ϕ takes a local maximum at (x0, t0) ∈ ST , t0 > 0.
As in the first part of the proof, we may assume that ū − ϕ takes a strict global maximum
at (x0, t0). Let us approximate ϕ by a sequence (ϕδ) ⊂ C2(ST ) such that ϕδ → ϕ in C1(ST )
as δ → 0. For a suitable subsequence there exist (xδ, tδ) ∈ ST such that (xδ, tδ) → (x0, t0)
and ū − ϕδ takes a global maximum at (xδ, tδ). In particular, tδ > 0 for sufficiently small
δ > 0. It follows from the first part of the proof that

∂•ϕδ(xδ, tδ) +H(xδ, tδ,∇Γϕδ(xδ, tδ)) ≤ 0.

Letting δ → 0 in the above inequality we see that ϕ satisfies (6.3.4) at (x0, t0), so that ū is
a subsolution to (6.3.1). In the same way one shows that u is a supersolution.
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Finally, let us prove the existence of a viscosity solution to (6.3.1).

Theorem 6.5.4. Suppose that u0 ∈ C(Γ(0)). Then there exists a unique viscosity solution
to (6.3.1).

Proof. The uniqueness of a viscosity solution was already shown in Corollary 6.3.3. Let
us prove the existence. Since u0 ∈ C(Γ(0)), Lemmas 6.5.2 and 6.5.3 imply that ū and u
constructed by (6.5.6)–(6.5.7) are a subsolution and supersolution to (6.3.1), respectively,
and satisfy ū(·, 0) = u(·, 0) = u0 on Γ(0). Hence we can apply the comparison principle (see
Theorem 6.3.2) to the subsolution ū and the supersolution u to get ū ≤ u on ST . Moreover,
by (6.5.7) we easily see that u ≤ ū on ST . Therefore, u := ū = u is a viscosity solution to
(6.3.1).

6.6 Error bound

In this section we prove an error estimate between the viscosity solution to (6.3.1) and the
numerical solution given by the scheme (6.4.5)–(6.4.8).

Theorem 6.6.1. Let u be the viscosity solution to (6.3.1) with initial value u0. For h > 0
and n = 0, 1, . . . , N , let unh =

∑M
i=1 u

n
i χi(·, tn) ∈ V n

h be the finite element function con-
structed from u0 by (6.4.5)–(6.4.8). Assume that (6.4.10) is satisfied and that u is Lipschitz
continuous on ST in the sense that

|u(x, t)− u(y, s)| ≤ LU (|x− y|+ |t− s|) (6.6.1)

for all (x, t), (y, s) ∈ ST , where LU > 0 is a constant independent of (x, t) and (y, s). Then
there exist h0 > 0 and a constant C > 0 independent of h such that

max
1≤i≤M, 0≤n≤N

|u(xni , t
n)− uni | ≤ Ch1/2 for all h ∈ (0, h0). (6.6.2)

Proof. The argument is similar to that in the proof of the comparison principle (see Theo-
rem 6.3.2). Let us define

Ψ(x, t, i, n) := u(x, t)− ρ
√
h t− uni −

|x− xni |2 + |t− tn|2√
h

(6.6.3)

for (x, t) ∈ ST , i ∈ {1, . . . ,M} and n ∈ {0, 1, . . . , N}. Here, the constant ρ > 0 is subject to
ρ
√
h ≤ 1 and will be chosen later. Clearly,

max
1≤i≤M, 0≤n≤N

(u(xni , t
n)− uni ) = max

1≤i≤M, 0≤n≤N
(Ψ(xni , t

n, i, n) + ρ
√
h tn)

≤ max
(x,t)∈ST , i=1,...,M, n=0,...,N

Ψ(x, t, i, n) + ρ
√
hT

= Ψ(x0, t0, i0, n0) + ρ
√
hT

(6.6.4)

for some (x0, t0) ∈ ST , i0 ∈ {1, . . . ,M} and n0 ∈ {0, 1, . . . , N}. In particular, we have
Ψ(xn0

i0
, tn0 , i0, n0) ≤ Ψ(x0, t0, i0, n0), i.e.

u(xn0
i0
, tn0)− ρ

√
h tn0 − un0

i0
≤ u(x0, t0)− ρ

√
h t0 − un0

i0
−
|x0 − xn0

i0
|2 + |t0 − tn0 |2
√
h

.



6. Hamilton–Jacobi equations on an evolving surface 298

From this, (6.6.1), and the fact that ρ
√
h ≤ 1 it follows that

|x0 − xn0
i0
|2 + |t0 − tn0 |2
√
h

≤ u(x0, t0)− u(xn0
i0
, tn0) + ρ

√
h(tn0 − t0)

≤ LU (|x0 − xn0
i0
|+ |t0 − tn0 |) + |t0 − tn0 |

≤ C(|x0 − xn0
i0
|2 + |t0 − tn0 |2)1/2

and hence

(|x0 − xn0
i0
|2 + |t0 − tn0 |2)1/2

√
h

≤ C. (6.6.5)

Now let us consider several possible cases.
Case 1: t0 > 0 and n0 ≥ 1. By exploiting the fact that u is a subsolution we obtain as in
(6.3.7)

2√
h

(t0−tn0)+
2√
h
vΓ(x0, t0)·(x0−xn0

i0
)+H

(
x0, t0,

2√
h
PΓ(x0, t0)(x0−xn0

i0
)
)
≤ −ρ

√
h. (6.6.6)

On the other hand, since Ψ(x0, t0, i, n0 − 1) ≤ Ψ(x0, t0, i0, n0), i = 1, . . . ,M we infer

ϕn0−1
i − un0−1

i ≤ ϕn0
i0
− un0

i0
, i = 1, . . . ,M,

where

ϕni = ϕ(xni , t
n) and ϕ(x, t) = −|x0 − x|2 + (t0 − t)2

√
h

.

Hence, In0−1
h ϕ ≤ un0−1

h + ϕn0
i0
− un0

i0
on Γh(tn0−1) so that we deduce with the help of

Lemma 6.4.1, (6.4.9) and the definition of the scheme

Sn0−1
h (In0−1

h ϕ) ≤ Sn0−1
h (un0−1

h ) + ϕn0
i0
− un0

i0
= un0

h + ϕn0
i0
− un0

i0
.

Evaluating the above inequality for x = xn0
i0

we find that

[Sn0−1
h (In0−1

h ϕ)]i0 ≤ ϕ
n0
i0
,

from which we infer that

−∂•ϕ(xn0
i0
, tn0)−H

(
xn0
i0
, tn0 ,∇Γϕ(xn0

i0
, tn0)

)
≤ A+B, (6.6.7)

where

A = −∂•ϕ(xn0−1
i0

, tn0−1)−H
(
xn0−1
i0

, tn0−1,∇Γϕ(xn0−1
i0

, tn0−1)
)

+
ϕn0
i0
− [Sn0−1

h (In0−1
h ϕ)]i0

τ
,

B = [∂•ϕ(xn0−1
i0

, tn0−1)− ∂•ϕ(xn0
i0
, tn0)]

+ [H
(
xn0−1
i0

, tn0−1,∇Γϕ(xn0−1
i0

, tn0−1)
)
−H

(
xn0
i0
, tn0 ,∇Γϕ(xn0

i0
, tn0)

)
].

We deduce from Lemma 6.4.2 that

|A| ≤ C3h
(
‖∇Γϕ‖B(ST ) + ‖∇2

Γϕ‖B(ST ) + ‖(∂•)2ϕ‖B(ST )

)
≤ C
√
h (6.6.8)
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since

∂•ϕ(x, t) = − 2√
h

(t− t0)− 2√
h
vΓ(x, t) · (x− x0), (6.6.9)

∇Γϕ(x, t) = − 2√
h
PΓ(x, t)(x− x0). (6.6.10)

Using (6.6.9), (6.6.10), (6.3.2), (6.3.3) and the Lipschitz continuity of vΓ we further obtain

|B| ≤
( C√

h
+ LH,1

(
1 + ‖∇Γϕ‖B(ST )

))(
|xn0
i0
− xn0−1

i0
|+ |tn0 − tn0−1|

)
+ LH,2|∇Γϕ(xn0

i0
, tn0)−∇Γϕ(xn0−1

i0
, tn0−1)|

≤ C√
h
τ ≤ C

√
h,

(6.6.11)

where we used (6.4.10) for the last inequality. If we insert (6.6.8) and (6.6.11) into (6.6.7)
and use again (6.6.9), (6.6.10) we obtain

− 2√
h

(t0 − tn0)− 2√
h
vΓ(xn0

i0
, tn0) · (x0 − xn0

i0
)

−H
(
xn0
i0
, tn0 ,

2√
h
PΓ(xn0

i0
, tn0)(x0 − xn0

i0
)
)
≤ C
√
h. (6.6.12)

We sum up both sides of (6.6.6) and (6.6.12) and employ the Lipschitz continuity of vΓ as
well as (6.3.2), (6.3.3) to get

ρ
√
h ≤ C

√
h+

2√
h
{vΓ(xn0

i0
, tn0)− vΓ(x0, t0)} · (x0 − xn0

i0
)

+H
(
xn0
i0
, tn0 ,

2√
h
PΓ(xn0

i0
, tn0)(x0 − xn0

i0
)
)
−H

(
x0, t0,

2√
h
PΓ(x0, t0)(x0 − xn0

i0
)
)

≤ C
√
h+

C(|x0 − xn0
i0
|+ |t0 − tn0 |)|x0 − xn0

i0
|

√
h

+ LH,1(|x0 − xn0
i0
|+ |t0 − tn0 |)

(
1 +

2√
h
|PΓ(x0, t0)(x0 − xn0

i0
)|
)

+
2LH,2√

h
|PΓ(x0, t0)− PΓ(xn0

i0
, tn0)||x0 − xn0

i0
|

≤ C
√
h+ C

|x0 − xn0
i0
|2 + |t0 − tn0 |2
√
h

+ C
(
|x0 − xn0

i0
|+ |t0 − tn0 |

)
≤ C
√
h

in view of (6.6.5). Choosing ρ > C we obtain a contradiction so that this case cannot occur.
Case 2: t0 = 0 and n0 ≥ 0. Since u(x0, t0) = u(x0, 0) = u0(x0) we obtain with the help of
(6.6.1), Lemma 6.5.1 and (6.6.5)

Ψ(x0, t0, i0, n0) = Ψ(x0, 0, i0, n0) ≤ u(x0, 0)− un0
i0

= u0(x0)− u0(x0
i0) + u0

i0 − u
n0
i0

≤ LU |x0 − x0
i0 |+ C4t

n0 ≤ C
(
|x0 − xn0

i0
|+ |xn0

i0
− x0

i0 |
)

+ C4t
n0

≤ C
(
|x0 − xn0

i0
|+ |t0 − tn0 |

)
≤ C
√
h.

(6.6.13)
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Case 3: t0 ≥ 0 and n0 = 0. Using once more (6.6.1) and (6.6.5) we derive

Ψ(x0, t0, i0, n0) = Ψ(x0, t0, i0, 0)

≤ u(x0, t0)− u0
i0 = u(x0, t0)− u(x0

i0 , 0)

≤ LU
(
|x0 − x0

i0 |+ t0
)

= LU
(
|x0 − xn0

i0
|+ |t0 − tn0 |

)
≤ C
√
h.

(6.6.14)

In conclusion we infer that from (6.6.4), (6.6.13), (6.6.14) and the fact that Case 1 cannot
occur that

max
1≤i≤M, 0≤n≤N

(u(xni , t
n)− uni ) ≤ C

√
h.

In an analogous way we bound max1≤i≤M, 0≤n≤N (uni − u(xni , t
n)) which completes the proof

of the theorem.
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