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Chapter 1  Introduction 1 

Chapter 1  Introduction 

1.1 Overall Background 

In modern society, there are numerous large artifact systems, such as electric power 

plants and ships. These systems are deeply connected to our lives, such that we can say that 

modern society cannot be developed without them. Therefore, failure of artifact systems can 

directly lead to the collapse of the sustainability of society; consequently, the improvement 

and reinforcement of these systems based on scientific knowledge are essential. The integrity 

of structural materials in artifact systems is key for their safe operation. Further, these 

structural materials are used under certain objectives and conditions; further complications 

are imposed because these objectives and conditions can drastically change in accordance 

with the social environment [1]. For instance, structural materials can be exposed to external 

forces beyond our initial estimation owing to natural disasters; a change in the operating 

purpose of the system due to extreme competition and demand fluctuations can subject 

structural materials to inappropriate conditions without our realization. Hence, analysis of the 

use state of a material based on the design at the point of initial construction and the 

conventional maintenance engineering is not sufficient to ensure the integrity of structural 

materials. 

These considerations motivate us to employ computational approaches. To investigate 

the change in material properties through simulation, it is necessary to develop multiscale 

modeling schemes which encompass various lengthscales and timescales. This is because 

material degradation phenomena in real situations occur far beyond atomistic scales, while 

the behavior of microstructures, which are smaller than the meshes used for discretization, 

governs the property changes in materials. Meanwhile, the lengthscales and timescales in 

each simulation method are varied over different scales, and no simulation method 

continuously covers all the scales. Hence, schemes that bridge the scale gap between each 

method are necessary in addition to the simulation methods themselves (Figure 1.1). In 

particular, given that the behavior of microstructures is primarily responsible for changes in 

material properties, as stated above, the schemes need to seamlessly bridge the scale gaps 

from atomistic scales. The construction of multi-scale modeling schemes contributes not only 
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to a comprehensive understanding of material behaviors but also to their prediction in future 

operating conditions based on the current state of the materials. Therefore, the development 

and improvement of these schemes are necessary for achieving a breakthrough in 

conventional simulation schemes. 

 

Figure 1.1 Conventional simulation methods and their corresponding lengthscales and 

timescales. 

Molecular dynamics (MD) is a strong tool to investigate material behaviors in atomistic 

scales. MD is a numerical simulation method, where the dynamics of atoms are described by 

calculating the interatomic forces (Figure 1.2). Depending on the manner used to derive the 

interatomic forces, MD simulations are categorized into two groups, i.e., first principle MD 

and classical MD. In first principle MD, the behavior of electrons is derived based on ab initio 
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calculations, and the interatomic forces are calculated with very high precision. However, the 

calculation costs tend to be fairly high. Because the cost increases in proportion to N3–4 (N: 

number of atoms in the system), the system size is usually limited to hundreds of atoms. 

Meanwhile, in classical MD, the interatomic forces are derived with the interatomic potential 

function, which is fitted to experimental data and first principle calculation results. If the 

interatomic potential function has sufficient accuracy, classical MD can simulate the correct 

dynamics of much larger systems than that in first principle MD because the calculation cost 

increases only in proportion to N via using the concept of the cutoff radius around atoms. 

Owing to the potential and wide applicability, classical MD simulations have been 

extensively employed not only in materials science but also in many other fields [2–9]. Note 

that we mainly focus on classical MD in this dissertation because several previous studies 

have shown that classical MD exhibits sufficient accuracy in most applications for pure iron 

and pure copper, which are the materials systems examined in this dissertation. Hereafter, the 

term “MD” is used to denote classical MD. 

 
Figure 1.2 Flowchart of MD. 

MD simulations have played an important role for many decades in understanding the 

microstructural behavior of structural materials. The structural materials employed in nuclear 
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power plants, for instance, are good examples where MD is primarily employed. It has been 

known that microstructural evolution in nuclear materials under irradiation occurs mainly in 

four phases in terms of the timescale (Figure 1.3): in the collision phase, neutrons strike atoms 

in the material, causing displacement of the atoms from their lattice sites – this results in the 

generation of numerous defects, such as self-interstitial atoms (SIAs) and vacancies 

(displacement cascade); in the cooling phase, the kinetic energies of the atoms in the cascade 

core region dissipate into the surrounding area, and most defects disappear through 

recombination events with the opposite type of defects; in the thermal phase, the surviving 

defects diffuse and interact with other defects, which can create defect clusters or undergo 

recombination events; in the diffusion phase, the surviving defects further diffuse beyond the 

original cascade region and interact with defects produced by other displacement cascades 

[10]. Many studies have confirmed that the defects and defect clusters produced under 

irradiation can cause severe degradation in material properties. Previous MD studies have 

shown that defect clusters can impede dislocation motion, leading to an increase in the yield 

stress (Figure 1.4) [11–15]. Therefore, it is very important to understand microstructural 

evolution under irradiation. As shown in Figure 1.3, the timescale of the microstructural 

evolution spans from femtoseconds to milliseconds; the change in the material properties can 

occur at even longer timescales, even on the order of years in some cases. Here, it should be 

highlighted that these multi-timescale phenomena originate from displacement cascades, 

which occur at a timescale on the order of 10–15 s, rendering their investigation by 

experimental approaches impractical. This indicates that MD is an essential technique to 

model the microstructural evolution under irradiation from the very beginning of the process. 

Therefore, numerous MD simulations have been conducted to elucidate the mechanism of 

defect formation under irradiation [10,16–21]. Moreover, extended MD techniques, such as 

machine-learning MD, where interatomic forces are derived with machine learning 

techniques [22], are now being extensively studied and developed. It is expected that MD 

simulations will be used more often in various fields in the future. 
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Figure 1.3 Schematic explanation of the timescales of microstructural evolution under 

irradiation. 

 

Figure 1.4 (a) and (b) Interaction between an edge dislocation and vacancy cluster in MD 

simulations, and (c) history of the applied shear stress during the interaction [12]. 
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Every atomic vibration is tracked at each step in MD simulations; consequently, the size 

of the timestep needs to be of the order of 10–15 s to accurately describe the atomic vibrations, 

whose frequency is ~1012–1013 Hz. This poses a limitation in the dynamics that MD can 

simulate. For instance, defects generated under irradiation diffuse in materials in the thermal 

and diffusion phases (Figure 1.3), and the required energy barrier (Ea) for typical diffusion 

event varies around 1.0 eV. Considering that the frequency (n) of an event with a certain Ea 

at temperature, T, can be weighted by the Boltzmann factor, n is described as: 

 𝜈 = 𝐴	exp −
𝐸0
𝑘2𝑇

 (1.1) 

where, A and kB denote a pre-exponential factor and the Boltzmann constant, respectively. A 

is typically treated as a constant parameter independent of T. The specific value of A is usually 

~1012–1013, and is set to be 1012, here. By considering the reciprocal of n, we can obtain the 

average waiting time (tw) for the occurrence of a certain event with Ea: 

 𝑡5 = 𝜈–7 = 𝐴–7exp
𝐸0
𝑘2𝑇

. (1.2) 

For instance, an event with Ea = 1.0 eV at 600 K (operating temperature of light water 

reactors) is calculated as ~10–4 s. This indicates that, when the timestep interval is set to 10–

15 s, as many as ~1011 MD simulation steps are necessary to simulate the dynamics involving 

diffusion, which is a critical dynamics to understanding the microstructural evolution in 

materials. In addition, tw values of an event with Ea = 1.0 eV at various temperatures from 

200 K to 1000 K are shown in Figure 1.5. Note that the region of the typical timescale of MD 

simulations is illustrated in yellow, where the maximum simulation step is ~108 with a 

timestep interval of 10–15 s in most cases. The event cannot be sufficiently simulated in MD 

simulations even if the temperature is raised to 1000 K, which is higher than half the melting 

point of pure iron. These considerations demonstrate that it is unfeasible to simulate meso-

timescale phenomena, such as diffusion, using the MD technique alone. 
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Figure 1.5 Values of tw of an event with Ea = 1.0 eV at various values of T. 

One potential solution to the MD timescale problem is to rely on the rapid improvement 

in the performance of supercomputers in recent decades. Figure 1.6 shows the performance 

development of supercomputing power since 1994 [23]. The performance has been 

improving exponentially with time, almost following Moore’s law, according to which the 

number of transistors in a dense integrated circuit doubles about every 1.5 years [24]. If the 

supercomputing performance continues to improve with Moore’s law, the computational 

ability will be improved by a factor of approximately ten every 5 years. Even under such an 

optimistic assumption, however, MD techniques will only enable us to simulate one 

occurrence of a phenomenon with Ea = 1.0 eV at room temperature, over 40 years from now. 

To accelerate conventional MD simulations, some previous studies have developed so-

called accelerated MD techniques [25–29]. For instance, metadynamics [26] and 

hyperdynamics [27] introduce a bias potential to modify the potential energy surface (PES), 

which renders the frequency of occurrence of rare events quite high. In addition, temperature 

accelerated dynamics [29] increases the simulation temperature to enhance the occurrence of 

infrequent events, and then advances the simulated time in accordance with frequency at the 

low target temperature. These techniques can reach much longer timescales than can be 
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atomic vibrations need to be accurately tracked. 

 
Figure 1.6 Performance development of supercomputing power in recent decades [23]. 

The scale limitation in MD is also a serious problem for lengthscales. As mentioned 

above, the MD calculation cost increases in proportion to the number of atoms in the 

simulation cell. This restricts the system size to ~10,000,000 atoms typically, which 

corresponds to a cubic cell with an edge length of tens of nanometers. We note that the 

calculation cost increases drastically with an increase in the edge length because the number 

of atoms in the cell increases in proportion to the third power of the edge length. Importantly, 

even under the assumption of Moore’s low, the available edge length is only extended to tens 

of micrometers, even 40–50 years from now. 

Based on this, some pioneering studies have focused on extending the MD lengthscale 
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since the 1990s, by introducing the finite element method (FEM) to MD, in a scheme termed 

“MD-FEM concurrent coupling” [30]. In this scheme, regions disordered due to the presence 

of defects are treated with atomistic approaches, while regions close to the structure of a 

perfect lattice are treated with continuum modeling approaches. The key aspect of this hybrid 

scheme is the manner in which the two regions are connected while maintaining physical 

consistency. Kohlhoff et al. [30] set the transition region between the MD region and FEM 

region, where the atoms and nodes impose displacement boundary conditions each other. 

Broughton et al. [31] employed an approximation whereby the Hamiltonian on the MD-FEM 

boundary region is described as the average of the MD Hamiltonian and FEM Hamiltonian, 

and calculated the entire system behavior based on analytical mechanics. Fujita [32] 

introduced the concept of dual resolution elements (DREs), which behave as FEs toward 

FEM regions but atoms toward MD regions (Figure 1.7). In addition, short wavelength 

phonons entering the FEs are described based on Langevin dynamics in this scheme. Recently, 

Murashima et al. [33] coupled FEM with a well-known MD simulator, Large-scale 

Atomic/Molecular Massively Parallel Simulator [34], which has been used worldwide in MD 

simulations for many years. It should be noted that these studies are just a part of several 

studies on MD-FEM concurrent coupling schemes [35–44], indicating that challenges with 

multi-lengthscale modeling have garnered significant attention and much effort has been 

devoted to resolving them in recent decades (Figure 1.8). 

 
Figure 1.7 Concept of the DRE [32]. 
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Figure 1.8 Extension of the lengthscale through MD-FEM concurrent coupling. 

Regarding the timescale, on the other hand, the modeling approaches that use “state-to-

state dynamics” can be effective to extend the timescale from the atomic-vibration level to 

longer scales. In state-to-state dynamics, each dynamic is modeled as the transition of the 

system from a certain energy basin to another beyond Ea on the PES (Figure 1.9 and 1.10). 

This transformation implies that we do not need to track every atomic vibration (~1012–1013 

Hz), enabling a significant extension of the accessible timescale. Kinetic Monte Carlo (kMC) 

is a useful tool for atomistic simulations that follows the concept of state-to-state dynamics 

(Figure 1.11) [45–47]. In kMC, we prepare an event list, where the possible transition patterns 

and their Ea values are listed. The occurring event at each step is stochastically chosen among 

the listed events while the probability at which each event is chosen is weighted by its 

occurring frequency. Note that the occurring frequency of the event i (𝜈9) is described by (see 
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Eq. (1.1)): 

 
𝜈9 = 𝐴9exp −

𝐸09

𝑘2𝑇
 (1.3) 

where 𝐴9 and 𝐸09  are A and Ea for event i, respectively. Note that, to save on calculation 

costs, the value of 𝐴9 is usually set to be a constant parameter on the order of 1012–1013, 

reflecting the Debye frequency. In addition, the time increment at each step is performed 

using: 

 
∆𝑡 = −

ln 𝜌
𝜈9

 (1.4) 

where r is a random number on the interval (0, 1). The time increment is dependent on the 

occurrence frequency, which is a function of Ea. This implies that the drastic increment in the 

simulated time is achieved if the Ea values of the listed events are relatively high. Hence, we 

can calculate meso-timescale dynamics, such as diffusion; in some cases, the accessible 

timescale can be extended even on the order of milliseconds or longer [48]. 

 

Figure 1.9 Schematic explanation of the concept of state-to-state dynamics. 
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Figure 1.10 Schematic image of two-dimensional PES. 

 

Figure 1.11 Flowchart of the kMC algorithm. 
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Conventional kMC is classified into two types: objective kMC (OKMC) [49,50] and 

atomistic kMC (AKMC) [51]. In OKMC, a microstructure of interest is treated as an object 

and atomic-scale details are not considered; this significantly increases the computation speed. 

Meanwhile, AKMC considers the complete atomic configuration and in principle is more 

realistic than OKMC. Because of its power, kMC has been applied to a very wide range of 

applications not only in materials science but also in many other fields [49–54]. In addition, 

some previous studies conducted kMC simulations coupled with another atomistic method. 

Xu et al. [55] performed kMC simulations to investigate the meso-timescale evolution of 

defects produced through irradiation in iron, using the results of the MD cascade simulations 

as inputs. Okita et al. [56–58] performed kMC simulations on the three-dimensional behavior 

of an SIA cluster, where they evaluated Ea values of the listed events by MD simulations, 

considering the complex strain field around the diffusing atoms. Swinburne et al. [59] also 

conducted kMC simulations on the three-dimensional behavior of an SIA cluster; here, they 

constructed a simple model to derive Ea during the kMC simulations through numerous 

calculations using the nudged elastic band method, which is another atomistic simulation 

method for extracting the minimum energy path (MEP) of certain dynamics [60]. While 

maintaining a certain level of atomistic fidelity, these studies have achieved a significant 

extension of the timescale, up to hundreds of seconds [48]. 

One feature in conventional kMC, however, poses a severe limitation for simulations: 

possible events need to be sampled and listed a priori. This can lead to flawed system 

behavior because an intuition-based definition of possible events can often overlook essential 

dynamics. The diffusion mechanism for adatoms on Al (1 0 0) surfaces is one such example. 

Until the 1990s, adatoms on the Al (1 0 0) surface were thought to diffuse on the surface 

through single adatom hops, based on intuition. A density functional theory calculation, 

however, clarified that a two-atom concerted event is the dominant mechanism for the 

diffusion, where the adatoms penetrate the surface while pushing one of the surface atoms 

out onto the surface (Figure 1.12) [61]. This study demonstrates that the dominant adatom 

diffusion mechanism on the surface is a much more complicated process than previously 

considered; moreover, it also shows how untrustworthy intuition-based models can be. Owing 

to this limitation, the development of multi-timescale schemes by coupling MD and the 

conventional kMC carries the inherent risk of severe lack of atomistic-scale information. 
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Figure 1.12 Schematic explanation of the dominant mechanism of adatom diffusion on the 

Al (1 0 0) surface: (a) initial state, (b) transition state, and (c) final state [47]. 

In contrast to multi-lengthscale schemes, to our knowledge, no strong candidates exist 

which can handle multi-timescale simulation schemes in the current research environment. 

Nevertheless, it is very important to develop schemes accessible to timescales of macroscopic 

degradation phenomena while reflecting sufficient information from the atomistic scale. In 

other words, there is an insufficiency in the components of current multi-scale modeling 

frameworks, and breakthroughs are required to resolve this (Figure 1.13). Therefore, the 

development and improvement of multi-timescale simulation schemes are essential to 

enhance current modeling technologies. 
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Figure 1.13 Insufficiency in multi-timescale modeling schemes in the current multi-scale 

modeling framework. 
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necessary to compensate for the insufficiency of multi-timescale methods in the multi-scale 

modeling framework. The goal of this dissertation is to develop and improve multi-timescale 

simulation schemes that have the capability of both meso-timescale simulation and atomistic 

fidelity. These will provide breakthroughs to current modeling technologies, improving them 

to the next level. Thus, this dissertation details the following work (Figure 1.14). 

Chapter 2 
In Chapter 2, we perform MD simulations on the defect formation processes under 

irradiation in face-centered cubic (FCC) metals, with a particular focus on the strain effect 

for the dependence of the defect formation on stacking fault energy (SFE). Note that 

irradiation-induced defect formation occurs on the order of 10–15 s (Figure 1.3) and is a very 

complex phenomenon where numerous atoms with high kinetic energy collide with each 

other in a short period. Previous studies have shown that even a difference in the atomic 

velocity distribution could affect the results [62–64]. Therefore, the MD technique, which 

can treat atomistic details down to atomic vibrations, is very suitable in this application, while 

it is difficult to apply event-based simulation methods following state-to-state dynamics, 

where the direct effects of atomic vibrations on dynamics are ignored. Owing to timescale 

limitations, it is challenging to sustain simulations after the thermal phase, i.e., the phase 

where surviving defects diffuse out of the cascade core region, by the MD technique; 

nevertheless, the results obtained here will be useful input parameters for models based on 

state-to-state dynamics. 

Chapter 3 
Recently, on-the-fly kMC techniques have gathered significant attention as kMC 

methods that maintain atomistic fidelity very close to that of MD. In on-the-fly kMC, at each 

step, we search for saddle points (SPs) on PES which exists around the energy basin in which 

the system exists at that moment. The event list for that step is constructed based on the 

identified SPs. Consequently, we do not need to prepare the event list beforehand, as in 

conventional kMC, and dynamics beyond our intuition can be simulated. Since the first study 

using on-the-fly kMC in 2001 (adaptive kMC) [65], several types of on-the-fly kMC 

techniques have been proposed in recent years, e.g., self-learning kMC in 2005 [66], kinetic 

activation-relaxation technique in 2008 [67], kMC with the autonomous basin climbing 
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method in 2010 [68], and self-evolving atomistic kinetic Monte Carlo (SEAKMC) in 2011 

[69]. These techniques enabled the simulation of dynamics which were outside the scope of 

MD and conventional kMC techniques, and provided valuable insights into microstructural 

evolution [70,71]. We can say that on-the-fly kMC schemes will certainly play an essential 

role in multi-timescale modeling schemes. In addition, many improved schemes for original 

on-the-fly kMC techniques have been proposed in the last several years, indicating that on-

the-fly kMC schemes are still developing and improving, and more improvements are 

expected in the future. 

One well-known problem of on-the-fly kMC is the high computational cost required for 

saddle point searches (SPSs); each technique has its own unique algorithm to address it. For 

instance, adaptive kMC and self-learning kMC recycle the information on SPs found in 

previous steps to construct the event list in the current step [66,72]; the kinetic activation-

relaxation technique also employs a recycling scheme, where the concept of topology is 

introduced for storing and recycling SP information [67]. These schemes significantly 

accelerate the simulation; however, when the system visits configurations completely 

different from previous ones, the recycling scheme is not applicable and a high computational 

cost is required. Further, the computational cost for SPS increases drastically with an increase 

in the system size in most cases. This renders the system size to which on-the-fly kMC is 

applicable relatively small, although many critical microstructural evolution phenomena 

occur in a system with hundreds of thousands of atoms. Meanwhile, SEAKMC introduces a 

unique concept of active volume (AV) to solve that problem: AVs are set in regions where 

dynamics of interest may occur (usually around defects), and atoms outside the AVs are 

frozen during SPSs. The employment of AV considerably reduces the degrees of freedom of 

the system, even when the system contains a vast number of atoms. Indeed, a previous study 

employed SEAKMC for a system with 128,000 atoms [73]. Therefore, SEAKMC is a 

promising on-the-fly kMC technique, and improvement in SEAKMC will directly lead to an 

improvement in multi-timescale modeling schemes as a whole. 

Therefore, we focus on improving SEAKMC in Chapter 3. Particularly, we propose 

acceleration schemes for SPS, which is a bottleneck procedure for the whole computational 

cost in SEAKMC, in order to increase the applicability of SEAKMC. Two acceleration 

schemes are proposed: (1) a multi-step procedure of SPS, where a relatively small AV is 
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initially used for obtaining a rough estimate of the SP configuration, followed by searches 

with sufficiently large AVs to obtain more accurate configurations. Here, the SP information 

obtained by the SPS with the smaller AV is used as a ‘prediction’ for the SPS with the larger 

AV. (2) Recycling of previously identified SP configurations for future searches, which have 

not been implemented in SEAKMC, although other on-the-fly kMC techniques, such as self-

learning kMC and the kinetic activation-relaxation technique, have shown a significant 

acceleration in calculations owing to this scheme. In addition, we perform accelerated 

SEAKMC simulations using the results of the MD cascade simulations in Chapter 2 as input 

data. The meso-timescale behavior of irregularly shaped SIA clusters produced through 

irradiation is simulated while maintaining atomistic fidelity. 

Chapter 4 
In kMC event selection, when high-Ea events and low-Ea events are listed together, the 

low-Ea events are chosen with very high probability. For instance, when an event with Ea = 

0.1 eV and Ea = 1.0 eV are listed together, their frequencies are calculated as ~2.1 × 1010 s–

1 and ~1.6 × 10–5 s–1 at 300 K based on Eq. (1.1), respectively. Indeed, for some calculation 

cases in Chapter 3, most simulation steps involve simulating trivial events with very low Ea, 

with only slight atomic displacements; no significant change in the cluster shape is observed 

even after hundreds of steps. Such trivial events are called “flicker events”. Since the 

simulated SIA clusters have energetically unfavorable shapes, these are supposed to 

eventually transform into stable configurations, namely, Frank loops or perfect loops. This 

indicates that SEAKMC cannot sufficiently simulate the meso-timescale evolution of these 

clusters when flicker events dominantly occur in the simulations. We note that the effects of 

flicker events present a problem not only in on-the-fly kMC but also in general kMC 

algorithms, implying that in some cases, it might be useful to employ approaches rather than 

kMC alone while maintaining the meso-timescale simulation capability and atomistic fidelity 

of on-the-fly kMC. 

As stated above, the system dynamics is modeled as the transition between energy basins 

on the PES via state-to-state dynamics. Thus, the evolution of microstructures toward a stable 

state, including the transformation of irregularly shaped SIA clusters into stable 

configurations, corresponds to the system transition to lower-energy states through multiple 

basin-hops on the PES. Here, the task of exploring the stable state of the microstructures can 



Chapter 1  Introduction 19 

be modeled as the energy minimization in a topological space composed of the set of energy 

basins on the PES. 

Based on the above, we develop a method for exploring the stable state of the 

microstructures based on an optimization algorithm, that is, energy minimization with basins-

constructed space (EM/BCS). As the optimization algorithm, we choose temperature parallel 

simulated annealing (TPSA) [74,75] for two reasons: (1) we need to perform a global 

optimization and (2) an optimization based on a neighborhood search is suitable to the 

application here. TPSA has overcome the issues with high computational cost and adjustment 

of a proper cooling schedule in the simulated annealing method [76], and has been employed 

in a wide range of applications in both discrete and continuous optimization problems 

[74,75,77–80]. As in Chapter 3, we apply EM/BCS to the meso-timescale evolution of 

irregularly shaped SIA clusters produced through irradiation, using the results in Chapter 2 

as input data. The transformation processes of these clusters into stable configurations are 

discussed in detail, with the change in system energy during the processes. 

Chapter 5 
Chapter 5 provides a summary of this dissertation. We highlight the contribution of our 

work to the goal of this dissertation. In addition, challenges and future perspectives of our 

work are discussed. 
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Figure 1.14 overall landscape of this dissertation. 
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Chapter 2  MD simulations of defect formation 

process in FCC metals under irradiation 

2.1  Background 

A characteristic feature of the structural materials of nuclear power plants is their use 

under neutron irradiation. Fast neutrons typically have kinetic energy (En) of the order of 1 

MeV, and once the neutron invades materials and collides with the atoms of the materials, 

some amount of its kinetic energy is transferred to those atoms. The maximum energy transfer 

(Em) in the case of an elastic collision between a neutron in motion with En and an atom at 

rest is described as 

 𝐸? =
4𝑀7𝑀B

𝑀7 + 𝑀B
B 𝐸D (2.1) 

where M1 and M2 express the masses of the neutron and the atom, respectively. For instance, 

in body-centered cubic (BCC) iron, the collided atom obtains the average kinetic energy (Eave) 

of ~35 keV when the neutron has En of 1 MeV and 𝐸0EF = 	𝐸? 2, following Eq. (2.1). Since 

the minimum kinetic energy necessary for an atom to displace from its lattice site (called the 

displacement threshold energy, Ed) is typically 20 to 40 eV for most metals and alloys used 

in structural materials [1], the collided atom can be displaced from its original site relatively 

easily, and can either locate between other atoms or strike another atom. In the latter case, 

another collision event is induced, and not surprisingly, if the kinetic energy transferred to the 

collided atom in the second collision is larger than Ed, a displacement of that atom occurs. 

Such an iterative series of collisions and displacements of atoms is called a “collision cascade” 

or a “displacement cascade.” The atom initially struck by the neutron is called the primary 

knock-on atom (PKA), and it is known that the average kinetic energy transferred to the PKA 

(EPKA) can vary as much as several tens of keV in light water reactors. Furthermore, EPKA can 

increase to even several hundreds of keV in fusion reactors, where the structural materials 

can be exposed to ~14 MeV of neutron irradiation [2].  

Atoms that recoil from their original site and locate between other atoms are called “SIAs”, 
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while lattice sites that do not contain an atom are called “vacancies.” In addition, these defects 
often form a cluster since it is usually a more energetically favorable state than existing 
individually. A stable configuration of defect clusters depends on various factors, including 
the material structure, cluster size, and the strain field that exists around the cluster. In FCC 
metals, four main types of stable configurations are observed: two types of planar dislocation 
loops for both SIA and vacancy clusters; namely, Frank (faulted) and perfect loops, and two 
types of three-dimensional configurations that form only with vacancy clusters; namely, 
stacking fault tetrahedra (SFTs) and voids [3]. Figure 2.1 shows the configuration of these 
clusters reproduced by atomistic simulations. Note that the configurations are visualized by 
the common neighbor analysis (CNA) algorithm [4,5], where the local structural environment 
is investigated, namely, FCC, BCC, hexagonal close-packed (HCP) or neither of them. In the 
figure, blue denotes atoms that have an HCP structure, i.e., a stacking fault structure, here; 
yellow denotes atoms that have neither an FCC, BCC, nor HCP structure. Atoms that have 
an FCC structure, namely, a structure of a perfect lattice here, are eliminated for visualizing 
defects. 

(1)  Frank loop (faulted loop) 

A Frank loop contains a stacking fault area on its habit plane and is known as a sessile 

cluster. It forms on a close-packed plane, namely a 1	1	1  habit plane with a Burgers vector 

of 𝒃 = 𝑎" 3 1	1	1 , where a0 is the lattice constant. 

(2)  Perfect loop 

Atomistic simulations have confirmed that perfect loops glide one-dimensionally with 

very low activation energy along its Burgers vector direction; namely, the close packed 

direction of 1	1	0  [6]. Note that, as seen in Figure 2.1, the loop edges that exist on a {1 1 

1} plane dissociate into Shockley partial dislocations, bounding stacking fault areas. 

(3)  Stacking fault tetrahedron 

The formation of SFTs is confirmed only in FCC metals after irradiation, quenching 

from high temperature, and deformation [7–11]. Silcox and Hirsch proposed the formation 

mechanism of an SFT, where a vacancy platelet on a [1 1 1] plane collapses, which induces 

the dissociation of its edges to form stair-rod partial and Shockley partial dislocations, 

followed by the glide of the Shockley partial dislocations toward the apex of the tetrahedron, 

leading to the formation of SFT (the Silcox–Hirsch mechanism) [7]. This mechanism is 

verified by in situ observations of vacancy loops in quenched gold using transmission electron 
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microscopy (TEM) [12]. In addition, the direct formation of SFTs in the vacancy-rich cascade 

core during the “thermal spike phase” is confirmed by MD simulations and TEM observations 

[13–18]. 

(4)  Void 

The configuration of voids is roughly spherical, and mainly composed of facets that 

correspond to close-packed planes of the host lattice. The term “bubble” can be used to 

specify a void that contains gaseous species, such as helium. 

 

Figure 2.1 Stable configurations of defect clusters in FCC metals, visualized by CNA 
algorithm [4,5]. 

It is known that the behavior of these defect clusters considerably enhances 

microstructural evolution, which leads to substantial changes in material properties such as 

dimensional stabilities and mechanical properties. For instance, the supersaturation of 

vacancy defects, caused by the preferential absorption of SIA clusters by dislocations in a 

material, induces a macroscopic increase in the material’s volume (void swelling, Figure 2.2) 

[19–25]; irradiation-induced defects can impede the movement of the dislocation, resulting 

in an increase in the material’s yield stress (irradiation hardening, Figure 2.3) [27–31]. Further, 

(a) SIA Frank loop
(Sessile)

(b) Vacancy Frank loop
(Sessile)

(c) SIA perfect loop
(Glissile)

(d) Vacancy perfect loop
(Glissile)

(f) Void
(Sessile)

(e) SFT
(Sessile)
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each defect and its cluster have their own geometry and mobility (Figure 2.4), and hence they 

uniquely contribute to the microstructural evolution. Therefore, understanding the defect 

formation process (i.e., quantifying the number of defects, their clusters produced through 

displacement cascades and the formation ratio of each type of defect under various 

conditions) is essential for evaluating the irradiation-induced degradation of the mechanical 

properties of structural materials. 

The MD technique plays an important role in performing such a challenging task 

because defect formations occur over very short times and length scales—on the order of 

picoseconds and nanometers, respectively—that limit investigation by experimental and 

analytical approaches. Many MD simulations focusing on displacement cascades have been 

performed to date, which have varied conditions such as the materials, temperature, and EPKA 

[32–37] (Figure 2.5). These simulations have clarified the atomic-level picture of the defect 

formation process under irradiation, and they have significantly contributed to a 

comprehensive understanding of microstructural evolution. Further, they provide useful input 

parameters for coarser-grained models of irradiation-induced mechanical property changes. 

 
Figure 2.2 (a) Macroscopic increase in material’s volume (unfueled 20 % cold-worked AISI 

316 open cladding tube at ~75 dpa at 783 K) [19], and (b) supersaturation of vacancy defects 

(Fe–15Cr–16Ni, FFTF, 43.8 dpa at 700 K) [20]. 



Chapter 2  MD simulations of defect formation process in FCC metals under irradiation 33 

 
Figure 2.3 (a) and (b) Interaction between an edge dislocation and vacancy cluster in MD 

simulations, and (c) history of the applied shear stress during the interaction (reproduced from 

Figure 1.4) [26]. 

 
Figure 2.4 Examples of unique behaviors of each type of defect clusters: (a-1) and (a-2) 

behavior of an SIA perfect loop, which is glissile; (b-1) and (b-2) behavior of an SIA Frank 

loop, which is sessile. 

(a) (b)

Dislocation proceeding 
direction

Vacancy cluster

Dislocation proceeding 
direction

(c)

(a) (b)

Dislocation proceeding 
direction

Vacancy cluster

Dislocation proceeding 
direction

(c)

(a-1) t = 0 ps (a-2) t = 500 ps

Glide motion

(b-1) t = 0 ps (b-2) t = 500 ps

Sessile
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Figure 2.5 Examples of cascade displacements simulations at EPKA = 50 keV and T = 300 K 
in copper using MD. Blue indicates SIAs; red indicates vacancies.  

(a) t = 0.02 ps (b) t = 0.07 ps

(c) t = 0.23 ps (d) t = 2.00 ps

(e) t = 4.10 ps (f) t = 30.35 ps
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One important factor that should be considered when modeling irradiation-induced 

defect formations is the presence of internal and external strains on the materials. Based on 

this, several MD studies have focused on the effects of strain on the defect formation. Gao et 

al. [38] investigated the effects of uniform tensile strain on the formation of SIAs and their 

clusters in BCC iron under irradiation, followed by the study of Beeler et al. [39], which 

focused on the effects of various types of strain and PKA directions on cascade events in BCC 

iron. Wang et al. [40] studied the effects of strain on displacement cascades in tungsten and 

discussed the relationship between the strain direction and the PKA direction in detail. For 

HCP metals, Di et al. [41,42] evaluated the effects of strain on displacement cascades in 

zirconium with a uniaxial strain along either the 𝑎  or 𝑐  axis. In addition, Sahi et al. [43] 

investigated the effects of various strain types and temperatures on the defect formation 

process in zirconium under irradiation. Regarding FCC metals, Miyashiro et al. [44] studied 

the strain effects on the number of defects produced and the size distribution of defects in 

copper under irradiation. They employed a 1	1	1  uniaxial strain, a hydrostatic strain, and 

an isometric strain, and the results indicated that the deformation anisotropy has a significant 

impact on the defect formation process. Later, they extended the study by investigating the 

influence of EPKA on the defect formation under a 1	1	1  uniaxial strain [45]. These studies 

have shown that the defect formation process through displacement cascades is considerably 

influenced by the presence of a strain field in the material, demonstrating the importance of 

considering the strain effect when modeling irradiation-induced defect formations. 

On the other hand, SFE is a critical material property that controls microstructural 

behavior in FCC metals. SFE is defined as the energy necessary to form a unit area of stacking 

fault. As discussed in the second paragraph in this section, defect clusters in FCC metals, 

except for voids, contain stacking fault areas, which give rise to a strong dependence on SFE 

for their formation energy. Thus, the defect formation process is influenced by the SFE. Some 

studies have focused on this point, where the effects of SFE on the defect formation process 

under irradiation in FCC metals was evaluated by MD simulations [46–48]. The results show 

that the number of perfect SIA loops is larger at lower SFE, leading to an increased formation 

of glissile SIA clusters at lower SFE. According to classical dislocation theory, the formation 

energy of SIA perfect loops is assumed to be independent of SFE, and the ratio of glissile SIA 

clusters decreases with a decrease in SFE because of the lower formation energy of Frank 
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loops at lower SFE [49]. In this theory, however, the edge dissociation of SIA perfect loops 

is not taken into consideration although atomistic simulations clearly exhibit the presence of 

stacking fault areas at the cluster edges, as shown in Figure 2.1, which leads to the opposite 

trend of the glissile clusters ratio dependence on SFE than that observed in atomistic 

simulations. Such insights regarding the mobility of defect clusters are quite important 

because the subsequent microstructural evolution is significantly affected by the behavior of 

the clusters [50–53], particularly in metals that have low SFE, such as austenitic stainless 

steels (~16–34 mJ m–2, depending on the temperature [54]). However, these studies did not 

consider the effect of strain field on the defect formation process, although previous studies 

have shown that there is a significant impact of strain on defect formation in FCC metals 

[44,45]. Therefore, it is necessary to verify that the SFE dependence of the defect formation 

observed in previous studies [46–48] is valid in the presence of a strain field. 

In this section, we study the effects of strain fields on the SFE dependence of the number 

of defects produced, size distributions of defect clusters, configurations of SIA clusters, and 

ratio of glissile SIA clusters under irradiation. MD simulations of displacement cascades are 

performed to elucidate these dependencies while applying Poisson’s deformation to the 

simulation cell and using interatomic potentials that differ only in SFE. In addition, the defect 

formation energies were calculated by molecular statics (MS) and MD simulations; the results 

are discussed together with those of the cascade simulations. 

2.2 Simulation methods 

2.2.1 Cascade simulations 

The displacement cascade simulations were performed with the Large-scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS) [55]. For elucidating the unique 

contribution of the SFE effect on the defect formation process, six sets of embedded atom 

method (EAM)-type interatomic potentials, developed by Borovikov et al., were used for 

calculating interatomic forces during the simulations [56]. Note that these potentials were 

developed based on the potential for pure Cu [57], and the value of SFE in the potentials was 

changed while other material properties were kept almost constant (Table 2.1). The Ziegler-

Biersack-Littmark universal potential was used to describe the interatomic forces at short 
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distances [58], which was smoothly joined to the EAM-type potential using fifth-order spline 

functions [46]. The simulation cell was oriented along the 1	1	2 , 1	1	0 , and 1	1	1  

directions, and the cell dimensions along each direction were ~50 nm. The cell contained 

~10,000,000 atoms in total, and periodic boundary conditions were applied along all 

directions. The lattice constant was scaled in accordance with the thermal expansion to render 

the stress in the cell as negligible. Previous studies have shown that the deformation 

anisotropy considerably affects the number of displaced atoms [44] and that the number of 

SIA perfect loops controls the obtained ratio of glissile SIA clusters [46–48]. Based on these, 

a tensile strain with a magnitude of 0.5 % was applied along the 1	1	0  direction, and a 

compressive strain was applied along the 1	1	2  and 1	1	1  directions, following the 

Poisson’s ratio. The value of Poisson’s ratio for each potential was obtained with other 

atomistic simulations and the elasticity. The procedure has been explained in detail elsewhere 

[59]. The strained cell was equilibrated for ~10 ps at 600 K, which was used as the initial 

state before starting the cascade simulations. Note that a previous study has shown that the 

SFE effect on the ratio of glissile SIA clusters tends to be apparent at 600 K [48]. 
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Table 2.1 Material properties of the interatomic potentials used. 
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After the equilibrium state of the cell was obtained, an atom near the center of the cell 

was then given the extra kinetic energy, with the velocity directed in 1	3	5 , which was 

chosen to avoid channeling and prevent the atom from experiencing extremely low and high 

Ed [60]. Based on the results of a previous study showing that a larger EPKA leads to an 

enhanced formation of larger clusters, EPKA was set to 50 keV to observe more clearly the 

effects of SFE on the defect formation processes [47]. Once EPKA was transferred, the 

simulation was run for ~100 ps with a variable timestep so that the displacement of the fastest 

atom was less than 1 % of the lattice constant within a single timestep. This value was as low 

as 10–17 s in the initial stage of the simulation while a much larger timestep on the order of 

10–15 s was allowed after the initiation of the cascade. The simulations were performed in the 

microcanonical ensemble. To obtain statistically meaningful results, at least 25 independent 

simulations were conducted for each condition by changing the initial distribution of atomic 

velocities. Simulations under no strain were also performed to clearly illustrate the strain 

effect on the defect formation process. 

2.2.2 Defect analysis 

The Wigner-Seitz defect analysis was conducted to find the defects produced. Note that 

the energy minimization, using the conjugate gradient method, was performed before the 

defect analysis to remove the effect of thermal vibration. Groups of four SIAs or more are 

treated as SIA clusters, and groups of three vacancies or more are treated as vacancy clusters, 

based on previous studies [33,61]. The dislocation extraction algorithm was used to identify 

the type of SIA cluster produced; namely, a perfect loop or a Frank loop [62,63]. Generally, 

SIA clusters have the two energetically stable configurations described above. In real 

situations, however, some SIA clusters produced through displacement cascades have an 

irregularly shaped configuration, although it is energetically unstable (Figure 2.6). Identifying 

the type and character of such SIA clusters is not straightforward. Here, we employed the 

following procedure to identify their mobility, which was previously reported [48]: the 

displacements of every SIA cluster are recorded from ~38 to ~50 ps, from ~88 to ~100 ps, 

and from ~50 ps to ~100 ps. If any displacement along one of the close-packed directions 

(i.e., 1	1	0 ) is larger than twice the magnitude of the Burgers vector, the cluster is defined 

as a glissile one; otherwise, we defined the cluster as a sessile one. This reduced the risk of 
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identifying a cluster motion caused by core diffusion as a glide. 

 
Figure 2.6 Examples of irregularly shaped SIA clusters produced through displacement 
cascades. 

2.2.3 Calculations of defect formation energies  

To elucidate the underlying mechanism of the strain effect on the defect formation, the 

formation energies of each type of defect were calculated and contrasted with the cascade 

results obtained. A defect cluster or a Frenkel pair was created at the center of the cubic cell 

containing ~450,000 or ~45,000 atoms, respectively. Periodic boundary conditions were 

applied along each direction. The calculated cluster types were a 𝑎" 2 1	1	0  perfect loop 

and a 𝑎" 3 1	1	1  Frank loop for an SIA cluster, and a 𝑎" 2 1	1	0  perfect loop, a 

𝑎" 3 1	1	1  Frank loop, an SFT and a spherical void for a vacancy cluster. The size of each 

cluster was varied up to ~120 SIAs/vacancies. It should be noted that previous studies have 

confirmed that there are two types of Frank loops observed in FCC metals: ones with 1	1	0  

edges and ones with 1	2	1  edges. The former were observed in Cu and Au [64] and the 

latter were observed in austenitic stainless steels and Ni [65,66]. Since the interatomic 

potentials used here were developed based on the potential for pure Cu, Frank loops with 

1	1	0  edges were created in all the simulations. Once the cluster, with the exception of an 

SFT, was created in the cell, the system energy was minimized using the conjugate gradient 

method. The obtained system energy (Esys), subtracted by the cohesive energy (Ecoh) 

multiplied by the number of atoms in the cell (Natoms), was defined as the formation energy 

(Ef): 

 𝐸L = 𝐸MNM − 𝐸OPQ ∙ 𝑁0TP?M (2.2) 

SFTs were created based on the Silcox–Hirsch mechanism [7]: an equilateral triangular 

platelet on a [1 1 1] plane was placed at the center of the cell, followed by MD simulations at 

600 K for 10–20 ps, resulting in the formation of an SFT. Previous MD studies have also 
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confirmed the formation of SFTs by the Silcox–Hirsch mechanism [67,68]. Once an SFT was 

formed, the system energy was minimized accordingly. Note that three independent 

calculations for evaluating the formation energy of an SFT were performed, and no variation 

of the results was observed among them. The strain effect on the formation energy of each 

cluster was also investigated. The strain was applied in the same manner as with the cascade 

simulations: a Poisson’s deformation with a tensile strain magnitude of 0.5 % along the 

1	1	0  direction was applied while the magnitude was varied from –1.5 to 1.5 % for a 

Frenkel pair. 

2.3 Results 

First, we show the results of the MD cascade simulations. Figure 2.7 shows the number 

of residual defects (NF) at each SFE under conditions of applied strain and no strain. Note 

that NF is defined as the number of SIAs or vacancies that survived at the cooling phase. It is 

seen that there is no clear dependence of NF on SFE under applied strain or no strain 

conditions, agreeing with the results of previous studies where NF was evaluated under 

conditions of no strain at EPKA = 1–50 keV and T = 100 K [46,47], and at EPKA = 50 keV and 

T = 300 K [48]. These results clearly indicate that the strain field does not strongly influence 

the SFE dependence of NF. Meanwhile, the value of NF increases by ~30–70 under the applied 

strain over the whole range of SFE. Nogarett et al. developed an analytical model (the NRT 

model) to compute the total number of atoms displaced by a given PKA with EPKA, described 

as: 

 
𝑁UVW = 𝜅

𝑇Y 𝐸Z[\
2𝐸Y

 (2.3) 

where k is the displacement efficiency and Td is called the “damage energy” and is a function 

of EPKA [69]. The Td is the PKA energy in which the energy loss of electronic excitation and 

ionization are considered. The NRT model is a standard tool to compute atomic displacement 

rates and is often used to derive the defect production efficiency as NF/NNRT. In this study, 

NF/NNRT is calculated as ~0.19 for the no strain condition. Note that k and Ed are set to 0.8 

and 30 eV, respectively, based on previous studies [1,70,71], and Td is defined as being equal 
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to EPKA because energy losses of electronic excitation and ionization are not included in MD 

simulations. 

 

 
Figure 2.7 Number of residual defects under applied strain or no strain. The error bars 
denote twice the standard error of the average. 

Figure 2.8 shows the number of each type of defect under no strain and applied strain: 

the number of (a) single SIAs, di-SIAs, tri-SIAs, and SIA clusters, and (b) single vacancies, 

di-vacancies, and vacancy clusters. Except for single vacancies, the number of defects 

observed shows no clear SFE dependence, and applying strain does not change this trend. In 

addition, the presence of a strain field does not lead to an increase in the number of each type 

of defect, except for single vacancies. Regarding single vacancies, the absolute number of 

them is much higher compared to the other types of defects, and the number increases slightly 

with an increase in SFE, and this trend is preserved under applied strain. In addition, applying 

strain enhances the formation of single vacancies by ~10–20.  

Figures 2.9 and 2.10 show the size distribution of the clusters of SIAs and those of 

vacancies, respectively. It is observed that a variation of SFE does not change the size 

distribution of SIA or vacancy clusters. This agrees with previous studies, where the size 

distribution of defect clusters was examined using the same potentials at EPKA = 1–50 keV 
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and T = 100 K [46,47] and at EPKA = 50 keV and T = 300 K [48]. This trend is preserved 

under applied strain, as shown. Meanwhile, it seems that applying strain enhances the 

formation of larger SIA clusters, while the size of vacancy clusters formation increases 

uniformly with respect to size. This trend is observed over the whole SFE range. Miyashiro 

et al. also found a similar trend in the size distribution of formed SIA clusters, where they 

performed MD simulations of cascade events in Cu while changing EPKA up to 30 keV under 

1	1	1  uniaxial strain [45].  

 
Figure 2.8 Number of defects formed relative to SFE under conditions of no strain or applied 

strain: (a) SIA defects and (b) vacancy defects. 
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Figure 2.9 Size distribution of SIA clusters under (a) no strain and (b) applied strain 
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Figure 2.10 Size distribution of vacancy clusters under (a) no strain and (b) applied strain. 
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Figures 2.11–2.14 show the number of SIA perfect loops, SIA Frank loops, irregularly 

shaped glissile SIA clusters, and irregularly shaped sessile SIA clusters, respectively. The 

lines drawn in the figures were obtained by the least squares method. The number of SIA 

perfect loops decreases with an increase in SFE, as seen in Figure 2.11, which agrees with 

previous studies, where MD simulations of displacement cascades were performed using the 

same potentials as in this study at EPKA = 20 or 50 keV and T = 100 K [46,47] and at EPKA = 

50 keV and T = 300 K [48]. In addition, the slopes of the two fitted lines in the figure are 

almost the same, indicating that the applied strain does not change the SFE dependence of 

the SIA perfect loop formation, while it enhances their formation to some extent. In 

dislocation theory, the formation energy of SIA perfect loops is independent of SFE because 

it does not consider the dissociation of loop edges into partial dislocations. This leads to the 

prediction that SIA perfect loop formation has no SFE dependence under irradiation [49]. In 

the simulations, however, almost all the SIA perfect loops produced through displacement 

cascades had edges that dissociated into partial dislocations bounding stacking fault areas 

(Figure 2.15). The formation of such SIA perfect loops with dissociated edges was also 

confirmed in previous studies [46–48]. Due to the creation of stacking fault areas at the edges, 

a strong dependence on SFE for the formation of SIA perfect loops is observed. Meanwhile, 

there is no clear dependence on SFE for SIA Frank loop formation under no strain and applied 

strain, as seen in Figure 2.12. Under applied strain, the number of formed SIA Frank loops 

slightly increases with an increase in SFE; however, the increase is within the statistical 

variation. Since Frank loops contain stacking fault areas on their habit plane (Figure 2.16), 

their formation is expected to be influenced by variations in SFE. In the simulations, however, 

the absolute number of formed Frank loops is very low, and is insufficient to clearly exhibit 

SFE dependence, even if Frank loop formation has SFE dependence. Figure 2.13 shows the 

number of irregularly shaped glissile SIA clusters, which indicates that there is no SFE 

dependence of their formation under no strain and applied strain. Further, applied strain does 

not strongly affect the formation of these SIA clusters. Meanwhile, the formation of 

irregularly shaped sessile SIA clusters is strongly affected by variations in SFE; the formation 

of these clusters increases with an increase in SFE. In addition, the strain decreases the 

number of them over the whole SFE range, while the trend with respect to SFE is not affected. 
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Figure 2.11 Number of SIA perfect loops 

 
Figure 2.12 Number of SIA Frank loops  
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Figure 2.13 Number of irregularly shaped glissile clusters. 

 
Figure 2.14 Number of irregularly shaped sessile clusters. 
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Figure 2.15 SIA perfect loop with split edges observed in the simulations. 

 
Figure 2.16 SIA Frank loop observed in the simulations. 

Figure 2.17 shows the ratio of glissile SIA clusters, which are obtained by the numbers 

of each type of SIA cluster. The ratio of glissile SIA clusters decreases with an increase in 

SFE, which agrees with previous studies, conducted at EPKA = 10–50 keV and T = 100 K 

[46,47] and EPKA = 50 keV and T = 300 K [48]. This trend is preserved under applied strain, 

although the strain enhances the formation of glissile SIA clusters to some extent. The strong 

SFE dependence of glissile SIA clusters arises from two factors: a decrease in the number of 

SIA perfect loops with an increase in SFE and an increase in the number of irregularly shaped 

sessile SIA clusters with an increase in SFE, as seen in Figures 2.11 and 2.14, respectively. It 

should be noted that the opposite trend of the ratio of glissile SIA clusters with respect to SFE 

is obtained based on the dislocation theory owing to the assumption that the formation energy 

of SIA perfect loops is independent of SFE [49]. 
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Figure 2.17 Ratio of glissile SIA clusters. 
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number of SIA perfect loops with a certain Burgers vector divided by the total number of SIA 
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simulation cell is compressed along the direction perpendicular to 1	1	0 ; hence, the atomic 

distances along the 1	1	1  and 1	1	1  directions are relatively shortened and too 

energetically unstable for SIAs to aggregate between 1	1	1  or 1	1	1  planes. 

 
Figure 2.18 Ratio of SIA perfect loops with each Burgers vector: 𝑎0 2 1	1	0  and 
𝑎0 2 1	1	0 .  
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Figure 2.19 Ratio of SIA perfect loops with each Burgers vector: 𝑎0 2 1	0	1  and 
𝑎0 2 1	0	1 . 
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Figure 2.20 Ratio of SIA perfect loops with each Burgers vector: 𝑎0 2 0	1	1  and 
𝑎0 2 0	1	1 . 
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Figure 2.21 Ratio of SIA Frank loops with each Burgers vector: 𝑎0 3 1	1	1  and 
𝑎0 3 1	1	1 . 
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Figure 2.22 Ratio of SIA Frank loops with each Burgers vector: 𝑎0 3 1	1	1  and 
𝑎0 3 1	1	1 . 
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2.4 Discussion 

In this section, the MD results are discussed in detail, together with the formation 

energies of defect clusters and a Frenkel pair. Miyashiro et al. [44] found that the deformation 

anisotropy is a critical factor affecting NF, while the volume increase caused by the 

deformation also induces an increase in NF to some extent. Considering the strain employed 

in this study involved an anisotropic deformation and a volume increase of ~0.1 %, the 

observed increase in defect production, as seen in Figure 2.7, is mainly caused by these two 

factors. Further, Beeler et al. [39] investigated the strain effect on the formation energy of a 

Frenkel pair (𝐸L
L]) in BCC iron and found that the formation energy was reduced by the 

volume increase, which resulted in an increase in NF. Similar effects of volume increase on 

the formation energy of a Frenkel pair were also observed in tungsten by Wang et al. [40], 

and in zirconium by Sahi et al. [43]. The variation of 𝐸L
L] by applied strain was investigated 

for the interatomic potentials used in this study, as shown in Figure 2.23. Note that the 

horizontal axis expresses the strain along the tensile strain direction. It is observed that 𝐸L
L] 

decreases with an increase in the strain, and this is one of the factors that caused the increase 

in NF under applied strain, as shown in Figure 2.7. It is surprising that an energy difference 

as low as ~0.01–0.10 eV causes a significant variation in the number of defects produced by 

displacement cascadesg, which involve EPKA values as high as tens of keV. Together with the 

fact that a decrease in 𝐸L
L] through a volume increase is also observed in BCC and HCP 

materials, this is a common phenomenon regardless of crystal structure. In addition, the 

change in 𝐸L
L] due to applied strain is not strongly affected by variations in SFE, which 

suggests that the increase in NF due to the decrease in 𝐸L
L] is almost independent of SFE. 

This leads to the implication that the effect of the deformation anisotropy on NF is independent 

of SFE, under the assumption that the increase in NF is mainly caused by the deformation 

anisotropy and the decrease in 𝐸L
L]. 



Chapter 2  MD simulations of defect formation process in FCC metals under irradiation 57 

 

Figure 2.23 Formation energy of a Frenkel pair under various applied strains. 
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potentials, which explains why the numbers of larger clusters tend to increase more under 

applied strain, as seen in Figure 2.9. Figure 2.25 shows the formation energies of each type 

of vacancy cluster as a function of the number of vacancies composing the cluster: a perfect 

loop, a Frank loop, an SFT, and a void. Note that the energies are derived with the interatomic 

potential at GSFE = 44.1 mJ m–2, and the Burgers vector direction is chosen so that the cluster 

becomes energetically most stable under applied strain; namely, the 𝑎" 2 1	1	0  for a 

perfect loop and the 𝑎" 3 1	1	1  for a Frank loop. It is observed that the formation energies 

of vacancy clusters do not change through the applied strain. Further, the formation energy 

of a single vacancy was also evaluated, and strain has little effect on it; the evaluated energy 

is 1.105 eV under no strain and 1.110 eV under applied strain. Similar negligible strain effects 

on the formation energies of vacancy defects are also observed when using other interatomic 

potentials. These results indicate that strain hardly affects the clustering of vacancies, leading 

to a uniform increase in the number of vacancy clusters over the whole size range under 

applied strain. Summarizing these considerations, the strain affects the formation energies of 

SIA clusters, especially of larger clusters, leading to a biased increase in the number of larger 

SIA clusters. Meanwhile, the formation energies of vacancy clusters are hardly affected by 

strain over the whole range of cluster sizes, leading to the uniform increase in the number of 

vacancy clusters. 

 

Figure 2.24 Formation energy of each type of SIA cluster. 
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Figure 2.25 Formation energy of each type of vacancy cluster. 

Figure 2.26 shows the change in the formation energy of each type of SIA cluster by 

applied strain as a function of SFE. Here, the Burgers vector of the loops is oriented along 

the direction that is most energetically favorable (𝑎" 2 1	1	0  for a perfect loop and 

𝑎" 3 1	1	1  for a Frank loop, denoted in red), and the direction that is most energetically 

unfavorable (𝑎" 2 1	1	0  for a perfect loop and 𝑎" 3 1	1	1  for a Frank loop, denoted in 

yellow) under applied strain. It is observed that there is no strong SFE dependence of the 

change in the formation energy by applied strain, regardless of the cluster configuration and 

cluster size. Therefore, the ratio of the number of SIA clusters with each Burgers vector to 

the total number of SIA clusters is influenced by the applied strain uniformly over the whole 

SFE range, as shown in Figures 2.18–2.22. In other words, the strain affects the formation 

energy of SIA clusters depending on the Burgers vector direction, not on the value of SFE. 
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Figure 2.26 Change in the formation energy of each type of SIA clusters under applied strain. 

The energetically stable configuration of SIA clusters depends on the shape, i.e., a 

perfect loop is a stable configuration for rhombic clusters while a Frank loop is a stable 

configuration for hexagonal clusters, as shown in Figure 2.24. The difference in the formation 

energy between these two configurations (DEF–P) is quite relevant to the formation ratio of 

perfect loops and Frank loops under irradiation, which directly affects the ratio of glissile SIA 

clusters. Figure 2.27 shows DEF–P as a function of SFE: (a) NSIA = 19 and 37 and (b) NSIA = 

61 and 91. Here, the Burgers vector of the loops is oriented along the direction that is most 

energetically favorable under applied strain, i.e., 𝑎" 2 1	1	0  for a perfect loop and 

𝑎" 3 1	1	1  for a Frank loop. Regarding the value of NSIA, it increases as the loop becomes 
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larger, following NSIA = (Nedge)2 for rhombic loops while NSIA = 3(Nedge)2 – 3Nedge + 1 for 

hexagonal loops, where Nedge expresses the number of SIAs on the loops’ edge. For comparing 

the energy of a rhombic perfect loop and that of a hexagonal Frank loop using the same NSIA, 

the former is obtained by linear interpolation using the energy of the loop at NSIA = (Nedge)2. 

The figure clearly shows that DEF–P decreases with an increase in SFE, except for the case of 

NSIA = 61 and 91 at GSFE = 186.5 mJ m–2. This is the main reason for the preferable formation 

of SIA perfect loops at lower SFE, as shown in Figure 2.11. Moreover, the values of DEF–P 

are increased owing to the applied strain, which corresponds to the enhanced formation of 

SIA perfect loops over the whole SFE range under applied strain (Figure 2.11). Interestingly, 

the results indicate that an energy difference of the order of 1.0 eV causes a significant 

variation of defect formations through the cascade events, which involves EPKA values as high 

as tens of keV. 

On the other hand, the plots of NSIA = 61 and 91 at GSFE = 186.5 mJ m–2 deviate from the 

fitted lines obtained from the other SFE plots. This is because the SFE dependence of the 

formation energy is different between smaller SIA perfect loops and larger ones. Figure 2.28 

shows SIA perfect loops of NSIA = 36, 64, and 169 at GSFE = 44.1 and 186.5 mJ m–2. As 

discussed above, the edges of perfect loops split into partial dislocations bounding stacking 

fault areas. It should be noted that the partial dislocations need to constrict at the two vertices 

of the edge (indicated by red circles in the figure). Affected by this constriction, stacking fault 

areas tend to be narrower than the stacking fault ribbon of a line edge dislocation, particularly 

for smaller loops. With an increase in the loop size, the width of the stacking fault areas of 

the loops becomes wider and gets closer to that of a line edge dislocation, as seen in Figure 

2.28 (a). This results in a more than linear relationship between loop formation energy and 

loop size. Contrarily, when a certain loop size is reached, the width of the stacking fault areas 

becomes almost equal to that of a line edge dislocation. Over this critical loop size, the width 

no longer becomes larger with an increase in the loop size, resulting in an almost linear 

relationship between loop formation energy and loop size. This relationship depicts the 

gentler curve of the formation energy increase with respect to loop size, compared with that 

below the critical loop size. In other words, the loop formation energy follows two kinds of 

loop-size dependences; namely, a more than linear dependence and a linear dependence, 

which switches at the critical loop size. This results in a larger DEF–P over the critical loop 
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size. Obviously, the critical loop size is dependent on the value of SFE, and it becomes smaller 

at higher SFE. As seen in Figure 2.28, the stacking fault width at GSFE = 186.5 mJ m–2 does 

not become wider over NSIA = 64 while that at GSFE = 44.1 mJ m–2 does. This indicates that 

the critical loop size at GSFE = 186.5 mJ m–2 exists somewhere between NSIA = 36 and 64. 

These results suggest that the trend of increasing DEF–P with a decrease in SFE, discussed 

above, is valid only below the critical loop size. In the present study, the majority of generated 

SIA clusters are smaller than NSIA = ~40, as shown in Figure 2.9, which led to the negligible 

influence of the DEF–P of the clusters over the critical loop size, such as in the deviating plots 

at GSFE = 186.5 in Figure 2.24 (b). Hence, the overall trend shows that the number of SIA 

perfect loops increases with a decrease in SFE. 

As mentioned above, previous studies have also confirmed that the number of SIA 

perfect loops increases with a decrease in SFE [46–48]. In these studies, the employed EPKA 

was varied up to 50 keV, and the sizes of produced SIA clusters were smaller than the critical 

loop size in most cases, which is also the case in this study. Meanwhile, considering that an 

increase in EPKA induces an increase in the produced SIA cluster size [47], much larger SIA 

clusters are likely to be produced under irradiation with EPKA of the order of 100 keV. Under 

such conditions, it is unclear whether the SFE dependence of SIA perfect loop formation that 

is obtained here would still be observed. To clarify this, it is necessary to perform cascade 

simulations under much higher EPKA conditions in future studies. 
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Figure 2.27 Change in the formation energy of each type of SIA cluster under applied strain. 
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Figure 2.28 SIA Perfect loop configuration of NSIA = 36, 64, and 169 at GSFE = 44.1 and 186.5 

mJ m–2. Blue expresses stacking fault structure while yellow expresses irregular structure. 

2.5 Conclusions 

The MD simulations of displacement cascades in FCC metals under Poisson’s 

deformation were performed using interatomic potentials differing only in SFE to elucidate 

the effects of strain on the SFE dependence of the defect formation process through cascade 

events. The results and insights obtained include: 

• The value of NF is independent of SFE, and applied strain does not change this 

independence. Meanwhile, the absolute value of NF is increased by the applied strain 

to some extent, which is caused by a decrease in the formation energy of a Frenkel 

pair due to the volume increase under applied strain. 

• Applied strain changes the size distribution of the produced SIA clusters: the 

formation of larger clusters is more enhanced under applied strain. This is because the 

formation energy of larger SIA clusters is lowered more significantly by applied strain. 
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Note that such a trend is observed over the whole SFE range employed in the present 

study. 

• The number of SIA perfect loops is higher at lower SFE, which is observed over the 

whole SFE range. Furthermore, the trend is preserved under applied strain, and applied 

strain increases the absolute number of formed SIA perfect loops. This leads directly 

to the dependence in which the number of glissile SIA clusters increases with a 

decrease in SFE under no strain and applied strain. Based on the formation energy 

calculations for SIA clusters, it is found that the difference in the formation energy 

between an SIA perfect loop and an SIA Frank loop is a key factor for this trend. 

The results obtained here indicate that, in lower SFE metals and at higher EPKA, more 

glissile SIA clusters tend to form under irradiation. This is also supported by previous studies 

[46–48]. This leads to a more pronounced production bias of damage evolution through the 

one-dimensional transport of SIA perfect loops in materials. Considering the significant 

enhancement of the formation of glissile SIA clusters by the strain field, as observed in this 

study, it is essential to consider the strain field for modeling microstructural evolution through 

the cascade events. 
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Chapter 3  Acceleration schemes for self-evolving 

atomistic kinetic Monte Carlo 

3.1 Motivation and background 

In Chapter 2, the defect formation process through displacement cascades was evaluated 

using MD simulations, with a focus on its dependence on SFE. An interesting finding was 

that the number of produced SIA perfect loops increased with a decrease in SFE, resulting in 

a larger number of glissile SIA clusters at lower SFE. Note also that the applied strain 

enhanced the formation of glissile SIA clusters. It has been known that the subsequent 

microstructural evolution is considerably affected by the behavior of glissile SIA clusters; the 

one-dimensional transport of SIA clusters triggers the production bias of damage evolution 

[1,2]. Therefore, the extracted insights from the study are quite important for modeling the 

microstructural evolution under irradiation. Meanwhile, as shown in Figures 2.13 and 2.14, 

some of the SIA clusters produced through displacement cascades had an irregularly shaped 

configuration (Figure 3.1). In particular, more than half of the SIA clusters produced were 

irregularly shaped under no strain at GSFE = 186.5 mJ m–2. As such irregular shapes are 

energetically unfavorable, these clusters were supposed to transform into stable 

configurations after a certain period through multiple diffusion events of atoms composing 

the cluster (core diffusion). However, as typical diffusion events require relatively high Ea 

and are beyond the scope of the MD timescale, the clusters remained energetically unstable 

configurations in the MD simulations. Consequently, the number of such irregularly shaped 

SIA clusters influenced the overall ratio of glissile SIA clusters, implying that, whichever 

configurations the irregularly shaped SIA clusters would resultantly transform into (Frank 

loop or perfect loop) could change the conclusion drawn in Chapter 2. In order to clarify this, 

it is necessary to investigate the resultant stable configuration of irregularly shaped clusters 

beyond the MD timescale. Furthermore, as shown in Figure 3.1, the produced SIA clusters 

have quite complex structures, which would also render the transformation process quite 

complex. Thus, the meso-timescale simulations that maintain atomistic fidelity are necessary 

for the investigation. 
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Figure 3.1 Irregularly shaped SIA clusters produced through the cascade simulations in 

Chapter 2. The figure has been reproduced from Figure 2.6. 

A powerful tool for meso-timescale atomistic simulations is the on-the-fly kMC [3]. Its 

characteristic is on-the-fly construction of the event list at each step, which enables the 

simulation of complex phenomena that are unpredictable beforehand. In addition, on-the-fly 

kMC introduces the concept of state-to-state dynamics and follows the resident time 

algorithm for the time evolution of the simulation, as conventional kMC does [4,5]. Thus, on-

the-fly kMC can reach the timescale far beyond that of MD while maintaining atomistic 

fidelity. However, the procedure for searching the possible events is usually very time-

consuming. To address this issue, each on-the-fly kMC technique has its own unique 

algorithm. For instance, adaptive kMC recycles the information on the searched events for 

building the next-step event list instead of launching the event searches from scratch [6]. Self-

learning kMC constructs a database for the obtained reaction path and its corresponding 

energy barriers for future usage [7,8]. The kinetic activation-relaxation technique introduces 

the concept of topology for identifying system configuration, where event searches for 

topologies that are already visited during previous steps are performed by recycling and 

refining the event list obtained at that step [9,10]. While these techniques efficiently search 

for possible events by using the information obtained at previous steps, they tend to be time-

consuming for newly visited configurations, which renders it difficult to handle a large system. 

SEAKMC, on the other hand, uses a different approach—it introduces the concept of AV, 

where the dynamic process of interest may occur [11–14]. The SPs corresponding to the 

possible events are searched only within the AVs, not in the whole system, and all atoms 

outside the AV are frozen during the search. This considerably reduces the degrees of freedom 

for the search, leading to fast convergence to the SP and significant acceleration, even if the 

configuration is visited for the first time. Because of this benefit, SEAKMC has also been 

applied to relatively large systems with 128,000 atoms [15]. However, note also that the 

calculation cost increases drastically with the AV size, as seen in Figure 3.2, where the 
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dependence of computation time for an SPS on the AV size for iron bulk diffusion of an SIA 

is shown. Hence, treating relatively large defect clusters with SEAKMC is quite challenging, 

although they play an important role in microstructural evolutions. This demonstrates the 

necessity for finding additional acceleration techniques for SEAKMC to broaden its 

application to various practical problems. In addition, unlike adaptive kMC, self-learning 

kMC, and kinetic activation-relaxation technique, SEAKMC does not recycle the SP 

information for future searches. This could cause numerous redundant convergences to 

duplicate SPs throughout the simulation, resulting in a significant decrease in calculation 

efficiency, particularly in a system that contains symmetric defects, such as point defects or 

defect clusters. 

 

Figure 3.2 Dependence of computation time for SPS on AV size in case of an SIA bulk 

diffusion, where a spherical AV is employed. The calculations are conducted using a single 

core on E5-2690 Intel Xeon CPU at 2.90 GHz. The error bars represent the standard error 

over 10 samples. 

In this chapter, we propose acceleration schemes for SEAKMC with the purpose of 

improving its capability and broadening its applicability, and demonstrate an application of 

the accelerated SEAKMC to the meso-timescale dynamics of an irradiation-induced defect 
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cluster in FCC metals. In the first part, two acceleration schemes that significantly speed up 

the original SEAKMC, are elaborated. The first is the multi-step procedure of SPS, where a 

relatively small AV is initially used for obtaining a rough estimate of the SP configuration, 

followed by searches with sufficiently large AVs for obtaining more accurate configurations. 

Here, the SP information obtained by the SPS with a smaller AV is used as the prediction of 

that with a larger AV. The second is the recycling of previously found SP configurations for 

future searches. To benchmark these schemes, the bulk diffusion of an SIA and a vacancy in 

iron is simulated using the accelerated SEAKMC, and its efficiency and fidelity are discussed 

in detail. Furthermore, a hybrid SPS framework, which couples the two acceleration schemes, 

is proposed, which achieves further acceleration of the calculations. The analysis of the 

diffusivity of an SIA cluster is presented to demonstrate the fidelity of the hybrid SPS 

framework. In the second part of this chapter, the accelerated SEAKMC is applied to 

investigate the meso-timescale evolution of an irregularly shaped sessile SIA cluster produced 

through the MD cascade simulations in Chapter 2. The transformation process of the clusters 

is discussed in detail, with an estimation of the time required for the transformation. 

3.2 Acceleration scheme for SEAKMC 

3.2.1 Overview of the original SEAKMC 

First, an overview of the original SEAKMC method is briefly provided. A flowchart of 

the SEAKMC algorithm is depicted in Figure 3.3 [11]. At each step, the AVs are first 

characterized based on a certain criterion, such as comparisons of atomic positions with 

reference sites or checking the energy or stress deviations from the value of a perfect lattice. 

In the present study, we introduce spherical AVs with radius rAV, centered around each SIA 

and vacancy, which are identified with Wigner–Seitz defect analysis. If the identified defects 

compose a cluster, resulting in the overlap of AV regions with those of the neighboring 

defects, we combine the regions and treat them as one AV (Figure 3.4). This procedure 

ensures the AV shape exactly follows the defect configuration, which leads to a more efficient 

AV shape than just setting one spherical AV to each cluster. This is effective, particularly for 

nonspherical defects such as dislocation loops. Note that rAV should be sufficiently large such 

that physically correct dynamic processes are sampled through the SPS in the AV. 
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Figure 3.3 Flowchart of the original SEAKMC algorithm [11]. 

 
Figure 3.4 Schematic explanation of the manner of characterizing an AV when several AV 

regions overlap. 
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After characterizing AVs, the SPSs are launched in the AVs for building the kMC event 

list; the dimer method [16,17] is implemented in SEAKMC. Note that an atomic structure 

and an interatomic potential are the only required material inputs for this method. During the 

search, atoms outside the AV are frozen, which significantly reduces the number of necessary 

force calculations and limits the degrees of freedom of the system. The efficiency obtained 

owing to the introduction of AVs becomes more apparent as the system size increases. This 

is because only a few hundred/thousand atoms are active during the search, although the 

whole system contains a vast number of atoms. There are usually numerous SPs around a 

given initial state; therefore, multiple SPSs should be launched with different sets of random 

displacements from the state for obtaining as many SPs as possible. Duplicate SPs are usually 

found through multiple SPSs, and adding all of them to the event list leads to inaccuracy in 

simulated time. To avoid this, we conduct a duplication check every time a new SP is found 

in this study—if all atoms in the newly found SP configuration have a single corresponding 

atom in either of the already found SP configuration with a tolerance of 0.2 Å, we define 

them as identical SPs and add only one of them to the event list. Note that this procedure 

requires additional computational cost; however, the time required for SPSs is a bottleneck 

for SEAKMC and the duplication check would impose little delay of the simulation. 

From the event list composed of sampled SPs and their corresponding Ea, the occurring 

event is randomly chosen and the system clock is advanced using the residence time algorithm 

[4,5]. Static relaxation is then performed in the AV where the event occurs, such that the 

internal configuration is pushed over the chosen SP and relaxed to another local minimum 

state. Note that when the AVs in the system are sufficiently distant from each other, the SPS 

at the next step is only performed in the AV where the event occurs at the current step, because 

the configurations in the remaining AVs remain unchanged through the event. If it becomes 

necessary to re-determine the AV boundary (for example, the energy deviations at the 

boundary becomes larger than a certain threshold), the AVs are re-characterized, possibly 

leading to the merger of multiple AVs. 

3.2.2 Acceleration scheme I: Multi-step procedure of SPS with increasing AV size 

In this scheme, we begin an SPS with a relatively small rAV. Although the SP 

configuration and corresponding Ea obtained at this stage usually contain some errors (the 
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value of Ea tends to be higher due to too few degrees of freedom), they are considered to be 

close to the ones with desired accuracy. For instance, when employing rAV = 2.8a0 and 4.2a0 

for evaluating Ea of SIA bulk diffusion in iron (a0: lattice constant), the obtained Ea values 

are ~0.31 and ~0.32 eV, respectively, indicating that the difference in Ea is as low as ~0.1 eV, 

although the AV with rAV = 4.2a0 is 1.5 times larger than that with rAV = 2.4a0. Based on this, 

we use the SP configuration obtained with the small rAV as a “prediction” for SPSs with larger 

rAV: after the SPS with a small rAV, we launch the search again with a larger rAV where the SP 

configuration obtained with the small rAV is used as the initial AV configuration. The SPS 

based on the prediction is repeated while increasing the rAV until the configuration and Ea 

with desired accuracies are obtained. This procedure significantly improves the efficiency of 

SPS because of two factors: (i) the number of interatomic force calculations, which dominates 

the calculation cost of the search, is considerably reduced, and (ii) the degree of freedom is 

significantly limited, leading to efficient convergence to the SP. Note that the use of a small 

rAV has the inherent risk of overlooking some transition paths; therefore, special attention 

should be paid to the application of the technique, e.g., checking the sensitivity of dynamic 

processes to the initially introduced rAV, or rendering the AV shape to exactly follow the defect 

configuration so that the AV boundary is sufficiently distant from each atom constituting the 

defect cluster, as done in this study. 

The gradual changes in Ea with increasing rAV are shown in Figure 3.5. Here, we consider 

bulk diffusion in iron of an SIA and a vacancy, with an interatomic potential developed by 

Ackland et al. [18]. In both cases, with increasing rAV, Ea converges to a certain value; the 

values are 0.31 eV for rAV = 4.2a0 and 0.63 eV for rAV = 3.6a0, for the SIA and vacancy 

diffusions, respectively. The values agree very well with those obtained by the original 

SEAKMC (~0.30 eV in the case of an SIA and ~0.63 eV in the case of a vacancy) [12]. We 

also examine the sensitivity of Ea to step size for increasing rAV (ΔrAV), as shown in Figures 

3.6–3.11. We find that changing ΔrAV causes no change in the converged value in both cases. 
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Figure 3.5 Gradual changes in Ea with increasing rAV in the case of an SIA and a vacancy bulk 

diffusion in iron. The values of rAV are changed from 2.4a0 to 4.2a0 and from 1.8a0 to 3.6a0 

in steps of 0.2a0 for the SIA and the vacancy case, respectively. 

 

Figure 3.6 Converged Ea for SIA bulk diffusion when rAV changes from 2.4a0 to 4.2a0 in steps 

of 0.2a0. 
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Figure 3.7 Converged Ea for SIA bulk diffusion when rAV changes from 2.4a0 to 4.2 a0 in 

steps of 0.6a0. 

 

Figure 3.8 Converged Ea for SIA bulk diffusion when rAV changes from 2.4a0 to 4.2a0 in steps 

of 1.8a0. 
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Figure 3.9 Converged Ea for vacancy bulk diffusion when rAV changes from 1.8a0 to 3.6a0 in 

steps of 0.2a0. 

 

Figure 3.10 Converged Ea for vacancy bulk diffusion when rAV changes from 1.8a0 to 3.6a0 

in steps of 0.6a0. 
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Figure 3.11 Converged Ea for vacancy bulk diffusion when rAV changes from 1.8a0 to 3.6a0 

in steps of 1.8a0. 

On the other hand, the efficiency of SPS with increasing rAV varies for different ΔrAV. 

The computation time for finding the SP with different values of ΔrAV is shown in Figures 
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because of this, just increasing the number of employed rAV does not provide any advantage, 

and instead can considerably reduce the efficiency. 

 

Figure 3.12 Comparison of computation time for finding the SP of the SIA bulk diffusion 

between different values of DrAV. The error bars represent the standard error over 10 samples. 

 

Figure 3.13 Comparison of computation time for finding the SP of the vacancy bulk diffusion 

between different values of DrAV. The error bars represent the standard error over 10 samples. 
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Figure 3.14 Breakdown of the whole computation time for an SPS for SIA bulk diffusion 

when a two-step evolving AV is employed: rAV = 2.4a0 and 4.2a0. The error bars represent 

the standard error over 10 samples. 
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AV corresponds to a single atom in the stored AV with a tolerance of 0.2 Å, we assume, by 

definition, that the current and stored AVs are identical and employ SP recycling (Figure 

3.15). Note that the previous SP configurations are used just for the prediction, and not 

directly employed as the current SP configurations. Because of this, the current AV 

configuration need not be exactly the same as the previous configuration, which considerably 

increases the number of applicable cases for stored configurations as predictions. For instance, 

considering SP configurations of the SIA bulk diffusion sampled under no strain field, they 

can also be used for diffusion in the presence of strain fields; as the SPS with the prediction 

proceeds, the configuration gradually incorporates the effect of the existing strain field, 

although it originally does not. In addition, the identification check is conducted only within 

the AV, not within the whole system; hence, only relative atomic environments around the 

defect affect the check, regardless of its absolute position in the system. Moreover, stored 

configurations can be used for other calculations, e.g., kMC repeated calculations or even 

under different conditions, such as different temperatures. These contribute to increasing 

employment of SP recycling and considerably reduce the necessary number of stored AV 

configuration patterns, leading to not only acceleration but also saving of computer memory. 

 
Figure 3.15 Schematic explanation of the manner of identification check between the current 

AV configuration and the stored one. 

Figure 3.16 shows the computation time for an SPS with SP recycling. An SIA and a 
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vacancy bulk diffusion are used as the test cases, and the results are normalized by those 

without the recycling scheme. In both cases, the calculations are significantly accelerated; 

they are around 50–200 times faster than those without the recycling technique. Note that this 

acceleration is much more significant than that obtained by the multi-step procedure of SPS 

(see last subsection). In addition, we confirm that the obtained energy barriers are in excellent 

agreement with those with the original SEAKMC. These results demonstrate the notable 

power of the recycling technique while maintaining the fidelity. 

 

Figure 3.16 Computation time for SPS with SP recycle in the case of SIA and vacancy bulk 

diffusion. The values of rAV are 4.2a0 and 3.6a0 for the SIA and the vacancy diffusion case, 

respectively. The error bars represent the standard error. 
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launch SPSs with smaller rAV values to obtain the predictions for the SPSs with a sufficiently 

large rAV, as described in subsection 3.2.2. In other words, we always generate SP predictions 

with either of the schemes depending on the current AV configuration, the SPS, which we 

refer to as the “prediction-based SPS.” Furthermore, with an increase in the number of 

simulation steps, the number of stored AV configurations is increased, i.e., the probability of 

employing SP recycling increases. As the acceleration achieved by SP recycling is much more 

significant than that achieved by multi-step SPS, as mentioned above, the prediction-based 

SPS achieves increasing speed-up as the simulation proceeds. In addition, this scheme 

enables further saving of computer memory for storing SP configurations. As shown in Figure 

3.14, the search converges to the SP quickly even with the larger rAV once the SP prediction 

is obtained, indicating that storing and recycling the AV and SP configurations only of the 

smallest rAV (= 2.4a0 in this case) will still afford sufficient efficiency. Note that the 

efficiencies and fidelities benchmarked above are valid in the hybrid scheme here because 

the two acceleration schemes never interfere with each other. 

 
Figure 3.17 Flowchart of the prediction-based SPS. 
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3.3 Application of the accelerated SEAKMC to various problems 

3.3.1 Diffusion of an SIA cluster in iron 

Here, the diffusion dynamics of an SIA cluster are simulated using the accelerated 

SEAKMC, i.e., SEAKMC with the prediction-based SPS, for benchmarking it. We consider 

the diffusion of a three-SIA cluster in iron, which exhibits three-dimensional random 

diffusion in the bulk [19,20]. The axes of the simulation cell are set as 1	1	1 , 1	1	2 , and 

1	1	0 , and the dimensions of the cell are approximately 9.9, 9.8, and 10.5 nm in the x, y, 

and z directions, respectively. Periodic boundary conditions are applied in all directions and 

an interatomic potential developed by Ackland et al. is used to calculate the interatomic force 

[18]. The cluster is placed at the center of the cell and the system is then relaxed by the static 

method, generating the initial configuration for the simulations. During the simulations, the 

defect motion is tracked by analyzing the displacements of the center of the cluster mass, 

defining a cluster jump to occur when the center is displaced by 3/2𝑎" (Δ). From the jump 

frequency (v), the defect diffusivity (Dv
d) is estimated as, 

 
𝐷aY = 𝑓c

𝑣∆B

6
 (2.4) 

where fC is the correlation factor of defect jumps estimated from the analysis of jump 

directions [21]. The temperature is varied from 250 to 500 K and over 1000 jumps are 

sampled under each condition to obtain statistically meaningful results. A constant attempt 

frequency is used for the kMC step (4.0	×	1012 s–1). For the SPS, a two-step evolving AV is 

applied when there is no AV configuration identified in the storage. This is expected to realize 

the best calculation performance, as seen in subsection 3.2.2. One of the critical issues in 

performing SPS is the determination of the number of unique SPs that should be sampled at 

each step; the sufficiency of an event list can directly affect the fidelity of system dynamics 

and the accuracy in the simulated time, but finding all existing SPs around a given state is 

practically impossible for complex systems [12]. We use a self-consistent equation suggested 

in Ref. [12] as a criterion for stopping the SPS, which is based on the incremental change in 

the frequency of events (Δf) over a certain number of unique SPs (Δn). This is described as, 



Chapter 3   Acceleration schemes for self-evolving atomistic kinetic Monte Carlo 90 

 𝛿 =
𝑓D∗

𝑓TPT0h
 (2.5) 

where fn
* = Δf / Δn and ftotal is the total frequency obtained from all unique SPs. In this study, 

the value of Δn is set as 20 and δ is evaluated every time a new unique SP is found. We stop 

the SPS when δ becomes less than 0.015 or the total number of SPSs increases to over 2000.  

The Dv
d values for cluster diffusion as a function of temperature are shown in Figure 

3.18, where rAV of the initially introduced AV (rAV
ini) and that of the following larger AV 

(rAV
fin) are 2.7a0 and 4.5a0, respectively. From the plots, the effective activation energy for 

the diffusion can be evaluated using the Arrhenius law; the activation energy is 0.18 eV, which 

agrees well with the MD result (0.16 eV) [20]. This confirms that the criterion for stopping 

the SPS used here is quite reasonable for a sufficient number of unique SPs to be sampled, 

and that the accelerated SEAKMC describes the rate of defect diffusion with an accuracy 

comparable to that obtained by MD. 

 
Figure 3.18 Values of Dv

d as a function of temperature. The error bars represent twice the 

standard error of the mean. The letters k and T at the lower horizontal axis denote the 

Boltzmann constant and temperature, respectively. 
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The comparison of elapsed computation time for simulating the cluster diffusion 

between various rAV is shown in Figure 3.19. The values of rAV
ini and rAV

fin are varied from 

2.7a0 to 4.5a0 and from 4.5a0 to 6.3a0 in steps of 0.9a0, respectively. We also conduct the 

original SEAKMC simulations under the same condition, except for the value of rAV, which 

is set as any of the three rAV
fin values. It is clearly seen that the accelerated SEAKMC 

considerably accelerates the simulations. In addition, the computation time dependence on 

rAV is quite different between the accelerated SEAKMC and the original SEAKMC; it is more 

apparent after several hundreds of simulation steps, where there is no significant difference 

in the slopes between the simulations with the accelerated SEAKMC, owing to the increasing 

employment of SP recycling. This indicates that, while it may take some time at the beginning 

to collect AV configurations and corresponding SP information for storage, once they are 

sufficiently compiled, the simulation will markedly accelerate, and more importantly, the 

computation time dependence on rAV will significantly reduce. This leads to overcoming one 

of the challenges of the original SEAKMC, namely the significant dependence of 

computation time on rAV (Figure 3.2). 
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Figure 3.19 Comparison of elapsed computation time between the accelerated SEAKMC and 

original SEAKMC. The values of rAV
ini and rAV

fin are varied from 2.7a0 to 4.5a0 and from 

4.5a0 to 6.3a0 in steps of 0.9a0 for the accelerated SEAKMC, while the value of rAV is set 

from 4.5 to 6.3 in steps of 0.9a0 for the original SEAKMC. 

3.4 Meso-timescale simulation of the behavior of irradiation-induced 
defect clusters using the accelerated SEAKMC 

In this section, the application of the accelerated SEAKMC to irregularly shaped sessile 

SIA clusters observed in the MD cascade simulations in described Chapter 2 is discussed, and 

their meso-timescale behavior beyond the typical MD timescale is analyzed. The cell 

configuration of one of the 25 repeated calculation cases at GSFE = 44.1 mJ m–2 under no strain 

was used in the MD simulations. The configuration at ~100 ps was used as an input to the 

SEAKMC simulations. An AV was set to one of the irregularly shaped sessile SIA clusters in 

the cell, and its evolution was simulated (Figure 3.20). Note that relatively large simulation 

cell containing more than 10,000,000 atoms was used in the MD cascade simulations. In the 

SEAKMC, however, there is minimal influence of the cell size on the calculation cost owing 
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to the introduction of AVs, which is one of the great benefits of SEAKMC. The value of rAV 

was first set to 3.2a0 and then enlarged to 4.2a0 to obtain an accurate SP configuration. At 

every step, 180 SPSs were performed, and 36 repeated calculations were conducted using the 

same initial configuration and condition. 

 
Figure 3.20 Schematic of the simulation cell. 

Figure 3.21 shows the behavior of the cluster at one of the repeated calculations. The 

simulated time in the SEAKMC simulations is shown at the top of each figure. Initially, the 

cluster did not contain stacking fault areas, as shown in Figure 3.21(a). As the simulation 

proceeded, some atoms composing the cluster experienced core diffusions, and stacking fault 

areas were sometimes observed, as shown in Figure 3.21 (b); however, the cluster still 

retained an unstable three-dimensional configuration. Meanwhile, the cluster transformed 

into a platelet-like configuration at ~145.6 ps, which was similar to the configuration of a 

dislocation loop. A stacking fault also appeared on the habit plane of the cluster at this stage, 

while the area was not very large. Further, ~5.7 ps later, the cluster transformed into a two-

dimensional dislocation loop. Here, it was observed that both sides of the habit plane of the 

Active volume

Irregularly shaped 
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cluster contained a stacking fault, indicating that the cluster transformed into a Frank loop, as 

shown in Figures 3.21(d-1) and (d-2). The required time for the complete transformation 

process was ~151.3 ps, which is almost the limit of the timescale accessible to MD. 

 

Figure 3.21 Cluster transformation into a Frank loop. The figure of (d-2) shows the habit 

plane at the opposite side of that in (d-1). 

Figures 3.22 and 3.23 show the behavior of the cluster in another repeated calculation 

case. As shown in Figure 3.22, the transformation process of the cluster into a Frank loop was 

also observed in this calculation case. The required time for the transformation was ~847.6 

ps, which was over five times more than that in the calculation case described above. 

Meanwhile, when the simulation further proceeded, blue atoms disappeared at the center of 

the habit plane of the loop, and a hole appeared instead in the CNA visualization. This 

indicates that the structure at the center of the habit plane transformed from HCP into FCC 

(Figures 3.23(c-1) and (c-2)). In addition, the loop glided back and forth along the direction 

perpendicular to the habit plane after the appearance of the FCC structure, indicating that the 

loop transformed into a perfect loop. The required time for the transformation from a Frank 

loop into a perfect loop was ~12.6 ns, which is approximately 100 times longer than the MD 

(a) 0 ps (b) 37.9 ps

(c) 145.6 ps (d-1) 151.3 ps (d-2)
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timescale. After ~1.4 ns, the loop coalesced with a neighboring irregularly shaped SIA cluster, 

as in Figures 3.23(d-1) and (d-2), and a large SIA perfect loop was formed eventually through 

complex core diffusions of atoms (Figures 3.23(e-1) and (e-2)). 

 

Figure 3.22 Transformation of an irregularly shaped SIA cluster into a Frank loop: (a-2) and 

(b-2) show the clusters in (a-1) and (b-1) from a different perspective, respectively. 

(a-1) 0 ps (a-2)

(b-1) 847.6 ps (b-2)
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Figure 3.23 Coalescence of an SIA perfect loop with a neighboring irregularly shaped SIA 

cluster, followed by the formation of a larger SIA perfect loop: (c-2), (d-2), and (e-2) show 

the clusters in (c-1), (d-1), and (e-1), respectively, from a different perspective —the cluster 

in (c-1) was formed by the transformation of a Frank loop in Figure 3.22 (b-1). 

(c-1) 12.6 ns (c-2)

(d-1) 13.9769 ns (d-2)

(e-1) 13.9774 ns (e-2)
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In 10 of the 36 repeated calculations, the transformation process from the initial 

configuration to a Frank loop was observed, as seen in the two cases above. In addition, the 

required time for the transformation was of the order of 100 ps in most cases, which is almost 

the limit of the MD timescale. In three out of the 10 cases where the transformation into a 

Frank loop was observed, a further transformation process from the Frank loop into a perfect 

loop was also observed. Importantly, the required time for the transformation was more than 

several nanoseconds in all the three cases, which is much longer than the timescale accessible 

to MD. This indicates that the accelerated SEAKMC can simulate meso-timescale 

phenomena while tracking complex atomistic behavior. It should be noted that it has been 

difficult to treat the transformation processes observed here owing to the lack of the 

compatibility of atomistic fidelity and meso-timescale capability in MD and conventional 

kMC. The accelerated SEAKMC has great potential to reveal the detailed mechanism of such 

meso-timescale phenomena, which has been unknown with the use of conventional 

simulation methods for many decades. 

3.5 Conclusions 

• We proposed two acceleration schemes of SEAKMC for efficiently sampling SPs. 

First scheme was (i) a multistep procedure of SPS with increasing AV size, where a 

relatively small AV was first introduced, followed by SPSs with sufficiently large 

AVs to obtain an SP with the desired accuracy. Here, the result from the small-AV 

SPS was used as an input. Second scheme was (ii) the recycling of SPs sampled in 

previous steps as an input for the current-step SPSs. Each scheme was benchmarked 

by calculating the energy barriers of an SIA and a vacancy bulk diffusion in iron. 

Both schemes significantly accelerated SPS, while maintaining the fidelity 

comparable to the original method. Surprisingly, the simulation was accelerated by a 

factor of as much as ~100 in scheme (ii), while it was accelerated by a factor of 6–8 

in scheme (i). 

• These schemes were implemented together in the SPS procedure of SEAKMC, which 

was referred to as “prediction-based SPS.” The key of the prediction-based SPS is 

that, as the simulation proceeds, the more rapid simulation is achieved, because of 

more-frequent employment of scheme (ii), whose acceleration is much more 
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significant than that of the scheme (i). In addition, the prediction-based SPS has the 

potential to accelerate SEAKMC further by the construction of a vast database 

containing numerous AV and SP configurations applicable to various types of 

calculation; once it is constructed, a new calculation only goes through SPSs with the 

SP recycling, leading to the significant extension of the time-scale accessible to 

SEAKMC. 

• The bulk diffusion of a three-SIA cluster in iron was simulated using the prediction-

based SPS for evaluating its overall fidelity and efficiency; significant acceleration 

was achieved, and it was confirmed that it maintained the fidelity of the system 

dynamics comparable to MD results. In addition, the prediction-based SPS 

significantly lowered the dependence of computation time on AV size, suggesting its 

ability to treat relatively large defect dynamics, which has been a time-consuming 

task for the original SEAKMC. 

• The accelerated SEAKMC was applied to the investigation of the stable configuration 

of an irregularly shaped sessile SIA cluster observed in the MD cascade simulations 

in Chapter 2. It was observed that the cluster transformed into an energetically stable 

configuration through very complex dynamics in the timescale beyond the typical 

MD simulations, i.e., more than several nanoseconds. 

• SEAKMC has potential to be applied to various problems. For instance, the 

transformation process of an SIA Frank loop into an SIA perfect loop has been treated 

by using elasticity for many decades, where atomistic details are not considered, and 

a high energy barrier is required for the transformation. In addition, some studies have 

confirmed that even the direct interaction with a dislocation does not always induce 

the transformation process in the MD timescale [22]. In the SEAKMC simulations, 

however, the transformation process involving complex atomistic behavior was 

observed in a timescale of the order of more than several nanoseconds. This 

demonstrates that SEAKMC has a great capability to treat atomistic behavior of 

meso-timescale phenomena, which has been difficult under the use of conventional 

simulation methods. It is planned to reveal the underlying mechanisms of such 

phenomena in future studies. 
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Chapter 4  Exploring the stable configuration of 

microstructures using an optimization algorithm 

4.1 Motivation and background 

In Chapter 3, we proposed an acceleration scheme for SEAKMC, which is one of the 

on-the-fly kMC techniques. In addition, we applied the accelerated SEAKMC to a meso-

timescale simulation of the irregularly shaped SIA clusters produced using cascade 

simulations in Chapter 2. The obtained results indicated that the accelerated SEAKMC had 

the capability to efficiently simulate meso-timescale phenomena while maintaining atomistic 

fidelity. Meanwhile, it should also be stressed that this does not mean that any irregularly 

shaped SIA clusters can transform into Frank loops or perfect loops through SEAKMC 

simulations. For instance, one of the irregularly shaped SIA clusters observed in the MD 

simulations in Chapter 2 is shown in Figure 4.1. Note that this cluster is not the same as that 

simulated in Chapter 3. When the accelerated SEAKMC was applied to this cluster, no 

transformation into a Frank loop or a perfect loop was seen, even after several hundred 

simulation steps. This was because most of the simulation steps were spent on simulating 

events involving only trivial atomic displacements, which do not directly lead to the 

transformation process. 

 
Figure 4.1 Irregularly shaped SIA cluster that retained an irregular shape after several 

hundred SEAKMC simulation steps. Blue indicates a stacking fault, while yellow indicates 

irregular structure. 

Initial configuration After 380 steps
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As described in Chapter 3, event selection in SEAKMC is conducted stochastically using a 

random number, and importantly, when events with a low energy barrier (Ea) and those with 

a high Ea are found together in a list, the former events are chosen in most cases. For instance, 

when an event with Ea = 0.1 eV and one with Ea = 1.0 eV are listed together, their frequencies 

are calculated as ~2.1 × 1010 s–1 and ~1.6 × 10–5 s–1 at 300 K, respectively, based on Eq. 

(4.1). 

 𝜈 = 𝐴	exp −
𝐸0
𝑘2𝑇

 (4.1) 

Note that A, kB, and T denote a pre-exponential factor, the Boltzmann constant, and 

temperature, respectively. The value of A is set to 1012 s–1 here. Because the probability of 

each event to be chosen is weighted by its frequency, an event with Ea = 0.1 eV would be 

chosen in almost all event selections. Considering the fact that many irregularly shaped 

clusters did not transform into either a Frank loop or a perfect loop within the MD timescale 

(see Chapter 2), the entire transformation process would need to go through a relatively high 

Ea. In other words, when the list contains trivial events with low Ea, for example, events 

involving only slight displacements of a few atoms, it is tremendously time-consuming to 

simulate the entire transformation process that we desire to observe. Such trivial events are 

called “flicker events,” and flicker events have been known as a common problem not only 

in SEAKMC but also in general kMC approaches. Due to this, it is difficult to avoid the effect 

of flicker events while using a kMC method framework, suggesting that it would be useful to 

employ other approaches, maintaining the meso-timescale simulation capability, rather than 

using the kMC alone. 

The key to the meso-timescale capability of kMC is the concept of state-to-state 

dynamics, wherein the dynamics are modeled not by the numerous interactions of atomic 

vibrations, but by climbing the PES slope toward an SP and descending into the energy basin 

beyond the SP (Figure 4.2). A modeling approach that follows the state-to-state dynamics 

seems quite useful for extending the simulation timescale. When considering the PES of the 

system, the transformation process of irregularly shaped clusters into stable ones corresponds 

to the transition from higher-energy basins to lower-energy basins on the PES, i.e., the 

transformation process can be modeled as the system’s hopping on energy basins toward 
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lower-energy states (Figure 4.3 (a)). When rephrasing it with a more general expression, it 

corresponds to energy minimization in the topological space composed of the set of energy 

basins on the PES (Figure 4.3 (b)). 

Based on these understanding, we develop a simulation method to investigate the stable 

configuration of microstructures through the application of an optimization algorithm 

(EM/BCS). The key feature of EM/BCS is that exploration of the stable configuration is 

modeled as an energy minimization problem. In addition, EM/BCS is applied to the 

irregularly shaped SIA clusters observed in the MD cascade simulations in Chapter 2, and we 

investigate their transformation process into stable configurations, namely Frank loops or 

perfect loops, which occurs beyond the typical MD timescale. 

 

Figure 4.2 Schematic image of the concept of state-to-state dynamics. 
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Figure 4.3 (a) Schematic image of the PES of the system, and (b) schematic image of the set 

of energy basins on the PES. 
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4.2 Simulation method 

In principle, various optimization algorithms can be implemented in EM/BCS, and it is 

considered that the suitable algorithm is dependent on the focus problem. In selecting an 

optimization algorithm suitable for this study, there were two factors to be concerned with. 

1. The PES in this study appears quite complicated, because the high number of atoms 

contained in the simulation cell renders the degree of freedom of the system quite large. 

This leads to the creation of many local minima, indicating that global optimization 

capability is required to prevent the system from being trapped at a local minimum. 

2. Optimization is performed with real dynamics in mind; thus, energy basins that the 

system visits during the simulation should be limited to basins that are reachable from 

the initial basin within a practical timescale. This indicates that an optimization algorithm 

based on neighborhood search is more suitable here, where the solution is updated 

through the slight displacements of atomic coordinates. Another typical optimization 

procedure, where initial solutions are dispersed over the whole topological space at 

random and the most favorable solution obtained is defined as the optimized solution, is 

not suitable here. 

Based on these factors, we employ TPSA [3,4] as the optimization algorithm in this study. 

The TPSA algorithm is based on the simulated annealing (SA) method [5], and it overcomes 

the difficulty of adjusting the cooling schedule of the temperature parameter and the high 

computational cost of SA. The SA and TPSA procedures are briefly summarized below. 

4.2.1 Simulated annealing 

SA, developed by Kirkpatrick et al. [5], is a stochastic algorithm for global optimization, 

and it has been employed in a wide range of applications for both discrete and continuous 

optimization problems because of its simple framework and easy implementation [5–17]. One 

of the differences between SA and other typical optimization algorithms, such as the steepest 

descent method and the conjugate gradient method, is that SA allows the solution to 

deteriorate stochastically, which helps the system escape from a local minimum. Figure 4.4 

shows a flowchart of the SA algorithm. 
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Figure 4.4 Flowchart of the SA algorithm. 

At each step, we begin with a neighborhood search, wherein a candidate of the next-step 

solution is sought in the neighboring area of the current solution. Once the candidate is found, 

we evaluate it using the acceptance function, Pacp, and judge whether the candidate is 

acceptable or not. In principle, various kinds of functions can be used as Pacp. Here, we use 

the Metropolis algorithm [18], where Pacp is described as: 
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𝑃0O] =

1

exp −
∆𝐸
𝑇9

									
if			∆𝐸 < 0
otherwise 				 

∆𝐸 = 	𝐸DF5 − 𝐸OsttFDT 

(4.2) 

where Enew, Ecurrent, and Ti denote the energy of the solution candidate, the energy of the 

current solution, and the temperature parameter, respectively. The Ti decreases gradually as 

the simulation proceeds, as shown in Figure 4.5. This lowers the acceptance probability of 

events that deteriorate the solution in later stages of the simulation, while such deteriorating 

events are accepted with a relatively higher probability at earlier stages of the simulation 

(Figure 4.6). This procedure corresponds to the annealing workflow in real situations, where 

a certain metal is cooled after it is heated. This explains the origin of the term “simulated 

annealing.” In theory, it has been proved that the SA can explore the global minimum if the 

cooling schedule of Ti satisfies the condition below [15,19]: 

 𝑇9 ≤
𝐴
log 𝑖

				 (4.3) 

where A and i denote a parameter expressing the complexity of the PES and the number of 

changes in Ti, respectively. This indicates that a vast amount of calculation is required for 

obtaining the global minimum. Hence, in many practical applications, the aim of the 

simulation shifts to exploring the approximate global minimum, and the cooling schedule is 

set to follow the equation below: 

 𝑇9x7 = 𝛼𝑇9,					0 < 𝛼 < 1			 (4.4) 

In general, the cooling schedule of Ti is problem dependent. Thus, it is necessary to set the 

cooling schedule to suit the focus problem, and it is usually determined empirically. 
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Figure 4.5 Decrease in Ti with increase in the simulation steps. 

 
Figure 4.6 The decrease in the acceptance probability of events that deteriorate the solution, 
in accordance with the decrease in Ti. 

4.2.2 Temperature parallel simulated annealing 

In spite of its power and wide applicability, the disadvantages of the SA algorithm are 
also well recognized. 

1. It tends to take quite a long computation time to obtain the solution with the desired 
accuracy [10,14]. For instance, for the traveling salesman problem, widely known as a 
typical optimization problem, a previous study has reported that computation time 
required for obtaining a solution with good accuracy by SA is larger than that for brute-
force search [15]. 

Simulation step

Te
m

pe
ra

tu
re

T0

T1

T2

T3

T4

T1

T0

T2
T3
T4

!"#$

1

0 %&'( − %#*++'&,

Solution improved Solution deteriorated

T0

T4



Chapter 4   Exploring the stable configuration of microstructures using an optimization algorithm 110 

2. It is difficult to determine a suitable cooling schedule for Ti for the focus problem. In 
addition, a previous study has shown that unsuitable cooling schedules can lead to 
deterioration of the obtained solution [16]. Further, additional calculations are needed 
beforehand, in some cases. 

For the acceleration of SA, some parallel computation approaches have been proposed [20–
23]. One of the most typical methods of parallel computation is to conduct SA simulations 
with multiple processors using initial solutions that differ from each other; then, the most 
favorable solution is copied to all the processors at a certain step interval. However, the 
difficulty in determining a suitable cooling schedule remains. 

These considerations motivated the development of TPSA [4], which was previously 
called time-homogenous parallel annealing [3]. The TPSA flowchart is shown in Figure 4.7. 
In TPSA, a sequential SA with an unchanged Ti is conducted on each processor, while 
different values of Ti are assigned to different processors. After a pre-set number of simulation 
steps, the processors go through a procedure where the solution can be exchanged with the 
processor that has the adjacent Ti (Figure 4.8). The cooling process in the sequential SA, 
where the value of Ti is decreased to the adjacent value, corresponds to the solution exchange 
procedure in TPSA, where solutions are exchanged between two processors that have 
adjacent values of Ti. Also, the cooling schedule in the sequential SA corresponds to the 
solution exchange frequency in TPSA. The timing of the solution exchange is determined by 
calculating the probability Pex in Eq. (4.5), which solves the problem of empirically 
determining the Ti cooling schedule in the sequential SA: 

 
𝑃Fz =

1

exp −
∆𝑇 ∙ ∆𝐸
𝑇9 ∙ 𝑇9x7

									
if				∆𝑇 ∙ ∆𝐸	 < 	0
otherwise 		 

∆𝐸 = 𝐸9x7 − 𝐸9, ∆𝑇 = 𝑇9x7 − 𝑇9 

(4.5) 

Note that Ei and Ei+1 denote the system energy of the processor with Ti and Ti+1, respectively. 
Under the definition of Pex as in Eq. (4.5), solutions are always exchanged when the higher-
temperature processor has a lower-energy solution, while solutions are stochastically 
exchanged otherwise based on the difference in the temperature and energy between the 
processors. This means that lower-energy solutions tend to gather at lower-temperature 
processors and experience more intense energy minimization, while higher-energy solutions 
tend to gather at higher temperature processors and explore lower-energy states across a wider 
area of the PES. It should be mentioned that the TPSA algorithm has another advantage. In 
sequential SA, an annealing procedure where Ti is increased again is necessary if one would 
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like to obtain a better solution after the optimization. However, the increase amount and the 
increase period are not clear in most cases. The TPSA algorithm, on the other hand, does not 
have parameters dependent on simulation steps, meaning that one can simply restart the TPSA 
simulation that was terminated at any point during the simulation period without any change 
in the parameter values if one is not satisfied with the accuracy of the obtained solution. 
Because of its advantages, TPSA is employed in a wide range of applications to both discrete 
and continuous optimization problems, which have demonstrated its power and usefulness 
[3,4,24–27]. 

 
Figure 4.7 Flowchart for TPSA. 

Initialize system

Accept the solution candidate?

Yes

No

Generate a solution candidate based on a 
current solution

Yes

Stop criteria

No

Yes

Exchange the solution?

Exchange the solution with the processor 
that has the adjacent temperature

Update the solution

No



Chapter 4   Exploring the stable configuration of microstructures using an optimization algorithm 112 

 
Figure 4.8 Solution exchange procedure in TPSA. 

4.3 Investigating the stable configuration of irradiation-induced defect 
clusters based on TPSA 

In this study, we investigate the stable configuration of irregularly shaped sessile SIA 

clusters, observed in the MD cascade simulations in Chapter 2, by using EM/BCS with TPSA. 

As stated in the last section, a candidate for the new solution is sought in the neighborhood 

of the current solution in TPSA (neighborhood search). Here, it should be noted that the 

definition of “neighborhood” in this study is different from that in the application of TPSA 

(SA) to general continuous optimization problems. Typically, the neighborhood is defined by 

a probability distribution function with respect to the distance from the current solution. The 

probability distribution function is selected so that the probability is relatively higher around 

the origin while it drastically decreases with increasing distance from the origin, e.g., 

Gaussian distribution and Cauchy distribution [28,29]. Such a definition of neighborhood is 

also applicable in this study because the system energy is continuous; however, some 

disadvantages arise: (i) it is not clear which distribution function is suitable, (ii) multiple steps 

are necessary for one basin-hop, rendering the calculation cost high, and (iii) the arbitrary 

definition of the neighborhood incurs the risk of skipping several basins within one step, 

which can lead to unrealistic state-to-state dynamics. Based on these, we define the 
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neighborhood in this study as the set of basins neighboring the current basin, and the system 

experiences state-to-state transitions by hopping to neighboring basins. To search for 

neighboring basins, we first use the dimer method with the employment of AV to find SPs, 

and then perform energy minimization to locate the basin beyond the found SP, as in 

SEAKMC (see Chapter 3). This enables us to track the dynamics accurately based on the PES 

while maintaining efficiency through the employment of AV. As in Chapter 3, we introduce 

spherical AVs with a radius of rAV, centered around each SIA identified with Wigner–Seitz 

defect analysis. If the identified defects compose a cluster, resulting in an overlap of the AV 

region with those of neighboring SIAs, we combine the regions and treat them as one AV 

(Figure 4.9). Further, it should be stressed that the acceleration scheme proposed in Chapter 

3 is applicable to SPS here, as well. In the present calculations, we first conduct SPS with rAV 

= 3.2a0, followed by SPS with rAV = 4.2a0 while using the first SPS result as an input. 

 

Figure 4.9 Schematic explanation of the manner of characterizing an AV when several AV 

regions overlap (reproduced from Figure 3.4). 

It should be noted that, in evaluating the acceptance of a found event, we consider the energy 

difference between the current basin and the found basin, and do not take into account the Ea 

between the basins. EM/BCS is based on an optimization algorithm and aims to explore 

rAV

Active volume
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energetically favorable states in principle. In other words, the simulated process does not 

necessarily follow real dynamics. This means that events with a relatively high Ea can be 

accepted as long as the system energy is decreased, or the energy increase is very small. We 

should thus bear in mind that the check of Ea values that the system experiences through the 

simulation is necessary for examining whether the observed transformation process is 

energetically feasible with real dynamics. 

In TPSA, we need to set several input parameters beforehand, namely the maximum Ti 

(Tmax), the minimum Ti (Tmin), the number of processors, the manner of distributing the 

temperature values to each Ti, and the interval for exchanging basins between the processors. 

Konishi et al. [4] determined the value of Tmax in a combinational optimization problem so 

that the worst solution update would be accepted with a probability of 50 % at Tmax. Based 

on this, we also determined the value of Tmax so that the basin hop with DE = 2.5 eV would 

be accepted with a probability of 50 % at Tmax. Note that the 2.5 eV difference between two 

basins means that the Ea between the basins is at least 2.5 eV. Considering that the occurrence 

frequency of a certain dynamic is described with the Boltzmann factor, the waiting time of 

an event with Ea = 2.5 eV is estimated to be approximately 3 yr at 600 K, as shown in Eq. 

(4.6): 

 𝜏5T = 𝐴|7exp
𝐸0
𝑘2𝑇

 (4.6) 

where twt, A, and kB denote the waiting time, a pre-exponential factor, and the Boltzmann 

constant, respectively. This indicates that the determined value of Tmax here is adequate for 

searching the PES areas reachable within a practical timescale. In addition, we determined 

the value of Tmin so that a basin hop with DE = 0.01 eV would be accepted with a probability 

of 50 % at Tmin, as in the case of Tmax. The specific values of Tmax and Tmin were calculated 

with the equation below, obtained through the transformation of Eq. (4.2): 

 𝑇?0z = −
∆𝐸?0z
ln 𝑎?0z

, 

𝑇?}D = −
∆𝐸?}D
ln 𝑎?}D

 
(4.7) 
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where DEmax, DEmin, amax, and amin are set to 2.5, 0.01, 0.5, and 0.5, respectively. The number 

of processors was set to 12, and the temperature values were distributed to the processor using 

Eq. (4.4) in this study (Table 4.1). Note that, in TPSA, one of the processors has an ultra-low 

temperature (i.e., the temperature is set to 0), where only basin hops with DE < 0 are accepted 

during the entire simulation period. The basin exchange between the processors was 

conducted at intervals of 10 simulation steps. In concept, the value of Ti is consistent 

throughout the simulations, and the basins are exchanged between the processors. The 

amount of information to exchange, however, would be quite large in this process because 

the basin information in this study contains the coordinates of tens of millions of atoms. Due 

to this, we exchanged the temperature values instead of the basins between the processors in 

the performed simulations. This considerably reduced the amount of information passed 

between processors without affecting the algorithm, resulting in an acceleration of the 

simulations [3]. We simulated 45 patterns of the irregularly shaped SIA clusters observed in 

Chapter 2, and more than 10 repeated calculations were conducted under the same conditions 

in order to check the variations of the obtained results. 

Table 4.1 The values of Ti at each processor. Note that the values in the right column indicate 

the energy difference between the current basin and the newly found basin when the 

acceptance probability is 50 % at each Ti. 

 

Proc. ID Ti DE (eV) at Pex = 0.5
0 0 –
1 167.4 0.010 
2 290.8 0.017 
3 505.1 0.030
4 877.4 0.052
5 1524.0 0.091
6 2647.2 0.158
7 4598.1 0.275
8 7986.9 0.477
9 13873.0 0.829
10 24097.1 1.439
11 41856.1 2.500
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Now let us discuss the obtained results. Figure 4.10 shows one of the observed 

transformations of a cluster into a Frank loop, which is one of the stable configurations of 

SIA clusters in FCC metals. In this case, the transformation was observed after ~60 simulation 

steps, after which little change in the cluster shape was observed although we further 

proceeded with more than 100 simulation steps. Figure 4.11 shows the system energy history 

during the transformation process shown in Figure 4.10. Note that only the energies in the 

basins are depicted in the figure; Ea values are not included. We can clearly see a drastic 

decrease in the system energy around simulation step 60, corresponding with the cluster 

transformation process shown in Figure 4.10. 

 

Figure 4.10 Observed transformation process: (a) Irregularly shaped SIA cluster, and (b) a 

Frank loop. 

(a) Step: 0 (b) Step: 62
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Figure 4.11 System energy history during the transformation process shown in Figure 4.10. 

Figure 4.12 shows one of the observed transformations of a cluster into a perfect loop, which 

is another stable configuration of SIA clusters in FCC metals. As shown in Figure 4.12 (b-1) 

and (b-2), a hole was seen at the center of the cluster around step 150 in CNA visualization, 

indicating that the habit plane of the cluster had an FCC structure. Further, some of the cluster 

edges split into partial dislocations, with a stacking fault area between them. On the other 

hand, stable SIA perfect loops typically have stacking fault areas at all their edges, as shown 

in Figure 4.13, indicating that the configuration observed in Figure 4.12 (b-1) and (b-2) is a 

meta-stable configuration. After ~100 simulation steps, all the four edges contained stacking 

fault areas, and the stable configuration of a perfect loop was observed, as shown in Figure 

4.12 (c-1) and (c-2). We further proceeded with over 100 steps of the simulation; however, 

no significant change in the configuration was observed. Figure 4.14 shows the system energy 

history during the transformation process shown in Figure 4.12. It is evident that the energy 

gradually decreases as the simulation proceeds, and the energy eventually converges to a 

certain value at approximately step 200. Further, we can confirm that the system energy 

remained ~ –1.2 eV at approximately steps 150–200. During this plateau-like period, the 
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cluster was in a meta-stable configuration, as shown in Figure 4.12 (b-1) and (b-2), 

demonstrating a reasonable agreement between the energy history and the observed 

transformation process. These results indicate that the method developed here, namely, 

EM/BCS, accurately simulates the dynamics that the system experiences. 

 
Figure 4.12 Observed transformation process: (a-1) irregularly shaped SIA cluster, (b-1) a 

meta-stable configuration, and (c-1) a perfect loop. (a-2), (b-2) and (c-2) show the clusters in 

(a-1), (b-1) and (c-1) from a different perspective, respectively. 

(a-1) Step: 0

(b-1) Step: 150

(c-1) Step: 250

(a-2)

(b-2)

(c-2)
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Figure 4.13 SIA perfect loop (reproduced from Figure 2.1 (c)). 

 
Figure 4.14 System energy history during the transformation process shown in Figure 4.12. 

Figure 4.15 shows the ratios of the irregularly shaped clusters that transformed into 

stable configurations, namely perfect loops or Frank loops. It is evident that almost half the 

clusters transformed into either perfect loops or Frank loops. This indicates that EM/BCS can 

simulate the transformation process of irregularly shaped defect clusters into stable 

configurations, which can occur far beyond the typical MD timescale. 
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Figure 4.15 Ratio of irregularly shaped clusters that transformed into stable configurations. 

At each transformation process, the system experienced state-to-state transitions through 

multiple basin hops on the PES; the highest Ea of all the hops corresponded to the activation 

energy of the rate-determining process, which controls the occurrence frequency of the whole 

transformation. Figure 4.16 shows the activation energy of the rate-determining process for 

the transformation of the irregularly shaped SIA clusters shown in Figure 4.10 (a), for 20 

repeated calculations. Note that EM/BCS is stochastic, and the obtained transformation 

processes, i.e., the PES path that the system passes through, can be different between the 

repeated calculations. As seen in the figure, in the 20 calculations, a cluster transformed into 

a Frank loop in 18 cases, and into a perfect loop in the other 2 cases. In addition, we observed 

a difference in the activation energy of the rate-determining process up to ~1.8 eV in the 18 

cases where the cluster transformed into a Frank loop. This indicates that the system went 

through a totally different PES path in these cases, depending on the repeated calculation. In 

real situations, the transformation process tends to occur with as low an Ea value as possible. 

Judging from the results shown in Figure 4.16, the paths of calculation ID 7 and 8 are 

energetically favorable paths on the PES, with a rate-determining process activation energy 

of ~0.82 eV. Meanwhile, when performing a larger number of repeated calculations, we could 

find paths that have a further low rate-determining process activation energy. This means that 

it is not practical to find the MEP of the transformation process by using EM/BCS because 

there is no reliable criterion to know whether a found path is an MEP or not. From this we 

deduce a way to discuss the obtained results: the results indicate only that there is a PES path 

where the cluster transforms into a stable configuration with an activation energy of ~0.82 

eV, and not that the activation energy required for traveling the MEP is ~0.82 eV. In other 

words, EM/BCS can estimate the activation energy necessary for the transformation of a 

22 % 20 % 58 %
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cluster into a stable configuration, while it does not guarantee that the estimated activation 

energy is that for the MEP. 

 
Figure 4.16 Activation energies of the rate-determining process for 20 repeated calculations. 

SEAKMC is also a meso-timescale simulation technique; thus, it is very fruitful to 

compare the obtained results between SEAKMC and EM/BCS in order to contrast their 

features. Figure 4.17 shows the behavior of the irregularly shaped cluster shown in Figure 

4.10 (a) when SEAKMC was employed under a condition comparable to that when EM/BCS 

was employed. It is evident that only trivial changes in the cluster configuration were 

observed throughout the simulation, and the cluster shape hardly changed even after 300 steps. 

This means that the system was hopping only around basins located closely beyond very low 

Ea values (Flicker events). Although we performed the simulation over several hundred steps, 

no transformation into a stable configuration like that observed in EM/BCS simulations was 

observed.  
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Figure 4.17. Behavior of an irregularly shaped cluster when simulated using SEAKMC. 
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Figure 4.18 shows the values of Ea that the system experienced at each step during the 

simulation of the irregularly shaped cluster shown in Figure 4.10 (a): (a) the simulation by 

EM/BCS and (b) that by SEAKMC. Note that the values of Ea are not plotted at all the steps 

in Figure 4.18 (a), because the event occurred stochastically at each step in the simulations 

by EM/BCS. It is evident that almost all the Ea values observed in the SEAKMC simulation 

were lower than 0.2 eV, while events with relatively high Ea were observed in the simulation 

by EM/BCS even though the conducted simulation steps are considerably fewer than in 

SEAKMC. The difference stems from the fact that flicker events were chosen with a 

relatively high probability in the SEAKMC event selection once the flicker events were found 

and listed in the event list. For other irregularly shaped clusters simulated in this study, we 

often observed such hindrance of the transformation caused by flicker events, while the 

transformation of the same cluster was observed in the application of EM/BCS. These results 

indicate that EM/BCS reduced the effect of flicker events on the transformation process, 

which was a serious problem when SEAKMC was employed. 

On the other hand, we should bear in mind that the results above do not necessarily mean 

EM/BCS is superior to SEAKMC in general. One of the critical differences between EM/BCS 

and SEAKMC lies in the manner of event selection. In SEAKMC, events with a lower Ea are 

preferentially chosen when low-energy events and high-energy events are listed together in 

the event list. Because of this, the system may need to go through a vast number of simulation 

steps if the event we desire to observe has a relatively high Ea. In EM/BCS, the acceptance 

probability of a found event is dependent only on the energy difference between the current 

basin and the found basin, meaning that the event can be accepted relatively easily even if 

basins that correspond to flicker events are located around the current basin. Meanwhile, 

EM/BCS is based on an optimization algorithm, and it cannot calculate the simulation time 

for the dynamics that the system experiences. The timescale of the dynamics can be estimated 

with the activation energy of the rate-determining process; still, it should be stressed that the 

simulated process does not exactly follow real dynamics. In this respect, the advantage of 

SEAKMC should be highlighted: SEAKMC can output simulation time and track accurate 

dynamics of the system under the assumption that all possible events are listed in the event 

list. For an application that investigates the stable configuration of microstructure, as in this 

study, EM/BCS seems more suitable because it is less affected by flicker events. On the other 
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hand, when the simulation time itself is of interest, or when no significant energy decrease is 

expected throughout the simulation, SEAKMC would be more suitable. Understanding the 

features of each method and their compatibility with the nature of the focus problem is quite 

important for effective meso-timescale modeling (Table 4.2). 

Table 4.2 Comparison between EM/BCS and SEAKMC. 

 

SEAKMC EM/BCS

� Simulate dynamics itself
� Search for the PES path 

toward the energetically favorable 
state

� Calculate the simulated time � Cannot calculate the simulated 
time

� Derive the energy barriers the 
system experiences

� Derive the energy barriers the 
system experiences

� Significant effect of flicker 
events � Less effect of flicker events
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Figure 4.18. The values of Ea that the system experiences at each step during the simulation 

of the irregularly shaped cluster shown in Figure 4.10 (a): (a) simulation by EM/BCS and (b) 

that by SEAKMC. 
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4.4 Conclusions 

• We developed a method to explore the stable configuration of microstructures based on 

an optimization algorithm (EM/BCS), in particular, TPSA. Note that the framework of 

EM/BCS is not limited to TPSA; other global optimization algorithms are also applicable, 

suggesting wide applicability of EM/BCS. 

• EM/BCS was employed to investigate the stable configurations of irregularly shaped 

SIA clusters formed through displacement cascades. We found that almost half the 

clusters transformed into a stable configuration, namely, perfect loops or Frank loops, 

and that the change in the system energy was consistent with the cluster transformation 

process. This indicates that EM/BCS can accurately simulate the transformation process 

of the clusters. 

• We observed that the clusters that did not transform into stable configurations in the 

SEAKMC simulations transformed into stable configurations when EM/BCS was 

employed. This suggests that EM/BCS reduced the effect of flicker events on the 

transformation process and efficiently simulated the events we desired to observe. 

• We compared EM/BCS with SEAKMC and elaborated the characteristic features of both 

methods. Owing to the lesser effect by flicker events, application of EM/BCS would be 

more suitable if one is interested in energetically favorable system states, as in this study. 

Meanwhile, in the case where one would like to simulate real dynamics and obtain 

simulation time, the application of SEAKMC is preferable because EM/BCS does not 

track real dynamics or output simulation time. EM/BCS can only estimate the timescale 

of the occurrence of the dynamics through the Ea values that the system experiences, 

while there is no guarantee that the obtained Ea values are those of the MEP. 
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Chapter 5  Summary 

5.1 Summary of this dissertation 

Ensuring the integrity of the structural materials in artifact systems is essential because 

it directly correlates to their subsequent safety. Computational approaches are useful for 

understanding the behavior of the structural materials while considering drastically changing 

social environments which surround the system. Since material property changes are 

governed by changes on a microstructural level, we need to investigate material behavior 

based on phenomena at an atomistic scale. The lengthscales and timescales that each 

simulation method requires, varies between atomistic and macroscopic scales, resulting in the 

necessity of schemes that seamlessly bridge these scale gaps. Regarding multi-lengthscale 

schemes, several pioneering studies have focused on extending the accessible lengthscale 

while maintaining atomistic fidelity. For the multi-timescale schemes, however, there has 

been a lack of sufficient schemes that bridge the timescale gaps between each simulation 

method. In other words, there is an ever-growing demand to fill this gap in the multi-timescale 

simulation technology arena to challenge conventional simulation methods. 

Based on this, we improved and developed multi-timescale simulation methods that 

have both the capability of meso-timescale simulation and atomistic fidelity. The results and 

insights obtained in this dissertation are summarized below. 

Chapter 2 
MD simulations were performed to investigate the defect formation process through 

displacement cascades in FCC metals. We focused on the SFE dependence and subsequent 

strain effect of the defect formation. Through additional MD and MS simulations, we 

calculated defect formation energies and discussed the results of the MD simulations. We 

note that the collision phase occurs in the order of 10–15 s and involves complex atomistic 

dynamics. With a fidelity which reaches the atomic vibration level, the MD technique is best 

suited for cascade simulations. The results and insights obtained here provide useful inputs 

for larger-scale models used to simulate meso-timescale phenomena, which are beyond the 

scope of MD. The results obtained in Chapter 2 include: 
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• There was no clear SFE dependence of the number of residual defects, and the applied 

strain did not change this trend. On the other hand, the absolute number of residual 

defects increased under the applied strain, owing to the change in the formation energy 

of a Frenkel pair. 

• While we observed little SFE dependence of the size distribution of SIA clusters, the 

applied strain enhanced the formation of larger SIA clusters more strongly. This is 

because the decrease in formation energy due to the applied strain was more 

significant for larger SIA clusters than for smaller ones. 

• The number of SIA perfect loops increased with a decrease in SFE. Under the applied 

strain, the absolute number of SIA perfect loops increased over the whole SFE range, 

while the trend with respect to SFE was not affected This trend led to a higher ratio of 

glissile SIA clusters at lower SFE. We found that the difference in formation energy 

between an SIA Frank loop and an SIA perfect loop was a key factor of preferential 

formation of SIA perfect loops at lower SFE. Because the ratio of glissile SIA clusters 

significantly affects subsequent microstructural evolution, the results indicate that it 

is very important to consider the effect of strains when modeling the defect formation 

process in FCC metals through displacement cascades. 

Chapter 3 
On-the-fly kMC techniques have gathered much attention in recent years as effective 

meso-timescale simulation methods with atomistic fidelity. With this method, the event list is 

re-constructed at each step in accordance with the system state at that moment, which enables 

the simulation of complex dynamics beyond our intuition. SEAKMC is one of these on-the-

fly kMC techniques, and it introduces quite a unique concept of AV. The employment of AV 

significantly reduces calculation costs and allows for the treatment of relatively large system 

sizes of over 100,000 atoms. Hence, SEAKMC is a promising on-the-fly kMC technique, and 

improvements in SEAKMC will significantly contribute to an improvement in multi-

timescale modeling schemes. In Chapter 3, we worked on improving SEAKMC by focusing 

on the acceleration of the SPS procedure, which represents a calculation bottleneck in 

SEAKMC simulations. 



Chapter 5  Summary 132 

• Two acceleration schemes were proposed: the first scheme (i) is a multi-step procedure 

of SPS with increasing AV size, where a relatively small AV was first introduced, 

followed by SPSs with larger AVs to obtain an SP with the desired accuracy. Here, we 

used the result from the small-AV SPSs as an input. The second scheme (ii) recycles 

SPs sampled in the preceding steps as an input for the current-step SPSs. We simulated 

bulk diffusion of point defects in iron using the acceleration schemes as a benchmark. 

The resulting acceleration was increased significantly by a factor of ~100 in scheme 

(ii) and ~6–8 in scheme (i). 

• Following this, we proposed a hybrid acceleration scheme of schemes (i) and (ii), 

referred to as the ‘prediction-based SPS’. One of the notable benefits of the prediction-

based SPS is, that as the simulation proceeds, increased acceleration is achieved owing 

to the more frequent use of scheme (ii), whose acceleration is more significant than 

scheme (i). Furthermore, the stored information on AV and SP configurations can also 

be used for other calculation cases, such as repeated and varying temperature 

calculations. This means that through the construction of a vast database of AV and 

SP configurations, we can conduct greatly accelerated SEAKMC simulations, relying 

mostly on scheme (ii). 

• Using SEAKMC with prediction-based SPS, we simulated the bulk diffusion of a 3-

SIAs cluster in iron. We observed significant acceleration of the simulations was 

achieved while maintaining atomistic fidelity. In addition, we confirmed that 

prediction-based SPS has a considerably weakened dependence on the calculation cost 

on AV size. This indicates that the exponential increase in calculation cost observed 

with increased AV size, which has been one of the major problems of SEAKMC, can 

be mitigated through the employment of prediction-based SPS. 

• We applied accelerated SEAKMC to the investigation of meso-timescale evolution of 

an irregularly shaped sessile SIA cluster observed in the MD cascade simulations 

discussed in Chapter 2. The transformation of the cluster into a Frank loop was 

observed in several calculation cases, and the required time for the transformation 

almost reached the limit of the timescale accessible to MD. In addition, the cluster was 

further transformed into a perfect loop in some of the cases in which the 
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transformation into a Frank loop was observed. It should be highlighted that the 

transformation into a perfect loop took ~100 times longer than the MD timescale, i.e., 

on the order of nanoseconds. These results indicate that SEAKMC can track complex 

atomistic behavior while reaching a timescale far beyond that of MD, demonstrating 

the promising potential of SEAKMC to reveal mechanisms of various meso-timescale 

phenomena that have not been clarified through the use of conventional simulation 

methods. 

Chapter 4 

• We developed a method to explore the energetically stable state of microstructures in 

materials based on an optimization algorithm, which we refer to as the energy 

minimization with basins-constructed space (EM/BCS). TPSA was used as the 

optimization algorithm because it is a global optimization algorithm and the 

generation of the next-step solution is based on a neighborhood search. Note that, in 

principle, another optimization algorithm can also be implemented in EM/BCS. This 

means that, depending on the nature of the problem, a suitable optimization algorithm 

can be implemented to efficiently explore the stable state. 

• We applied EM/BCS to irregularly shaped sessile SIA clusters observed in the MD 

simulations of Chapter 2, and subsequently investigated the stable configurations 

which these clusters transformed into beyond the MD timescale. Almost half of the 

clusters transformed into stable configurations, namely, a Frank loop or a perfect loop. 

The transformation processes were consistent with the system energy changes, 

indicating that EM/BCS can correctly simulate the transition process of an irregularly 

shaped defect cluster into an energetically stable state. 

• By applying EM/BCS, we were able to observe the transformation process for some 

clusters that did not transform into a stable configuration using SEAKMC simulations. 

This is because most simulation steps in SEAKMC simulations are spent on 

simulating flicker events of clusters, showing that EM/BCS can mitigate the effect of 

flicker events. 

• We compared the characteristic features of EM/BCS and SEAKMC. If one is 
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interested in the stable state of the system, as in this study, EM/BCS is more suitable 

due to its lighter effect of flicker events. However, it should be stressed that EM/BCS 

is based on an optimization algorithm, and therefore, cannot accurately track the 

dynamics of the system. In other words, if one is interested in the system dynamics or 

would like to evaluate the required time for a certain phenomenon, or if the change in 

system energy is insignificant, SEAKMC is preferred. Each method has its own 

advantages and disadvantages; it is therefore very important to understand the 

characteristics of the methods as well as the nature of the focused problem in order to 

conduct effective meso-timescale simulations. 

To date, numerous computational atomistic studies employed classical simulation 

methods, such as MD and conventional kMC., and constructing a multi-scale model has 

remained a challenging task for many decades. Further, adding to the challenge, there has 

been a lack of development of schemes that bridge the timescale gap between each simulation 

method. The accelerated SEAKMC and EM/BCS possess the efficiency, the atomistic fidelity, 

and the meso-timescale simulation capabilities necessary to provide a breakthrough to the 

current shortfalls of multi-timescale simulation technology (Figure 5.1). The obtained results 

in this dissertation have the potential to elevate current multi-scale simulation technologies 

to the next level, and significantly contribute to predicting the behavior of structural materials 

based on computational approaches. 
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Figure 5.1 Extension of the timescale through SEAKMC and EM/BCS. 

5.2 Challenges and future prospects 

Here, we mention the challenges and future prospects of accelerated SEAKMC and 

EM/BCS. 

Application to various meso-timescale phenomena 

By using accelerated SEAKMC and EM/BCS, we aim to reveal the mechanisms of 

various meso-timescale phenomena from atomistic perspectives which have not been 

clarified under the use of conventional simulation methods. This is exemplified by the process 

of transformation of an SIA Frank loop into an SIA perfect loop. Some experimental studies 

have confirmed the unfaulting of SIA Frank loops, that is, a stacking fault on the habit plane 

of the loop is removed and an SIA perfect loop is formed [1,2]. However, their detailed 
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mechanism is not well known because of the spatial and time resolution limits of TEM. A 

treatment within the framework of elasticity theory has also been employed; and yet, the 

detailed mechanism was unclear due to the lack of atomistic fidelity. A recent MD study 

reported the unfaulting of an SIA Frank loop, wherein even the direct contact of an SIA Frank 

loop with a gliding dislocation does not always lead to the loop unfaulting in the MD 

timescale [3]. This dissertation has however confirmed that an SIA Frank loop can transform 

into a perfect loop without any direct interaction with other defects through meso-timescale 

SEAKMC simulations on the order of nanoseconds with the atomistic fidelity. This result 

occurred due to the compatibility of the atomistic fidelity and the meso-timescale simulation 

capabilities of SEAKMC, and further research aims to reveal the detailed mechanisms of the 

transformation in order to obtain insights for quantifying microstructural evolution in 

materials. 

Another example is the mechanism of the coalescence between microstructures, such as 

SIA clusters and bubbles/voids. These microstructures have been known to migrate within 

materials and grow through coalescence with the same type of microstructures. These 

coalescence events have been observed in experimental studies, and their significant effects 

on microstructural evolution have been recognized for many decades [4,5]. Because their 

elementally process involves complex atomic diffusion dynamics, their detailed mechanisms 

have not been clarified through analytical or experimental approaches. In addition, modeling 

of coalescence events using conventional atomistic simulation methods has been a 

challenging task owing to their occurrence in the experimental timescale. However, by 

utilizing the accelerated SEAKMC and EM/BCS simulations, we have confirmed that 

complex atomic diffusions can be precisely tracked while reaching timescales that vastly 

exceed that of MD, demonstrating that the accelerated SEAKMC and EM/BCS can precisely 

simulate such phenomena involving the coalescence of microstructures. Furthermore, the 

occurrence timescale is comparable to that of experiments, indicating that the study is also 

meaningful from the perspective of the validation of the methods with experimental results. 

There have been numerous puzzling problems under the use of conventional simulation 

methods for many decades. The accelerated SEAKMC and EM/BCS has the potential to 

contribute to clarifying unknown mechanisms of various meso-timescale phenomena in 

future studies. 
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Limitations of the accelerated SEAKMC and EM/BCS 

The accelerated SEAKMC and EM/BCS has broad applications: not limited purely to 

the structural materials of nuclear power plants. However, the limitations of the application 

should also be noted. The accelerated SEAKMC and EM/BCS focuses on a specific 

phenomenon of a microstructure in a specific region at nanometer-scale. The simulated 

dynamics does therefore not always represent the dynamics of the entire material. For 

instance, a climb-enhanced glide of dislocations is known as one of the controlling 

mechanisms for thermal creep in metallic materials, where dislocations are de-pinned by 

obstacles through climb motion induced by the absorption of vacancies and they continue to 

glide beyond the obstacles. To accurately model this mechanism, focus must be placed on the 

dynamics of dislocations, obstacles and vacancies, and the simulation of the absorption 

process of vacancies by the dislocations. Indeed, the accelerated SEAKMC and EM/BCS are 

suitable to such dynamics, capable of evaluating the effects of various conditions, such as 

temperature and applied stress, on the dynamics. Meanwhile, it is also known that a dominant 

mechanism for thermal creep is highly dependent on conditions, e.g., atomic diffusion along 

grain boundaries can be another dominant mechanism, particularly in low temperature 

conditions. There is therefore no guarantee that the simulated dynamics is always a key 

mechanism for the focused materials degradation, and importantly, the inappropriate 

extrapolation of the obtained results could, in some cases, occur inadvertently. 

For mitigating this limitation, the extension of lengthscale in order to cover phenomena 

in wider regions would be one solution. In the example above, one can use a relatively large 

system that encompasses dislocations and grain boundaries together, so that both mechanisms 

can be simulated in accordance with the conditions. This fact eventually leads us to the 

consideration of the balance between accessible lengthscales and timescales, because the 

calculation costs of the two scales are usually not compatible. Because of this, it is very 

important to recognize the lengthscale and timescale to be simulated, as well as the nature of 

the problem, and to model the dynamics with these considerations in mind. 

Deriving interatomic forces based on first principle 

In this dissertation, we used interatomic potential functions that treat only a single 

element when performing accelerated SEAKMC and EM/BCS simulations. One of the well-

known limitations of the use of these potential functions is that it is difficult to treat 
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multicomponent systems and that the type of available elements is limited. In general, 

practical materials contain various minor elements and impurities, and even a concentration 

of only 0.1 % can drastically change the material properties. It is therefore unfeasible to 

directly model the behavior of practical materials using simulation methods with currently 

existing empirical interatomic methods. When considering the employment of first principle 

MD, which can, in principle, incorporate several types of elements, we also face an inevitable 

simulation hurdle due to the limited system size on the order of hundreds of atoms. For 

instance, to model the behavior of the diffusion and interaction of 0.1 % minor elements, a 

system with a minimum of 104–105 atoms is necessary, because only one out of 1000 atoms 

in the system corresponds to the minor element. Furthermore, the energy barrier of typical 

diffusion events varies around 1.0 eV, meaning that even classical MD cannot sufficiently 

treat the dynamics of minor elements. Therefore, it is desperate to model the behavior of 

minor elements by using first principle MD in terms of both lengthscales and timescales. The 

framework of the accelerated SEAKMC and EM/BCS affords derivation of interatomic 

forces based on first principle. Moreover, these techniques employ AVs during simulations, 

which means that we need only to give freedom to the minor elements and the atoms 

surrounding them. This considerably lessens the effect of a large system size on the 

calculation costs. It should also be stressed that the accelerated SEAKMC and EM/BCS are 

very suitable for simulating meso-timescale dynamics, such as diffusion, since their 

algorithms are based on state-to-state dynamics. 

The accelerated SEAKMC and EM/BCS, based on first principle, have promising 

potential to produce valuable insights that contribute to the integrity of structural materials in 

practical use. Conventionally, the prediction of materials degradation and the evaluation of 

the integrity of structural materials have tended to be conservative due to the variation of the 

results of material testing prior to their service operation. This has forced the safety margin 

to be larger than it is supposed to, leading to limitations in the materials use below the 

performance they potentially have. One of the main factors for the variation is the presence 

of minor elements and impurities, their content, and the change in their distribution during 

the operation period. Meanwhile, the employment of the accelerated SEAKMC and EM/BCS, 

based on first principle, enables the incorporation of the behavior of minor elements and 

impurities, significantly contributing to revealing the mechanisms of degradation phenomena 
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in practical materials; concurrently opening the possibility of reducing variations in observed 

materials behavior. Consequently, it would be possible to design structural materials so that 

the materials exhibit their best performance and to define reasonable safety margins based on 

reliable scientific grounds, which we wish will be addressed in future studies. 
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