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Abstract  

Functional microstructures, produced with a deterministic pattern of geometric features 

designed to give a specific function, have received significant scientific interest over the past 

years, mainly because it has played a decisive role in the development of many industrial 

fields, such as semiconductor industry, medical and biochemical applications, automotive 

industry and telecommunication area, etc. Furthermore, a trend towards miniaturization of 

functional microstructures can be observed, particularly at a micro- and nanometer scale. As 

critical dimensions are scaled down, the functional exploitation of several physical 

phenomena becomes more and more important, e.g. adhesive surfaces, super-hydrophobic 

surfaces, subwavelength structured surfaces, microfluidics system and solar cell surfaces, etc. 

On the surface of these functional microstructures, the microgroove structure, having an 

aperture size of a micro- and nanometer scale with high aspect ratio, is one of the essential 

micro-shape component and acts as the key functional element, such as micro U-shape 

cavities of optical sensors, nano hole arrays of solar cell surfaces, microchannels of 

microfluidics systems and hydrophobic microgroove structures, and so on. In order to 

reliably fabricate these functional microstructures, the quality control of microgroove based 

on dimensional metrology is gaining importance. Especially, the miniaturization process of 

functional microstructures and the rapid progress of manufacturing technologies are driving 

an imperious need of dimensional micro and nano metrology with high accuracy. Among the 

various quality control factors, this research focuses on the depth measurement of 

microgrooves, which is one of the most challenging tasks. 

The conventional depth evaluation methods mainly include stylus profilometry, scanning 

probe microscopy (SPM), cross-section scanning electron microscopy (SEM), scatterometry, 

confocal laser scanning microscopy (CLSM) and optical interferometry. Although stylus 

profilometry and SPM are versatile and well established, there are limitations related to 

measurement speed and potential surface damage. Cross-section SEM has the advantages of 

relatively high throughput and the resolution with nanometers level, whereas the technology 

requires the vacuum condition for measurement and obviously destroys the sample. For all 
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optical metrologies, the non-contact nature and high potential of in-process measurement are 

clear merits. Scatterometry is a promising technology for quality control with fast speed and 

astonishing accuracy, however, this method only can be applied to overall evaluation for 

periodic gratings. Compared to scatterometry, CLSM and optical interferometry can output 

the depth information with respect to position. Furthermore, compared to CLSM, optical 

interferometry has the important property of higher sensitivity irrespective of magnification, 

not requiring a scanning process, and a better axial resolution for depth measurement. 

However, due to the significant errors of the measured depths, CLSM and optical 

interferometry cannot be applied to the depth measurement of microgrooves, width of which 

is fewer than the diffraction limit. In this PhD thesis, the microgroove with width fewer than 

the diffraction limit is named by diffraction-limited microgroove. 

In order to solve these problems, the goal of this thesis is to develop a novel optical depth 

measurement method, which (1) enables the quantitative evaluation of the diffraction-limited 

microgrooves, having an aspect-ratio of 1, on different materials, with an accuracy of 10%, 

(2) is capable of the individual difference evaluation of each microgroove, and (3) has a depth 

measurement range optically greater than half of the incident wavelength, without the phase 

ambiguity problem.  

The proposed method, called Far-field-based Near-field Reconstruction Depth 

Measurement (FNRDM), connects the depth information of diffraction-limited microgrooves 

with the near-field phase difference, which can be calculated from practical far-field optical 

observations rather than directly measured by specialized equipment, i.e., near-field scanning 

optical microscopy. By the FDTD method, the theoretical analysis was performed to 

demonstrate the validity and the detectable depth of FNRDM when measuring the 

diffraction-limited microgrooves. Furthermore, the practical applicabilities of FNRDM were 

discussed, including materials, internal shapes, noise conditions, grating structures and 

microhole structures. The simulation results show that: (1) the depth of a fine 200-nm-wide 

and 300-nm-deep microgroove can be measured by FNRDM, with an accuracy of 8 nm (3%) 

beyond the diffraction limit of 540 nm. (2) When the scattering light from the edges of 

microgrooves becomes the dominating contribution of the synthetically observed optical 
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wave, FNRDM cannot be applied to evaluate the depth. It is found that, by FNRDM, the 

measurable aspect-ratios are 5 for the 200-nm-wide microgroove, 3 for the 100-nm-wide 

microgroove and 1 for 50-nm-wide microgroove, beyond the diffraction limit, by using the 

wavelength of 488 nm. (3) As long as the optical wave from the bottom surface is radiated 

to the far-field, FNRDM has the potential to evaluate the depth information. (4) Under the 

noise condition, although the accuracy of depth measurement is greatly influenced by 

numerical aperture, both a 200-nm-wide microgroove with an aspect ratio of 1.5 and a 100-

nm-wide microgroove with an aspect ratio of 2 can be quantitatively evaluated with less than 

10% error by using imaging objective with numerical aperture of 0.95 and the wavelength of 

488 nm (the Rayleigh criterion = 313 nm). (5) When using FNRDM to measure the depth of 

grating structure, a modified equation for calculating the amplitude of the top surface was 

proposed to ensure the measurement accuracy. Furthermore, it is found that when the pitch 

of the grating structure is much larger than the diffraction limit of applied imaging system, 

each microgroove of the grating can be regarded as an isolated element, and the depth can be 

measured as the case of an equally single microgroove. (6) When measuring microhole 

structure by FNRDM using linear polarization, the depth of a microhole with 200-nm in 

diameter and 300-nm in depth can be quantitatively evaluated, with an accuracy of 10 nm 

(3%), beyond the diffraction limit of 313 nm.  

Then, a measurement system based on low-coherence illumination was developed to 

inspect the required far-field observations of the proposed FNRDM method. Besides the 

feature of low-coherence illumination, the designs of this measurement system also include 

an infinite corrected imaging system, a Linnik interferometer, an incident plane wave unit 

and an optical cage system. By comparing the height maps of a same flat surface on 

transparent polymer by a laser-based setup and the developed system based on low-coherence 

illumination, it is found that the spatial uniformity and accuracy of images by the low-

coherence illumination are substantially better than the laser source. In addition, through the 

evaluations of temporally topography histogram of point measurement and spatial 

topography histogram of area measurement, it is demonstrated that the measurement system 
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allows for spatially sensitive optical path-length measurement (2.24 nm) and temporally 

sensitive optical path-length measurement (0.83nm).  

Next, the nanochannels on a microfluidic sample (COC, nominal width = 300 nm, depth 

= 110 nm) were measured to verify the validity of FNRDM. Both a AFM and the developed 

measurement system were used to measure this sample. There are some experiment results: 

(1) the overall evaluation of measured depths of nanochannels in the same area are 67 nm by 

conventional optical interferometry, 107 nm by FNRDM and 114 nm by AFM measurement, 

respectively. (2) The same trend in depth variation of different nanochannels between 

FNRDM and AFM was confirmed. (3) The repeated experiments by FNRDM were 

performed, and the standard deviation is approximately 2 nm. According to the experiment 

results, our method has the advantages of greatly improved accuracy over conventional 

interferometry and enables the individual difference evaluation of each nanochannel, which 

is not possible with scatterometry. It is demonstrated that FNRDM and the developed 

measurement system can measure the depth of 300-nm-wide nanochannels beyond the 

diffraction limit (772 nm) with an accuracy of less than 10%.  

However, similar to other optical depth measurement methods based on phase change, 

FNRDM using a single wavelength have the limitation: the measured depth which is optically 

greater than half of the incident wavelength subjects to the phase measurement ambiguity. In 

order to solve this problem, a noise-immune dual-wavelength interferometry was proposed. 

Using the noise-immune dual-wavelength interferometry, not only the depth measurement 

range can be extended, but also the noise level can be dramatically decreased to that in a 

single-wavelength phase map. Combined with the developed measurement system based on 

low-coherence illumination, a dual-wavelength interferometer unit (λ = 532 nm and 520 nm) 

was inserted to meet the requirements of practical measurements. Two experiments of 

measuring the gratings on different materials were performed. The experiment results 

showed that: (1) the 1000-nm-wide microgrooves, having an aspect-ratio of 1, with width 

less than the diffraction limit (1159 nm and 1132 nm) of develop measurement system on a 

silicon surface, can be quantitatively evaluated with an accuracy of less than 5% by the 

combination of FNRDM and the noise-immune dual-wavelength interferometry. (2) The 
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700-nm-wide microgrooves, having an aspect-ratio over 0.5, with width less than the 

diffraction limit (772 nm and 755 nm) of develop measurement system on transparent 

polymer surface, can be quantitatively evaluated with an accuracy of less than 10% by the 

combination of FNRDM and the noise-immune dual-wavelength interferometry. The 

combination also has a potential of measuring the depth of diffraction-limited and steep 

microgrooves with high accuracy. 

Simultaneously, a novel method using a Fluorinert droplet was also presented to achieve 

the phase unwrapping. This method includes the generation and combination of two phase 

maps under an air condition and a droplet condition. When the two phase maps are combined, 

the measured depths are equivalent to those measured by a longer wavelength based on the 

refractive index difference. In order to achieve the droplet-based phase unwrapping method, 

a one-shot interferometry based on the Fourier Transform method, an auxiliary horizontal 

observation setup with high speed camera and a Fluorinert liquid with unique properties were 

presented. Based on the RCWA simulation, the numerical analysis was performed to verify 

the applicability of the droplet-based phase unwrapping method. In the case of diffraction-

free microgrooves, the simulation results show that the droplet-based phase unwrapping 

method enables the depth evaluation of a 1000-nm-wide and 300-nm-deep microgroove with 

an accuracy of 16 nm (5%), without the phase ambiguity problem, using the wavelength of 

488 nm. In the case of diffraction-limited microgrooves, the FNRDM method was combined 

to calculate the near-field phase difference. The simulation results suggest that by the droplet-

based phase unwrapping method and FNRDM, the depth of a 300-nm-wide microgroove, 

with an aspect-ratio of 1, can be quantitatively evaluated with an accuracy of 24 nm (8%), 

without the phase ambiguity problem, beyond the diffraction limit of 540 nm, using 

numerical aperture of 0.55 and the wavelength of 488 nm. The proposed method enables the 

phase unwrapping by using only single-wavelength illumination, has a high temporal 

resolution and requires significantly less computational work than other least-squares 

integration technologies. 

Overall, the highlights of our work lie in: (1) using only the far-field observations, the 

depth of diffraction-limited microgrooves can be quantitatively evaluated with an accuracy 
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of less than 10%, which is not possible by conventional optical depth measurement method 

based on phase change. (2) The proposed method is capable of the individual difference 

evaluation of each diffraction-limited microgroove, which is not possible with scatterometry. 

(3) The depth measurement range has been extended to optically greater than half of the 

incident wavelength without the phase ambiguity problem, which makes it possible to 

measure the depth of diffraction-limited and high aspect ratio microgrooves. (4) Not only the 

silicon surface, but also the transparent polymer surface can be measured. (5) Due to the clear 

merits of optical metrology and a dependence of only far-field observations, the proposed 

method has a high potential of in-process measurement. Therefore, our work brings a 

progress to optically three-dimensional imaging of diffraction-limited microstructures and 

motivate the studies in bio-inspired functional surfaces, precision engineering, medical and 

biochemical applications, etc. Furthermore, the results of this study have the potential to 

impact various industries where high-precision-microstructure mass production is crucial, 

such as semiconductors and microsystem techniques. We think these findings will be of great 

interest to researchers in dimensional micro and nano metrology, and particularly to 

researchers working on optically depth measurement and super-resolution technology.  
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Chapter 1. Introduction 

This chapter provides an introduction to the functional microstructures concerning the 

functional properties, the miniaturization trend and the applications. Especially, on the 

surface of these functional microstructures, the microgroove is one of the essential micro-

shape component and acts as the key functional element. The great demand for and the 

miniaturization trend of functional microstructures are driving the need of depth 

measurement in micro and nano scale with high accuracy. Then, an overview of the current 

approaches used in depth measurement is given. For depth measurement of microgrooves, 

optical interferometry is a promising method due to its high throughput, noninvasiveness, 

feasibility in individual difference evaluation, high axial resolution and the potential of in-

process measurement. However, when the width of microgrooves is fewer than the 

diffraction limit, optical interferometry cannot be exploited owing to the significant errors of 

the measured depths. These all motivated the developments made within the course of this 

work. Finally, the objectives and organization of this thesis are presented. 

1.1 Functional microstructures  

Functional microstructures, the surfaces of which are active interfaces between subjects 

and the environment, are produced with a deterministic pattern of usually high aspect ratio 

geometric features designed to give a specific function [1]. Because the most important 

physical phenomena involving exchange of energy and signal transmission take place on 

surfaces, the structured surfaces play a decisive role in the behavior of functional properties. 

1.1.1 Functional properties and their applications 

The functional properties of engineered microstructures include improved adhesion, 

super-hydrophobicity, special optical properties, generation and preservation of energy, 

hydrodynamic properties, hard and tough surfaces, efficient heat transfer, and antibiofouling 

etc. Some of these functional properties and their applications have been introduced in the 

following.  
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1.1.1.1 Adhesion 

Adhesion is the tendency of dissimilar particles or surfaces to cling to one another. An 

adhesive surface is one of bio-inspired functional microstructures and mimics the surface of 

geckos’ foot. It is found that geckos have the ability to move across ceilings and even smooth 

vertical walls due to their foot attachment pads [2]. 

Figure 1.1 is one example of manufactured adhesive surfaces developed by Greiner et al 

[3]. Adhesive surfaces have tremendous applications in biomedical materials and devices, 

labeling and for fixing household items. For example, the gecko tape can act as a bonding 

agent for surgical applications. Researchers in collaboration with two Boston hospitals 

developed a stretchable and biodegradable tape to replace conventional surgical staples and 

sutures [4]. As the adhesive features of geckos are directional, they stick only when applied 

in a particular direction, and the adhesive force is directly proportional to the tangential force 

[5]. Hence, these adhesive surfaces also have some applications for part handling in 

manufacturing and as aids for human and robot climbing for reconnaissance missions and 

space exploration [6].  

 
Figure 1. 1 PDMS microfibrils formed by soft molding on SU-8 photolithographic 

templates developed by Greiner. [3]  

1.1.1.2 Super-hydrophobicity 



3 
 

Super-hydrophobic surfaces characterized by a contact angle greater than 150° are 

extremely difficult to wet. Wetting is the ability of a liquid to maintain contact with a solid 

surface, resulting from intermolecular interactions when the two are brought together. The 

degree of wetting is given in terms of the contact angle, which is the angle between the liquid-

vapor interface and the solid–liquid interface. A hydrophobic surface has a contact angle 

greater than or equal to 90°, whereas hydrophilic surfaces have lower contact angles. Wenzel 

[7] predicated that hydrophobicity is enhanced by surface roughness. As shown in Fig. 1.2, 

hydrophobicity and sliding behavior of water droplets were investigated on various 

hydrophobic pillarlike and microgroove structures on a silicon wafer by Yoshimitsu [8].  

 
Figure 1. 2 Hydrophobic pillarlike and microgroove structures on a silicon wafer. [8]  

Super-hydrophobic surfaces are used in textiles, glassware, architecture, optical windows 

for electronic devices, and windows in automobiles [9]. Investigations have been developed 

to obtain the super-hydrophobic poly-lactic acid fabrics by ultraviolet photo-grafting of 

hydrophobic silica particles functionalized with vinyl groups over silica [10]. This approach 

can be extended to other materials and provide a robust technique to fabricate water and dust-

repellent fabrics.  In addition, super-hydrophobic coatings show the ability to minimize fluid 

drag for objects in water [11]. Silicon surfaces with super-hydrophobic coatings are used as 

electrodes of a battery [12].  

1.1.1.3 Optical properties 
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Subwavelength structured surfaces are attractive for new optical elements, and many 

products with these functional structured surfaces have been developed. The subwavelength 

structure has the following optical features: artificial refractive index, form birefringence, 

resonance and band-gap effects.  

Moth-eye structures have been an area of interest due to their excellent broadband anti-

reflective properties and the related product applications [13]. The antireflective properties 

of moth eyes are due to a periodic arrangement of sub wavelength structures on their facet 

lenses [14]. Similar features that lead to anti-reflective functionality were observed on 

various species of butterflies as well as cicada and termite wings [15]. The engineered 

antireflective structure can be applied to optical view windows, infrared optical elements and 

solar cells. A non-symmetric structure resulting in optically anisotropy is called form 

birefringence. Achromatic quarter-wave plates of subwavelength gratings have been 

designed by Kikuta, et al [16].  When the pitch of the grating structure is smaller than the 

wavelength of the incident light, the structure is considered to be an optically anisotropic 

medium. Applications based on the resonance and band-gap effects are narrow-band grating 

filters and polarization beam splitters [17]. Figure 1.3 is an example of the fabricated 

polarization multiplexed computer-generated holograms when applying subwavelength 

structured surfaces to high efficiency diffractive optical elements [18].  

 
Figure 1. 3 Scanning electron micrograph of a part of the fabricated polarization 

multiplexed computer-generated holograms pattern. [18] 
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1.1.1.4 Energy scavenging 

Solar cells, typically manufactured using semiconducting silicon and having 24% 

efficiency in converting solar energy to electrical energy, are regarded as a promising 

approach to green, renewable energy. Despite its advantages and continuing advances, this 

technology remains non-cost-competitive against traditional fossil fuels and thus has not yet 

been massively deployed. Recent researches have been focused on developing new solar cell 

systems that incorporate optically active nanostructures, such as quantum dots [19], 

nanotubes [20], nanohole arrays, which offer substantial potential for new device structures. 

As shown in Fig. 1.4, Peng, et al. has reported the fabrication of a silicon nanohole solar cell 

which show a good mechanical robustness and a superior optical absorption ability [21].  

 
Figure 1. 4 SEM images of silicon nanoholes by Peng. [21] 

1.1.1.5 Hydrodynamic properties  

Hydrodynamic properties have a great influence on the applications of structured surfaces. 

At small scales (channel diameters of around 100 nm to several hundred micrometers), the 

impact factors for surface forces, such as surface tension, energy dissipation, and fluidic 
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resistance, govern the system [22]. Hence the fluid flow at the micro-scale acts differently 

from that in the macroscopic scale.  

Microfluidics deals with the behavior, precise control and manipulation of fluids that are 

geometrically constrained to the small scales. These so-called lab-on-a-chip components are 

manufactured in silicon and polymer material. Key application areas of microfluidics range 

from biology to energy. The most successful commercial application of microfluidics is the 

inkjet printhead [23]. Additionally, advances in microfluidics technology are revolutionizing 

molecular biology procedures for enzymatic analysis, DNA analysis and proteomics. 

Furthermore, the basic idea of microfluidic biochips is to integrate assay operations such as 

detection, as well as sample pre-treatment and sample preparation on one chip [24]. An 

emerging application area for biochips is clinical pathology. In clinical pathology, the use of 

a small volume of liquid is highly desirable, because it minimizes the amount of sample 

necessary and allows for early stage detection of diseases. Figure 1.5 shows a complete 

micro/nano fluidic system with 30 nm channels by direct nanoimprint lithography [25]. 

 
Figure 1.5 Images of the final device made by UV-NIL on a transparent inorganic-

organic polymer. (a) shows a general view of a device. (b) shows details of the 3D tapered 

inlets and (c) shows an AFM image of a channel, 30 nm wide. [25] 

1.1.2 Miniaturization of functional microstructures 
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An obvious characteristic of functional microstructures is their micro- and nanometer 

dimensional scale, and a rush towards miniaturization can be observed in the past decades. 

Miniaturization of functional microstructures has some advantages: (a) the micro- and 

nanometer scale are the key factor for functional properties. For example, the pitch of a form 

birefringence wave-plate is fewer than the wavelength of the incident light.  And as the 

dimension reduces, different surface phenomena can be applied to the same application. For 

example, adhesion is controlled by surface wettability, roughness and its interlocking 

properties [26]. (b) In the semiconductor industry, miniaturization makes integrated circuits 

smaller, faster and cheaper. (c) As instrumentation, such as microfluidics, reduces in overall 

size, so do fluid volumes used in the analyses, which subsequently offers scientists several 

ancillary advantages: sample size reduction, reagent volume reduction, faster analysis time 

and lowered operational cost. (d) Miniaturization makes it easier to move the analysis 

equipment from laboratory to laboratory, which reduces the risk of sample contamination or 

loss through mishandling.  

Miniaturization has been one of the driving forces of technology in the past decades. As 

predicted by Taniguchi in 1983, nanometer accuracy is achievable for precision machining 

processes [27]. Figure 1.6 illustrates Taniguchi’s prediction. This development has been 

made very clear in the semiconductor industry, where the number of transistors in a dense 

integrated circuit doubles each 18 months approximately. This phenomenon is usually 

referred to Moore’s law. Currently, the transistor gate widths are on the order of 7 nm wide. 

Furthermore, functional microstructures at the micro- and nanometer scale have already been 

manufactured in other fields. Irene, et al. has proposed a method to fabricate 30 nm channels 

of a complete micro/nano fluidic system by direct nanoimprint lithography [25]. Peng, et al. 

has reported the fabrication of a silicon nanohole solar cell which show a good mechanical 

robustness and a superior optical absorption ability [21]. Research by Tanu, et al. show that 

the hierarchical polymeric microfibrils (10-μm-wide and 70-μm-long) with nanofibril arrays 

(60-nm-wide and 500-nm-long) were obtained as an adhesive surface by using bonded 

porous alumina templates [28].  
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Figure 1.6: The development of achievable machining accuracy by Taniguchi. [27] 

1.1.3 Materials for functional microstructures 

In general, engineering materials are grouped into four basic classifications: metals, 

ceramics, polymers, and semiconductor materials. It is well known that the origin of micro 

technology is the microelectronics area. Therefore, the preferred materials are the 

semiconductor materials, among which silicon is the clear favourite. Significantly, the 

semiconductor materials form the foundation for integrated circuits, which make up the over 

$200 billion semiconductor industry. These integrated circuits, in turn, fuel the nearly $1 

trillion worldwide electronics market. The market pull of the IT-sector has driven the 

development of both materials and technologies related to semiconductors in general and to 

silicon in particular. Other applications of the semiconductor materials include the solar cells, 

the microelectromechanical systems, chemical sensors, and infrared detectors. 

On the other hand, there is an increasing trend of fabricating functional microstructures 

with the more traditional materials, such as polymers, metals and glasses. Especially, the 

microfluidics and some bio-inspired functional surfaces are mainly manufactured by the 

polymer materials [29][30]. Polymer products have many advantages of reduced cost and 

simplified manufacturing procedures, particularly when compared to glass and silicon. And 

the extremely attractive benefit of polymer materials is that they are available in a wide range 

of types to meet the needs of the manufacturers. 
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1.1.4 Microgrooves 

On the surface of these functional microstructures, microgroove structure, having an 

aperture size of micro- or nanometer scale, with high aspect ratio, is one of the essential 

micro-shape component and acts as the key functional element, such as micro U-shape 

cavities for optical sensors [31], nano hole arrays for solar cell systems [21], microchannels 

of microfluidics systems for DNA analysis [25], and so on. Hence, as a fundamental element 

of various microstructures, the microgroove is the main research subject of this work.  

1.2 Depth measurement  

In general, metrology is regarded as a key discipline in making engineered products 

possible. Dimensional metrology, which covers measurement of dimensions and geometries 

based on distance measurements, is an integral part of all quality assurance systems to 

achieve the proper fit, performance and life time of engineered products. The miniaturization 

process of functional microstructures and the rapid progress of manufacturing technologies 

are driving the need of dimensional micro and nano metrology with high accuracy. For a 

microgroove, the following dimensional measurement tasks can be distinguished [32][33]:  

 Width as defined by the distance between two opposing surfaces. Example: width of 

grating lines in a Mollusk Shell [34] or subwavelength structured surfaces. 

 Depth. Example: depth of channels on the microfluidic surfaces. 

 Pitch (or periodicity) defined as the average distance between features oriented in the same 

direction. Example: the grating distance on the Mollusk Shell surface. 

 Texture and roughness.  

 Aspect ratio as defined by the depth of a structure divided by its width.  

Among the various quality control factors, this research focuses on the depth measurement 

of microgrooves, which is one of the most challenging tasks. The conventional depth 

evaluation methods mainly include stylus profilometry, scanning probe microscopy (SPM), 

cross-section scanning electron microscopy (SEM), optical metrologies.  

1.2.1 Stylus profilometry 
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For stylus profilometry, a diamond tip is brought into direct contact with the surface, with 

calibrated contact force, in order to acquire the surface height. As the tip moves across the 

surface, the motion of the tip is amplified, filtered, and detected. The lateral resolution of 

stylus profilometry is sub-μm level and limited by its tip geometry and actual surface slopes 

[35]. Care must be exercised to prevent indentations of the surface by the tip, depending on 

materials and forces used.  

1.2.2 Scanning Probe Microscopy (SPM) 

SPM [36][37] is a branch of microscopy that forms images of surfaces using a physical 

probe that scans the specimen. Commonly a feedback loop is used to regulate the gap distance 

between the sample and the probe. The data are typically obtained as height coordinates on 

a two-dimensional grid of data points and displayed as a computer image. Atomic Force 

Microscopy (AFM), one type of SPM, employs the tip at the end of a micro-fabricated 

cantilever with a low spring constant to measure the tip-sample forces, as the tip presses 

against the sample. Forces between the tip and the sample surface cause the cantilever to 

bend or deflect, as the tip is scanned over the sample. The cantilever deflection is measured, 

and the measurements generate a map of surface topography. The resolution of AFM is on 

the order of nanometers. However, because of the slow scanning speed, the measurement 

time of AFM can be rather long and the applications are commonly restricted to two-

dimensional (2D) measurement, i.e. the height along a single line. 

1.2.3 Cross-section SEM 

Scanning electron microscopy (SEM) [38] is a type of electron microscope that produces 

images of a sample by scanning the surface with a focused beam of electrons. The electrons 

interact with atoms in the sample, producing various signals that contain information about 

the surface topography and composition of the sample. SEM has some unique properties, 

such as high magnification levels, extremely high resolution (a few nanometers level), large 

depth of field, elemental analysis capability and minimum diffraction effects. SEM can be 

operated in cross-section mode to achieve depth measurement of microgrooves [39]. 

However, SEM requires vacuum condition for measurement and the distortions introduced 
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in cross-section SEM can cause large systematic errors. Furthermore, cross-section SEM 

obviously destroys the sample, a drawback that rules this technique out for widespread 

applications.  

1.2.4 Optical metrologies 

Over the past few decades, there has been extensive development of optical metrologies 

to supplement depth measurement at micro- and nano scale. These techniques include 

scatterometry, confocal laser scanning microscopy (CLSM) and optical interferometry. 

1.2.4.1 Scatterometry 

Recently scatterometry [40][41][42][43] has been introduced as a novel tool in nano 

metrology. It is based on white light diffraction, where both the direct beam (0th order) and 

all orders of scattered light are analyzed. With no moving parts and based on optical signal 

processing, it offers a fast optical method for a variety of optical gratings with an astonishing 

accuracy. The principle is as follows: (a) the sample is irradiated by the white light to collect 

the scattered light as well as the 0th order beam; (b) the spectra are analyzed by simulating 

the model gratings and fitting the model parameters to the observed spectra. Because 

scatterometry can provide nanometer accuracy at the desired resolution, this method is widely 

used for quality control of gratings in semiconductor industry. However, the challenge of 

scatterometry is parameter cross-correlations. In addition, this technology only can be 

applied to periodic gratings, and the results are estimated values of overall measurement.  

1.2.4.2 CLSM 

Based on the focus detection principle, confocal laser scanning microscopy (CLSM) 

[44][45][46] is a three-dimensional (3D) optical imaging technique by means of using a 

spatial pinhole to block out-of-focus light in image formation. Capturing multiple 2D images 

at different depths in a sample enables the reconstruction of 3D structures, which is similar 

to computer tomography. As only one point in the sample is illuminated at a time, 2D or 3D 

imaging requires scanning over a regular raster in the specimen. There are some advantages 

of CLSM: (a) compared to stylus profilometry and SPM, CLSM has the advantage of not 
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requiring a probe to be suspended nanometers from the surface. The working distance of 

CLSM is typically comparable to that of a conventional optical microscope. (b) Compared 

to scatterometry, CLSM provides quantitative depth information with respect to lateral 

position. (c) The lateral resolution of CLSM can be improved by eliminating higher orders 

of the diffraction pattern. For example, if pinhole diameter is smaller than Airy disk produced 

by a point object, then only the first order of the diffraction pattern can be collected in the 

detector while the higher orders are blocked. The improved lateral resolution is theoretically 

√2 times than the diffraction limit. The diffraction limit is given   

0.61
d

NA


                                                                 (1.1) 

with d the lateral resolution, λ the wavelength and NA the numerical aperture of the objectives. 

However, the axial resolution of CLSM is 2-3 times worse than the lateral resolution and 

approximately 500 nm [47][48], which is insufficient for depth measurement of 

microgrooves. In additional, the measurement noise of CLSM is highly sensitive to its 

magnification power. As illustrated in Fig. 1.7, Peter showed the trend of surface topography 

repeatability as a function of objective numerical aperture (NA) for CLSM [49].  

 

Figure 1.7 Qualitative comparison of surface topography repeatability as a function of 

objective NA for interference and confocal microscopes. [49] 

1.2.4.3 Optical interferometry 
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In optical interferometry [50][51][52][53][54][55][56][57][58][59][60], light from a 

single source is divided into two beams that travel unequal paths, then combined again to 

produce interference. This interference appears as a pattern of light and dark bands called 

interference fringes, which give information about the difference in optical path lengths.  

As shown in Fig. 1.7, optical interferometry has the important property of higher 

sensitivity irrespective of magnification compared to CLSM [49]. For objectives higher than 

0.75 NA, the noise in a confocal system approaches 1 nm, rivaling interferometric techniques. 

For interferometry, there is in principle no direct dependence on the objective NA, although 

the secondary effects of air turbulence or reduced signal to noise may increase at lower 

magnifications.  

However, the lateral resolution of optical interferometry is limited by diffraction. A 

schematic of measuring a microgroove structure by conventional optical interferometry 

based on phase change is illustrated in Fig. 1.8. A microgroove structure is illuminated by an 

incident plane wave, and the depth of microgroove is proportional to the reflected far-field 

phase difference () between the top surface and the bottom surface, based on Eq. (1.2). 

2 2
depth k

 



 
   

 
                                                  (1.2) 

 
Figure 1.8 Schematic of measuring a microgroove by conventional optical interferometry 

Where k is an unknown integer caused by phase wrapping problem. Optical interferometry 

can offer a sub-nanometer vertical resolution for depth measurement, but cannot be applied 

to the microgrooves, width of which are fewer than the diffraction limit [61][62]. Figure 1.9 

shows an example of general limitation in depth measurement by the conventional optical 
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interferometry based on phase change. In Fig. 1.9, we plot a variation trend of measured 

depths calculated by the far-field phase differences as a function of widths. The simulation 

conditions include a 488-nm wavelength, a 0.55 NA, and the corresponding 540-nm 

diffraction limit. It is clearly found that as the simulated depth increases, the measured depths 

of the 1000-nm-wide microgroove are almost coincident with the theoretical values, but only 

a minute change in measured depths can be observed in the case of the 200-nm-wide 

microgrooves. Hence, the depths of a 200-nm-wide microgroove cannot be evaluated while 

the depth of a 1000-nm-wide microgroove can be measured with a numerical aperture of 

imaging system of 0.55 and a wavelength of 488 nm.  

In this PhD thesis, the microgroove with width far larger than the diffraction limit is named 

as diffraction-free microgroove, while the microgroove with width fewer than the diffraction 

limit is named by diffraction-limited microgroove. When applying conventional optical 

interferometry into depth measurement of diffraction-limited microgrooves, there is a great 

discrepancy between the measured depth and true value.  

 
Figure 1.9 Limitation of depth measurement by the conventional optical 

interferometry based on phase change. 

 1.2.5 Summary 
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General considerations about measurement capabilities of these types of instruments can 

be summarized in Table 1.1. In Table 1.1, ○, △ and × indicate excellent performance, medium 

level and poor performance, respectively. Although stylus profilometry and APM are 

versatile and well established, there are limitations related to measurement speed and 

potential surface damage. Even very light pressure leaves detectable traces on plastics, glass, 

and even metals. Reduced contact pressure can minimize the damage, at the expense of 

measurement speed and fidelity. Cross-section SEM has the advantages of relatively high 

throughput and the resolution with nanometers level, whereas the technology requires the 

vacuum condition for measurement and obviously destroys the sample. For all optical 

metrologies, the non-contact nature and high potential of in-process measurement are clear 

merits. Scatterometry is a promising technology for quality control with fast speed and 

astonishing accuracy, however, this method only can be applied to overall evaluation for 

periodic gratings. Compared to scatterometry, CLSM and optical interferometry, based on 

acquisition of topography data from point by point scans, can output the quantitative depth 

information with respect to position. Furthermore, compared to CLSM, optical 

interferometry has the important property of higher sensitivity irrespective of magnification, 

not requiring a scanning process, and a better axial resolution for depth measurement. 

However, due to the significant errors of the measured depths, optical interferometry cannot 

be applied to depth measurement of diffraction-limited microgrooves. 
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Table 1.1 Conventional depth evaluation methods.  

 
Stylus 

profilometry 
AFM 

Cross-

section 

SEM 

Scatterometry CLSM 
optical 

interferometry 

Throughput 

(not requiring a 

scanning process) 

× × △ ○ × ○ 

Noninvasiveness × △ × ○ ○ ○ 

Individual 

difference 

evaluation 

○ ○ ○ 

× 

(overall 

evaluation for 

periodic 

gratings) 

○ ○ 

Lateral resolution 
△ 

(sub-μm) 

○ 

(nm) 

○ 

(nm) 

○ 

(nm) 

△ 

(sub-

μm) 

× 

(sub-μm) 

Axial resolution 
○ 

(sub-nm) 

○ 

(sub-

nm) 

○ 

(nm) 

○ 

(nm) 

× 

(sub-

μm) 

○ 

(sub-nm) 

Accuracy in depth 

measurement of 

diffraction-limited 

microgrooves 

○ ○ ○ ○ × × 

  

1.3 Objectives  

All of current depth measurement methods of microgrooves shown in previous research 

have some disadvantages. The optical interferometry based on phase change is a promising 

method due to its high throughput, noninvasiveness, feasibility in individual difference 

evaluation, high axial resolution and the potential of in-process measurement. However, 

because of the significant errors of the measured depths, the optical interferometry cannot be 

applied to depth measurement of diffraction-limited microgrooves. Hence, the focus of this 

research is to develop a novel optical depth measurement method, which (1) enables the 
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quantitative evaluation of the diffraction-limited microgrooves, having an aspect-ratio of 1, 

on different materials, with an accuracy of 10%, (2) is capable of the individual difference 

evaluation of each microgroove, and (3) has a depth measurement range optically greater 

than half of the incident wavelength, without the phase ambiguity problem. The contributions 

of this Ph.D. thesis can be divided into the following areas: 

1.3.1 Far-field-based Near-field Reconstruction Depth Measurement(FNRDM) 

As described in previous sections, due to the significant errors of the measured depths (see 

Fig. 1.9), the conventional optical interferometry based on phase change cannot be applied 

to depth measurement of diffraction-limited microgrooves. In order to overcome this problem, 

we proposed a novel technology, called Far-field-based Near-field Reconstruction Depth 

Measurement(FNRDM). FNRDM connects the depth information of diffraction-limited 

microgrooves with the near-field phase difference, which can be calculated from practical 

far-field optical observations rather than directly measured by specialized equipment, i.e., 

near-field scanning optical microscopy. Both the numerical analysis based on the FDTD 

method and some practical experiments are performed to demonstrate the validity of 

FNRDM. Further, the maximal measureable depth and the practical applicability of FNRDM 

are theoretically discussed.  

1.3.2 A measurement system based on low-coherence illumination 

In order to measure all the required far-field observations of the proposed FNRDM 

method, the designs of an infinite corrected imaging system, a Linnik interferometer and an 

incident plane wave unit are presented. Then, considering the spatially background noise 

caused by the laser speckle and the multiple interference from a transparent surface, the low-

coherence illumination is used, achieved by a LED source and a carefully selected bandpass 

filter. Finally, an optical cage system is also exploited to achieve the spatially sensitive 

optical path-length measurement and temporally sensitive optical path-length measurement. 

1.3.3 Noise-immune dual-wavelength interferometry  



18 
 

Since the phase of light is 2π periodic, the depths of microgrooves which are optically 

larger than half of the incident wavelength subject to the phase measurement ambiguity. In 

order to achieve the depth measurement of deep microgrooves, a noise-immune dual-

wavelength interferometry was proposed. Using the noise-immune dual-wavelength 

interferometry, not only the depth measurement range can be extended, but also the noise 

level can be dramatically decreased to that in a single-wavelength phase map. Two 

experiments of measuring the diffraction-limited gratings on a silicon surface and a 

transparent polymer surface are implemented, to show that a combination of the proposed 

FNRDM method and the noise-immune dual-wavelength interferometry enables the 

quantitative depth evaluation of the diffraction limited and deep microgrooves with an 

accuracy of less than 10%. The combination also provides a potential of measuring the depth 

of diffraction-limited and steep microgrooves with high accuracy. 

1.3.4 A novel phase unwrapping method using a Fluorinert liquid 

A droplet-based phase unwrapping method using a Fluorinert liquid is also proposed to 

solve the phase ambiguity problem. This method includes the generation and combination of 

two phase maps under an air condition and a droplet condition. When the two phase maps 

are combined, the synthetic depth is equivalent to the depth measured by a longer wavelength 

based on the refractive index difference. In this method, a one-shot interferometry based on 

the Fourier Transform method, an auxiliary horizontal observation setup with high speed 

camera and a Fluorinert liquid with unique properties are presented. The proposed method 

enables the phase unwrapping by using only single-wavelength illumination, has a high 

temporal resolution and requires significantly less computational work than other least-

squares integration technologies. 

1.3.5 Discussion of the practical applicability of FNRDM 

A further discussion about the practical applicability of FNRDM is demonstrated. The 

practical applicabilities to be investigated include versatile microgrooves with different 

internal conditions, grating structure and microhole structure. As long as the optical wave 

from the bottom surface is radiated to the far-field, FNRDM has the potential to evaluate the 
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depth. One of the important measurement characteristics of FNRDM is that we do not need 

a priori knowledge about the reflection efficiency from the bottom surface of microgrooves, 

which can be solved as an unknown information. Furthermore, when fully considering the 

contribution of top surface for grating structure and the polarization of incident beam for 

microhole structure, FNRDM also enables the quantitative depth evaluation with an accuracy 

of 10% beyond the diffraction limit. The discussion indicates that the proposed FNRDM 

method not only can be applied to depth measurement of fine microgrooves, but also has a 

potential to evaluate the depth of kinds of diffraction-limited microstructures.  

1.4 Organization 

This section is a summary of the research performed within the scope of this Ph.D. thesis, 

and the organization is shown in Fig. 1.10. 

This chapter, Chapter 1, provides an introduction to the research background, concerning 

the functional microstructures and the state-of-the-art technology of depth measurement, and 

the research objectives. 

Chapter 2 gives a brief introduction about the theory of diffraction, Fourier Optics, near-

field optics and the FDTD method. Then, the near-field and far-field optical waves reflected 

from microgrooves based on the FDTD simulations are analyzed. The reason why the 

significant errors of depth measurement exist by optical interferometry based on phase 

change is elaborated. Finally, a novel optical depth measurement method was proposed, 

called Far-field-based Near-field Reconstruction Depth Measurement (FNRDM). FNRDM 

connects the depth information of diffraction-limited microgrooves with the near-field phase 

difference, which can be calculated from practical far-field optical observations rather than 

directly measured by specialized equipment, i.e., near-field scanning optical microscopy. 

Chapter 3 presents a theoretical analysis to demonstrate the validity of FNRDM, when 

measuring the diffraction-limited microgrooves. Further, the detectable depth of FNRDM 

and the applicability under the noise condition are discussed. 

Chapter 4 focuses on the development of the measurement system. A measurement 

system based on low-coherence illumination is developed to inspect the required far-field 
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observations of the proposed FNRDM method. Besides the feature of low-coherence 

illumination, the designs of this measurement system also include an infinite corrected 

imaging system, a Linnik interferometer, an incident plane wave unit and an optical cage 

system. Two experiments are performed to demonstrate that the developed measurement 

system not only provides speckle-free images, but also allows for spatially sensitive optical 

path-length measurement and temporally sensitive optical path-length measurement.  

Chapter 5 describes an experiment to verify the validity of the proposed FNRDM method. 

The depth of 300-nm-wide nanochannels on a microfluidic sample are measured by both a 

AFM and the developed measurement system. By comparing the results between the two 

methods, it is clearly found that the measured depth by FNRDM has an accuracy of less than 

10% beyond the diffraction limit (772 nm) of the measurement system.  The experiment 

results suggest that FNRDM has the advantages of greatly improved accuracy over 

conventional interferometry and enables the individual difference evaluation of each 

nanochannel, which is not possible with scatterometry. 

Chapter 6 gives a brief introduction about the phase wrapped problem and the 

conventional dual-wavelength interferometry. Then, a noise-immune phase unwrapping 

method was presented to extend the depth measurement range and make the noise level 

dramatically decreased to that in a single-wavelength phase map. By the FDTD method, the 

feasibility of the noise-immune phase unwrapping method is numerically analyzed. Next, 

two experiments are performed to demonstrate the validity of a combination of the proposed 

FNRDM method and the noise-immune dual-wavelength interferometry, when measuring 

the diffraction-limited and deep microgrooves. The experiment results suggest that the 

proposed method enables the quantitative depth evaluation of the diffraction-limited and 

deep microgrooves, on both silicon surface and the transparent polymer surface, with an 

accuracy of less than 10%, without the phase ambiguity problem. The combination also has 

a potential of measuring the depth of diffraction-limited and steep microgrooves with high 

accuracy. 

Chapter 7 shows a novel phase unwrapping method using a Fluorinert liquid. This 

method includes the generation and combination of two phase maps under an air condition 
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and a droplet condition. When the two phase maps are combined, the synthetic depth is 

equivalent to the depth measured by a longer wavelength based on the refractive index 

difference. In order to achieve the droplet-based phase unwrapping method, a one-shot 

interferometry based on the Fourier Transform method, an auxiliary horizontal observation 

setup with high speed camera and a Fluorinert liquid with unique properties are presented. 

Based on the RCWA simulation, the numerical analysis for both the diffraction-free and 

diffraction-limited microgrooves are performed to verify the applicability of the droplet-

based phase unwrapping method using a Fluorinert liquid.  

Chapter 8 discusses the practical applicability of FNRDM. The practical applicabilities 

to be investigated include versatile microgrooves with different internal conditions, grating 

structure and microhole structure. The simulations based on the FDTD method are performed 

to demonstrate the validity of measuring the mentioned diffraction-limited microstructures 

by FNRDM. 

Chapter 9 is conclusions and future work. 
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Figure 1.10 Structure of organization of this thesis 



23 
 

Chapter 2. Proposal for optical depth 

measurement of diffraction-limited microgrooves  

This chapter gives a brief introduction about the theory of diffraction, Fourier Optics, 

near-field optics, to develop an understanding of the way optical systems process light to 

form images. Then, the finite-difference time-domain (FDTD) method is presented, which is 

a numerical tool for modeling computational electrodynamics and extremely useful in 

analyzing the electromagnetic fields in both near-field and the far-field. Next, both the near-

field and far-field optical waves reflected from microgrooves are analyzed by the FDTD 

method. The results showed the far-field optical response forming mechanism of diffraction-

limited microgrooves and explained why the significant errors exist in depth measurement 

by optical interferometry based on phase change, descried in Chapter 1. Finally, according 

to this analysis, we proposed a novel optical depth measurement method which enables the 

quantitative depth evaluation of diffraction-limited microgrooves with high accuracy. The 

proposed method is called Far-field-based Near-field Reconstruction Depth Measurement 

(FNRDM). FNRDM connects the depth information of diffraction-limited microgrooves 

with the near-field phase difference, which can be calculated from practical far-field optical 

observations rather than directly measured by specialized equipment, i.e., near-field scanning 

optical microscopy.  

2.1 Optical image formation  

In any optical imaging system, light must propagate from the source to the object, where 

it is absorbed or scattered or reflected etc., and then from the object to the recorder. The 

theory of diffraction [63][64][65], covering both free-space propagation and propagation 

through apertures, and Fourier optics [66] are important for the understanding of optical 

image formation. 

2.1.1 Theory of diffraction [63] 
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Suppose that we have an aperture in a screen illuminated from behind by a point light 

source, and we want to determine the field at an observation plane with a distance from the 

aperture. The key idea is the Huygens-Fresnel principle, which is a superposition concept. 

The field at any point in the observation plane is the superposition of the contributions from 

each point in the aperture plane, where we can think of each such point as a point source 

emitting a spherical wave. As illustrated in Fig. 2.1, E1(x1, y1) and E2(x2, y2) denote the 

complex amplitudes of electrical fields at an arbitrary point (x1, y1) in the aperture plane and 

an arbitrary point (x2, y2) in the observation plane, respectively. r is the propagating distance 

between E1 and E2. z is the distance between aperture plane and observation plane. According 

to Huygens-Fresnel Principle, point (x1, y1) within the aperture may be envisioned as being 

covered with coherent secondary point sources. Thus, E2(x2, y2) can be obtained by adding 

all optical waves that radiate from the aperture plane. This addition can also be written as a 

so-called superposition integral, given by Eq. (2.1).  

 
Figure 2.1 Diffraction from an arbitrary aperture. 

1
2

1
exp( ) ( )

A

E
E ikr K dA

i r



                                               (2.1) 

Where k is the wave vector and equal with 2π/λ, K() is the obliquity factor,  is the 

diffraction angle. If the point light source is far away from the aperture plane and the incident 

beam irradiating on the aperture plane can be regarded as the plane wave illumination, 

Kirchhoff gave the following expression for K(χ):  
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1 cos
( )=

2
K





                                                         (2.2) 

Then, if the distance (z) between aperture plane and observation plane is much larger than 

Fresnel distance (RF), given by Eq. (2.3), the relation between E1(x1, y1) and E2(x2, y2) can be 

written as Eq. (2.4), which is the so-called Fraunhofer diffraction regime.  

2 2

1 1 max( )
F

x y
R




                                                      (2.3) 

2 2 1 2 1 2
2 2 2 2 2 1 1 1 1 1

exp( )
( , ) exp( ( )) ( , )exp( )

2

x x y yikz ik
E x y x y E x y ik dx dy

i z z z


                   (2.4) 

For a sufficiently large z and sufficiently small x2 and y2, the relation between them 

satisfies Eq. (2.5). Under that condition, the relation between E1(x1, y1) and E2(x2, y2) becomes 

a pure Fourier transform, shown in Eq. (2.6). In other words, the field distribution in the 

Fraunhofer diffraction pattern is the Fourier transform of the field distribution across the 

aperture.  

2 2

2 2 1
x y

z


                                                    (2.5) 

1 2 1 2
2 2 2 1 1 1 1 1

exp( )
( , ) ( , )exp( )

x x y yikz
E x y E x y ik dx dy

i z z


                (2.6) 

As depicted in Fig. 2.2, a monochromatic plane wave propagating is incident on the 

circular aperture with a radius of a. Assume that A is the source strength per unit area in the 

aperture plane and A  is constant over the entire aperture. For a circular opening, polar 

coordinates are suggested in mathematical calculation. In the observation plane, q denotes 

the polar radius for an arbitrary point M on the observation plane. Then, the irradiance at 

point M is given by Eq. (2.7). 
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Fig. 2.2 Fraunhofer diffraction at a circular aperture. 
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The irradiance I(0) at the center of the pattern on the observation plane is 

2 2 2

2
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2
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 
                                               (2.8) 

If r is assumed to be essentially constant over the pattern, we can write 
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 
  
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Where sin=q/r. Such a pattern is plotted in Fig. 2.3. Because of the axial symmetry, the 

towering central maximum corresponds to a high-irradiance circular spot known as the Airy 

disk. The central disk is surrounded by a dark ring that corresponds to the first zero of the 

function J1(u). It is known that J1(u) = 0 when u = 3.83, that is, kaq/r = 3.83. The radius q1 

drawn to the center of this first dark ring can be thought of as the extent of the Airy disk. It 

is given by  

1 1.22
2

r
q

a


                                                      (2.10) 
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Fig. 2.3 The Airy pattern. 

For a lens focused on the observation plane, the focal length f ≈ r, so 

1 1.22
f

q
D


                                                   (2.11) 

Where D is the aperture diameter. According to the Rayleigh Criterion, two points are said 

to be just resolved when the center of one Airy disk falls on the first minimum of another 

Airy pattern. For a microscopy, the diffraction limit is given 

0.61
d

NA


                                                   (2.12) 

with d the lateral resolution, λ the wavelength and NA the numerical aperture of the objectives.    

2.1.2 Fourier optics [63-65] 

In any optical imaging system, the light propagates both free space and lenses. A lens can 

also perform a Fourier transform.  As shown in Fig. 2.4, if the electric field in the front focal 

plane of a lens is E1(x1, y1), then the electric field E2(x2, y2) in the back focal plane is: 
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Fig. 2.4 A lens performing a Fourier transform. 
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Where f is the focal length of the lens. It is found that Eq. (2.13) is the same with Eq. (2.6) 

by substituting distance z with the focal length f. Therefore, we can bring the observation 

plane in close to the aperture without changing the Fraunhofer diffraction pattern by using a 

focusing lens.  

Fourier techniques give a framework to describe how to form images. The imaging system 

is linear and space invariant. Consider the self-luminous and incoherent source depicted in 

Fig. 2.5. We can imagine that each point on the object plane (So) emits light that is processed 

by the optical system. The scattering light emerges to form a spot on the image plane (Si). In 

addition, assume that the magnification between object and image planes is 1. If dudv is a 

differential element located at (u, v) on the object plane, then the element will emit a radiant 

flux of I0(u, v)dudv. Because of diffraction (and the possible presence of aberrations), this 

light is smeared out into some sort of blur spot over a finite area on the image plane rather 

than focused to a point. According to the sifting property of the delta function, the irradiance 

distribution I0(x, y) on the object plane can be written as  

( , ) ( , ) ( , )o oI x y I u v x u y v dudv                                 (2.14) 
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Fig. 2.5 A lens system forming an image. 

I0(x, y) can be regarded as a linear combination of elementary delta functions, each 

weighted by a number I0(u, v). Therefore, the irradiance distribution Ii(X, Y) on the image 

plane is the superposition of the images formed by each delta function, which is expressed in 

Eq. (2.15). 

( , ) ( , ) ( , )i oI X Y I x y h X x Y y dxdy                           (2.15) 

Where function h is the so-called impulse response, which is the response of the system to a 

delta function. And in optics, function h is the point spread function (PSF). In a well-

corrected system, PSF is the Airy irradiance function (Eq. (2.9)) centered on the Gaussian 

image point, given by Eq. (2.16).  
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                                                    (2.16) 

From Eq. (2.15), Ii(X, Y) is a superposition over weighted PSFs in the image plane using 

the same weighting function as in the object plane. This equation is also the so-called 

convolution integral in two dimensions. Therefore, under the circumstance of incoherent 

illumination, the irradiance distribution on the image plane is the convolution of the 

irradiance distribution on the object plane and point spread function, given by Eq. (2.17). 

( , ) ( , )i oI X Y I x y psf                                                (2.17) 
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If the light source is coherent light, then analysis of optical imaging will be based on 

complex amplitudes of electric fields. Once more the resulting image would be described by 

a spread function, although it would be an amplitude spread function (asf). Shown in Eq. 

(2.18), the complex amplitude Ei(X, Y) on the image plane is the convolution of the complex 

amplitude Eo(x, y)  on the object plane and amplitude spread function. 

( , ) ( , )i oE X Y E x y asf                                              (2.18) 

2.2 Near-field optics and the FDTD method 

2.2.1 Near-field optics 

In optics, the near-field and far-field are regions of the electric field around an object. As 

an object scatters incident illumination, there are two types of waves: (a) the propagating 

wave and (b) non-propagating wave or evanescent wave. Near-field optical waves [67][68], 

composed of both propagating components and non-propagating waves, are localized to the 

source region of optical radiation or to the surfaces of materials interacting with free radiation, 

i.e. the electric field on the object plane in section 2.1.2. While far-field optical waves are at 

greater distances away from the object, i.e. the electric field on the image plane in section 

2.1.2. Generally, the near-field region is characterized by the region in space where the 

evanescent waves cannot be neglected. Because of its exponential distance dependence, the 

evanescent wave cannot exist in free-space and is restricted to material boundaries, making 

it impossible to decouple the evanescent wave from its source. Consequently, an evanescent 

wave cannot exist in the absence of other waves in space.  

In many situations, near-field optical waves are explored for their ability to localize optical 

energy to length scales smaller than the diffraction limit. This localization is being explored 

for ultrasensitive detection and for high-resolution optical microscopy and spectroscopy. 

Compared with far-field optical waves, the physical properties of near-field optical waves 

are drastically different, such as spatial and temporal coherence, the polarization state and 

thermal energy density.  

2.2.2 The FDTD method 
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Although near-field optical waves contain high spatial frequency information that defines 

smaller features, they are confined in the near-filed region of test structures and cannot be 

observed without specialized equipment, i.e., near-field scanning optical microscopy 

[69][70][71]. The finite-difference time-domain (FDTD) method is a very useful technique 

to analyze the electromagnetic fields in both the near-field and the far-field scattered from a 

complex geometrical object [72][73][74].  

The FDTD method has been widely used to solve Maxwell’s Equations in the 

electromagnetic interactions between different objects. The basic mathematical and physics 

formalism behind the FDTD algorithm is discussed as an indispensable background in this 

section [75]. 

The simplest statement of Maxwell’s Equations applies to the behavior of the electric and 

magnetic fields in free space with no charges and no currents. In that instance,  
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                                                      (2.19) 

Where D, E, B and H are electric flux density, electric field, magnetic flux density and 

magnetic field, respectively. ∇⋅ and ∇ symbols denote the divergence operator and the curl 

operator. Consider the general environment as a liner, homogeneous and isotropic medium, 

which is physically at rest, the constitutive relations are:  

D E

B H








                                                           (2.20) 

Where ε and μ are dielectric constant and magnetic permeability, respectively. In three 

dimensions, Maxwell Equations have six electromagnetic field components. With the 

assumption that the structure is infinite in the z dimension and that the fields are independent 

of z, the Maxwell’s equations are split into two independent groups of equations (Eq. (2.21) 

and (2.22)) that can be solved in the xy plane only, which results in the transverse electric 
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(TE) and transverse magnetic (TM) equations. Then, we can use the components of Ex, Ey, 

and Hz to solve TE equations and those of Hx, Hy, and Ez to solve TM equations. 
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                                            (2.22) 

A schematic of three-dimensional Yee Cell in the FDTD method is shown in Fig. 2.6. It 

contains six electromagnetic field components: electric fields of Ex, Ey, Ez and magnetic fields 

of Hx, Hy, Hz. The use of the FDTD method is based on the discretization of the whole area 

into numbers of cells. As shown in Fig. 2.6, determined spatial distributions of 

electromagnetic field components are assigned in certain points of the area (x, y, z), taking 

into account discrete and finite step size (Δx, Δy, Δz).  

 
Figure 2.6 Schematic of Yee Cell in the FDTD method. 
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Yee’s scheme also consists in considering electric field and magnetic field shifted in space 

by half a cell and in time by half a time step via the central difference approximation. 

Considering that the function f(x,y,z,t) denotes the electric or magnetic field in the coordinate 

system, it can be discretized as 
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Where x, y and z are the spatial offset between sample points, and t is the temporal 

offset. The index i, j and k correspond to the spatial steps (effectively the spatial location), 

while the index n corresponds to the temporal step. By substituting Eq. (2.23) to Eq. (2.21) 

and (2.22), we can obtain the update equation for both electric field and magnetic field. 
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Eq. (2.24) and (2.25) are generic equations which can be applied to any magnetic-field 

node. It is found that the future value of electric field (or magnetic field) depends on only its 

previous value and the neighboring magnetic fields (or electric fields).  

It has been verified that at least 10 cells per wavelength are necessary to ensure an 

adequate representation. The wavelength to consider is the smallest wavelength in the 

simulation. Once the cell size has been chosen, the time step is also chosen according to 

stability considerations. The time increment (Δt) has to obey the following bound, known as 

Courant-Freidrichs-Lewy (CFL) stability criterion [76], is given as  

2 2 2
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( ) ( ) ( )
t

c x y z
 

    
                                                (2.26) 

Where c is propagation speed of the light. Although the FDTD method has a high 

requirement of memory and simulation time, the advantages of the FDTD method include 

the incorporation of the effects of reflection and emission, modeling wave propagation in 

complex media, etc.  

2.3 Numerical analysis of near-field and far-field optical responses from 

microgrooves 

2.3.1 Simulation setup 

Figure 2.7 shows both the far-field and near-field optical waves when optical methods 

based on phase change are applied in depth measurement of microgrooves.  A microgroove 
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structure is illuminated by an incident plane wave, and the depth of the microgroove structure 

is proportional to the practically detected far-field phase difference () between the top 

surface and bottom surface, according to conventional optical methods based on phase 

change. 

 

Figure 2.7 Far-field and near-field optical waves of microgrooves 

The FDTD method is applied to analyze both the near-field and far-field optical waves 

from the microgroove. In this PhD thesis, we use a commercial software (Rsoft) to implement 

the FDTD method. In this Chapter, the details of the simulation setup of the FDTD method 

were concluded as follows. 

(a) Define the physical structures and a light source. As illustrated in Fig. 2.8, it is the 

schematic of the microgroove model, where a silicon microgroove structure is illuminated 

by a plane wave with a wavelength of 488 nm. The incident beam propagates along the z 

direction, and the distance between the light source and the top surface of the microgroove 

is 1 μm.  
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Figure 2.8 The FDTD simulation of a silicon microgroove structure 

(b) Define a simulation region and boundary conditions. Both the reliable results and the 

requirements of memory and simulation time should be taken into account. The width and 

height of the simulation region in Fig. 2.8 are 4 μm and 2.5 μm, respectively. Setting 

reasonable mesh size is crucial. Here, the mesh size is set as 5 nm. In addition to the mesh 

size, we need to define how the electromagnetic fields behave at the boundaries of the 

simulation region. By default, Rsoft uses Perfectly Matched Layer (PML) boundary 

conditions (BC) [77][78]. A PML boundary consists of several grid points added to the edge 

of the domain and is designed to act as a highly lossy material that absorbs all incident energy 

without producing reflections. This allows field energy which is incident on the boundary to 

effectively leave the region. A periodic boundary stipulates that any field which leaves the 

boundary on one side of the domain should reenter the domain on the opposite side. Hence, 

as shown in Fig. 2.8, PML boundary conditions are set at the upside and downside of the 

simulation region, while periodic boundary conditions are used at the left and right sides of 

the simulation region. 

(c) Define monitors to record data for analysis. The complex amplitudes of electric field 

in xz plane are recorded by using frequency analysis. 
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2.3.2 Influence of polarization  

Before the phase analysis for depth measurement, the polarization state of incident beam 

is discussed when measuring the microgroove structure.1000-nm-wide and 200-nm-wide 

microgrooves are simulated in the same settings (described model in Fig. 2.8), with a same 

depth (300 nm), under P polarization and S polarization, respectively. Figure 2.9 depicts the 

near-field amplitude distribution resulting from the interaction of the incident light with a 

1000-nm-wide microgroove under different polarizations, while the results of 200-nm-wide 

microgroove are shown in Fig. 2.10. In Fig. 2.9 and 2.10, the grey layers are inserted to hide 

the electric fields inside the silicon material, and the displayed amplitudes are normalized. It 

is found that the near-field amplitude distribution resulting from the interaction of the 

incident light and the microgroove is affected by the applied polarization. And the 

microgroove with a width greater than half of the wavelength is less affected by the 

polarization state. It is concluded that a polarized incident wave of perpendicular to the inner 

wall (P polarization) is useful to deliver light energy to the bottom surface of the microgroove, 

even for a width less than half of the wavelength. Hence, P polarization is used in the 

following two-dimensional simulation models for the phase analysis. 

 

 
Figure 2.9 The near-field amplitude distribution resulting from the interaction of the 

incident light with a 1000-nm-wide microgroove under different polarizations: (a) P 

polarization and (b) S polarization. 
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Figure 2.10 The near-field amplitude distribution resulting from the interaction of the 

incident light with a 200-nm-wide microgroove under different polarizations: (a) P 

polarization and (b) S polarization. 

2.3.3 Phases analysis of diffraction-free and diffraction-limited microgrooves  

In this research, the phase information of reflected optical waves is the component of 

interest. The FDTD method can simulate reflections but cannot distinguish between a 

forward and backward traveling field. As shown in Fig. 2.11(a), the same but simplified 

version of the microgroove model (Fig. 2.8), the recorded complex amplitude in a grid 

includes both the incident beam (Ei) and the reflected beam (Er). In order to extract only the 

reflected component, we simulated another model, named as air model illustrated in Fig. 

2.11(b), where only the silicon microgroove is deleted but other settings are kept the same 

with the microgroove model. The recorded data in the air model contains only the incident 

electric field (Ei) which has the same value with the microgroove model. Through a 

subtraction process of the data between the two simulation models, the reflected electric field 

can be obtained for further post-processing. 
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Fig. 2.11 Schematic of the recorded data in a grid size of (a) the 

microgroove model and (b) the air model.  

Figure 2.12 plots a schematic of analyzing the reflected phase information from the 

microgrooves by the FDTD method. The basic settings are the same with Fig. 2.8 and the 

applied polarization is P polarization. Two types of microgrooves with different widths (1000 

nm and 200 nm) and same depth (300 nm) are simulated. The NN’ plane is the near-field 

recording plane, which is 20 nm above the top surface of microgrooves, while FF’ plane is 

the far-field imaging plane with the NA of 0.55. The diffraction limit of the imaging system 

is 540 nm. Figure 2.13 shows the near-field phase distributions for 1000-nm-wide and 200-

nm-wide microgrooves, while the corresponding far-field phase distributions are plotted in 

Fig. 2.14 according to the theory of optical image formation. It is found that the near-field 

phase distributions are extremely similar between the diffraction-free 1000-nm-wide 

microgroove (Fig. 2.13(a)) and the diffraction-limited 200-nm-wide microgroove (Fig. 

2.13(b)).  However, such a similarity cannot be found in the far-field plane. For the 

diffraction-free microgroove, the obvious phase difference between the top surface and the 

bottom surface can be observed, and the far-filed and near-field phase differences are almost 

the same, which indicates the feasibility of depth evaluation of diffraction-free microgrooves 

by conventional optical interferometry. However, in the case of diffraction-limited 200-nm-

wide microgroove, only a minute far-field phase difference can be observed (Fig. 2.14(b)). 
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Figure 2.12 A schematic of analyzing the reflected phase information from the 

microgrooves by the FDTD method: (a) a diffraction-free microgroove and (b) a 

diffraction-limited microgroove 

 
Figure 2.13 The near-field phase distributions reflected from: (a) a diffraction-free 

microgroove and (b) a diffraction-limited microgroove  
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Figure 2.14 The far-field phase distributions reflected from: (a) a diffraction-free 

microgroove and (b) a diffraction-limited microgroove  

For a further understanding, we simulated the performance of phase distribution when the 

depths of both the diffraction-free and diffraction-limited microgrooves vary. The phase at 

the central position of the microgroove is used to calculate the phase difference and the 

corresponding depth information by Eq. (1.2). Figure 2.15 plots the measured depths from 

near-field phase differences as a function of simulated depths, while the results from far-field 

phase differences are illustrated in Fig. 2.16, which is the same with Fig. 1.9. As the simulated 

depths increase, both far-field and near-field phase differences can be applied in depth 

evaluation with high accuracy for the diffraction-free microgrooves. However, for the 

diffraction-limited microgroove, the measured depths cannot accurately reflect the depth 

information by using far-field phase differences, but the results by near-field phase 

differences are almost coincident with the theoretical values, similar to the results of 

diffraction-free microgroove.  
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Figure 2.15 Measured depths using near-field phase differences. 

 
Figure 2.16 Measured depths using far-field phase differences. 

The discrepancy of measured depths between near-field phase difference and far-field 

phase difference for the diffraction limited microgroove can be explained by Fig. 2.17. 

According to the theory of optical imaging formation, a far-field image is formed by the 
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convolution of the complex amplitude of the near-field optical wave from the target surface 

and the amplitude spread function of the employed imaging system. In the case of the 

diffraction-free microgroove (Fig. 2.17(a)), the far-field optical wave at the opening position 

of the microgroove totally originates from the bottom surface, and the far-field phase 

difference (f) is equal to the near-field phase difference (n) resulting in the original depth 

information.  Nevertheless, for the diffraction-limited microgrooves (Fig. 2.17(b)), at the 

opening position of the microgroove on the far-field imaging plane, there are contributions 

of the top surface reflection due to the spread of asf. As a result, f is decreased than n and 

cannot accurately reflect the original depth information.  

   
Figure 2.17 Schematic of far-field optical wave forming mechanism for (a) diffraction-

free microgrooves and (b) diffraction-limited microgrooves. 
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2.4 Far-field-based Near-field Reconstruction Depth Measurement 

(FNRDM) 

Based on the analysis of far-field optical wave forming mechanism of diffraction-limited 

microgrooves, a novel optical method was proposed to achieve the depth measurement with 

high accuracy. The proposed method is called Far-field-based Near-field Reconstruction 

Depth Measurement (FNRDM) [61][62]. FNRDM connects the depth information of 

diffraction-limited microgrooves with the near-field phase difference, which can be 

calculated from practical far-field optical observations rather than directly measured by 

specialized equipment, i.e., near-field scanning optical microscopy [79][80][81][82]. Figure 

2.18 shows a model on a complex plane diagram reflecting the examined physical 

characteristics. The blue, red and green arrow denote far-field observed wave at the opening 

position of microgroove, reflected optical waves from the bottom surface and the top surface, 

respectively. Af, Ab and At are the corresponding complex amplitudes of the mentioned optical 

waves. In the case of diffraction-free microgrooves, Af is almost the same with Ab, resulting 

in that the observable phase coincides with the original depth information (Fig. 2.18(a)). On 

the other hand, for diffraction-limited microgrooves, Af is not equal to Ab, but a vector sum 

of Ab and the contribution of At generated by the amplitude spread function on the complex 

plane (Fig. 2.18(b)). Apparently, when measuring the diffraction-limited microgrooves, Af, 

Ab and At obey the cosine law, with which near-field phase difference (n) and the 

corresponding depth information can be calculated. 
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Figure 2.18 Schematic of the proposed FNRDM method on a complex plane: (a) 

diffraction-free microgrooves and (b) diffraction-limited microgrooves. 

Af and f are far-filed parameters and can be obtained by practical measurements, e.g.  

optical imaging system and conventional optical interferometry. Therefore, if the 

contribution of the top surface reflection is given, the complex vector of the optical wave 

only from the bottom surface with the depth information can be derived. The calculation 

process for At is interpreted in Fig. 2.19. Assuming an arbitrary point i on the top surface of 

microgroove (the point number is n). Then on the far-field imaging plane, the reflected 

amplitude (At, i) from i can be given 

, ( ) ( ), 1,2,3...t i iA asf i A asf i i n                                                 (2.27) 
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Figure 2.19 Schematic of calculating the amplitude from the top surface (At). 

Where δi and A are the δ-pulse signal reflected from point i in the near-field and its amplitude. 

For δi from each point, A can be assumed the same due to the homogenous material. Then, 

At can be regarded as the summary of At,i, and determined by the lateral distance between the 

detection position and the edges of microgroove (x1 and x2 in Fig. 3.2, the width of 

microgroove= x1 + x2) and asf through Eq. (2.28). 
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Because the amplitude of the δ-pulse signal (Aδ) in the near-field is unknown, another 

model of a uniform surface without the microgroove area is introduced for further calculation, 

illustrated in Fig. 2.20. The amplitude (Au) from the uniform surface in the far-field imaging 

plane is given 
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Figure 2.20 Amplitude reflected from a uniform surface without the microgroove area. 

By dividing Eq. (2.28) by Eq. (2.29), the unknown Aδ can be eliminated and we can obtain  
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Where w is the width of the microgroove. Au is also a far-filed parameter and can be obtained 

by illuminating the uniform flat surface with the same material.  

The retrieval algorithm for calculating the reflected near-field phase difference (n) and 

the corresponding depth information is shown in Eq. (2.31) based on three far-field 

measurement parameters (Af, Au and f). 
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                        (2.31) 

Hence, by using the proposed FNRDM method to measure the depth of the diffraction-

limited microgrooves on different materials, the applicable conditions include:  
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(a) The amplitude at the opening position of the microgroove can be directly measured. 

(b) The amplitude from the top surface can be calculated by using the measurable 

amplitude from the uniform surface. 

(c) The phase information can be measured by phase shift interferometry. 

(d) When measuring the transparent sample, the coherence length of the measurement 

system should be shorter than the thickness of the sample and longer than the depth of 

microgrooves. 

2.5 Analysis of influence of the scattering light from the edges 

In this thesis, the phase difference by using FNRDM is defined by subtracting the phase 

at the central position of microgroove by the phase at the top surface. In other words, by 

FNRDM, we evaluate the depths of diffraction-limited microgroove by an effective depth at 

the central position of microgroove, rather than the depth distribution along the overall 

opening positions. There are two reasons: (1) Figure 2.21 plots the near-field phase 

distribution from a 200-nm-wide and 300-nm-deep microgroove, which is the same with Fig. 

2.13(b). In the magnified blue dashed box, we found that the near-field phases are 

nonuniform from the uniform bottom surface, which means a theoretical difficulty in 

measuring the depth distribution even by near-field optical response. The possible reason of 

the nonuniform near-field phase distribution is the scattering light from the edges of 

microgroove [83], shown in Fig. 2.22. In the opening position of the microgroove, besides 

the contributions of the optical waves from the top surface and bottom surface, the scattering 

light from the edges of the microgroove is a main source of the theoretical error of FNRDM. 

(2) Using FNRDM to measure the depth distribution of diffraction-limited microgrooves has 

a higher requirement of lateral resolution, when measuring the required far-field amplitude 

distributions (Af and Au) and phase distribution (f) by optical imaging system and 

conventional optical interferometry. Hence, in order to ensure the accuracy of depth 

measurement, the phase difference at the central position of microgroove is exploited for 

evaluating the depth of the diffraction-limited microgroove due to the least influence of the 

scattering light from the edges. Although the depth distribution along the overall opening 
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positions of diffraction-limited microgrooves cannot be accurately evaluated, an effective 

depth measurement at the central position of microgroove by FNRDM is of great significance 

and brings a tremendous progress to optically three-dimensional imaging of diffraction-

limited microstructures.  

 
Figure 2.21 The nonuniform near-field phase distribution from the uniform bottom 

surface of a 200-nm-wide and 300-nm-deep microgroove. 

 

Figure 2.22 The influence of scattering light from the edges of microgrooves 

In order to further analyze the influence of scattering light from edges, two discussions 

based on FDTD simulations were performed. 
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(1) As the depth increase, the influence of scattering light from upper edges. When 

considering the contribution from the upper edges, the schematic of calculating depth 

information is plotted in Fig. 2.23. s denotes the phase information caused by scattering light 

from the upper edges. As shown in Fig. 2.24, s can be calculated by the infinite model, 

where the depth of the microgroove model is set as infinite in the FDTD simulation. Because 

there isn’t reflection from the bottom surface in the infinite model. Then substituting s into 

the microgroove model, the depth of information with considering the scattering light from 

the upper edges can be calculated.   

   
Fig. 2.23 Schematic of calculating depth information when considering the scattering 

light from the upper edges 
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Fig. 2.24 The finite model for calculating s 

Figure 2.25 shows the results with and without considering the scattering light from the 

upper edges. The simulation parameters are as followings: 488-nm-wavelength, NA = 0.55, 

the diffraction limit = 540 nm, silicon 100-nm-wide microgroove. It is found that: (1) when 

eliminating the scattering light from the upper edges, the measured depth (red dotted line) by 

FNRDM is much close to theoretical values, compared to the model without considering the 

scattering light (black dotted line). (2) As simulated depth increases, the measured depths 

without considering the scattering light tend to be a stable value, while this threshold has 

been broken with considering the scattering light. Obviously, as the simulated depth increases, 

the optical wave from the bottom surface becomes weaker while the scattering light from the 

upper edges is almost the same. When the simulated depth is sufficiently large, the scattering 

light is much stronger than the optical waves from the bottom surface and becomes the 

dominating contribution of the synthetically observed optical wave, the measured depth tends 

to be a stable value and FNRDM cannot be applied to evaluate the depth with high accuracy. 

(3) The measured depths with considering the scattering light from the upper edges are 

always larger than the theoretical values. The increasing trend in the measured depths may 

be explained by the influence of the scattering light from the bottom edges. As the simulated 

depth increases, the scattering light from the bottom edges is also variable. 
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Fig. 2.25 Measured depths of the 100-nm-wide microgrooves with and without 

considering the scattering light from the upper edges 

(2) The influence of different types of upper edges. Figure 2.26 shows the schematic of 

typical two examples of microgrooves with different upper edges. The simulation parameters 

are as followings: 488-nm-wavelength, NA = 0.55, the diffraction limit = 540 nm, 200-nm-

wide and 300-nm-deep standard microgroove. And the results are summarized in Table 2.1. 

It is found that the observed far-field amplitude from the microgroove (Af) changes depending 

on the shape of upper edges. However, for all those structures, the measured depths by the 

proposed FNRDM method have an accuracy of less than 10% error, no matter whether there 

are defections of the upper edges.   
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Fig. 2.26 Schematic of typical two examples of microgrooves with different upper edges 

Table 2.1 The measurement results for the examined structures in the Fig. 2.26. 

Types Standard microgroove Triangular edges Round edges 

Observed far-field 

amplitude from the 

microgroove (Af) [a.u.] 

150.5 148.2 148.7 

Calculated far-field phase 

difference by 4-step phase 

shift method (f) [rad] 

0.23 0.22 0.23 

Calculated far-field 

amplitude from the top 

surface (At) [a.u.] 

149.3 149.3 149.3 

Measured depths by 

FNRDM [nm] 
308.0 310.6 310.4 

 

Although it is known that the accuracy of depth measurement can be improved by 

eliminating the scattering light from the edges, it is still difficult to eliminate or decrease the 

scattering light in the practical measurement, which is also our important future work. 

2.6 Conclusions 



54 
 

In this Chapter, a brief introduction about the theory of diffraction and Fourier Optics was 

given to develop an understanding of the way optical systems process light to form images. 

According to the optical imaging theory, the far-field optical image is formed by the 

convolution of the complex amplitude of the near-field optical wave from the structure and 

the point spread function. Then, the near-field optics, which can break the diffraction limit, 

was introduced.  

Next, the finite-difference time-domain (FDTD) method was presented, which is a 

numerical tool for modeling computational electrodynamics and extremely useful in 

analyzing the electromagnetic fields in both near-field and the far-field.  

Both the near-field and far-field phase information reflected from diffraction-free and 

diffraction-limited microgrooves were analyzed by the FDTD method. It is found that, for 

the diffraction-limited microgroove, the measured depths cannot accurately reflect the depth 

information by using far-field phase differences, but the results by near-field phase 

differences are almost coincident with the theoretical values, similar to the results of 

diffraction-free microgroove. Based on the far-field optical response forming mechanism of 

diffraction-limited microgrooves, we explained the limitation of depth measurement by the 

conventional optical interferometry based on phase change.  

Finally, a novel optical depth measurement method (FNRDM) was proposed to achieve 

the depth evaluation of diffraction-limited microgrooves with high accuracy. FNRDM 

connects the depth information of diffraction-limited microgrooves with the near-field phase 

difference, which can be calculated from practical far-field optical observations rather than 

directly measured by specialized equipment, i.e., near-field scanning optical microscopy. The 

practical far-field observations include the amplitude from the microgroove structure (Af), 

phase difference between the top surface and the bottom surface (f) and the amplitude from 

a uniform surface without microgroove area (Au). By FNRDM, we evaluate the depths of the 

diffraction-limited microgroove by an effective depth at the central position of microgroove, 

rather than the depth distribution along the overall opening positions, because of the 

scattering light from the edges of microgroove. When the depth to be measured is sufficiently 

large, the scattering light is much stronger than the optical waves from the bottom surface 
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and becomes the dominating contribution of the synthetically observed optical wave, the 

measured depth tends to be a stable value and FNRDM cannot be applied to evaluate the 

depth. 
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Chapter 3. Numerical analysis of the proposed 

FNRDM method  

In Chapter 2, we proposed a novel optical depth measurement method (FNRDM) which 

enables the depth evaluation of diffraction-limited microgrooves with high accuracy. 

FNRDM connects the depth information of diffraction-limited microgrooves with the near-

field phase difference, which can be calculated from practical far-field optical observations 

rather than directly measured by specialized equipment, i.e., near-field scanning optical 

microscopy. In this chapter, the numerical analysis based on the FDTD simulations is 

performed to demonstrate the validation of the measurement principle. Further, the detectable 

depth of FNRDM and the applicability under the noise condition are discussed.  

3.1 Verification by numerical analysis 

In this section, we attempted to verify the basic validity of FNRDM by the combination 

of Rsoft simulation and Matlab processing. The processes of obtaining the far-field 

parameters (Af, Au and f) required in FNRDM in the simulation analysis are as followings. 

3.1.1 Far-field amplitudes 

By the FDTD method, the complex amplitude of electric field of interest can be recorded. 

Figure 3.1 illustrates a schematic of the simulated microgroove model, and the basic 

parameters of the microgroove model and the settings for optical imaging system are listed 

in Tab. 3.1. Figure 3.2 plots the far-field amplitude distribution of reflected optical wave, and 

Af at the central position is 150.5. 
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Figure 3.1 The simulation model of a microgroove structure for the verification of FNRDM 

Table 3.1 Basic simulation settings for the verification of FNRDM 

Parameters  

Wavelength of incident beam 488 nm 

Grid size 5 nm (x)  5 nm (z) 

Simulation region 4 μm (width)  2.5 μm (height) 

Near-field recording plane  20 nm above the top surface of microgroove 

NA 0.55 

The diffraction limit 540 nm 

 
Figure 3.2 The far-field amplitude distribution reflected from the microgroove. 
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In order to obtain Au, another model of the uniform surface under the same conditions of 

Table 3.1 is simulated, shown in Fig. 3.3. Also, the far-field amplitude distribution reflected 

from uniform surface can be plotted in Fig. 3.4. Substituting Au (229.2) to Eq. 2.30, At at the 

central position of microgroove is calculated as 149.3. 

 
Figure 3.3 The simulation model of the uniform surface for the verification of FNRDM 

 
Figure 3.4 The far-field amplitude distribution reflected from the uniform surface 

3.1.2 Far-field phase  

3.1.2.1 Four-step phase shift method 
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In consideration of the practical application, the phase shift method [84][85][86][87] is 

used to extract the phase information from the observed intensities in the simulation analysis. 

Phase shifting interferometry is a powerful means of analyzing interferograms to recover the 

phase information by recording multiple interferograms. In the two-beam phase shift 

interferometer, the intensity distribution of kth interferogram can be expressed by 

( , ) ( , ) ( , ) 2 ( , ) ( , ) cos( ( , ) )k s r s r kI x y I x y I x y I x y I x y x y                 (3.1) 

Where Is(x, y) and Ir(x, y) are the intensity distributions from the sample and the reference, 

respectively. φ(x, y) is the phase distribution to be measured. k is the relative reference phase 

for kth interferogram. Equation (3.1) shows that there are three unknowns in one 

interferogram irradiance pattern: Is(x, y), Ir(x, y) and φ(x, y). The latter unknown is of primary 

interest since it encodes the depth information of interest. With three unknowns, at least three 

measurements with different values of  are needed to recover φ(x, y). Although the three-

step algorithm gives an exact result, it is sensitive to errors in the value of φ(x, y) and 

measurement noise. The four-step algorithm, providing superior performance over the three-

step algorithm, is used in our work.  

In the four-step phase shifting interferometry, 1, 2, 3 and 4 are 0, π/2, π and 3π/2, 

respectively. Then, the intensity distributions of the four interferograms are  
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Where the (x, y) dependence is omitted. Solving for the phase gives 
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                                                          (3.3) 

3.1.2.2 Simulation analysis for far-field phase 
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As depicted in Fig. 3.5, it is a schematic of simulating the four-step phase shift 

measurement. Four simulations, called step 1-4, are needed to obtain the complex amplitudes 

of the reference optical waves. In the step 1, the height of the reference surface is kept the 

same as the microgroove model to set 1=0. Then, in the step 2, the height of the reference 

surface is reduced by λ/8 to set 2= π/2. Analogously, the height decrements of the step 3 and 

4 are λ/4 and 3λ/8, respectively. Then, according to the superposition of coherent beams, the 

complex amplitudes of the optical waves from the microgroove structure and the four 

reference surfaces are added in the complex plane to obtain the relative interferograms, 

shown in Fig. 3.6.  

 
Figure 3.5 Schematic of simulating the four-step phase shift measurement. 
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Figure 3.6 The obtained interferograms by four-step phase shift method 

By the four-step phase shift method, the far-filed phase distribution is depicted in Fig. 

3.7(a). As a contrast, we also plotted the far-filed phase distribution from only the 

microgroove structure by the FDTD method (Fig. 3.7(b)). The consistency between the two 

far-field phase distributions is confirmed, which indicates the feasibility of the four-step 

phase shift method. f at the central position of the microgroove is 0.23 rad. 

 
Figure 3.7 Far-field phase distribution of simulated microgroove by: (a) four-step phase 

shift method and (b) recorded data in the FDTD method 

3.1.3 Measured depth by FNRDM 
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By using the relation of three values as complex vectors as shown in Fig. 3.8, the near-

field phase difference (n) at the central position of the microgroove can be calculated as 1.65 

rad. Then, according to Eq. (2.31), we can get the depth value of 308 nm (the integer k = 1 

due to the phase wrapping problem) for the 300-nm-depth microgroove. The phase 

unwrapping problem will be discussed in Chapters 7 and 8. The simulation results suggest 

that by FNRDM the depth of a 200-nm-wide and 300-nm-deep microgroove can be measured 

with an accuracy of 8 nm (2%) beyond the diffraction limit (540 nm).  

 
Figure 3.8 Depth calculation by proposed FNRDM method in the simulated 200-nm-wide 

and 300-nm-deep microgroove. 

3.2 The detectable depth by FNRDM 

In this section, the detectable depth by FNRDM will be discussed under the circumstance 

of different NAs and widths of diffraction-limited microgrooves. Firstly, for 200-nm-wide 

microgrooves under the same simulation conditions with Tab. 3.1, the simulated depths vary 

from 20 nm to 1500 nm. Figure 3.9(a) shows the depth measurement characteristics of 

FNRDM, while the measured depths using near-field phases are plotted in Fig. 3.9(b). From 

Fig. 3.9(a), it is clear to see that the maximal detectable depth by FNRDM is almost 1 μm, 

which means a relatively high aspect ratio of 5.0. The error is defined as dividing the 

differences between the measured depths of FNRDM and the simulated depths by the 

simulated depths, and the evaluation is carried out by computing the mean value of the errors. 
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When the measurement range is 20-1000 nm, the average errors are 4.0%, 3.8% and 3.3% 

for NA=0.2, 0.55 and 0.95, respectively.  However, the conventional method of using only 

far-field phase difference (f) cannot measure the depth even with NA= 0.95. On the other 

hand, through the comparison with the results by using near-field phases (Fig. 3.9(b)), a 

similar trend in measured depths according to the depth variation can be observed, which 

suggests that it is feasible to calculate the near-field phase and the corresponding depth 

information by proposed FNRDM. Furthermore, in the case of 200-nm-wide microgrooves, 

the maximal detectable depth (1000 nm) by FNRDM is slightly greater than that (~800 nm) 

of near-field phase. This phenomenon may be explained by the filtering effect of the 

scattering light from the edges generated by the optical imaging system.   

 



64 
 

 
Figure 3.9 Measured depths of the 200-nm-wide microgrooves by: (a) the proposed 

FNRDM method and (b) direct near-filed phase of the FDTD method 

Secondly, under the same simulation conditions with the case of 200-nm-wide 

microgroove, 100-nm-wide and 50-nm-wide microgrooves are analyzed. The simulated 

depth ranges are 20-600 nm and 20-360 nm, respectively. Figures 3.10 and 3.11 plot the 

measurement results of two types of microgrooves with NA=0.2, 0.55 and 0.95 by FNRDM 

and near-field phases. For both the two types of microgrooves, the similar trends in measured 

depths according to the depth variation between FNRDM and using near-field phases can be 

observed. In addition, the detectable depth ranges between FNRDM and using near-field 

phases for the two types of microgrooves are almost the same. The expansion of detectable 

depth range by FNRDM cannot be observed as the case of 200-nm-wide microgrooves. By 

FNRDM, some observations are as followings: (a) for the 100-nm-wide microgroove, the 

maximal detectable depths of FNRDM is approximately 300 nm and the corresponding 

aspect-ratio is 3. During this depth range, the average errors are 17.7%, 17.4% and 16.3% for 

NA=0.2, 0.55 and 0.95, respectively. (b) For the 50-nm-wide microgroove, although the 

measured depths by FNRDM are much closer to the simulated depths than the results by 
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conventional method, the average errors are relatively large, which are 35.3%, 34.7% and 

33.3% for NA=0.2, 0.55 and 0.95, when the measured depth range is below 50 nm. Obviously, 

when the width of the measured microgroove becomes smaller, the optical wave from the 

bottom surface becomes weaker while the scattering light from the upper edges becomes 

stronger, which will result in a greater measurement error in depth evaluation. When the 

simulated depth is sufficiently large, the scattering light is much stronger than the optical 

waves from the bottom surface and becomes the dominating contribution of the synthetically 

observed optical wave, FNRDM cannot be applied to evaluate the depth with high accuracy. 

As shown in Figures 3.9(a), 3.10(a) and 3.11(a), when the simulated depths exceed the 

maximal detectable depths for the corresponding microgrooves with certain widths, the 

measured depths of FNRDM tend to be stable values. By FNRDM, the measurable aspect-

ratios under the mentioned simulation conditions are 5 for the 200-nm-wide microgroove, 3 

for the 100-nm-wide microgroove and 1 for 50-nm-wide microgroove. 
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Figure 3.10 Measured depths of the 100-nm-wide microgrooves by: (a) the proposed 

FNRDM method and (b) direct near-filed phase of the FDTD method 
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Figure 3.11 Measured depths of the 100-nm-wide microgrooves by: (a) the proposed 

FNRDM method and (b) direct near-filed phase of the FDTD method 

From Figures 3.9, 3.10 and 3.11, it is also found that the depth of the diffraction-limited 

microgroove can be measured by FNRDM even with a small NA, while a tiny improvement 

in measurement accuracy with high NA can be observed. In the practical application, the 

sensitivity of measuring the far-field phase should be considered under different NAs. Figure 

3.12 plots the far-field phase difference (f) at the central position of the microgroove as a 

function of the simulated depths with NA=0.2, 0.55 and 0.95, respectively.  The simulation 

results show that for all the microgrooves with different widths, the measured far-field phase 

difference is larger when the applied NA is higher, which indicates a high sensitivity of using 

high NA for far-field phase detection. In the practical experiments, the setup with high NA 

should be considered to improve the system robustness and reduce the influence of the 

measurement noises, which will be introduced next section. 
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Figure 3.12 The far-field phase difference (f) at the central position of the microgroove 

as a function of the simulated depths with different NA: (a) 200-nm-wide microgrooves, 

(b) 100-nm-wide microgrooves and (c) 50-nm-wide microgrooves. 

3.3 Applicability of FNRDM under practical noise conditions 

In order to apply the proposed FNRDM method to the production site, the diffraction-

limited microgrooves under environmental noise condition were analyzed in this section. 

Ideally, various sources of the measurement uncertainty should be considered, such as 

vibration, stray light, fluctuation of air, stability of light source, refractive index fluctuation 

due to atmospheric pressure and temperature change, shot noise of optical detector, and so 

on. But, as the first step of the uncertainty estimation of the proposed method, only the 

uncertainty of the observed intensity distributions (Af, Au and the interferograms used for 

calculating the far-filed phase) are analyzed in this section. Therefore, a statistical analysis 

adding Gaussian noise with sigma 2 = 3% to the observed intensity distributions is 

performed. It is believed that the fluctuation value (Gaussian noise with sigma 2 = 3%) of 

the observed intensity distributions is close to the practical noise condition, including the 

mentioned uncertainty sources, and the noise level can be thought as almost a standard level 

at the general production site for micro-manufacturing.  
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The 200-nm-wide and 300-nm-deep microgroove under the simulation condition of Tab. 

3.1 was analyzed. The analysis processes are as followings. (a) Adding the Gaussian noise 

with sigma 2 = 3% to each of the interferograms in the four-step phase shift method. Figure 

3.13 plots an example of the extracted far-field phase distribution from the set of four phase 

shifted intensity distributions under above noise condition. And the maximal error of the two 

phase distributions (black and red lines in Fig.3.13) is calculated for further processing. (b) 

Considering the worst situations by using 3% noise to the observed amplitudes from the 

microgroove and the uniform surface (Af and Au) combined with plus or minus the maximal 

error of far-field phase difference (f). According to the proposed FNRDM with the noisy 

detection data, we can get the statistical results estimating systematic error in Fig. 3.14. It is 

found that, under the noise condition, the standard deviations (Std.de) of measurement errors 

are 26 nm, 8 nm and 3 nm with NA = 0.2, 0.55 and 0.95, respectively. The results suggest 

that numerical aperture directly affects the measurement accuracy, as analyzed in Section 3.2 

(Fig. 3.12). Under the mentioned noise condition, the 200-nm-width microgrooves with an 

aspect ratio of 1.5, can be quantitatively evaluated with less than 5% error by using imaging 

objective with numerical aperture of 0.95 and the wavelength of 488 nm (the Rayleigh 

criterion = 313 nm). 
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Figure 3.13 An example of the extracted far-field phase distribution from the set of four 

phase shifted intensity distributions under the noise condition. 

 
Figure 3.14 Estimation of systematic error under the practical noise environment for the 

200-nm-wide and 300-nm-deep microgroove (R.C. = 313 nm for 0.95 NA, 541 nm for 0.55 

NA, and 1488 nm for 0.20 NA; λ = 488 nm). 

In addition, another type of microgroove (100-nm-wide, 200-nm-deep, aspect-ratio of 2) 

was analyzed under the same noise condition. The statistical results are shown in Fig. 3.15. 
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Under noise condition, the standard deviations (Std.de) of measurement errors are 38 nm, 11 

nm and 6 nm with NA = 0.2, 0.55 and 0.95, respectively. The coincidence of the influence by 

NA with the case of 200-nm-wide microgrooves can be observed. With NA of 0.95 and the 

wavelength of 488.0 nm (the Rayleigh criterion = 313 nm), the measurement accuracy is less 

than 10% by the proposed FNRDM method in the case of 100-nm-width microgroove under 

the Gaussian noise with sigma 2 = 3%. 

 
Figure 3.15 Estimation of systematic error under the practical noise environment for the 

100-nm-wide and 200-nm-deep microgroove (R.C. = 313 nm for 0.95 NA, 541 nm for 0.55 

NA, and 1488 nm for 0.20 NA; λ = 488 nm).  

3.4 Conclusions 

In this chapter, the numerical analysis based on the FDTD method was implemented to 

demonstrate both the validity and the detectable depth of FNRDM. Firstly, a simulation 

analysis for a fine 200-nm-wide and 300-nm-deep microgroove was performed to validate 

the feasibility of FNRDM with a wavelength of incident beam of 488 nm and a numerical 

aperture of 0.55. The results showed that FNRDM can measure the depth of the 200-nm-

wide microgroove with an accuracy of 8 nm (3%) beyond the diffraction limit of 540 nm, 

which cannot be evaluated by the conventional interferometry based on phase change.  

Then, the detectable depths of FNRDM for microgrooves with different widths were 

discussed by the FDTD simulation. Obviously, the scattering light from the edges of 



73 
 

microgrooves has an impact on the resultant optical wave at the opening position, resulting 

in a theoretical error in the observed phase. As the simulated depth increases, the optical 

wave from the bottom becomes weaker while the scattering light is almost the same.  When 

the simulated depth is sufficiently large, the scattering light is much stronger than the optical 

waves from the bottom surface and becomes the dominating contribution of the synthetically 

observed optical wave, FNRDM cannot be applied to evaluate the depth. It is found that, by 

FNRDM, the measurable aspect-ratios are 5 for the 200-nm-wide microgroove, 3 for the 100-

nm-wide microgroove and 1 for 50-nm-wide microgroove by using the wavelength of 488 

nm, beyond the diffraction limit of applied imaging system. 

Finally, we analyzed the practical applicability of the proposed FNRDM method under 

the noise condition. Two types of diffraction-limited microgrooves under environmental 

noise condition were analyzed. The results suggest that under the noise condition, (1) 

numerical aperture directly affects the measurement accuracy; (2) both a 200-nm-wide 

microgroove with an aspect ratio of 1.5 and a 100-nm-wide microgroove with an aspect ratio 

of 2 can be quantitatively evaluated with less than 10% error by using imaging objective with 

numerical aperture of 0.95 and the wavelength of 488 nm (the Rayleigh criterion = 313 nm). 
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Chapter 4. Measurement system based on low-

coherence illumination 

In chapter 2, a novel optical depth measurement method (FNRDM) was proposed to 

achieve the depth evaluation of diffraction-limited microgrooves with high accuracy. Not 

only validation of the measurement principle but also a feasibility study for its practical 

applicability were demonstrated. In the proposed FNRDM method, there are three required 

far-field observations: the amplitude from the microgroove structure (Af), phase difference 

between the top surface and the bottom surface (f), and the amplitude from a uniform surface 

without microgroove area (Au). In this section, a measurement system based on low-

coherence illumination and Linnik interferometry was developed to measure the three far-

filed observations. 

4.1 Fundamental design of the measurement system 

According to the far-field observations to be measured, the measurement system can be 

separated into two parts: (a) one part for amplitude detection and (b) another part for phase 

measurement. Considering the micro and nano scale of the microgroove, the magnification 

power of the measurement system is extremely important. 

4.1.1 Infinity-corrected optical system 

As shown in Fig. (a), in a finite correction optical system [88][89][90], the objective lens 

forms an intermediate image by itself. While in an infinity-corrected optical system, a light 

beam emitted from a specimen passes through the objective lens which does not form an 

image and enters as an infinity parallel beam in the tube lens which forms an intermediate 

image, as depicted in Fig. 4.1 (b). Because of the flexible space between objective and tube 

lens, termed the infinity space, an infinity-corrected optical system basically has the 

following advantages: (1) a magnification does not change even if the distance between the 

objective lens and tube lens is changed. (2) Even if a parallel flat plate is inserted between 
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the objective lens and tube lens, the parfocal point remains unchanged and no image shifting 

occurs. Hence, the infinity corrected optical system are commonly used in microscope 

systems to offer high quality imaging.  

 

(a)  

  

(b) 

Figure 4.1 Schematics of (a) a finite correction optical system and (b) an infinity-

corrected optical system.   

4.1.2 Linnik interferometer 

Interference microscopy is widely used to measure the far-field phase by detecting the 

optical path difference between two beams that have been split. Figure 4.2 shows the 

schematics of three common interferometers. Interferometers with low magnification from 

1 to 5 are usually realized in the Michelson interferometer [91][92][93], as shown in Fig. 

4.2(a). In this setup, a light source is split into two arms by a beamsplitter. The two beams 

are reflected back toward the beamsplitter, then are combined. The resulting interference 
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pattern that is not directed back toward the source is typically directed to some type of 

photoelectric detector or camera. In this setup, the reference mirror is placed outside the 

imaging path. At these low magnifications, the aperture angle is rather small and the field of 

view is quite big. So, in a Michelson interferometer, the mirror inside the imaging path would 

block too much light coming from the object. Figure 4.2(b) shows the schematic of a Mirau 

interferometer [94][95][96]. Here, two plane parallel glass plates are placed in front of the 

objective lens. The difference between the Mirau interferometer and the Michelson is in the 

physical location of the reference arm. The reference arm of a Mirau interferometer is located 

within a microscope objective assembly. Hence, due to its space saving and robust against 

mechanical influences, the Mirau interferometer is widely used in white light interferometers. 

As shown in Fig. 4.2(c), the basic configuration of a Linnik interferometer [97][98][99][100] 

is the same with a Michelson interferometer. In the Linnik interferometer, no components in 

front of the objective lens in the measurement arm are needed. In order to achieve an equal 

optical path length in the reference path and reduce aberrations, the objective lens in the 

measurement arm is duplicated in the reference arm. Due to the more complex design, a 

Linnik setup is quite expensive. Another reason why it is rarely used is the demanding 

adjustment and its sensitivity to mechanical and thermal influences. However, compared to 

the Michelson interferometer and Mirau interferometer, the Linnik type provides the highest 

numerical aperture and magnification, and preserves the whole working distance. 

 

(a) 
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(b) 

 

(c) 

Figure 4.2 Schematics of three common interferometers: (a) a Michelson interferometer; 

(b) a Mirau interferometer and (c) a Linnik interferometer 

Considering both the measurement accuracy and the miniaturization of the microgroove 

to be measured, the interference microscopy with higher magnification and higher lateral 

resolution is more advantageous. Hence, in this research, a design of Linnik interferometer 

was adopted for the far-field phase detection. 

4.2 A plane wave incident unit 
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As mentioned measurement principle in Fig. 1.8, a plane wave incident illumination is 

crucial in depth measurement phase on change. Otherwise, e.g. in the case of Gaussian type 

illumination, the phase difference between the bottom surface and the top surface is not only 

caused by the depth of microgroove, but also the wavefront difference during the propagation.  

As we can see from Fig. 4.2(c), the light passing through the objective lens in conventional 

Linnik interferometer is a focused beam, which results in theoretical wavefront errors in the 

depth evaluation. Hence, a modified Linnik microscopic interferometer system based on 

three identical objective lenses and the optical path reversibility principle were designed to 

achieve plane wave illumination, as shown in Fig. 4.3. 

 
Figure 4.3 A modified Linnik interferometer to achieve a plane wave incident 

illumination. 

In this modified Linnik setup, a collimated beam passes through the objective 1 and two 

identical convex-plane lenses set in opposite directions (lens 1 and 2). Then, a beamsplitter 

is used to divide the incident beam into two arms of equal intensity. One beam passes through 
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the object 2 and illuminates the sample. The other passes through the objective 3 and radiates 

the reference mirror. All the applied objectives are identical. The key factor is to ensure the 

distance between the objective 1 and lens 1 is equal to the distance between lens 2 and the 

objective 2 or objective 3, for obtaining plane wave illumination in measurement arm and 

reference arm. 

In order to verify the plane wave illumination by the proposed design of the modified 

Linnik interferometer, a shearing plate (Shearing Interferometers SI035P, Thorlabs) was used 

to determine if the light after objective 2 or objective 3 is collimated. Figures 4.4 and 4.5 are 

the cross-section of this shearing plate and the instructional patterns by different beams, 

which are both provided by the homepage of Thorlabs (https://www.thorlabs.com). The 

shearing plate consists of a wedged optical flat mounted at 45° and a diffuser plate with a 

ruled reference line in the middle. A diffuser plate is used to view the interference fringes 

created by Fresnel reflections from the front and back surfaces of the optical flat. If the beam 

is collimated, the resulting fringe pattern will be parallel to the central ruled reference line, 

however, the fringe pattern by a converging or diverging beam is oblique with the central 

ruled reference line, as suggested in Fig. 4.4. 

 
Figure 4.4 Schematic of cross-section of the shearing plate provided by Thorlabs. 
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Figure 4.5 The instructional patterns by different beams provided by Thorlabs. 

Figure 4.6 shows the observed patterns on the diffuser plate by the designs of conventional 

Linnik interferometer and modified Linnik interferometer, respectively. The incident beam 

is a collimated beam from a He–Ne laser source (632.8 nm, 15 mW). The applied three 

objective lenses (Mitutoyo Plan Apo Infinity Corrected Objective) have a focal length of 20 

mm, while the focal length of the two identical lens is 150 mm.  It is clearly found that the 

observed fringes in the modified Linnik interferometer are parallel to the central ruled 

reference line, similar to the collimated pattern in Fig. 4.5, while there are slanted fringes in 

the conventional Linnik interferometer. This observation is a strong indicator of incident 

plane wave illumination by the modified Linnik microscope interferometer. 

 
Figure 4.6 The practically observed patters by (a) a conventional Linnik interferometer 

and (b) the modified Linnik interferometer 

4.3 A measurement system with laser illumination 
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Due to highly spatial and temporal coherence and high irradiance, the laser source is 

widely applied in micro and nano measurement [101][102][103][104]. Figure 4.7 is the 

design of a laser-based measurement system constituted by an infinite corrected imaging 

system and the modified Linnik interferometer. The light source is a linearly polarized laser, 

which is connected to a polarization maintaining single model optical fiber. Then the point 

light source passes through a collimating lens and an aperture. Next, it is the part of modified 

Linnik interferometer, where a shutter is mounted before objective 3 in the reference path. 

When the shutter is closed, this measurement system is just an imaging system and only the 

reflected beam from sample is collected by the CCD camera. When the shutter is opened, 

two beams reflected from the sample and the reference are combined at the beamsplitter and 

create interferograms and are finally captured by the CCD. The sample is mounted on a three-

axis stage, and the reference mirror is mounted on a PZT actuator to achieve phase shifting 

control. A computer manipulates the CCD sampling and the PZT actuator for nanoscale shift 

and sample motion. The parameters of the laser source, the CCD camera, the PZT and other 

elements are listed in Tables 4.1 - 4.5, respectively. Figure 4.8 is a photography of the 

developed laser-based measurement system. The red line denotes the incident beam, while 

the reflected beams are indicated as the blue line. 
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Figure 4.7 The design of a laser-based measurement system 

Table 4.1 Parameters of the laser source 

 Parameters 

Manufacture company Melles Griot 

Type He–Ne laser 

Series number 05 LHP 151 

Power 5 mW 

Wavelength 632.8 nm 

Polarization Linear polarization 

Beam diameter 0.8 mm 
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Table 4.2 Parameters of the CCD camera  

 Parameters 

Manufacture company Basler 

Model number acA3800-14μm 

Resolution (H  V) 3840 pixel  2748 pixel 

Resolution 10 MP 

Pixel Size (H  V) 1.67 µm  1.67 µm 

Frame Rate 14 fps 

Pixel Bit Depth 8 bits 

Table 4.3 Parameters of the PZT actuator 

 Parameters 

Manufacture company PI (Physik Instrumente) 

Series number P-753.21C 

Closed‐loop travel 25 μm 

Resolution 0.1 nm 

Linearity error (closed‐loop) 0.03% 

Repeatability  2 nm 

Pitch / yaw  7 μrad 

Table 4.4 Parameters of the PZT controller  

 Parameters 

Manufacture company PI (Physik Instrumente) 

Series number E-710.4CL 

Type Closed loop 

Channels 4 

Sampling rates 
50 μs (sensor);  

200 μs (servo loop, 4 channels) 

Effective Resolution, DAC 20 bits 
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Table 4.5 Parameters of other elements in the laser-based setup 

 Parameters 

Beamsplitter A splitting ratio of 50:50 

Objective lens 

Mitutoyo Plan Apo Infinity Corrected Objective; 

NA = 0.28;  

Focal length = 20 mm 

Imaging lens Focal length = 400 mm 

Magnification power of the system 20 

The diffraction limit 1379 nm 

 
Figure 4.8 A photography of the laser-based measurement system 

Figure 4.9 shows an observation for a flat silicon surface by the developed laser-based 

measurement system. The spatially background noise was found, which is called speckle 

noise [105][106][107]. The speckle noise is a random intensity pattern when fairly coherent 

light is reflected from a rough surface. Such patterns are clearly visible to the observer when 
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highly coherent laser source is used, even in polymer materials. Undoubtedly, the speckle 

noise is source of the measurement accuracy in depth measurement when highly coherent 

laser is used for illumination. 

 

Figure 4.9 An observation for a flat silicon surface by the laser-based measurement system. 

Besides the speckle noise, another disadvantage occurs when the laser source is used to 

measure the transparent surface. As mentioned in Chapter 1, there is an increasing trend of 

fabricating functional microstructures with the more traditional materials, such as polymers, 

metals and glasses. Especially, the microfluidics and some bio-inspired functional surfaces 

are mainly manufactured by the polymer materials. When it comes to the topography 

measurement of transparent structure, the multiple interference noise [108][109][110] is a 

significant factor for spatial background noise. Transparency or translucence is a physical 

characteristic for most of polymer materials, e.g. the amorphous thermoplastic polymer. As 

shown in Fig. 4.10, an incident beam (Ei) is partially reflected and partially transmitted at 

each interface of transparent structure. As a result, the reflectively multiple beams interfere 

with each other and the total reflected beam (Er) is a coherent summation. The degree of 

constructive or destructive interference between multiple reflection depends on the difference 

in their phase, which is determined by the wavelength and angle of incident beam, the 

thickness and refractive index of transparent structure and the possible phase shifts that occur 

upon reflection. The practically spatial patterns resulting from the multiple interference and 
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optical path-length shifts can appear the visibly light and dark bands by laser and the colorful 

bands by LED source [109].  

 
Figure 4.10 Multiple reflection on transparent material. 

A flat surface on a transparent cyclic olefin copolymer (COC) sample with a thickness of 

several millimeters was irradiated by the developed laser-based measurement system, and 

Figure 4.11 shows the observation. From this figure, not only the random speckle noise can 

be observed, but the fringes (denoted in the red dashed box in Fig. 4.11) caused by multiple 

interference on the transparent structure can be found. 
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Figure 4.11 An observation for a flat surface on transparent cyclic olefin copolymer 

(COC) sample by the laser-based measurement system 

4.4 A measurement system with low-coherence illumination 

In order to reduce both the speckle noise and the multiple interference noise on the 

transparent structure, a new measurement system with low-coherence illumination was 

developed and introduced in this section. 

Figure 4.12 is the design of the measurement system with low coherence illumination, 

which are achieved by a LED lighting and a bandpass filter. The light from a white LED 

lighting converges spontaneously in its focal plane, where an aperture is mounted to adjust 

the size of incident beam. Then, the incident beam passes through a bandpass filter and the 

generated low-coherence light goes through a collimating lens. After that, a plane-convex 

lens (lens 1, f = 200 mm) and two identical objective lenses (20x Plan Apo, NA = 0.42, 

Mitutoyo) are mounted. If the separation of lens 1 and objective lens is approximately equal 

to the sum of their focal lengths, the plane wave incidence will irradiate both the sample and 

reference. As the same with the laser-based setup, the shutter for switching from the infinite-

corrected imaging system to interference system, an imaging lens, the CCD camera (see Tab. 

4.2) and the PZT (see Tab. 4.3 and 4.4) are used to constitute the new measurement system.   



88 
 

 
Figure 4.12 The design of the measurement system with low coherence illumination. 

4.4.1 The white light source and the bandpass filter 

In the new measurement system, the applied light source is a new type of white light LED, 

called hololight (HL05WW1FM-V, warm white LED lighting, Pi Photonics Inc.). There two 

main advantages by using hololight. As shown in Fig. 4.13(a), it is a schematic of the 

illumination for most LED sources with a diffuse propagation and an extremely small emitter 

size (point source). This illumination design can provide plane wave illumination for 

measurements, but the non-uniform irradiance is introduced because of the optical vignetting 

[111][112], which indicates the strong irradiance in the optical axis and the weak irradiance 

in the edge. In order to solve this problem, the applied hololight can produce the telecentric 

light [113][114][115] from a emitter area of 100 mm  100 mm, as shown in Fig. 7(b). The 

beam from hololight converges spontaneously in its focal plane due to the directional 

characteristic, then a collimating lens is mounted to obtain the plane wave illumination with 

uniform irradiance, which can eliminate the adverse effect caused by optical vignetting in the 

follow-up data processing.  
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Figure 4.13 Schematics of illumination for (a) the LED point source with diffuse 

propagation and (b) hololight used in the measurement system 

Another advantage by using hololight lies in the high power of irradiance. The optical 

signal from desired microgroove is one of important issue that must be considered in the 

experiments. Especially, because of the low reflection efficiency due to small refractive index 

of the polymer material, there is a high requirement for irradiance. The irradiance of hololight 

in its focal plane is several milliwatts level per square millimeter. Figure 4.14(a) shows an 

observation for a transparent cyclic olefin copolymer (COC) sample under 0.4 s exposure 

time by developed measurement system. As a contrast, the same sample was illuminated 

under the same exposure time by a LED-based measurement system (MCWHLP1, 41.3 

μW/mm2, Thorlabs), which was interfaced with the same optics of hololight. And the 

observation is shown in Fig 4.14 (b). 

 

(a) 
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(b) 

Figure 4.14 Observation of a transparent COC sample under same 0.4 s exposure time: 

(a) by hololight and (b) conventional LED source.   

Figure 4.15 presents the spectrum of applied hololight, which is provided by the 

manufacture company. According to both the relative intensity of hololight and the 

diffraction limit of the measurement system, the bandpass filter can be selected. In order to 

eliminate the fringe caused by multiple interference on the transparent structure, the center 

wavelength (CWL) and the bandwidth of applied filter also should be optimally designed to 

ensure the coherence length is smaller than the thickness of sample to be detected. Table 4.6 

lists the parameters of the applied filter, and the transmission are plotted in Fig 4.16, which 

are provided by the manufacture company. 
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Figure 4.15 Spectrum of hololight, provided by Pi Photonics Inc. 

Table 4.6 Parameters of applied bandpass filter 

 Parameters 

Manufacture company Thorlabs 

Series number FLH532-10 

CWL 532 nm 

Bandwidth (FWHM) 10 nm 

 
Figure 4.16 Transmission of applied bandpass filter, provided by Thorlabs. 
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4.4.2 Optical cage system 

Another improvement of the measurement system with low-coherence illumination is the 

optical cage design, which uses four rigid steel rods to mount optical components along a 

common optical axis. The center-to-center rod spacing in our system is 30 mm. The optical 

cage system can provide the good robustness, overall solidity and optical coaxiality for 

measurements. A photography of the measurement system with low-coherence illumination 

is presented in Fig. 4.17.  

 
Figure 4.17 A photography of the measurement system with low-coherence illumination 

A type of drop-in mount is used, for quick and easy insertion of Ø1" optical elements into 

the developed 30 mm cage system. As shown in Fig. 4.18, they are photographs of inserting 

the mount into a pre-assembled cage system (Fig. 4.18(a)), and removing the mount (Fig. 

4.18(b)). As we can see, the drop-in mount allows for 360° rotation of optical elements within 

a 30 mm cage system. After inserting the mount into a cage system, turn the optic 

perpendicular to the optical axis and snap the mount onto adjacent cage rods before tightening 

the setscrew. The drop-in mount allows optical elements to be inserted or removed from an 

assembled cage system without affecting the alignment or assembly of the rest of the system, 
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which is crucial to obtain the visible interference fringes to be introduced in Chapter 5 and 

in dual-wavelength measurement system to be introduced in Chapter 6.   

                              
Figure 4.18 photographs of (a) inserting the mount and (b) removing the mount in a cage 

system 

In this setup based on the low-coherence illumination, the CWL of incident LED light is 

532 nm and the numerical aperture of the objective lens is 0.42. Hence, the diffraction limit 

of this system is 772 nm, while the magnification power is 40. 

4.4.3 Measurement by low-coherence illumination 

The coherence length can be calculated by  

2CWL

FWHM
L                                                            (4.1) 

Under the hololight and the bandpass filter, the coherence length of the developed 

measurement system is 28 μm and far less than the coherence length of laser source (meters 

level). Using this measurement system with low coherence illumination to measure the same 

silicon sample with Fig. 4.9 and the same COC sample with Fig. 4.11, the results are 

presented in Fig. 4.19 and 4.20, respectively.  
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Figure 4.19 An observation for the same silicon surface as Fig. 4.9 by the developed setup 

with low-coherence illumination 

 
Figure 4.20 An observation for the same COC surface as Fig. 4.11 by the developed setup 

with low-coherence illumination 

Obviously, from Figs 4.19 and 4.20, the spatial noise caused by the speckle noise and 

multiple interference disappeared by the low-coherence illumination. In order to 

quantitatively compare the spatial background noises by the measurement system based on 

low-coherence illumination and a laser-based system, we measured the spatial topography 

images from the same flat surface on a transparent COC sample by the two systems, 

respectively. The thickness of this COC sample is several millimeters and greatly larger than 
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the coherence length (28 μm) of the developed measurement system. The referenced laser-

based system is interfaced with the same cage system of hololight. The Linnik interferometer 

and the four-step phase shift method are used to calculate the spatial height distribution. The 

spatial topography images (height maps) by the two measurement systems are presented in 

Fig. 4.21. The standard deviation of heights is reduced from 16 nm by laser source (Fig. 

4.21(b)) to 2 nm by the low-coherence illumination (Fig. 4.21(a)). The experiment results 

show that, by eliminating both the speckle noise and multiple interference noise on 

transparent structure, the spatial uniformity and accuracy by the low-coherence illumination 

are substantially better than the laser source. Furthermore, with the developed measurement 

system based on low-coherence illumination, the standard deviation of heights from the flat 

surface on a transparent COC sample is 2 nm.  
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Figure 4.21 Spatial topography images by (a) the developed measurement system based 

on low-coherence illumination and (b) a laser-based system. 

4.5 Sensitivity of the developed measurement system 

In this section, the sensitivity of the developed measurement system based on low-

coherence illumination (Fig. 4.17) is discussed through practical measurements. Using the 

developed setup and the four-step phase shift method, we imaged the height maps from a flat 

surface on a transparent COC sample repeatedly, to obtain a 28-frame stack. For each frame 

of one topography image, the evaluated field of view (FOV) is 4  4 μm2. Figure 4.22 shows 

the temporal histogram of the heights at the same measurement point over the entire stack. 

The red dots denote the raw data, while the black line indicates the fitting profile by a 

Gaussian distribution, given by  

2

2

( )
exp

2

x b
f a

c

 
  

 
                                                   (4.2) 
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Figure 4.22 Temporal sensitivity of optical path-length measurement 

With f of the probability density, x of the topography, a, b and c are the coefficients of the 

Gaussian distribution. Figure 4.23 depicts the spatial histogram of the heights over the entire 

FOV of one frame. And Table 4.7 lists the coefficients of the Gaussian distributions applied 

in temporal and spatial histograms. Both the temporal and spatial histograms basically 

coincide with the Gaussian distribution (R2 = 0.95 and 0.99). The noise levels, 0.83 nm and 

2.24 nm, represent the limit in optical path-length sensitivity across the entire FOV and 

between frames, respectively.  

Table 4.7 Parameters of the fitting Gaussian distributions 

 a [nm] b [nm] c [nm] Goodness of Fit (R2) 

Temporal histogram 0.20 0.04 0.83 0.95 

Spatial histogram 0.07 -0.08 2.24 0.99 
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Figure 4.23 Spatial sensitivity of optical path-length measurement 

4.6 Conclusions 

In order to measure the three required far-field observations of the proposed FNRDM 

method, the measurement system was developed and introduced in this Chapter. 

Firstly, according to the measurement requirements, the fundamental designs of the 

infinite corrected imaging system and the Linnik interferometer were presented, for obtaining 

the high magnification power and high lateral resolution.  

Secondly, in order to achieve a plane wave incident illumination for the sample and 

reference, a design of the modified Linnik interferometer based on the optical path 

reversibility principle was proposed. A commercial shearing plate is used to verify the 

validity of this optical path design.  

Thirdly, we developed a laser-based measurement system, which enables the 

measurements of required far-field observations. However, due to the high coherence of this 

system, the laser speckle and the multiple interference from a transparent structure lead to a 

great spatial background noise, which is adverse to depth measurement. 
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In order to solving the mentioned problem, a new setup based on low-coherence 

illumination was developed. The optical cage system was also applied in this new setup. By 

comparing the observations of same flat surfaces with a laser-based setup and the new setup 

based on low-coherence illumination, it is found that the spatial uniformity and accuracy of 

images by the low-coherence illumination are substantially better than the laser source. The 

diffraction limit, magnification power and coherence length of the setup based on low-

coherence illumination are 772 nm, 40 and 28 μm, respectively. 

Finally, we analyzed the sensitivity of the developed measurement system based on low-

coherence illumination. The results suggest that this setup not only provides speckle-free 

images, but also allows for spatially sensitive optical path-length measurement (2.24 nm) and 

temporally sensitive optical path-length measurement (0.83nm). 
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Chapter 5. Experiment verification of FNRDM 

beyond the diffraction limit 

In Chapter 4, a measurement system based on the low-coherence illumination and Linnik 

interferometry was developed to measure the required far-field observations of the proposed 

FNRDM method. In this chapter, the channels with a nominal width of 300 nm and a nominal 

depth of 110 nm on a transparent cyclic olefin copolymer (COC) surface were measured to 

verify the validity of the proposed FNRDM method. Not only a greatly improved accuracy 

over conventional interferometry, but also a possible evaluation of the individual differences 

for each channel which is not possible with scattertometry will be demonstrated.  

5.1 A transparent microfluidic sample with functional channels 

Figure 5.1 illustrates a schematic of a microfluidic sample (thermoplastic COC 5013L 

molded sample, transparent), which was fabricated by Technical University of Denmark. The 

thickness of sample is several millimeters and far larger than the coherence length (28 μm) 

of developed measurement system. On the surface of this microfluidic sample, there are two 

main areas: uniform surface (denoted as red dashed box in Fig. 5.1(a)) and functional 

nanochannels (denoted as yellow dashed box in Fig. 5.1(a)).  The nanochannels are connected 

with a terminal microchannel by tapered inlets. Figure 5.1(b) depicts a schematic of cross-

section of the functional nanochannels. The nominal width, depth and pitch of these periodic 

nanochannels are 300 nm, 110 nm and 4300 nm, respectively. Obviously, the nominal width 

is far less than the diffraction limit (772 nm) of the developed measurement system. Hence, 

this microfluidic sample is suitable for the experimental verification of proposed depth 

evaluation method and developed measurement system. Figure 5.2 shows an observation of 

the microfluidic sample by an optical microscopy.  
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Figure 5.1 Schematics of the transparent microfluidic sample: (a) top view and (b) cross-section.  

 
Figure 5.2 An observation of the transparent sample by an optical microscopy. 
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5.2 AFM measurement of the transparent microfluidic sample  

In order to obtain the reliable reference data for verification, the transparent microfluidic 

sample has been measured by AFM. The applied Innova AFM [116][117][118], which 

delivers accurate, high-resolution imaging and a wide range of functionality for advanced 

research in physical, life and material sciences. The Innova AFM uses a stationary probe, and 

samples are scanned back and forth beneath the probe. Typically, the samples are attached to 

round metal disks (pucks) which are magnetically attached to the top of the scanner tube. The 

scanner moves the sample in the x, y and z direction, and the probe obtains information from 

the sample. All aspects of the electromechanical design of Innova AFM have been optimized, 

from the rigid microscope stage with a short mechanical loop and low thermal drift to the 

ultra-low noise electronics. The result is a unique combination of high-resolution 

performance and closed-loop positioning. The Innova AFM uses Bruker’s proprietary ultra-

low noise digital closed-loop scan linearization for accurate measurements in all dimensions, 

regardless of size, offset, speed, or rotation in air and liquid.  

Before the measurement of the transparent microfluidic sample, a calibration of AFM was 

performed to ensure the accuracy. A standard artifact (VGRP-18M) is used as a general 

purpose sample of known feature sizes to calibrate the AFM scanners within a certain 

tolerance. The nominal pitch and depth of the standard artifact are 10 μm and 180 nm, 

respectively. Figure 5.3 shows a two-dimensional image of the standard artifact, and the 

height histograms before and after calibration. After calibration by using the standard artifact, 

the measurement accuracy of AFM scanner in Z direction is approximately 3 nm. 
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(a) 

 

(b) 

Figure 5.3 AFM calibration: (a) a two-dimensional image of standard artifact (VGRP-

18M) and (b) height histograms before and after calibration. 

The AFM measurement of the transparent microfluidic sample includes the following 

processes. Firstly, identify the location. In order to evaluate the same nanochannels between 

AFM measurement and the developed setup based on low-coherence illumination, a rough 

scanning of AFM measurement was implemented on the microfluidic sample. The samples 

per line, scan rate and scan range of rough scanning are 256, 1.0 Hz and 30  30 μm2, 
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respectively. As shown in Fig. 5.4, both the functional nanochannels (bottom right region) 

and the uniform surface (upper right region) are clearly found, and the terminal microchannel 

(the thick dark line) is the key location mark. The evaluating area (dashed blue box), 

containing four nanochannels, has a distance of 11 μm to the terminal microchannel in X 

direction and is adjacent to the uniform surface in Y direction. The size of the evaluating area 

is 2  16 μm2.     

   
Figure 5.4 AFM measurement by a rough scanning process for location identification. 

Then, a fine scanning process was carried out to obtain the topography in the evaluating 

area. The samples per line, scan rate and scan range of rough scanning are 1024, 0.1 Hz and 

2  16 μm2, respectively. Figure 5.5(a) plots the two-dimensional topography image of the 

evaluating area, while the corresponding height histogram is illustrated in Fig. 5.5(b). 

According the AFM measurement, the depth of nanochannels in the evaluating area on the 

transparent microfluidic sample is approximately 114 nm. 
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Figure 5.5 AFM measurement of the evaluating area by a fine scanning process: (a) a 

two-dimensional topography image and (b) a height histogram. 

5.3 Measurement by the developed setup 

In this section, the three far-field observations of the proposed FNRDM method, including 

the amplitude from the microgroove structure (Af), phase difference between the top surface 



106 
 

and the bottom surface (f), and the amplitude from a uniform surface without microgroove 

area (Au), were measured by the developed system based on low-coherence illumination. The 

measurement processes are as followings.  

5.3.1 Measurements for far-field amplitudes 

Firstly, the same evaluation area with the fine scanning of AFM measurement is located. 

Turn off the shutter in the reference arm of the developed setup, then the imaging of the 

microfluidic sample was presented in Fig. 5.6 by the infinite corrected imaging system. The 

functional nanochannels (bottom right region), uniform surface (upper right region) and the 

terminal microchannel (the thick dark line) are clearly observed. Here, Au of the proposed 

method can be regarded as the average amplitude of the measured uniform surface in Fig. 

5.6, then the amplitude from the top surface (At) of the nanochannel is calculated by Eq. 

(2.30).  

   
Figure 5.6 Raw observation of the transparent microfluidic sample by the infinite-

corrected imaging system. 

By using the marks of the terminal microchannel and the uniform surface, the data in the 

same evaluating area (blue dashed box in Fig. 5.6) with AFM measurement can be exported. 

After a rotation process by Matlab, the amplitude distribution in the evaluating area was 

shown in Fig. 5.7. The dark part and bright part indicate the bottom surface and the top 
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surface of the nanochannels, respectively. The amplitudes at the central positions of the four 

nanochannels denote the amplitudes (Af) from the nanochannels. 

 
Figure 5.7 Amplitude distribution of the four nanochannels in the evaluating area. 

5.3.2 Far-field phase measurement 

Then, the shutter in the reference arm was turned on, to measure the far-field phase by the 

Linnik interferometer. Although the Linnik interferometer has the advantages of a high lateral 

resolution and magnification power, it is difficult to search for interference fringes in Linnik 

white light interferometry with an extremely short coherence length because of the optical 

path mismatch of two interference arms [119][120][121][122][123][124].  

As we know, the visibility of interference fringes is affected by the amplitude ratio of two 

interferometric light, the size of light source (spatial coherence) and the monochromaticity 

of light source (temporal coherence). In order to get the visible interference fringes by the 

developed setup, some efforts were made: (1) an aperture was mounted in the focal plane of 

hololight to adjust the size of incident beam, as shown in Fig. 4.12 or 4.17. (2) The reference 

mirror was replaced by a flat surface made from the same material with sample (transparent 

thermoplastic COC 5013L), for obtaining the maximal amplitude ratio of two interferometric 

light.  



108 
 

Furthermore, the practical adjustments for reducing the optical path difference (OPD) in 

our experiments are introduced. Figure 5.8 illustrates a schematic of OPD in the developed 

Linnik white light interferometer. The length in measurement path (Lm) or reference path (Lr) 

includes the distances between the beamsplitter and objectives (L1 or L1’) and between 

objectives and sample or reference (L2 or L2’). For obtaining the interference fringes, OPD 

should be minimized less than at least the coherence length of developed measurement 

system (28 μm). The adjustment processes are as followings.  

 
Figure 5.8 Schematic of OPD in a Linnik white light interferometer 

(1) Roughly determine the positions of two objective lenses by the marks on the rods of 

caged system, to enable L1 ≈ L1’.  

(2) As mentioned, a flat surface made from COC was used as the reference. Besides the 

flat surface, there are some other features on this COC surface. By the visual observation of 

features from the measured sample and the reference, the in-focus positions in the 

measurement arm and reference arm are determined (L2 ≈ L2’).  

(3) Provisionally increase the coherence length of the measurement system by changing 

the bandpass filter, to search the interference fringes under larger coherence lengths. Two 

more bandpass filters are used here: one has a CWL of 532 nm, a bandwidth of 4 nm and a 

coherence length of 71 μm, while another has a CWL of 532 nm, a bandwidth of 1 nm and a 

coherence length of 280 μm. When the interference fringes occur, we replaced the filter with 
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the original one with the coherence length of 28 μm. As shown in Fig. 5.9 (a), the blurred 

interference fringes (indicated in the dashed yellow box) are found by the developed 

measurement system. Besides the features from the measured sample (see Fig. 5.6), another 

microchannel (indicated in the red dashed box) occurs in the left side of FOV, which is the 

feature from the reference COC surface and is used to determine the in-focus position in the 

reference arm.  

(4) Move the reference along optical axis to make the interference fringes more clear but 

features more blurred, which indicates a decrement of OPD, as shown in Fig. 5.9(b).  

(5) Move the objectives 2 along optical axis to get the clear imaging of features from the 

reference again, as shown in Fig. 5.10(c). In the developed cage system, the two objectives 

are fixed on the adjustable mounts (SM1Z, Z-axis translation mount, Thorlabs) capable of 

moving the objectives along optical axis. The purpose of this process is to determine the 

position of objectives 2 accurately, making L1 = L1’ and L2 = L2’. The results are presented 

in Fig. 5.9(c). 

(6) Adjust the angle of the reference to make the interference fringes wider, which is 

beneficial to the phase calculation. Simultaneously, the OPD should be minimized by the 

clear imaging of the features from the reference. Figure 5.9(d) illustrates the results. 

(7) Finally, move the reference along observation plane to ensure that only flat surface of 

the reference is captured by CCD, as shown in Fig. 5.9(e). 
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Figure 5.9 Observations during the adjustment processes for obtaining visible 

interference fringes in Linnik white light interferometry. 

As shown in Fig. 5.10, the four interferograms with π/2 phase shifting, which are denoted 

as I1, I2, I3, and I4, are used to calculate the wrapped far-field phase distribution (φ) by four-

step phase shift method. Figure 5.11 plots the calculated φ in the evaluating area, from which 

the alternate distribution of darkness and brightness reflecting the upper surface and bottom 

can be clearly observed. The far-field phase differences f are obtained through subtracting 

the phases at the central position of the four nanochannels by the average phase of only top 

surface. 
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Figure 5.10 Four adjacent interferograms with π/2 phase shifting 

 
Figure 5.11 Far-filed phase distribution in the evaluating area. 

5.4 Experiment results 
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5.4.1 Feasibility and superiority of FNRDM 

According to the proposed FNRDM method, the measured amplitude from nanochannels 

(Af), the amplitude from the top surface (Au) and far-field phase difference (f) in the 

evaluating area are substituted into Eq. (2.31)  to calculate the near-field phase differences 

and corresponding depths. The k in Eq. (2.31) is 0 in this calculation process, because the 

nominal depth of the nanochannel (110 nm) is less than half of the applied wavelength (532 

nm) of measurement system. As shown in Fig. 5.12, the calculated near-field phase difference 

and depth are 2.53 rad and 107 nm. The measured depths by the proposed FNRDM method 

are compared to the results by conventional interferometry using only f. The overall quality 

of the two methods is assessed by computing the average depths of the nanochannels in the 

evaluating area. Table 5.1 summarizes the measured depths by the two methods and AFM 

measurement. 

 
Figure 5.12 The depth calculation of measured nanochannels by the proposed method. 
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Table 5.1 Measured depths of the nanochannels in the evaluating area by three 

different methods 

Methods Measured depths in the evaluating area [nm] 

Conventional interferometry using 

only f 
67 

Proposed method 107 

AFM 114 

As shown in Tab. 5.1, the difference between the results by the proposed method and 

AFM measurement is 7 nm and far less than that by conventional interferometry (47 nm). It 

is clearly suggested that 300-nm-wide nanochannels, with width less than the diffraction limit 

(772 nm) of develop measurement system on a transparent COC surface, cannot be measured 

by conventional interferometry accurately but can be quantitatively evaluated with an 

accuracy of less than 10% by the proposed FNRDM method.  

  The quantitative discrepancy between the measured depths by using AFM and the 

proposed FNRDM method mainly results from the theoretical errors caused by the scattering 

light from the edge of nanochannels, which can attenuate the optical response from the 

bottom surface. Here, we simulated an identical nanochannel on a COC surface under the 

same conditions with the developed measurement system by the FDTD method. Table 5.2 

lists the simulation parameters, while the measurement results are shown in Fig. 5.13. It is 

found that, compared to the theoretical depth (114 nm), a same decreasing trend in measured 

depth (110 nm) with experiment results (107 nm) is confirmed, which indicates that the 

scattering light from the edge of nanochannels is the main source of measurement accuracy 

in the experiment results.  
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Table 5.2 Parameters of simulating an identical nanochannel with the experiments 

Parameters  

Wavelength of incident beam 532 nm 

Grid size 5 nm (x)  5 nm (z) 

Simulation region 4 μm (width)  2.5 μm (height) 

Near-field recording plane  20 nm above the top surface of nanochannel 

NA 0.42 

Width of the nanochannel 300 nm 

Depth of the nanochannel 114 nm 

Material COC 5013 (n = 1.53) 

 
Figure 5.13 Simulation results of an identical nanochannel under the same conditions 

with the developed measurement system. 

5.4.2 Individual difference evaluation by FNRDM 

In this section, another experiment results were shown to demonstrate that the proposed 

FNRDM method enable the evaluation of individual differences for each nanochannel, which 
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is not possible with scattertometry. The evaluation of individual difference of the 

nanochannels in the evaluating area is carried out by calculating the depths in a same cross-

section. As show in Fig. 5.14, in the evaluating area, the four nanochannels are named as 

nanochannels A-D, the yellow dashed line denotes the cross-section, and data points a-d 

denote the central positions of the nanochannels in this cross-section.   

  
Figure 5.14 Schematic of the method for individual difference evaluation in the 

evaluating area  

 Considering the location error between AFM and the proposed method, the topography 

uniformity at the bottom of nanochannels within a small range and the repeatability of AFM 

measurement was analyzed further. Calculated from the data by AFM fine scanning (Fig. 

5.6), the uniformity is evaluated by the standard deviation values (Stdu) of the measured 

depths along X direction within a 200-nm range (denoted as the white double-headed arrow 

in Fig. 5.14), the middle of which are data points a-d. Here, a 200-nm range is far larger than 

the estimated location error in the evaluating area between AFM measurement and the 

proposed method. And the repeatability is assessed by the standard deviation values (Stdr) of 

the measured depths at data points a-d through three repeated AFM measurements. Table 5.3 

lists the evaluation results for the uniformity and repeatability of AFM measurement. Stdu is 

influenced by both the systematic error of AFM and the uniformity of the measured bottom 

topography, while Stdr reflects the systematic error of AFM measurement. It is found that 



117 
 

Stdu and Stdr agree within a fraction of a nanometer, which is an indicator for a fine 

uniformity of depths at data points a-d with a 200-nm range. 

Table 5.3 Evaluation for repeatability of AFM measurement and uniformity of bottom 

topography of nanochannels within a 200-nm range 

Data points Stdu [nm] Stdr [nm] 

a 1.2 1.4 

b 1.7 2.0 

c 1.8 1.5 

d 1.5 1.6 

Figure 5.15 presents the bar graph of measured depths at data-points a-d by repeated AFM 

measurements for nanochannels A-D. Then, following the processes introduced in Section 

5.3, we measured the depths at the same data points a-d by the proposed method repeatedly. 

The results of seven repeated experiments are depicted in Fig. 5.16. The experiment results 

show that: (1) from Fig. 5.16, all the standard deviations of measured depths under seven 

experiments are approximately 2 nm, which is an indicator for the acceptable repeatability 

of the proposed method. (2) Through the comparison of Fig. 5.15 and 5.16, it is found that 

there is a uniformly increasing trend in depth variation from nanochannels A to D by both the 

proposed method and AFM measurement. It is indicated that the proposed method is feasible 

to evaluate the difference of each nanochannel, which cannot be achieved by scatterometry.  
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Figure 5.15 Measured depths at data-points a-d by repeated AFM measurements for 

nanochannels A-D 

 

Figure 5.16 Measured depths at data-points a-d by the proposed method repeatedly for 

nanochannels A-D 
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5.5 Conclusions 

In this chapter, the nanochannels on a microfluidic sample (transparent cyclic olefin 

copolymer (COC) material, nominal width = 300 nm, depth = 110 nm) were measured to 

verify the validity of the proposed FNRDM method.  

Firstly, the transparent microfluidic sample was measured by a Innova AFM, to obtain the 

reliable data of depth information. Under a calibration error of 3 nm, the measured depth of 

the nanochannels by AFM measurement is 114 nm in a field of 2  16 μm2. 

Secondly, the measurement processes of the required parameters by the developed setup 

based on low-coherence illumination were presented. Especially, in order to get the visible 

interference fringes in a Linnik white light interferometer, the practical adjustments in our 

experiments were demonstrated.  

There some experiment results: (1) the overall evaluation of measured depths of 

nanochannels in the same area are 67 nm by conventional interferometry, 107 nm by 

proposed method and 114 nm by AFM measurement, respectively. (2) The same trend in 

depth variation of different nanochannels between the proposed method and AFM was 

confirmed. (3) Seven repeated experiments by the proposed method were performed, and the 

standard deviation is approximately 2 nm. According to the experiment results, our method 

has the advantages of greatly improved accuracy over conventional interferometry and 

enables the individual difference evaluation of each nanochannel, which is not possible with 

scatterometry. It is demonstrated that the proposed FNRDM method and the developed 

measurement system can measure the depth of 300-nm-wide nanochannels beyond the 

diffraction limit (772 nm) with an accuracy of less than 10%. 
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Chapter 6. Phase unwrapping based on dual-

wavelength interferometry 

In Chapter 5, the nanochannels on a transparent cyclic olefin copolymer (COC) surface 

were measured to verify the validity of the proposed FNRDM method. Since the phase of 

light is 2π periodic, the depths of microstructures which are optically larger than half of the 

incident wavelength subject to phase measurement ambiguity. For example, with the 

developed measurement system with low-coherence illumination in Chapters 4 and 5, the 

maximum measurable depth is 266 nm. In order to solve the phase wrapped problem, a 

technique that combines the proposed FNRDM method and dual-wavelength interferometry 

was proposed to extend the phase measurement range and achieve the depth measurement 

for diffraction-limited and deep microgrooves with high accuracy. In this chapter, both the 

measurement principle and two experiments on a silicon sample and a transparent COC 

sample will be demonstrated. 

6.1 Phase unwrapping 

Phase unwrapping has been a research topic for more than two decades. Hundreds of 

papers have been published aimed at solving the phase wrapped problem. Many phase 

unwrapping algorithms have been suggested and implemented. The reason for such interest 

in phase unwrapping is due to many applications, such as terrain elevation estimation in 

synthetic aperture radar (SAR) [125][126][127], field mapping in magnetic resonance 

imaging (MRI) [128][129][130], wavefront distortion measurement in adaptive optics 

[131][132][133], and surface topography by optical interferometry. 

As introduced in previous chapters, by the four-step phase shift interferometry, the phase 

can be calculated as  

4 2

1 3

arctan
I I

I I






                                                          (6.1) 
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Where I1, I2, I3, and I4 denote the intensities of the four interferograms with π/2 phase shifting. 

The algorithm used to recover φ leads to an expression involving the arctangent function. 

Arctangent has an inherent ambiguity, as multiples of 2π can be added to a given argument, 

and the arctangent will return the same result. The arctangent function has principal values 

in the range -π to π if the signs of the numerators and denominators in Eq. (6.1) is taken into 

account. If the phase function exceeds this range, the phase values will be wrapped back 

down into this range. Formally, the phase unwrapping can be defined as given the wrapped 

phase φ  (-π, π], find the “true” value phase ψ, which is related to φ by 

 Wrap 2 Round
2


   



 
     

 
                                         (6.2) 

Where “Wrap()” is the wrapping operator, “Round” means rounding off to the nearest integer. 

Although phase unwrapping is mathematically ill-posed in general, the practically true phase 

value at a certain point is not independent of its spatial or temporal information, which can 

provide the additional information to make unwrapping possible. The factors resulting in the 

phase wrapped problem include phase aliasing due to an insufficient sampling rate, phase 

noise, thermal noise of sensor electronics, and the topography of measured surface. In this 

PhD thesis, surface topography or depth measurement by optical interferometry is the main 

topic. Thus, the phase wrapped problem caused by surface topography will be demonstrated. 

For a continuous surface, the phase continuity being measured can be expected. Under 

this condition, the unwrapped phase can be obtained by adding or subtracting 2π to the 

discontinuity of the measured phase. Assume a continuously slant surface with a height far 

larger than the incident wavelength, the phase wrapped problem occurs. Considering the one-

dimensional phase unwrapping,  

1

1

i i i

i i i

  

  





  

  
                                                (6.3) 

Where i denotes the measured pixel. For a continuous surface,  

i                                                       (6.4) 

Then, at the discontinuity of the measured phase, we can get  
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= 2 ,

= 2 ,

i i i

i i i

    

    

   


  
                                             (6.5) 

Therefore, in the case of a continuous surface, the phase unwrapping can be easily 

achieved by making the phase difference between adjacent pixels less than π. However, for 

the discontinuous surface, the phase change between adjacent pixels may be larger than π 

and 2π ambiguity problem will ruin the result of the phase measurement. In other words, this 

unwrapping algorithm (Eq. (6.4)) cannot handle the case in which there is a large 

discontinuity on the sample, such as the deep step in the functional microstructures.  

An example is given to illustrate the phase wrapped problem in our research. By the FDTD 

method, Figures 6.1, 6.2 and 6.3 plot the far-field intensity and phase distributions for three 

types of microgrooves, under the conditions of a 488-nm incident wavelength and a NA of 

0.55. The widths of the three simulated microgrooves are all 1000 nm, while the depths are 

60 nm, 304 nm and 548 nm, respectively. The depth difference is 244 nm, which is half of 

the wavelength. As the simulated depth increase, the far-field intensity at the opening position 

of the microgroove decreases. However, the far-filed phase distributions of the three types of 

microgrooves are almost the same, and the same phase difference between the top surface 

and bottom surface can be obtained, which reflects the different depth information.  

 
Figure 6.1 Far-field intensity and phase distribution of a 1000-nm-wide and 60-nm-deep 

microgroove 
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Figure 6.2 Far-field intensity and phase distribution of a 1000-nm-wide and 304-nm-deep 

microgroove 

 
Figure 6.3 Far-field intensity and phase distribution of a 1000-nm-wide and 548-nm-deep 

microgroove 

6.2 Dual-wavelength interferometry 

To address the phase wrapped problem caused by the discontinuity of surface topography, 

the dual-wavelength interferometry is proposed in which an unambiguous phase map with 

extended measurement range beyond the step height can be obtained by using incident beams 

with two separate wavelengths [134][135][136][137][138][139][140].  

6.2.1 Fundamental measurement principle 
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For simplicity, only the 1D phase calculation algorithm will be shown here, since the 2D 

phase calculation is basically the same as that of the 1D case. By doing separate phase 

measurements for λa and λb, two sets of phase data are obtained: φ1a, φ2a, φ2a, … φna for λa 

and φ1b, φ2b, φ2b, … φnb for λb, where n is the total number of pixel elements in the CCD 

camera.  

Assuming the reflected beam from measured surface travels through the air (the refractive 

index = 1), then the optical path difference (OPD) on an arbitrary pixel i can be given 

2
OPD , 1,2,3...

2

ia
a

i

ib
b

p

i n

q











 
 

 
 

    

                                    (6.6) 

where p and q are order numbers for λa and λb on pixel number i. Similarly, one can write 

equations for the next pixel (i+1):  
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                                 (6.7) 

Again, p' and q' are order numbers for λa and λb on pixel number (i+1). There is one more 

unknown than the equations we have, if we want to solve for the absolute OPD at every pixel. 

Since we are interested in relative OPDs rather than absolute OPDs, let us write the 

expressions for the difference of OPDs between adjacent pixels:  
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Here, we have three unknowns, i.e., OPDi+1, (p'-p) and (q'-q). One more assumption is 

given, which is that the difference of order numbers between any adjacent pixels is the same 

for both λa and λb, (p' - p) = (q' - q). Then, Eq. (6.8) can be written as  

( 1) ( 1)

1OPD
2

i b i a a b
i

a b

   

  

 


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
                         (6.10) 

Rewriting Eq. (6.10), we can get 

( 1) ( 1)

1

( 1) ( 1)

,
2

OPD =

,
2

i b i a

eq a b
a b

i eq

i a i b a b

eq a b

 
  

 


   
  



 



 

 


  
   



，                  (6.11) 

Where λeq is an equivalent wavelength in the dual-wavelength interferometry. If the 

assumption mentioned above is true, the difference of OPD between any adjacent pixels can 

be obtained using Eq. (6.11). Then, simply by adding all the OPDs together, the OPD 

distribution across the detector array can be reconstructed. Note, the fundamental assumption 

for the single-wavelength PSI is that the OPDs between any adjacent pixels are less than 

λ/2. In the case of dual-wavelength PSI, the OPDs between any adjacent pixels must be less 

than λeq/2. This means that, if the test were performed using a single-wavelength (wavelength 

= λeq) light source, the phase difference between any adjacent pixels would be < π and no 2π 

ambiguity problem would occur. Under the assumption that [(p' - p) - (q' - q)] may be equal 

to +1 or -1 instead of 0 depending on the relative position between detector elements and the 

fringe pattern imaged on the detector array. If [(p' - p) - (q' - q)] is not equal to 0, Eq. (6.11) 

would give a wrong value of OPDi+1 such that its absolute value would always be larger 

than λeq/2 and appear to violate the fundamental assumption. These discontinuities can be 

checked and removed by a method introduced in the case of continuous surface (Eq. (6.5)). 

Considering the microgroove or microhole structure in this research, as introduced in 

previous chapters, the depth is proportional to the reflected phase difference () between the 

top surface and the bottom surface, given by 
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Using Eq. 6(11) to achieve phase unwrapping, we can get 
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                                        (6.13) 

Where a and b denote the phase difference between the top surface and the bottom surface 

by λa and λb, respectively.  

6.2.2 Simulation analysis of a combination of FNRDM and dual-wavelength 

interferometry 

In this section, a combination of the proposed FNRDM method and dual-wavelength 

interferometry was analyzed through a FDTD simulation, to demonstrate the feasibility of 

this technology in measuring the diffraction-limited and deep microgrooves. 

A silicon microgroove, 400-nm-wide and 300-nm-deep, was simulated under the 

conditions of Table 6.1. Both the applied incident wavelengths are larger than twice the depth 

of the microgroove, which indicates the phase wrapping problem by using each wavelength 

in single-wavelength phase shift interferometry. By the four-step phase shift method, Figure 

6.4(a) plots the far-field phase distribution under the incident wavelength of 532 nm, while 

the results by 520-nm incident wavelength are shown in Fig. 6.4(b). The phase differences 

between the top surface and bottom surface are 0.41 rad and 0.51 rad, respectively. According 

to the algorithm of dual-wavelength interferometry (Eq. (6.13)), we can calculate the depth 

as 193 nm. The results show that the conventional dual-wavelength phase shift interferometry 

cannot evaluate the depth of a diffraction-limited and deep microgroove. 

 

 

 



127 
 

Table 6.1 Basic simulation settings for the analysis of a combination of the proposed 

FNRDM method and dual-wavelength interferometry 

Parameters  

Dual wavelengths  532 nm and 520 nm 

Grid size 5 nm (x)  5 nm (z) 

Simulation region 4 μm (width)  2.5 μm (height) 

Near-field recording plane  20 nm above the top surface of microgroove 

NA 0.55 

The diffraction limit 
590 nm (λ = 532 nm) 

578 nm (λ = 520 nm) 
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Figure 6.4 Far-field phase distributions under the incident wavelength of (a) 532 nm and 

(b) 520 nm. 

Then, apply the proposed FNRDM method to each results, and calculate the 

corresponding near-field phase difference (n). Figure 6.5 presents the depth calculation by 

FNRDM under the incident wavelength of 532 nm (Fig. 6.5(a)) and 520 nm (Fig. 6.5(b)), 

respectively. The near-field phase differences (n), 0.80 rad  for λ = 532 nm and 0.96 rad for 

λ = 520 nm, can be substituted into Eq. (6.13) to obtain the depth as 297 nm.  
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Figure 6.5 Depth calculation by the proposed method under the incident wavelength of 

(a) 532 nm and (b) 520 nm. 

Obviously, under the mentioned conditions, the error of depth measurement is decreased 

from 36% by the conventional dual-wavelength phase shift interferometry to 1% by a 

combination of the proposed FNRDM method and dual-wavelength interferometry. The 

simulation results suggest that the combination of the proposed FNRDM method and dual-

wavelength interferometry can accurately evaluate the depth of a diffraction-limited and deep 

microgroove, without the phase ambiguity problem. 

6.2.3 Noise-immune dual-wavelength interferometry 

Although the conventional dual-wavelength interferometry can extend the depth 

measurement range, the downside of the conventional dual-wavelength interferometry is that 

its noise has been magnified significantly when compared to that in a single-wavelength 

phase map [141][142][143]. As we can see from Eq. (6.13), the magnified noise comes from 

two sources: (1) the subtraction process between the phases obtained by separately sing-

wavelength illumination; (2) a magnification factor of λeq/λ1 or λeq/λ2.  

To solve this problem, we presented a new algorithm of the dual-wavelength 

interferometry, called noise-immune dual-wavelength interferometry. In this new algorithm, 

the integer k of the phase wrapped problem can be determined by the phases obtained from 
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the separately sing-wavelength illumination. Because the depth to be measured is the same, 

we can get  

( 2 )

4 4
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                                                 (6.14) 

Where ka is the integer of the phase wrapped problem under the incident wavelength of λa. 

Then, ka can be solved as  
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Where “Round” means rounding off to the nearest integer. Hence, using ka and the phase 

information by a single wavelength of λa, the depth can be calculated by   

2 2
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Similarly, as shown in Eq. (6.17), the depth can be measured by using kb and the and the 

phase information by a single wavelength of λb. 
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                                                 (6.17) 

The simulation analysis in last section was performed without considering the practically 

environmental noise condition. Here, a statistical analysis adding Gaussian noise with sigma 

2 = 3% to the observed intensity distributions (Af, Au and the interferograms used for 

calculating the far-filed phase) of the simulation results in last section is performed. As the 

same with that introduced in Section 3.4.2, the analysis processes are as followings: (1) for 

the separately sing-wavelength illumination, add the Gaussian noise with sigma 2 = 3% to 

each of the interferograms in the four-step phase shift method, and calculate the 

correspondingly maximal phase errors under the two wavelengths.  Then consider the worst 
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situations by using 3% noise to the observed amplitudes from the microgroove and the 

uniform surface (Af and Au) combined with plus or minus the maximal error of far-field phase 

difference (f). By the proposed FNRDM method, the near-filed phase differences (n) under 

the worst situations are obtained for the two wavelengths, respectively. (2) Both the 

conventional dual-wavelength interferometry and the noise-immune dual-wavelength 

interferometry are applied to the near-filed phase differences. When calculating the integer k 

in Eq. (6.16) or (6.17) by the noise-immune method, the average value of the near-field phase 

differences under all the worst situations are used.  

Figure 6.6 shows the measured depths for a 400-nm-wide and 300-nm-deep microgroove, 

with the NA of 0.55, under the Gaussian noise (sigma 2 = 3%), by conventional dual-

wavelength interferometry and the noise-immune dual-wavelength interferometry. It is found 

that, although the average values of measured depths by the two methods are extrmely close 

to the simulated depth (300 nm), the noise level of standard deviation is 97.6 nm by 

conventional dual-wavelength interferometry while it is less than 2 nm by the proposed noise-

immune dual-wavelength interferometry. Hence, by the proposed noise-immune algorithm, 

the noise level of standare deviation can be reduced to that of a single wavelength phase map. 

At the production site, the combination of FNRDM and the noise-immune dual-wavelength 

interferometry is a feasible technology to achieve the depth measurement of the diffraction-

limited and deep microgroove with high accuracy, without the phase ambiguity problem. 
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Figure 6.6 Measured depths for a 400-nm-wide and 300-nm-deep microgroove, with the 

NA of 0.55, under the Gaussian noise (sigma 2 = 3%), by conventional dual-wavelength 

interferometry and the noise-immune dual-wavelength interferometry 

6.3 Experiments of measuring the grating structure on a silicon surface 

In order to verify the feasibility of the combination of FNRDM and the noise-immune 

dual-wavelength interferometry, two experiments were performed. In this section, a silicon 

grating structure was measured by the proposed method. Another experiments about the 

grating on a COC surface will be demonstrated in Section 6.4. 

6.3.1 A silicon sample with the grating structure 

Figure 6.7 illustrates a schematic of the standard silicon sample (mold, stamper, DTM-2-

1 fabricated by Kyodo International Incorporation). This standard sample has beared 

nanoimprinting, the first tests of the imprint and other related experiments. On the surface of 

this silicon sample, there are two main areas: the uniform surface and the grating area. As 
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shown in Fig. 6.8, it is a photography of commercial DTM-2-1 with cross-section scanning 

electron microscopy (SEM) measurement, which is provided by Kyodo International 

Incorporation. For the grating structure on this standard silicon sample, the nominal width, 

depth, and pitch are 1, 1, and 2 μm, respectively.  

 
Figure 6.7 Schematic of the standard silicon sample to be measured. 

 
Figure 6.8 Cross-section SEM measurement for commercial DTM-2-1 sample provided 

by Kyodo International Incorporation. 

Several optical methods using commercial equipment have been used to inspect the depth 

of the microgrooves on this standard silicon sample. The first method is white light 
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interferometer (Newview 700s, Zygo Corporation).  Figure 6.9 presents the measurement 

results of the grating area of this standard silicon sample with the magnification power of 

50x and the lateral resolution of 292 nm. Although the pitch is clearly obtained (2 μm, 

denoted in Fig. 6.9(b)), the depth information cannot be accurately measured.  

 

 
Figure 6.9 Measurement results of the grating area of standard silicon sample by a white 

light interferometer (Newview 700s, Zygo Corporation): (a) a surface topography and (b) 

a cross-section profile.  

Another optical method is laser confocal microscope. A commercial laser confocal 

microscope (VK-X1000, λ = 404 nm, NA = 0.95, the lateral resolution = 93 nm, one of the 

latest high lateral resolution optical microscope, Keyence Corporation) was also used to 

inspect the depths of the grating area on this standard silicon sample. Figure 6.10 presents 
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the measurement results: (a) a surface topography and (b) a same cross-section profile by two 

repeated measurements. The depth of this measured grating area is approximately 800 nm 

and far less than the nominal size of 1000 nm. Furthermore, the two measurement results of 

a same cross-section profile are not in a good agreement. Especially, for the bottom surface 

of the grating structure, the topography difference between the two measurement is 

approximately 100 nm. Hence, even by the commercial laser confocal microscope with high 

lateral resolution, the depth information of this standard silicon sample cannot be measured.  
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Figure 6.10 Measurement results of the grating area on the standard silicon sample by a 

commercial laser confocal microscope (VK-X1000, the lateral resolution = 93 nm, 

Keyence Corporation): (a) a surface topography and (b) a same cross-section profile by 

two repeated measurements. 

Therefore, even by the commercial optical instruments with high later resolution, e.g. the 

white light interferometer and the laser confocal microscopy, it is still difficult to measure 

the depth information of this 1-μm-wide silicon grating structure with a pitch of 2 μm and an 

aspect-ratio of 1.  

6.3.2 AFM measurement of the silicon grating structure 

In order to obtain the reliable reference data for verification, the silicon grating structure 

has also been measured by AFM (Innova with ultra-low noise, high-resolution performance 

and closed-loop positioning), which was introduced in Section 5.2. After the calibration 

introduced in Section 5.2, The AFM measurement of the silicon grating structure includes 

the following processes. Firstly, identify the location. In order to evaluate the same grating 

area between AFM measurement and the proposed method, a rough scanning of AFM 

measurement was implemented on the standard silicon sample. The samples per line, scan 
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rate and scan range of rough scanning are 512, 1.0 Hz and 50  50 μm2, respectively. As 

shown in Fig. 6.11, both the grating area (tope left region) and the uniform surface (the rest) 

are clearly found, and the two perpendicular boundaries are the key location mark. The 

evaluating area (dashed blue box), a grating area with four microgrooves, has a same distance 

of 8 μm to each of the boundaries. The size of the evaluating area is 8  4 μm2.  

 
Figure 6.11 AFM measurement of the standard silicon sample by a rough scanning 

process for location identification. 

   Then, a fine scanning process was carried out to obtain the topography in the evaluating 

area of the silicon sample. The samples per line, scan rate and scan range of rough scanning 

are 1024, 0.1 Hz and 8  4 μm2, respectively. Figure 6.12(a) plots the two-dimensional 

topography image of the evaluating area, while the corresponding height histogram is 

illustrated in Fig. 6.12(b). According the AFM measurement, the depth of nanochannels in 

the evaluating area on the transparent microfluidic sample is 1021 nm.  
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Figure 6.12 AFM measurement in the evaluating area of the silicon sample by a fine 

scanning process: (a) a two-dimensional topography image and (b) a height histogram. 

6.3.3 Dual-wavelength incident unit of experiment setup 

Based on the developed setup with low-coherence illumination and Linnik interferometry, 

introduced in Chapter 4, a dual-wavelength incident unit was added to achieve the 

illumination with two separated wavelengths. The schematic of this dual-wavelength 
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interferometer is shown in Fig. 6.13. The incident wavelength is controlled by the applied 

bandpass filter, which can be switched through the drop-in mount and the optical caged 

system.  

 
Figure 6.13 A dual-wavelength incident unit of the developed setup based on low-

coherence illumination and Linnik interferometry 

The two applied wavelengths should be carefully selected. Figure 6.14 show the observed 

interferograms of the standard silicon sample under different wavelengths. The top left area 

is the grating area, while the rest is the uniform surface. By the incident wavelength of 532 

nm or 520 nm, the interference fringes on both the grating area and the uniform surface can 

be clearly observed, shown in Fig. 6.14(a) and (b). However, with the illumination of λ = 450 

nm, the interference fringes are found only on the uniform surface, shown in Fig. 6.14(c). 

That results from the scattering light generated by the grating structure. As the applied 

wavelength becomes smaller, the intensity of the scattering light becomes stronger while the 

reflected intensity becomes weaker. In the grating area, by the illumination of λ = 450 nm, 
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the intensity ratio between measurement path and reference path become worse than that by 

λ = 532 nm or λ = 520 nm. Furthermore, due to a larger contribution of the scattering light in 

the measurement path, the optical path difference with the reference path might be increased. 

Besides the problem of the visible interference fringes in the grating area, we should also 

consider the optical responses from structures and the imaging aberrations from the same 

objectives under different wavelengths. Hence, two numerically similar wavelengths are 

suitable for our experiments: one (FLH532-10, Thorlabs) has the CWL of 532 nm and the 

bandwidth of 10 nm, another (FLH520-10, Thorlabs) has the CWL of 520 nm and the 

bandwidth of 10 nm.     
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Figure 6.14 The observed interferograms of the standard silicon sample under (a) λ = 532 

nm, (b) λ = 520 nm and (c) λ = 450 nm. 

Considering the diffraction limit of the measurement system and the purpose of verifying 

the feasibility of the combination of FNRDM and the noise-immune dual-wavelength 

interferometry, two identical objectives (10x Plan Apo, NA = 0.28, Mitutoyo) are applied in 

the Linnik interferometry to measure the standard silicon sample. Table 6.2 summaries the 

parameters of the dual-wavelength setup when measuring the silicon sample. Hence, the 

width of the microgrooves in the silicon grating area is less than the diffraction limit with 

each of incident wavelength.  

Table 6.2 parameters of the dual-wavelength setup when measuring the silicon sample 

Filters FLH532-10 FLH520-10 

CWL  532 nm 520 nm 

Bandwidth  10 nm 10 nm 

Coherence length 28 μm 27 μm 

The diffraction limit  1159 nm 1132 nm 

Magnification  20x 20x 

6.3.4 Measurement process of the silicon grating structure by the proposed method 

Similar to measuring the microfluidic sample in Chapter 5, the measurement process of 

this silicon sample are as followings. 



142 
 

(1) Locate the same evaluation area with the fine scanning of AFM measurement. Figure 

6.15 shows the images under the two separated wavelengths. The grating area (top left 

region), uniform surface (the rest) and the two perpendicular boundaries are clearly observed. 

The amplitude from the uniform surface (Au) of FNRDM can be regarded as the average 

amplitude of the measured uniform surface. Then, the amplitude from the top surface (At) of 

the microgrooves is calculated by Eq. (2.30) for each wavelength.  

 

 
Figure 6.15 The observed images of the silicon sample by the developed setup with (a) λ = 

532 nm and (b) λ = 520 nm. 
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(2) By using the two perpendicular boundaries, the data in the same evaluating area with 

AFM measurement can be exported for each observed images in Fig. 6.15. After a rotation 

process by Matlab, the amplitude distributions in the evaluating area was shown in Fig. 6.16. 

The dark part and bright part indicate the bottom surface and the top surface of the 

microgrooves, respectively. For each incident wavelength, the amplitudes at the central 

positions of the four microgrooves denote the Af in the proposed FNRDM method. 

 

 
Figure 6.16 Amplitude distributions of the four microgrooves in the evaluating area with 

(a) λ = 532 nm and (b) λ = 520 nm. 
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(3) For each incident wavelength, the four-step phase shift method was used to obtain the 

corresponding far-field phase distribution. As shown in Fig. 6.17, under each incident 

wavelength, the four interferograms with π/2 phase shifting are used to calculate the wrapped 

far-field phase distribution (φ). Figure 6.18 plots the calculated φ in the evaluating area, from 

which the alternate distribution of darkness and brightness reflecting the upper surface and 

bottom can be clearly observed. The far-field phase differences f are obtained through 

subtracting the phases at the central position of the four microgrooves by the average phase 

of only top surface. 
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Figure 6.17 Four adjacent interferograms with π/2 phase shifting for the silicon sample 

with (a) λ = 532 nm and (b) λ = 520 nm. 
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Figure 6.18 Far-field phase distributions of the four microgrooves in the evaluating area 

with (a) λ = 532 nm and (b) λ = 520 nm. 

6.3.5 Measurement results of the silicon grating structure by the proposed method 

According to the proposed FNRDM method, the measured amplitude from microgrooves 

(Af), the amplitude from the top surface (Au) and far-field phase difference (f) in the 

evaluating area are substituted into Eq. (2.31)  to calculate the near-field phase differences 

and corresponding depths, for each incident wavelength.  

Firstly, using the algorithm of conventional dual-wavelength interferometry (Eq. (6.13)), 

the near-field phase difference (n) calculated by the proposed FNRDM method and the far-

filed phase difference (f) directly obtained from the phase shift method are substituted into 

the calculation of phase unwrapping. Figure 6.19(a) presents the depth histogram by 

conventional interferometry using only f  and conventional dual-wavelength interferometry, 

while the results by FNRDM and conventional dual-wavelength interferometry are shown in 

Fig. 6.19(b). Because the depth measured by AFM is 1021 nm, the differences of the average 

depths of the two results and AFM results are 270 nm and 48 nm, respectively. Although a 

great improvement of the average depth by FNRDM and conventional dual-wavelength 

interferometry can be verified, when compared to conventional dual-wavelength phase shift 
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method. However, the noises of the standard deviation in the two results are still hundreds of 

nanometers level. 

 

 
Figure 6.19 Depth histograms in the evaluating area by (a) conventional dual-wavelength 

phase shift method and (b) a combination of FNRDM and conventional dual-wavelength 

interferometry 

Then, using the algorithm of noise-immune dual-wavelength interferometry (Eqs. (6.15) 

and (6.16)) to achieve the phase wrapping problem. Table 6.3 lists the average values of the 
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near-field phase difference (n) calculated by the proposed FNRDM method and the far-filed 

phase difference (f) directly obtained from the phase shift method. And calculated by Eq. 

(6.15), the integer of the phase wrapped problem for each incident wavelength are shown in 

the Table 6.4. The values in the bracket are directly calculated to obtain the closest integer 

for phase unwrapping process. Hence, by the algorithm of noise-immune dual-wavelength 

interferometry, the integers are 2 with far-filed phase difference (f) and 3 with near-field 

phase difference (n) by the proposed FNRDM method, respectively. 

 Table 6.3 Average values of measured far-field phase differences and calculated near-

field phase differences for each incident wavelength 

 FLH532-10 FLH520-10 

Average value of f  5.18 rad 5.58 rad 

Average value of n  4.73 rad 5.26 rad 

Table 6.4 Integers calculated by noise-immune algorithm using far-field and near-field 

phase differences   

 k532 k520  

Using average value of f  2 (1.99) 2 (1.99) 

Using average value of n  3 (2.90) 3 (2.90) 

Finally, using Eq. (6.16) to obtain the unwrapped phase difference. With the phase 

information under λ = 532 nm, Figure 6.20(a) presents the depth histogram by conventional 

interferometry using only f  and the noise-immune dual-wavelength interferometry, while 

the results by FNRDM and the noise-immune dual-wavelength interferometry are shown in 

Fig. 6.20(b). Correspondingly, the two results using the phase information under λ = 520 nm 

are illustrated in Fig. 6.21. It is found that, using the algorithm of noise-immune dual-

wavelength interferometry, the noise levels of standard deviations in the four results are all 

less than 5 nm, which is a dramatic improvement than that by conventional dual-wavelength 

interferometry (hundreds of nanometers level). Furthermore, by conventional interferometry 

using only f , shown in Figs. 6.20(a) and 6.21(a), the differences between the average depths 
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and AFM results are 270 nm for λ = 532 nm and 253 nm for λ = 520 nm. While by the 

proposed FNRDM method, shown in Figs. 6.20(b) and 6.21(b), the differences are both 23 

nm for the two incident wavelengths. Because the integers calculated by noise-immune 

algorithm are different using far-field and near-field phase differences, as shown in Table 6.4.  

 

 
Figure 6.20 Depth histograms in the evaluating area, using the phase information under λ 

= 532 nm, by (a) the conventional interferometry using only f  and the noise-immune 

dual-wavelength interferometry and (b) a combination of FNRDM and the noise-immune 

dual-wavelength interferometry. 
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Figure 6.21 Depth histograms in the evaluating area, using the phase information under λ 

= 520 nm, by (a) the conventional interferometry using only f  and the noise-immune 

dual-wavelength interferometry and (b) a combination of FNRDM and the noise-immune 

dual-wavelength interferometry. 

The depth histograms in Figs. 6.19, 6.20 and 6.21 can be summarized in Fig. 6.22. Only 

using both the proposed FNRDM method and the noise-immune dual-wavelength 

interferometry, both the difference between the average depth and AFM results and the noise 

level of the standard deviation are less than 5%, indicated as the results by methods E and F 
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in Fig. 6.22. It is clearly suggested that the 1000-nm-wide microgrooves, having an aspect-

ratio of 1, with width less than the diffraction limit (1159 nm and 1132 nm) of develop 

measurement system on a silicon surface, cannot be measured by the commercial white light 

interferometer and the laser confocal microscopy, but can be quantitatively evaluated with 

an accuracy of less than 5% by the combination of the proposed FNRDM method and noise-

immune dual-wavelength interferometry. 

 
Figure 6.22 Summarization of the measured depths of the microgrooves on the silicon 

surface by different methods 

6.4 Experiments of measuring the grating structure on a COC surface 
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Another experiment of measuring the grating structure on a COC surface was also 

performed to verify the feasibility of the combination of FNRDM and the noise-immune 

dual-wavelength interferometry. 

6.4.1 A COC sample with grating structure 

This COC sample with the grating structure was also fabricated and provided by Technical 

University of Denmark. The nominal width, depth and pitch of the grating structure are 700 

nm, 380 nm and 1400 nm, respectively. Besides the COC sample to be measured, the 

reference data measured by AFM was also provided by Technical University of Denmark. 

The applied AFM is Icon AFM (high-resolution performance and closed-loop positioning), 

whose temperature-compensating position sensors render noise levels in the sub-angstroms 

range for the Z-axis, and angstroms in XY axis. Figure 6.23 is an imaging of the grating 

structures on this COC sample under an optical microscopy. As we can see, on the surface, 

there are various of grating structures, and the red box denotes the evaluating area. 

 
Figure 6.23 An imaging of the grating structures on this COC sample under an optical 

microscopy 

Considering both the measurement accuracy and measurement time, four locations with a 

same image dimension of 3  3 μm2 in the evaluating area are measured by Icon AFM. Figure 

6.24(a) plots the two-dimensional topography image for one location. Here, two methods are 

used to calculate the depth information. One is histograms, which is presented in Fig. 6.24(b). 

The measured depth is 387 nm. Another is the analysis of cursors value. As shown in Fig. 
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6.24(c), the green and red cursors denote the top surface while the blue cursors indicate the 

bottom surface. The measured depths are 381 nm and 388 nm, respectively. 
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Figure 6.24 An example of AFM measurement of the grating in the evaluating area on 

the COC surface: (a) two-dimensional topography image, (b) the topography histogram 

and (c) the analysis of cursors value. 

The measured depths for all the four locations are summarized in Table 6.5. It is found 

that, by the two methods, the average value and the standard deviation are both 389 nm and 

5 nm. The results suggest a good uniformity of the surface topography in the evaluating area. 

Hence, the measured depth of the investigated grating on the COC surface is 389 nm by Icon 

AFM.  
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Table 6.5 The measured depths for all the four locations by AFM 

 Depths by histogram [nm] 
Depths by cursor values [nm] 

L R 

Location 1  396 396 396 

Location 2 385 387 391 

Location 3 387 381 390 

Location 4 387 381 388 

Average  389 389 

St.dev 5 5 

Cov 1% 1% 

Max 396 396 

Min 385 381 

6.4.2 Measurement process of the COC sample by the proposed method 

When measuring the grating on this COC surface, the experiment setup is almost the same 

with that used in measuring the silicon sample, introduced in Section 6.3. But the applied 

objectives are different. Considering a higher resolving power of the developed setup, two 

identical objectives (20x Plan Apo, NA = 0.42, Mitutoyo) are exploited to measure the COC 

sample. Table 6.6 summaries the parameters of the dual-wavelength setup when measuring 

the grating on this COC sample. Hence, the width (700 nm) of the microgrooves in the COC 

sample is less than the diffraction limit with each of incident wavelength. 
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Table 6.6 Parameters of the dual-wavelength setup when measuring the COC sample. 

Filters FLH532-10 FLH520-10 

CWL  532 nm 520 nm 

Bandwidth  10 nm 10 nm 

Coherence length 28 μm 27 μm 

The diffraction limit  772 nm 755 nm 

Magnification  40x 40x 

Similar to measuring the grating structure on the silicon surface in Section 6.3, the 

measurement process of this COC sample are as followings. 

(1) On the surface of this COC sample, the grating area and the uniform surface are not 

coterminous, unlike the microfluidic sample in Chapter 5 or the silicon sample in Section 6.3. 

Therefore, the separated images for the two regions are measured. With λ = 532 nm, Figure 

6.25 (a) shows the image of the grating area, while the image of the uniform surface is 

presented in Fig. 6.25(b). The red box in Fig. 6.25(a) denotes the same evaluating area with 

AFM measurement. Correspondingly, the two images under λ = 520 nm are illustrated in Fig. 

6.26. The amplitude from the uniform surface (Au) of FNRDM can be regarded as the average 

amplitude of the measured uniform surface. Then, the amplitude from the top surface (At) of 

the microgrooves is calculated by Eq. (2.30) for each wavelength.  

 
Figure 6.25 Images under the incident wavelength of 532 nm of (a) the grating area and 

(b) the uniform surface on the COC sample. 
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Figure 6.26 Images under the incident wavelength of 520 nm of (a) the grating area and 

(b) the uniform surface on the COC sample. 

(2) After a rotation process by Matlab, the amplitude distributions of the grating in the 

evaluating area was shown in Fig. 6.27. The image dimension is 2 μm in X direction and 5 

μm in Y direction. The dark part and bright part indicate the bottom surface and the top 

surface of the microgrooves, respectively. For each incident wavelength, the amplitudes at 

the central positions of the four microgrooves denote the Af in the proposed FNRDM method. 
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Figure 6.27 Amplitude distributions of the grating in the evaluating area on the COC 

surface with (a) λ = 532 nm and (b) λ = 520 nm. 

(3) For each incident wavelength, the four-step phase shift method was used to obtain the 

corresponding far-field phase distribution. As shown in Fig. 6.28, under each incident 

wavelength, the four interferograms with π/2 phase shifting are used to calculate the wrapped 

far-field phase distribution (φ). Figure 6.29 plots the calculated φ of the grating in the 

evaluating area, from which the alternate distribution of darkness and brightness reflecting 

the upper surface and bottom can be clearly observed. The far-field phase differences f are 

obtained through subtracting the phases at the central position of the four microgrooves by 

the average phase of only top surface. 
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Figure 6.28 Four adjacent interferograms with π/2 phase shifting for the COC sample 

with (a) λ = 532 nm and (b) λ = 520 nm. 
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Figure 6.29 Far-field phase distributions of the grating in the evaluating area on the COC 

surface with (a) λ = 532 nm and (b) λ = 520 nm. 

6.4.3 Measurement results of the grating on the COC surface by the proposed method 

According to the proposed FNRDM method, the measured amplitude from microgrooves 

(Af), the amplitude from the top surface (Au) and far-field phase difference (f) in the 

evaluating area are substituted into Eq. (2.31)  to calculate the near-field phase differences 

and corresponding depths, for each incident wavelength. 
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Table 6.7 lists the average values of the near-field phase difference (n) calculated by the 

proposed FNRDM method and the far-filed phase difference (f) directly obtained from the 

phase shift method. And calculated by Eq. (6.15), the integer of the phase wrapped problem 

for each incident wavelength are shown in the Table 6.8. By the algorithm of noise-immune 

dual-wavelength interferometry, the integers are 0 with far-filed phase difference (f) and 1 

with near-field phase difference (n), respectively. 

Table 6.7 Average values of measured far-field phase differences and calculated near-

field phase differences for each incident wavelength 

 FLH532-10 FLH520-10 

Average value of f  3.67 rad 3.82 rad 

Average value of n  2.82 rad 2.71 rad 

Table 6.8 Integers calculated by noise-immune algorithm using far-field and near-field 

phase differences   

 k532 k520  

Using average value of f  0 (0.45) 0 (0.45) 

Using average value of n  1 (1.23) 1 (1.23) 

The measured depths by different methods are summarized in Fig. 6.30. As shown in 

Table 6.5, the depth of the grating in the evaluating area is 389 nm by AFM measurement. 

When using the combination of FNRDM and the noise-immune dual-wavelength 

interferometry, the measured depth has an average residual of 4 nm with a standard deviation 

of 5.5 nm for λ = 532 nm (Results by Method E), and for λ = 520 nm, the average residual 

and the standard deviation are 17 nm and 7.41 nm (Results by Method F). Compared to other 

results, a dramatic accuracy improvement by Methods E and F can be verified from Fig. 6.30. 

Hence, the experiment results suggested that the 700-nm-wide microgrooves, having an 

aspect-ration over 0.5, with width less than the diffraction limit (772 nm and 755 nm) of 

develop measurement system on a COC surface, can be quantitatively evaluated with an 
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accuracy of less than 10% by the combination of the proposed FNRDM method and noise-

immune dual-wavelength interferometry. 

 
Figure 6.30 Summarization of the measured depths of the grating in the evaluating area 

on the COC surface by different methods 

6.5 Conclusions 

Since the phase of light is 2π periodic, the depths of microstructures which are optically 

larger than half of the incident wavelength subject to phase measurement ambiguity. In order 

to achieve the depth measurement of the diffraction-limited and deep microstructures, a 

combination of FNRDM and dual-wavelength interferometry was proposed in this chapter.  

Although the conventional dual-wavelength interferometry is capable of extending the 

depth measurement range, the downside of conventional dual-wavelength interferometry is 
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that its noise has been magnified significantly when compared to that in a single-wavelength 

phase map. In order to solve this problem, the noise-immune dual-wavelength interferometry 

was proposed. The two phase unwrapping methods are used in a case of a 400-nm-wide and 

300-nm-deep microgroove, under the Gaussian noise (sigma 2 = 3%), by the FDTD 

simulation. The simulation results showed that the noise level of the standare deviation is 

decreased from 97.6 nm by the conventionla dual-wavelength interferometry to less than 2 

nm by the proposed noise-immune dual-wavelength interferometry. 

In order to verify the feasibility of the combination of FNRDM and the noise-immune 

dual-wavelength interferometry, two experiments were performed. The first experiment is 

measuring the grating structure (nominal width = 1000 nm, an aspect-ratio of 1, pitch = 2000 

nm) on a slicon surface, the depth of which cannot be accurately measured by the commercial 

white light interferometer and the laser confocal microscopy. The Innova AFM was used to 

measure the silicon sample, providing a reliable reference data for verification. Then, the 

grating structure on this silicon sample was measured by the developed setup with a dual-

wavelength interferometer unit (λ = 532 nm and 520 nm). The experiment results indicated 

that the 1000-nm-wide microgrooves, having an aspect-ratio of 1, with width less than the 

diffraction limit (1159 nm and 1132 nm) of develop measurement system on a silicon surface, 

can be quantitatively evaluated with an accuracy of less than 5% by the combination of the 

proposed FNRDM method and the noise-immune dual-wavelength interferometry. 

The second experiment is measuring the grating structure (nominal width = 700 nm, depth 

= 380 nm, pitch = 1400 nm) on a transparent COC surface.  The Icon AFM was used to 

measure the COC sample, providing a reliable reference data for verification. The experiment 

results demonstrated that the 700-nm-wide microgrooves, having an aspect-ratio over 0.5, 

with width less than the diffraction limit (772 nm and 755 nm) of develop measurement 

system on transparent polymer surface, can be quantitatively evaluated with an accuracy of 

less than 10% by the combination of the proposed FNRDM method and the noise-immune 

dual-wavelength interferometry. 

Therefore, considering the two experiment results, it is suggested that using the proposed 

method of a combination of the proposed FNRDM method and the noise-immune dual-
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wavelength interferometry enables the quantitative depth evaluation of the diffraction-

limited and deep microgrooves, on both silicon surface and the transparent polymer surface, 

with an accuracy of less than 10%, without the phase ambiguity problem. The combination 

also has a potential of measuring the depth of diffraction-limited and steep microgrooves 

with high accuracy.  
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Chapter 7. Numerical analysis of a novel droplet-

based phase unwrapping method 

In order to achieve the phase unwrapping, a novel method using a Fluorinert droplet was 

proposed in this section. This method includes the generation and combination of two phase 

maps under an air condition and a droplet condition. When the two phase maps are combined, 

the measured depths are equivalent to those measured by a longer wavelength based on the 

refractive index difference. In this method, a one-shot interferometry based on the Fourier 

Transform method and a Fluorinert liquid which evaporates rapidly were presented. A 

numerical analysis based on Rigorous Coupled-Wave Analysis (RCWA) was performed to 

demonstrate the feasibility of the novel phase unwrapping method in both the diffraction-free 

and the diffraction-limited microgrooves. The proposed method enables the phase 

unwrapping by using only single-wavelength illumination and requires significantly less 

computational work than other least-squares integration technologies. 

7.1 Proposal of a novel phase unwrapping method using a Fluorinert 

droplet 

7.1.1 Measurement principle  

As shown in Fig. 7.1, it is a schematic of the proposed phase unwrapping method. This 

method includes the generation and combination of two phase maps under an air condition 

and a droplet condition. The air condition means there is only the air between the 

microgrooves to be measured and the optical measurement system. While the droplet 

condition denotes a stable and volatile liquid is inserted into the microgrooves during the 

measurement process. In optics, optical path length (OPL) is the product of the geometric 

length of the path followed by light through a given system, and the refractive index of the 

medium through which it propagates. Hence, in the air condition, the phase difference (g) 

between the bottom surface and the top surface is given by 
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4 g

g

hn



                                                   (7.1) 

Where h, ng and λ are the depth of the microgroove, the refractive index of the air and the 

wavelength of the incident beam.   

 
Figure 7.1 Schematic of the proposed phase unwrapping method: (a) air condition and 

(b) droplet condition 

When the same microgroove is dripped with a droplet, assume that the droplet contacts 

the whole surface, including the bottom of the microgroove. Then, the phase difference (l) 

under the droplet condition is given by 

4 ( ) l
l

h h n





                                                   (7.2) 

Where h and nl are the distance between the gas-liquid interface and the top surface of the 

microgroove, and the refractive index of the liquid. Subtracting Eq. (7.2) with Eq. (7.1), we 

can obtain  
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                                                  (7.3) 

Where  and n are the differences of the phase differences and the refractive indexes 

between the droplet condition and the air condition, respectively. C is a phase factor caused 
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by h and n. In the practical measurement, h can be directly observed by an auxiliary 

horizontal imaging system with high speed camera, thus C can be regarded as a known 

parameter. The depth to be measured is calculated as  

= ,
4

eq eq
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h

n

 
 



 
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

                                              (7.4) 

If the refractive index of the inserted droplet (nl) is close to that of the air (ng = 1), the depth 

measurement range can be extended with a magnification factor of 1/n. The measured depth 

is equivalent to that measured by a longer wavelength based on the refractive index difference. 

7.1.2 A Fluorinert liquid 

 In this research, a Fluorinert liquid (liquid of perfluorocarbon, C6F14; namely, 3M 

Fluorinert FC-72) is considered as the inserted liquid [144]. The Fluorinert liquid FC-72 is a 

clear, colorless, fully-fluorinated liquid. Like other Fluorinert electronic liquids, FC-72 is 

thermally and chemically stable, compatible with sensitive materials, nonflammable, 

practically nontoxic and leaves essentially no residue upon evaporation. This unique 

combination of properties makes Fluorinert liquid FC-72 ideal as a contact liquid probe in 

our application. Table 7.1 lists some parameters of Fluorinert liquid FC-72.  

Table 7.1 Some parameters of Fluorinert liquid FC-72 

Liquid 
Boiling Point  

 

Liquid 

Density 

Kinematic 

Viscosity 

Surface 

energy 

Refractive 

Index 

FC-72 56 ℃ 1680 kg/m3 0.38 cSt 12 mJ/m2 1.251 

Furthermore, the low surface energy of Fluorinert liquid FC-72 is another great property 

when using it as the inserted liquid to measure the microgroove. The measurement principle 

of Section 7.1.1 is based on the assumption that the droplet can contact the whole surface, 

including the bottom of the microgroove. Hence, the wetting ability of the applied liquid 

should be considered. Fluorinert liquid FC-72, whose surface energy ( = 12 mJ/m2) is the 

lowest known, has never been observed to bead up or even roll off on any surface [145]. No 

natural or man-made surface has been reported to repel liquids of extremely low surface 
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tension or energy (i.e.,  < 15 mJ/m2). Therefore, Fluorinert liquid FC-72 completely wet the 

existing materials. In our previous work [146][147], the contact angle between a bare silicon 

wafer and Fluorinert liquid FC-72 is 6°. Although, it is known that surface hydrophobicity is 

enhanced by surface roughness. According to according to the Wenzel model [148], the 

contact angle (’) at a rough surface is 

cos cos' r                                                    (7.5) 

Where  is the contact angle of the droplet on a flat surface with same material. r is a 

roughness factor, defined as the ratio of the actual area of the solid surface to the geometric 

projected area. In the case of the microgroove structure, there is an extremely large contact 

area between the solid surface and liquid surface, then the roughness factor r is very small 

and close to 1 [149]. Considering the superior wetting ability of Fluorinert liquid FC-72 and 

the small roughness factor of the microgroove structure synthetically, the droplet enables a 

contact with the whole surface, including the bottom of the microgroove. 

7.2 One-shot interferometry based on the Fourier Transform method 

7.2.1 Principle and algorithm 

Due to the dynamic property of liquid, the phase map under the droplet condition requires 

a high temporal resolution. Especially, since Fluorinert liquid FC-72 evaporates completely 

within a few seconds, the phase map under the droplet condition cannot be obtained by the 

phase shift method, in which multiple recordings are required for retrieving a single phase 

map. In this section, one-shot interferometry based on the Fourier transform method [150] is 

introduced to obtain the phase information with high temporal resolution. 

One-shot interferometry based on the Fourier transform method is one of the spatial carrier 

interferometry [151][152][153][154], in which carrier fringes are introduced by tilting the 

reference mirror, as shown in Fig. 7.2. For a given sample, the intensity distribution (g(x)) 

under the spatial carrier interferometry across either the x or the y axis has the form of 

0( ) ( ) ( ) 2 ( ) ( ) cos[2 ( )]s r s rg x I x I x I x I x f x x                                 (7.6) 
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Figure 7.2 Schematic of spatial carrier interferometry 

Where Is(x) and Ir(x) are the intensity distributions from the sample and the reference, 

respectively. φ(x) is the phase distribution to be measured. f0 is the frequency of spatial carrier 

fringes. By using Euler’s formula, Eq. (7.6) can be rewritten as 

 
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                    (7.7) 

Where  denotes a complex conjugate.  

Then, the Fourier transform of Eq. (7.7) with respect to x is given by  

0 0( ) ( ) ( ) ( )G f A f B f f B f f                                     (7.8) 

Where the capital letters denote the Fourier spectrum and f is the spatial frequency in the x 

direction. Because the spatial variations of Is(x), Ir(x) and φ(x) are slow compared with the 

spatial frequency f0, the Fourier spectrum in Eq. (7.8) are separated by the carrier frequency 

f0, as a schematic shown in Fig 7.3(a). Either of the two spectrums by the carrier fringes, B(f-

f0) or B(f+f0), can be exploited for post processing. Take B(f-f0) as an example. B(f-f0) can 

be translated by f0 toward the origin of the Fourier spectrum to obtain B(f), as depicted in Fig. 

3(b). Simultaneously, the unwanted background variation a(x) is filtered out.  
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Figure 7.3 Schematic of one-shot interferometry based on the Fourier transform method: 

(a) the separated components in the Fourier spectrum under the spatial carrier 

interferometry and (b) translating the selected spectrum to the origin. 

Next, the inverse Fourier transform of B(f) is calculated with respect to f, then b(x) is 

obtained. Finally, using a complex logarithm, we can get 

 log ( ) log ( ) ( ) ( )s rb x I x I x i x  
 

                                (7.9) 

Therefore, the phase φ(x) to be measured can be obtained from the imaginary part of Eq. 

(7.9), completely separated from the unwanted amplitude variation in the real part. 

 7.2.2 RCWA simulation of one-shot interferometry based on the Fourier transform 

method 
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Similar to the FDTD method, the Rigorous Coupled Wave Analysis (RCWA) method is 

a semi-analytical method in computational electromagnetics, typically applied to solve 

scattering from periodic dielectric structures [155][156][157]. The FDTD method is based 

on Yee Cell, thus the theoretical errors occur in the case of oblique incidence. However, the 

oblique incidence is required to get the spatial carrier fringes by one-shot interferometry 

based on the Fourier transform method. In order to ensure the accuracy of numerical analysis, 

the simulation based on the RCWA method were performed in this chapter. 

Figure 7.4 shows a schematic of the models of RCWA simulation to analyze the feasibility 

of one-shot interferometry based on the Fourier transform method. Figure 7.4(a) denotes the 

sample model of a 1000-nm-wide and 140-nm-deep microgroove to be irradiated by 

vertically incident light, while the reference model of a flat surface is illuminated by 45° 

tilted light source in Fig. 7.4(b). The parameters of this RCWA simulation are listed in Table 

7.2. 
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Figure 7.4 Models of RCWA simulation to analyze the feasibility of one-shot 

interferometry based on the Fourier transform method: (a) the sample model and (b) the 

reference model 

Table 7.2 Parameters of RCWA simulation to analyze the feasibility of one-shot 

interferometry based on the Fourier transform method 

Parameters  

Wavelength of incident beam 488 nm 

Grid size 10 nm (x)  10 nm (z) 

Simulation region 10 μm (width)  2 μm (height) 

Near-field recording plane  20 nm above the top surface of microgroove 

NA 0.55 

Figure 7.5 plots the interferogram generated by the reflected lights from the two models, 

while the Fourier transform of this interferogram is presented in Fig. 7.6. It is found that the 

components in the Fourier spectrum are separated by the carrier frequency f0, which is 1.44 

lines/μm under the mentioned simulation conditions. 
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Figure 7.5 The interferogram generated by the reflected lights from the two models in Fig. 7.4. 

 
Figure 7.6 The Fourier transform of the interferogram in Fig. 7.5. 

Then, one spectral sideband was selected and translated with f0 = 1.44 lines/μm to the 

origin, as shown in Fig. 7.7.  



174 
 

 
Figure 7.7 The Fourier spectrum of one selected sideband with a shift of f0, B(f). 

By calculating the inverse Fourier transform of Fig. 7.7, b(x) is obtained. Then the 

complex logarithm of b(x) is computed based on Eq. (7.9). The phase information can be 

obtained from the imaginary part, shown in Fig. 7.8. The phase difference between the top 

surface and the bottom surface at the central position of the microgroove is -2.60 rad.  

 
Figure 7.8 The phase map calculated by one-shot interferometry based on the Fourier 

transform method  
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As a contrast, the phase map of the same sample directly obtained by RCWA simulation 

is plotted in Fig. 7.9, from which the phase difference is -2.56 rad. The consistency between 

the two far-field phase differences (Figs 7.8 and 7.9) can be observed, which indicates the 

feasibility of one-shot interferometry based on the Fourier transform method. This method 

permits the retrieval of a full-field phase image from a single spatial interferogram. 

Compared with the phase shift method, one-shot interferometry based on the Fourier 

transform method has an extremely high temporal resolution, which is only limited in frame 

acquisition rate of the recording device in the practical measurement. Hence, the one-shot 

interferometry based on the Fourier transform method can be used to calculate the phase map 

under the droplet condition. 

 
Figure 7.9 The phase map of the same sample directly obtained by RCWA simulation 

7.3 Numerical analysis of the proposed phase unwrapping method 

In this section, the numerical analysis of the proposed phase unwrapping method was 

performed to demonstrate its validity by a combination of the RCWA simulation and the 

Matlab process. Considering the applicability for practical measurement, an envisioned 

experimental setup to realize the proposed concept is shown in Fig. 7.10. The phase 
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measurement unit, indicated as the red dashed box, is the same with the measurement system 

based on low coherence illumination, introduced in the previous chapters. An auxiliary 

horizontal imaging system with high speed camera, denoted as the blue dashed box, is 

developed to observe the evaporation of Fluorinert liquid FC-72 and determine the distance 

between the gas-liquid interface and the top surface of the microgroove (h). In this 

horizontal imaging system, the light from a high power LED source is collimated by a 

convex-plane lens, then focused by an objective into the sample. The scattering light from 

the droplet can be collected by the high speed camera. 

 
Figure 7.10 Schematic of the measurement system for the droplet-based phase 

unwrapping method with an auxiliary horizontal imaging system with high speed 

camera.  

7.3.1 For diffraction-free microgrooves 

Firstly, the validity of the proposed phase unwrapping method was analyzed in the case 

of diffraction-free microgrooves. Figure 7.11 shows the model of RCWA simulation for an 



177 
 

air condition and a droplet condition, respectively. h at the central position of the 

microgroove is set as 10 nm, and the refractive index of Fluorinert liquid FC-72 is 1.251. The 

reference model for generating spatial carrier fringes is the same with Fig. 7.4(b), using the 

obliquely incident beam with a tilted angle of 45°. Other parameters used for RCWA 

simulation and far-field imaging are listed in Table 7.3. Hence, the width (1000 nm) of the 

microgroove is larger than the diffraction limit (541 nm), and the depth (300 nm) to be 

measured is larger than half of incident wavelength (488 nm), which results in a phase 

ambiguity problem.  

 

 
Figure 7.11 Models of RCWA simulation to analyze the feasibility of the proposed phase 

unwrapping method: (a) the air condition and (b) the droplet condition 
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Table 7.3 Other parameters used for RCWA simulation and far-field imaging in the case 

of diffraction-free microgroove 

Parameters  

Wavelength of incident beam 488 nm 

Grid size 5 nm (x)  5 nm (z) 

Simulation region 20 μm (width)  2 μm (height) 

Near-field recording plane  20 nm above the top surface of microgroove 

NA 0.55 

Figures 7.12 and 7.13 show the calculation processes for the phase maps by one-shot 

interferometry based on the Fourier transform method under the air condition and the droplet 

condition, respectively. In Fig. 7.12 or Fig. 7.13, (a) denotes the single interferogram (g(x)), 

(b) plots the Fourier spectrum (G(f)) of the interferogram, (c) shows the Fourier spectrum 

(B(f)) of one selected sideband with a shift of f0, and (d) presents the calculated phase map. 

The phase differences between the top surface and the bottom surface at the central position 

of the microgroove are 1.25 rad for the air condition, and 3.15 rad for the droplet condition, 

respectively. 
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Figure 7.12 Calculation processes for the phase maps by one-shot interferometry based 

on the Fourier transform method under the air condition: (a) the single interferogram 

g(x), (b) the Fourier spectrum G(f) of the interferogram, (c) the Fourier spectrum B(f) of 

one selected sideband with a shift of f0, and (d) the calculated phase map. 
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Figure 7.13 Calculation processes for the phase maps by one-shot interferometry based 

on the Fourier transform method under the droplet condition: (a) the single 

interferogram g(x), (b) the Fourier spectrum G(f) of the interferogram, (c) the Fourier 

spectrum B(f) of one selected sideband with a shift of f0, and (d) the calculated phase 

map. 

Substituting the measured two phase differences into Eq. (7.4), the depth is calculated as 

284 nm by the proposed phase unwrapping method using a Fluorinert droplet. The simulation 

results suggest that by the proposed droplet-based phase unwrapping method the depth of a 

1000-nm-wide and 300-nm-deep microgroove can be measured, without the phase ambiguity 

problem, with an accuracy of 16 nm (5%), using the wavelength of 488 nm. 

7.3.2 For diffraction-limited microgrooves 

Then, in this section, the applicability of the droplet-based phase unwrapping method 

combined with FNRDM is discussed when measuring the diffraction-limited and high-

aspect-ratio microgrooves. The width and depth of the simulated microgroove are both 300 

nm, and other settings are the same with the parameters of analyzing the diffraction-free 

microgroove in last section. Hence, the width (400 nm) of the microgroove is smaller the 

diffraction limit (541 nm), and the depth (300 nm) to be measured is larger than half of 

incident wavelength (488 nm), which results in a phase ambiguity problem. 

Under the air condition, Figures 7.14(a) shows the calculated far-field phase map by one-

shot interferometry based on the Fourier transform method, while the calculation process for 
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computing the near-field phase difference by FNRDM is depicted in Fig. 14(b). The far-field 

phase difference (f, a) at the central position of the microgroove is 0.41 rad, while the near-

filed difference (n, a) calculated by FNRDM is 1.05 rad. 

  

 
Figure 7.14 The calculation process under the air condition: (a) the calculated far-field 

phase map by one-shot interferometry based on the Fourier transform method, and (b) 

the calculation process for computing the near-field phase difference by FNRDM.  

In the case of the droplet condition, when calculating the near-field phase difference by 

FNRDM, the contributions reflected from the gas-liquid interface should be considered, as 

shown in Fig. 15. Because the difference of the incident intensities between the top surface 
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of the microgroove and the gas-liquid interface is negligible, the ratio of the reflected 

intensities between the two surfaces is determined by the refractive indexes of the air, the 

liquid and the microgroove. Hence, and the amplitude from the top surface (At, l) under the 

droplet condition is giving by 
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                                  (7.10) 

Where na, nl and ns are the refractive indexes of the air, the liquid and the microgroove, 

respectively. ral and ras are the amplitude reflection coefficient from the gas-liquid interface 

and the top surface of the microgroove, respectively. effe denotes the ratio of the two 

amplitude reflection coefficients. 

 
Figure 7.15 Contributions reflected from the gas-liquid interface under the droplet condition 
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Therefore, under the droplet condition, Figures 7.16(a) shows the calculated far-field 

phase map by one-shot interferometry based on the Fourier transform method, while the 

calculation process for computing the near-field phase difference by FNRDM is depicted in 

Fig. 16(b). The far-field phase difference (f, l) at the central position of the microgroove is 

2.07 rad, while the near-filed difference (n, l) calculated by FNRDM is 2.90 rad. 

 

 
Figure 7.16 The calculation process under the droplet condition: (a) the calculated far-

field phase map by one-shot interferometry based on the Fourier transform method, and 

(b) the calculation process for computing the near-field phase difference by FNRDM. 
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Substituting the measured two near-field phase differences into Eq. (7.4), the depth is 

calculated as 276 nm. The simulation results suggest that by the proposed droplet-based 

phase unwrapping method and the FNRDM method, the depth of a 300-nm-wide and 300-

nm-deep microgroove can be quantitatively evaluated with an accuracy of 24 nm (8%), 

without the phase ambiguity problem, beyond the diffraction limit of 540 nm, using 

numerical aperture of 0.55 and the wavelength of 488 nm. 

7.4 Conclusions 

In this chapter, a novel method using a Fluorinert droplet was proposed to achieve the 

phase unwrapping when measuring the depths of steep microgrooves. This method includes 

the generation and combination of two phase maps under an air condition and a droplet 

condition. When the two phase maps are combined, the measured depths are equivalent to 

those measured by a longer wavelength based on the refractive index difference. 

The applied liquid in this method is Fluorinert liquid FC-72, which is clear, colorless and 

fully-fluorinated. Like other Fluorinert electronic liquids, FC-72 is thermally and chemically 

stable, compatible with sensitive materials, nonflammable, practically nontoxic and leaves 

essentially no residue upon evaporation. Furthermore, the low surface energy of Fluorinert 

liquid FC-72 make it possible to contact with the whole surface, including the bottom of the 

microgroove. This unique combination of properties makes Fluorinert liquid FC-72 ideal as 

a contact liquid probe in our application. 

In order to obtain the phase map under the droplet condition, one-shot interferometry 

based on the Fourier Transform method was used. Due to the dynamic property of liquid, the 

phase map under the droplet condition cannot be obtained by the phase shift method, in which 

multiple recordings are required for retrieving a single phase map. A numerical analysis 

based on the RCWA simulation was performed to demonstrate the validity of one-shot 

interferometry based on the Fourier Transform method. 

Finally, the numerical analysis for both the diffraction-free and diffraction-limited 

microgrooves was implemented to verify the applicability of the droplet-based phase 

unwrapping method. In the case of the diffraction-free microgrooves, the simulation results 
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show that the droplet-based phase unwrapping method enables the depth evaluation of a 

1000-nm-wide microgroove with an accuracy of 16 nm (5%), without the phase ambiguity 

problem, using the wavelength of 488 nm. In the case of the diffraction-limited microgrooves, 

the FNRDM was combined to calculate the near-field phase difference. The simulation 

results suggest that by the droplet-based phase unwrapping method and the FNRDM method, 

the depth of a 300-nm-wide microgroove, with an aspect-ratio of 1, can be quantitatively 

evaluated with an accuracy of 24 nm (8%), without the phase ambiguity problem, beyond the 

diffraction limit of 540 nm, using numerical aperture of 0.55 and the wavelength of 488 nm. 

The proposed droplet-based method enables the phase unwrapping by using only single-

wavelength illumination, has a high temporal resolution and requires significantly less 

computational work than other least-squares integration technologies. 
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Chapter 8. Numerical analysis of the practical 

applicability of FNRDM  

In this chapter, a feasibility study for the practical applicability of FNRDM will be 

demonstrated. The practical applicabilities to be investigated include versatile microgrooves 

with different internal conditions, grating structure and microhole structure. The simulations 

based on the FDTD method are performed to demonstrate the validity of measuring the 

mentioned diffraction-limited microstructures by FNRDM.  

8.1 Depth measurement of diffraction-limited microgrooves with versatile 

conditions 

At the production site, the internal shape of the fine microgroove is not necessarily the 

ideal design shape, but there are the unknown deviations of the practically manufactured 

microgrooves. Therefore, in this section, the simulation analysis for the robustness of the 

proposed FNRDM method was implemented for versatile microgrooves.  

Table 8.1 lists the basic parameters of the FDTD simulation and the settings for optical 

imaging system. Figure 8.1 shows the schematic of typical seven examples of microgrooves: 

two tapered structures (Fig. 8.1(b) and (c)), micro-roughness surfaces on the bottom (Fig. 

8.1(d)) and on the wall (Fig. 8.1(e)), different materials (SiO2; refractive index n = 1.4631) 

constituting the bottom substrate (Fig. 8.1(f)), a SiO2 coating on the top surface (Fig. 8.1(g)), 

and the structure made from PMMA material (Fig. 8.1(h)). The width and depth of the 

standard microgroove are 200 nm and 300 nm (an aspect ratio = 1.5). 
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Table 8.1 Basic simulation settings for the verification of FNRDM 

Parameters  

Wavelength of incident beam 488 nm 

Grid size 5 nm (x)  5 nm (z) 

Simulation region 4 μm (width)  2.5 μm (height) 

Near-field recording plane  20 nm above the top surface of microgroove 

NA 0.55 

The diffraction limit 540 nm 
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Figure 8.1 Schematic of typical examples of microgrooves: (a) a standard microgroove; 

(b) and (c) two tapered structures; (d) micro-roughness surfaces on the bottom surface; 

(e) micro-roughness surfaces on the wall; (f) different materials (SiO2; refractive index n 

= 1.4631) constituting the bottom substrate; (g) a 20-nm-thick SiO2 coating on the top 

surface and (h) the fine microgroove made from PMMA material (refractive index n = 

1.49). 

Table 8.2 shows the measurement results for the examined structures in the Fig. 8.1. It is 

found that the observed far-field amplitude from the microgroove (Af) changes depending on 

the internal situations of the examined structures. However, for all those structures, the 

measured depths by the proposed FNRDM method have an accuracy of less than 10% error 

without being affected by the differences of such internal situations. These results suggest 

that we do not need a priori know about the reflection efficiency from the bottom surface of 

microgrooves, but can solve it as an unknown information, which is one of the important 
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measurement characteristics of the proposed FNRDM method. Therefore, even if there is a 

change in the amplitude of the optical wave from the bottom due to such differences of 

internal situations, as long as it is radiated to the far-field, FNRDM has the potential to 

evaluate the depth. 

Table 8.2 The measurement results for the examined structures in the Fig. 8.1. 

Types (a) (b) (c) (d) (e) (f) (g) (h) 

Measured depths by 

conventional method 

using only f  [nm] 

8.9 8.9 6.6 8.5 6.2 0.7 7.4 7.8 

Observed far-field 

amplitude from the 

microgroove (Af) [a.u.] 

150.5 146.9 149.5 152.7 134.4 149.5 168.6 40.2 

Calculated far-field 

phase difference by 4-

step phase shift 

method (f) [rad] 

0.23 0.23 0.17 0.22 0.16 0.02 0.19 0.20 

Calculated far-field 

amplitude from the top 

surface (At) [a.u.] 

149.3 149.3 149.3 149.3 149.3 149.3 145.5 44.4 

Measured depths by 

FNRDM [nm] 
308 312 308 305 321 302 283 327 

 

8.2 Depth measurement of diffraction-limited grating structures 

Grating structures constituted by periodic microgrooves are widely applied in the 

semiconductor industry and diffraction gratings of optical elements. In order to extend the 

application of the proposed FNRDM method into the diffraction-limited grating structures, a 

further analysis was performed in this section. As shown in Fig. 8.2(b), when measuring the 
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grating structures by FNRDM, the contributions for the target microgroove (denoted by red 

dashed box) from the neighbouring microgrooves (denoted by green dashed boxes) should 

be considered. In the case of a single microgroove structure, the amplitude from the top 

surface (At) is calculated by Eq. (2.30), and the integral interval (blue diagonal box) is from 

half of the width to infinite due to the evaluation location of the central position of the 

microgroove, indicated in Fig. 8.2(a). Analogically, for the grating structures, the integral 

interval is decreased according to the pitch of the grating structure, and the amplitude from 

the top surface (At,g) is giving by 
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Figure 8.2 Amplitude reflected from the top surface: (a) a single microgroove structure 

and (b) a grating structure.  

Where w and p are the width of microgrooves and the pitch of grating. In the consideration 

of the practical application, the different grating structures with a same unit of 200-nm-wide 

and 100-nm-deep microgroove but different pitches are simulated. Figure 8.3 plots an 

example of the near-field amplitude distribution reflected from a 600-nm-pitch grating. And 

the fundamental simulation parameters are the same with Tab. 8.1 (NA = 0.55, diffraction 

limit = 540 nm). Figure 8.4 plots the amplitude spread function using imaging objective with 

numerical aperture of 0.55 and the wavelength of 488 nm in the simulation region.  
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Figure 8.3 An example of the near-field amplitude distribution reflected from a grating 

structure (width = 200 nm, depth = 100 nm, pitch = 600 nm). 

 
Figure 8.4 The amplitude spread function under the simulation settings. 

Firstly, as the number of microgrooves increase, the measured depths by using two 

methods of computing the top surface reflection (At and At, g) were compared for 300-nm-

pitch and 1000-nm-pitch. The results are plotted in Fig. 8.5. As the number of microgrooves 

increase, almost constant measurement errors between the two methods can be observed for 

300-nm-pitch, and the measured depths by the two methods are almost the same for 1000-
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nm-pitch. It is indicated that the influence for the top surface reflection in the grating structure 

mainly comes from the adjacent microgrooves, and is greatly affected by the pitch. 

 

 
Figure 8.5 Measured depths by using At and At, g as the number of microgrooves increase. 

Then, in order to further analyze the influence of the pitch, the measured depths using At 

and At, g are compared according to pitch variation. The simulated pitches vary from 300 nm 

to 1000 nm. There are some interesting results: (a) the average error for all the simulated 

gratings is 10 nm, while the accuracy of the measured depth from a single 200-nm-wide and 
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100-nm-deep microgroove is 8 nm (see Fig. 3.8). Thus, the proposed FNRDM method is 

feasible to quantitatively evaluate the diffraction-limited grating structures with high 

accuracy, as the results of an equally single microgroove. The discrepancy of the measured 

depths between a single microgroove and a grating structure can be explained by the 

scattering light from the neighbouring microgrooves. (b) When the simulated pitch exceeds 

the diffraction limit (540 nm), the measurement accuracies between the two calculation 

methods are almost the same. Because the amplitude ratio in the amplitude spread function 

(Fig 8.4) is rather small when there is a far distance to the central position, then At,g is 

approximately equal to At. In other words, when the pitch of the grating structure is much 

larger than the diffraction limit of applied imaging system, each microgroove of the grating 

can be regarded as an isolated element, and the depth can be quantitatively evaluated as the 

case of an equally single microgroove.  

  
Figure 8.6 Measured depths by using At and At,g. 

8.3 Depth measurement of diffraction-limited microholes  

Microhole and nanohole structures have been used for a variety of applications, such as 

the superlenses produced by a metal nanohole array [158], the structured photovoltaic devices 

used to improve carrier extraction and light absorption [159], and photonic crystal 
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waveguides [21]. A microgroove structure has a rectangular opening which is long but 

narrow, while a microhole structure has a circular opening. In this section, the feasibility of 

the proposed FNRDM method in evaluating the diffraction-limited microhole was analyzed. 

Considering the shape differences of the openings between microgroove and microhole, the 

influence of two types of polarization was further discussed: (a) linear polarization and (b) 

circular polarization.  

8.3.1 Circular polarization [63] 

Each state of polarization can be split into two linearly polarized orthogonal components, 

in which one is oriented in the x direction and one in the y direction. If both components have 

equal amplitudes and the phase shift of the y component relative to the x component is π/2 or 

-π/2, the light is circularly polarized. When the phase shift is -π/2, the two orthogonal waves 

can be represented as  

0

0

( , ) cos( )

( , ) sin( )

x

y

E z t iE kz wt

E z t jE kz wt

  


 
                                               (8.2) 

Then the consequent circularly polarized wave is  

0 cos( ) cos( )E E i kz wt j kz wt    
                                      (8.3) 

Although the scalar amplitude (E0) is a constant, the direction of E is time-varying. Figure 

8.7 depicts what is happening at an arbitrary point z0 on the axis. At t = 0, E lies along the 

reference axis in Fig. 8.7(a), and Ex = iE0cos(kz0) and Ey = iE0sin(kz0). At a later time, t = 

kz0/w, Ex = iE0, Ey = 0, and E is along the x-axis. Assuming kz0 = π/4, Figure 8.7(b) plots the 

directions of E in different t. The resultant electric field vector E is rotating clockwise at an 

angular frequency of w, as seen by an observer toward whom the wave is moving (i.e., 

looking back at the source). Such a wave is so-called right-circularly polarized light. 

Similarly, in the case of left circular polarization with a phase shift of π/2, the amplitude is 

unaffected but E rotates counterclockwise. 
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Figure 8.7 Rotation of the electric vector in a right-circular wave. Note that the rotation 

rate is  and kz0 = π/4. 

8.3.2 Simulation analysis 

Figure 8.8 is the three-dimensional simulation model by the FDTD method, and the 

parameters used in this simulation are listed in Tab. 8.3. The diameter and the depth of the 

microhole are 200 nm and 300 nm, respectively. In order to reduce the storage memory and 

the simulation time, the simulation region is 2-μm-long, 2-μm-wide and 3-μm-high with the 

grid size of 101010 nm3. The optical imaging system has a NA of 0.95, and the diffraction 

limit is 313 nm. Two types of polarization are analyzed: (a) linear polarization: the 
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polarization direction of incident electric wave is along x axis; and (b) left circular 

polarization.  

 
Figure 8.8 Schematic of a three-dimensional simulation model of microhole structure by 

the FDTD method. 

Table 8.3 Basic simulation parameters for analyzing the microhole structure. 

Parameters  

Wavelength of incident beam 488 nm 

Grid size 10 nm (x)  10 nm (y)  10 nm (z) 

Simulation region 2 μm (length)  2 μm (width)  1 μm (height) 

Near-field recording plane  20 nm above the top surface of microgroove 

NA 0.95 

The diffraction limit 313 nm 

Figure 8.9 shows the near-field amplitude distribution reflected from the microhole 

structure by linearly polarized incident beam (Fig. 8.9(a)) and circularly polarized incident 

beam (Fig. 8.9(b)). Compared to the results by the linear polarization, the imaging of the 
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opening of the microhole is much close to a circle by circular polarization, which is an 

indicator of the superior performance in two-dimensional imaging of microhole structure by 

an illumination with circular polarization.  

 

 
Figure 8.9 The near-field amplitude distribution reflected from the microhole structure 

by (a) linearly polarized incident beam and (b) circularly polarized incident beam 

Then, the simulations of 4-step phase shift were performed to obtain the phase information 

of the microhole structure. Figure 8.10 is the far-field phase distribution by linearly polarized 

incident beam, while the results by circular polarization are plotted in Fig. 8.11. Similar to 
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the results of amplitude distribution in Fig. 8.9, the phase deviations exist between the two 

orthogonal cross-sections by linear polarization (Fig. 8.10(b)), while the two phase 

distributions coincide well with each other in the case of circular polarization (Fig. 8.11(b)). 

However, by the proposed FNRDM method, we also evaluate the depths of the diffraction-

limited microhole by an effective depth at the central position of microgroove, rather than 

the depth distribution along the overall opening positions. Hence, the accuracies by using 

phase difference at the central position of microhole under the two types of polarization 

should be discussed further. 

 
Figure 8.10 The far-field phase distribution reflected from the microhole structure by 

linearly polarized incident beam. 
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Figure 8.11 The far-field phase distribution reflected from the microhole structure by 

circularly polarized incident beam. 

 The measured depths using the phase difference at the central position of microhole are 

listed in Table 8.4. Using only the far-field phase differences by the two types of polarization, 

the depth of the microhole with a diameter of 200 nm cannot be quantitatively evaluated, 

when the diffraction limit of optical imaging system is 313 nm. By the proposed FNRDM 

method, the measurement errors are 10 nm and 30 nm under linear polarization and circular 

polarization, respectively. Hence, by the proposed FNRDM method, the measured depth of 

the diffraction limited microhole has a higher accuracy when the linear polarization applied.  

Table 8.4 measured depths at the central position of the diffraction-limited microhole 

 
Under linear 

polarization 

Under circular 

polarization 

Measured depths using far-field 

phase by conventional method [nm] 
13 6 

Measured depths by FNRDM [nm] 290 270 

The improved accuracy by linear polarization can be explained by the influence of 

scattering light. It is assumed that, under the same irradiation, the phase information under 

circular polarization suffers more influence from the edges of the microhole. In order to prove 
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this assumption, another simulation for the same microhole (diameter = 200 nm, depth = 300 

nm) was performed by Matlab. The steps are as followings: (a) the near-field complex 

distributions are generated without scattering light. According to Eq. (8.2), the complex 

electric fields under circular polarization in the simulation can be given 

0
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                                                     (8.4) 

Considering the reflectivity difference and optical path difference between the top surface 

and the bottom surface, E0 and  are set in the Table 8.5. d is the diameter of the microhole, 

and the applied wavelength is 488 nm. With these settings, the near-field intensity 

distribution under circular polarization is shown in the Fig. 8.12(a). (b) Then, by the optical 

imaging theory and the four-step phase shift method, the far-field phase distribution can be 

obtained, depicted in Fig. 8.12(b). The applied numerical aperture is 0.95, which is the same 

with aforementioned FDTD simulation analysis. (c) Following the steps (a) and (b), the near-

field intensity distribution and far-field phase distribution without scattering light under 

linearly polarization are plotted in Fig. 8.13. It is found that the far-field phase differences at 

the central position of the microhole are both 0.45 rad under the two types of polarization 

without the scattering light, which indicates that the scattering light in case of the circular 

polarization leads to a larger measurement error of depth evaluation.  

Table 8.5 Parameters of E0 and  to generate the near-field distribution under circular 

polarization without scattering light by Matlab. 

 E0  

Top surface 
1

2
 

4


 

Bottom surface 
2

5
 

4

4

d 


  
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Figure 8.12 The generated distribution under circular polarization without scattering 

light: (a) near-field intensity distribution and (b) far-field phase distribution. 

 
Figure 8.13 The generated distribution under linear polarization without scattering light: 

(a) near-field intensity distribution and (b) far-field phase distribution. 

When measuring the diffraction-limited microhole structure, using circularly polarized 

illumination can enhance the roundness of the imaging of the circular opening. However, 

because of the influence of the scattering light, the measured depth by the proposed FNRDM 

method has a smaller error under linear polarization. The simulation results suggest that, 

under linear polarization, the proposed FNRDM method can evaluate the depth of a 



203 
 

microhole with 200-nm in diameter and 300-nm in depth, with an accuracy of 10 nm (3%), 

beyond the diffraction limit of 313 nm. 

8.4 Conclusions 

In this chapter, we discussed the practical applicability of the proposed FNRDM method 

based on the FDTD simulations. Firstly, considering the production site, the versatile 

microgrooves with different conditions were analyzed to verify the robustness of the 

proposed FNRDM method, including tapered structure, micro roughness, coating condition 

and PMMA material. The results show that, for all simulated structures, the measured depths 

by FNRDM have an accuracy of less than 10% error without being affected by the differences 

of internal situations. Hence, as long as the optical wave from the bottom surface is radiated 

to the far-field, FNRDM has the potential to evaluate the depth. One of the important 

measurement characteristics of FNRDM is that we do not need a priori know about the 

reflection efficiency from the bottom surface of microgrooves, which can be solved as an 

unknown information.  

Then, the feasibility of measuring diffraction-limited grating structure by FRDNM was 

analyzed. According to the pitch of grating structure, a modified equation for calculating the 

amplitude of the top surface was proposed, with which the depth of diffraction-limited 

grating structure can be quantitatively evaluated with an accuracy of approximately 10%. 

Furthermore, it is found that when the pitch of the grating structure is much larger than the 

diffraction limit of applied imaging system, each microgroove of the grating can be regarded 

as an isolated element, and the depth can be measured as the case of an equally single 

microgroove.  

Finally, considering the shape differences of the openings between microgroove and 

microhole, the influence of two types of polarization was further discussed in the case of 

diffraction-limited microhole structure: linear polarization and circular polarization. 

Although using circular polarization can achieve the imaging of the opening of microhole 

with a better circular symmetry, the measured depth under the linear polarization has a higher 

accuracy. The simulation results suggest that, under linear polarization, the proposed 
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FNRDM method can evaluate the depth of a microhole with 200-nm in diameter and 300-

nm in depth, with an accuracy of 10 nm (3%), beyond the diffraction limit of 313 nm. 

The results indicate that the proposed FNRDM method not only can be applied to depth 

measurement of fine microgrooves, but also has a potential to evaluate the depth of kinds of 

diffraction-limited microstructures. 
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Chapter 9. Conclusions and future work 

In this chapter, the work of this thesis is summarized and the important conclusions of 

each chapter are illustrated. Then, based on the investigation of this thesis, the future work is 

presented.   

9.1 Conclusions 

The main goal of the research in this thesis was to develop a novel optical depth 

measurement method, which (1) enables the quantitative evaluation of the diffraction-limited 

microgrooves, having an aspect-ratio of 1, on different materials, with an accuracy of 10%, 

(2) is capable of the individual difference evaluation of each microgroove, which is not 

possible with scatterometry, and (3) has a depth measurement range optically greater than 

half of the incident wavelength, without the phase ambiguity problem. In order to achieve 

this target, the FNRDM method and two phase unwrapping methods were presented, and a 

measurement system based on the low-coherence illumination was also developed. Not only 

the numerical analysis but also the experiments were implemented to demonstrate the 

feasibility of the proposed method. The conclusions of each chapter can be summarized as 

followings. 

Chapter 1 provided an introduction to the functional microstructures concerning the 

functional properties, the miniaturization trend and the applications. Especially, on the 

surface of these functional microstructures, the microgroove is one of the essential micro-

shape component and acts as the key functional element. The great demand for and the 

miniaturization trend of functional microstructures are driving the need of depth 

measurement in micro and nano scale with high accuracy. Then, an overview of the current 

approaches used in depth measurement was given, including stylus profilometry, SPM, cross-

section SEM, optical metrologies. Optical interferometry is a promising method due to its 

high throughput, noninvasiveness, feasibility in individual difference evaluation, high axial 

resolution and the potential of in-process measurement. However, when the width of 
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microgrooves is fewer than the diffraction limit, optical interferometry cannot be exploited 

owing to the significant errors of the measured depths. These all motivated the developments 

made within the course of this work. 

Chapter 2 gave a brief introduction about the theory of diffraction, Fourier Optics and 

near-field optics, to develop an understanding of the way optical systems process light to 

form images. Then, by the FDTD method, the near-field and far-field optical waves reflected 

from microgrooves were numerically analyzed. It is found that, for the diffraction-limited 

microgroove, the depth information can be accurately measured using the near-field phase 

difference. According to optical imaging theory, the forming mechanism of far-field optical 

waves from the diffraction-limited microgrooves was discussed, which clearly explains the 

inaccuracy of depth measurement of the diffraction-limited microgrooves by the 

conventional optical interferometry based on phase change. In order to solve this problem, a 

novel optical depth measurement method, called FNRDM, was proposed.  FNRDM connects 

the depth information of diffraction-limited microgrooves with the near-field phase 

difference, which can be calculated from practical far-field optical observations rather than 

directly measured by specialized equipment, i.e., near-field scanning optical microscopy. 

Chapter 3 presents the theoretical analysis based on the FDTD method to demonstrate 

the validity of FNRDM and discuss the detectable depth and the applicability under noise 

condition, when measuring the diffraction-limited microgrooves. There are some results: (1) 

the depth of a fine 200-nm-wide and 300-nm-deep microgroove can be measured by FNRDM, 

with an accuracy of 8 nm (3%) beyond the diffraction limit of 540 nm. (2) When the 

scattering light from the edges of microgrooves becomes the dominating contribution of the 

synthetically observed optical wave, FNRDM cannot be applied to evaluate the depth. It is 

found that, by FNRDM, the measurable aspect-ratios are 5 for the 200-nm-wide microgroove, 

3 for the 100-nm-wide microgroove and 1 for 50-nm-wide microgroove, beyond the 

diffraction limit, by using the wavelength of 488 nm. (3) Under the noise condition, although 

the accuracy of depth measurement is greatly influenced by numerical aperture, both a 200-

nm-wide microgroove with an aspect ratio of 1.5 and a 100-nm-wide microgroove with an 

aspect ratio of 2 can be quantitatively evaluated with less than 10% error by using imaging 
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objective with numerical aperture of 0.95 and the wavelength of 488 nm (the Rayleigh 

criterion = 313 nm). 

Chapter 4 focused on the development of the measurement system. A measurement 

system based on low-coherence illumination was developed to inspect the required far-field 

observations of the proposed FNRDM method. Besides the feature of low-coherence 

illumination, the designs of this measurement system also include an infinite corrected 

imaging system, a Linnik interferometer, an incident plane wave unit and an optical cage 

system. By comparing the height maps of a same flat surface on transparent polymer by a 

laser-based setup and the developed system based on low-coherence illumination, it is found 

that the spatial uniformity and accuracy of images by the low-coherence illumination are 

substantially better than the laser source. Finally, we analyzed the sensitivity of the developed 

measurement system based on low-coherence illumination. The measurement results suggest 

that this setup not only provides speckle-free images, but also allows for spatially sensitive 

optical path-length measurement (2.24 nm) and temporally sensitive optical path-length 

measurement (0.83nm). 

Chapter 5 describes an experiment to verify the validity of the proposed FNRDM method. 

The nanochannels on a microfluidic sample (COC, nominal width = 300 nm, depth = 110 

nm) were measured to verify the validity of the proposed FNRDM method. Both a AFM and 

the developed measurement system were used to measure this sample. There some 

experiment results: (1) the overall evaluation of measured depths of nanochannels in the same 

area are 67 nm by conventional interferometry, 107 nm by the proposed method and 114 nm 

by AFM measurement, respectively. (2) The same trend in depth variation of different 

nanochannels between the proposed method and AFM was confirmed. (3) The repeated 

experiments by the proposed method were performed, and the standard deviation is 

approximately 2 nm. According to the experiment results, our method has the advantages of 

greatly improved accuracy over conventional interferometry and enables the individual 

difference evaluation of each nanochannel, which is not possible with scatterometry. It is 

demonstrated that the proposed FNRDM method and the developed measurement system can 
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measure the depth of 300-nm-wide nanochannels beyond the diffraction limit (772 nm) with 

an accuracy of less than 10%. 

Chapter 6 presented a noise-immune dual-wavelength interferometry to solve the phase 

ambiguity problem when the depth of microgroove is optically larger than half of the incident 

wavelength. The noise-immune dual-wavelength interferometry not only extends the depth 

measurement range, but also reduces the noise level to that in a single-wavelength phase map. 

Then, the measurement system based on the low-cohernece illumination was combined with 

a dual-wavelength interferometer unit (λ = 532 nm and 520 nm) to meet the requirements of 

practical measurements. Two experiments of measuring the gratings on different materials 

were performed. The experiment results showed that: (1) the 1000-nm-wide microgrooves, 

having an aspect-ratio of 1, with width less than the diffraction limit (1159 nm and 1132 nm) 

of develop measurement system on a silicon surface, can be quantitatively evaluated with an 

accuracy of less than 5% by the combination of the proposed FNRDM method and the noise-

immune dual-wavelength interferometry. (2) The 700-nm-wide microgrooves, having an 

aspect-ratio over 0.5, with width less than the diffraction limit (772 nm and 755 nm) of 

develop measurement system on transparent polymer surface, can be quantitatively evaluated 

with an accuracy of less than 10% by the combination of the proposed FNRDM method and 

the noise-immune dual-wavelength interferometry. The combination also has a potential of 

measuring the depth of diffraction-limited and steep microgrooves with high accuracy. 

Chapter 7 proposed a novel method using a Fluorinert droplet to achieve the phase 

unwrapping. This method includes the generation and combination of two phase maps under 

an air condition and a droplet condition. When the two phase maps are combined, the 

measured depths are equivalent to those measured by a longer wavelength based on the 

refractive index difference. In order to achieve the droplet-based phase unwrapping method, 

a one-shot interferometry based on the Fourier Transform method, an auxiliary horizontal 

observation setup with high speed camera and a Fluorinert liquid with unique properties were 

presented. Based on the RCWA simulation, the numerical analysis for both the diffraction-

free and diffraction-limited microgrooves was performed to verify the applicability of the 

droplet-based phase unwrapping method. In the case of the diffraction-free microgrooves, 



209 
 

the simulation results show that the droplet-based phase unwrapping method enables the 

depth evaluation of a 1000-nm-wide and 300-nm-deep microgroove with an accuracy of 16 

nm (5%), without the phase ambiguity problem, using the wavelength of 488 nm. In the case 

of the diffraction-limited microgrooves, the FNRDM was combined to calculate the near-

field phase difference. The simulation results suggest that by the droplet-based phase 

unwrapping method and the FNRDM method, the depth of a 300-nm-wide microgroove, with 

an aspect-ratio of 1, can be quantitatively evaluated with an accuracy of 24 nm (8%), without 

the phase ambiguity problem, beyond the diffraction limit of 540 nm, using numerical 

aperture of 0.55 and the wavelength of 488 nm. The proposed method enables the phase 

unwrapping by using only single-wavelength illumination, has a high temporal resolution 

and requires significantly less computational work than other least-squares integration 

technologies. 

Chapter 8 discussed the practical applicability of FNRDM. The practical applicabilities 

to be investigated include versatile microgrooves with different internal conditions, grating 

structure and microhole structure. The simulation results by the FDTD method suggested: (1) 

Considering the production site, the internal shapes of versatile microgrooves were analyzed. 

The results suggest that as long as the optical wave from the bottom surface is radiated to the 

far-field, FNRDM has the potential to evaluate the depth information. (2) When using 

FNRDM to measure the depth of grating structure, a modified equation for calculating the 

amplitude of the top surface was proposed to ensure the measurement accuracy. Furthermore, 

it is found that when the pitch of the grating structure is much larger than the diffraction limit 

of applied imaging system, each microgroove of the grating can be regarded as an isolated 

element, and the depth can be measured as the case of an equally single microgroove. (3) 

When measuring microhole structure by FNRDM using linear polarization, the depth of a 

microhole with 200-nm in diameter and 300-nm in depth can be quantitatively evaluated, 

with an accuracy of 10 nm (3%), beyond the diffraction limit of 313 nm. All the results 

indicated that the proposed FNRDM method not only can be applied to depth measurement 

of fine microgrooves, but also has a potential to evaluate the depth of kinds of diffraction-

limited microstructures. 
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The contribution of this Ph.D. thesis can be summarized as followings: 

(a) Optical depth-measurement of diffraction-limited microstructures. As summarized in 

Chapter 1, it is difficult to obtain the depth information of diffraction-limited microstructures 

by optical methods based on phase change. The proposed FNRDM uses only far-field 

observations and achieves the depth-measurement accuracy less than 10%, which fills a gap 

in this research field. According to the experiment results from Chapter 5, our technology 

has the advantages of greatly improved accuracy over conventional interferometry and 

enables the individual difference evaluation of each nanochannel, which is not possible with 

scatterometry. It is demonstrated that the proposed FNRDM method and the developed 

measurement system can measure the depth of 300-nm-wide nanochannels beyond the 

diffraction limit (772 nm) with an accuracy of 8%. 

(b) Optical depth-measurement of steep microstructures. When using optical depth-

measurement methods based on phase change, the measured depth optically greater than half 

of the incident wavelength subjects to the phase measurement ambiguity. In this thesis, two 

solutions were provided: noise-immune dual-wavelength interferometry and droplet-based 

phase unwrapping method. The combination of FNRDM and the two solutions enables the 

depth evaluation of diffraction-limited and steep microstructures with high accuracy. The 

experiment results from Chapter 6 showed that: by the combination of the proposed FNRDM 

method and the noise-immune dual-wavelength interferometry, (1) the 1000-nm-wide 

microgrooves, having an aspect-ratio of 1, with width less than the diffraction limit (1159 

nm and 1132 nm) of develop measurement system on a silicon surface, can be quantitatively 

evaluated with an accuracy of less than 5%; (2) the 700-nm-wide microgrooves, having an 

aspect-ratio over 0.5, with width less than the diffraction limit (772 nm and 755 nm) of 

develop measurement system on transparent polymer surface, can be quantitatively evaluated 

with an accuracy of less than 10%.  

(c) Providing a reference for the development of optical depth-measurement system, 

especially inspecting the transparent microstructures. Measurement systems were developed 

to demonstrate the feasibility of the proposed method, including the plane wave incident unit 

in Linnik interferometry, the low-coherence illumination, optical cage system and dual-
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wavelength unit. The developed measurement system not only provides speckle-free images, 

but also allows for nanometer scale accuracy in optical path-length measurement. 

Furthermore, the topography of transparent microstructures can be measured by the 

developed system with extremely low spatial noise. Hence, the design and development of 

optical depth-measurement system in this thesis provides useful information and experience 

in related fields, such as optical interferometry, topography measurement of transparent 

material and low-coherence illumination.  

(d) A progress to some industrial fields and related research fields. Due to the clear merits 

of optical metrology and a dependence of only far-field observations, the proposed method 

has a high potential of in-process measurement. Hence, the work in this thesis has the 

potential to impact various industries where high-precision-microstructure mass production 

is crucial, such as semiconductors and microsystem techniques. Furthermore, our work 

brings a progress to optically three-dimensional imaging and motivates the studies in bio-

inspired functional surfaces, precision engineering, medical and biochemical applications, 

etc. 

However, the proposed FRNDM method is theoretically limited by the influence of the 

scattering light from the edges. When the scattering light from the edges of microgrooves 

becomes the dominating contribution of the synthetically observed optical wave on far-field 

plane, FNRDM cannot be applied to evaluate the depth. The analysis based on FDTD 

simulations suggested, by FNRDM, the measurable aspect-ratios are 5 for the 200-nm-wide 

microgroove, 3 for the 100-nm-wide microgroove and 1 for 50-nm-wide microgroove, 

beyond the diffraction limit, by using the wavelength of 488 nm. A method to weaken the 

scattering light needs to be investigated further and is our important future work.  

9.2 Future work 

Based on the measurements and analysis described in this thesis, the valuable future work 

is illustrated in the following contexts. 

(1) Achieve the depth distribution along the overall opening positions of the diffraction-

limited microgrooves, then reconstruct the 3D imaging with high resolution and accuracy. In 
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the proposed FNRDM method, we evaluated the depths of diffraction-limited microgroove 

by an effective depth at the central position of microgroove, rather than the depth distribution 

along the overall opening positions. There are two limiting factors: one is the theoretical error 

caused by the scattering light from the edges of microgrooves when measuring the depth 

distribution. Another is the requirement of measuring the far-filed parameters with high later 

resolution in practical experiments. In order to solve the problems, a method to weaken the 

scattering light needs to be investigated further, and Structured Illumination Microscopy 

(SIM) also can be considered to improve the lateral resolution of practical intensity images 

and phase maps. 

(2)  The numerical analysis was performed to discuss the detectable depth, the influence 

of the internal shapes and microhole structure when using the proposed FNRDM method. 

However, due to a lack of such samples, the manufacture of which is still difficult, the 

experimental investigation has not been implemented in this thesis. Hence, the practical 

measurements are required to further verify some of the simulation results. 

(3) During the measurement processes by the developed setup based on the low-coherence 

illumination, the most difficult part lies in adjusting the visible interference fringes. Although 

the practical adjustments for reducing the OPD in our experiments were introduced in Section 

5.3.2. In order to determine the best foci of the reference and the test sample, a new unit using 

the astigmatic method and quadrant photodiode detector can be supplemented into the 

measurement system. 

(4) The droplet-based phase unwrapping method should be experimentally verified. The 

concept of the design of the auxiliary horizontal observation setup was proposed, however, 

it is still difficult to capture the weak scattering light of the droplet, let alone with a high 

evaporation speed. A light source with high power, a camera with high sampling rate and a 

heat-absorbing filter can be used to optimize the horizontal observation setup. The silicon 

and COC sample, used in Chapter 6, are the optional samples for verifying this droplet-based 

phase unwrapping method. Furthermore, the research based on the liquid probe is a valuable 

topic. There are two main reasons: (a) due to the multiple interference of thin film, the 

sensitivity can be enhanced when observing the microstructures by inserting a liquid probe 
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[146][147]. (b) When there is liquid layer between the microgroove and the imaging system, 

the scattering light from the edges of microgrooves might be decreased. 

(5) Extending the measured objects from a fine microgroove, a microhole, grating 

structure and some microgrooves with different internal shapes, to an arbitrary microstructure, 

the opening of which is fewer than the diffraction limit. In order to achieve this target, the 

contribution of the amplitude from the top surface needs to be investigated, including the 

topography and material.  
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Appendix A Codes used in the simulation   

A-1 Numerical analysis of the feasibility of FNRDM 

%% parameter setting 

NA = 0.55;                     

wavelength = 488*10^(-9);             

unit = 5*10^(-9);      % Corresponding to the grid size of FDTD simulation  

unit_sum = 801;       % Corresponding to the simulation region of FDTD simulation  

ex_unit_sum = 801;  % Corresponding to the expected region of far-filed imaging 

 

%% reading the data of FDTD simulation         

samp_file_nameA = ‘ari_m1_f2_ex.dat’;   % data of the microgroove model  

samp_file_nameB = ‘nasi_m1_f2_ex.dat’;  % data of the air model             

[samp2D_real_imag_dataA, 

samp2D_real_imag_headA]=A131215importfile2D(samp_file_nameA); 

[samp2D_real_imag_dataB, 

samp2D_real_imag_headB]=A131215importfile2D(samp_file_nameB); 

 

%% get the reflective component 

samp2D_real_imag_dataC = samp2D_real_imag_dataA-samp2D_real_imag_dataB; 

column=size(samp2D_real_imag_dataC,2); 

samp2D_real_dataC=samp2D_real_imag_dataC(:,1:2:column); 

samp2D_imag_dataC=samp2D_real_imag_dataC(:,2:2:column);  

samp2D_complex_dataC1=samp2D_real_dataC + samp2D_imag_dataC * i; 

 

%% read the data at the required position in near-field 

samp2D_complex_dataC=samp2D_complex_dataC1(:,305);  

samp2D_intensity_dataC=samp2D_real_dataC.^2+samp2D_imag_dataC.^2; 
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samp2D_amplitude_dataC=samp2D_intensity_dataC. ^ (1/2); 

samp2D_phase_dataC=angle(samp2D_complex_dataC); 

 

%% plot the near-filed data 

x_axis=unit:unit:unit_sum*unit; 

nearfield_amp = samp2D_amplitude_dataC (: , 305)'; 

figure () 

plot (x_axis, nearfield_amp, ‘k.-’) 

nearfield_Pha=samp2D_phase_dataC'; 

figure (); 

plot (x_axis, nearfield_Pha, ‘k.-’) 

 

%% far-field imaging 

samp_compamp_ex=zeros(ex_unit_sum,1); 

unit_part=(ex_unit_sum-unit_sum-1)/2; 

samp_compamp_ex(unit_part+1: unit_part+unit_sum) 

=samp2D_complex_dataC(1:unit_sum); 

[image_compamp, airyAMP_forFFT, FFTed_airyAMP_forFFT]  

= opticsimaging (wavelength, NA, samp_compamp_ex, unit, ex_unit_sum); 

image_compamp_real=real(image_compamp); 

image_compamp_imag=imag(image_compamp); 

image_amp=abs(image_compamp); 

image_phase=angle(image_compamp); 

image_int=image_amp . ^2; 

 

%% plot the far-filed data 

x_axis1=unit:unit:ex_unit_sum*unit; 

farfield_amp=image_amp'; 

figure () 
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plot (x_axis1, farfield_amp, 'k.-') 

farfield_Pha=image_phase'; 

figure (); 

plot (x_axis1, farfield_Pha, 'k.-') 

 

%% FNRDM 

amp_top=149.3;     % amplitude of top surface reflection 

pha_uniform=2.14;  % phase of top surface  

farfield_middle_amp=farfield_amp((ex_unit_sum+1)/2); 

farfield_middle_pha=farfield_Pha((ex_unit_sum+1)/2)-pha_uniform; 

nearfield_cal_amp=(farfield_middle_amp^2+amp_reflect^2-

2*farfield_middle_amp*amp_reflect*cos(farfield_middle_pha))^(1/2); 

if farfield_middle_amp*cos(farfield_middle_pha)<amp_reflect && farfield_middle_pha>0 

   theta=abs(asin(farfield_middle_amp*sin(farfield_middle_pha)/nearfield_cal_amp)); 

   theta1=pi-theta; 

  else if farfield_middle_amp*cos(farfield_middle_pha)>amp_reflect && 

farfield_middle_pha>0 

   theta1=abs(asin(farfield_middle_amp*sin(farfield_middle_pha)/nearfield_cal_amp)); 

     else if farfield_middle_amp*cos(farfield_middle_pha)<amp_reflect && 

farfield_middle_pha<0 

      theta=-abs(asin(farfield_middle_amp*sin(farfield_middle_pha)/nearfield_cal_amp)); 

      theta1=-(pi-theta);         

     else         

   theta1=-abs(asin(farfield_middle_amp*sin(farfield_middle_pha)/nearfield_cal_amp)); 

     end 

   end 

end 

h=wavelength*theta1/4/pi;   % theta1 is the calculated near-field phase. 
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% %define function A131215importfile2D 

function [samp2D_real_imag_data, samp2D_real_imag_head] 

=A131215importfile2D(fileToRead1) 

DELIMITER = ‘’; 

HEADERLINES = 4; 

newData1 = importdata(fileToRead1, DELIMITER, HEADERLINES); 

samp2D_real_imag_data=newData1.data; 

samp2D_real_imag_head=newData1.textdata; 

 

% %define function opticsimaging 

function [image_compamp, airyAMP_forFFT, FFTed_airyAMP_forFFT] 

=opticsimaging(wavelength, NA, samp_compamp, unit, unit_sum) 

k=2*pi/wavelength; 

const=k*NA*unit; 

airy_amplitude= zeros(unit_sum, 1); 

airy_amplitudeinverse= zeros(unit_sum, 1); 

for ii = 1:unit_sum; 

    airy_amplitude(ii) = ( 2 * besselj(1, const*(ii-0.5)) / (const*(ii-0.5)) );  

    airy_amplitudeinverse(unit_sum+1-ii)=airy_amplitude(ii); 

end 

airyAMP_forFFT=airy_amplitudeinverse+airy_amplitude; 

FFTed_airyAMP_forFFT=fft(airyAMP_forFFT); 

image_compamp=(ifft((fft(samp_compamp)).*FFTed_airyAMP_forFFT)); 

end 

 

%% calculate top surface reflection 

NA = 0.55;                     

wavelength = 488;            

unit=5;   % Corresponding to the grid size of FDTD simulation         
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k=2*pi/wavelength; 

const=k*NA*unit; 

unit_sum=801;     Corresponding to the simulation region of FDTD simulation 

airy_amplitude= zeros(unit_sum, 1); 

for ii = 1:unit_sum; 

    airy_amplitude(ii) = ( 2 * besselj(1, const*(ii-0.5)) / (const*(ii-0.5)) );  

end 

airy_amplitude1=airy_amplitude; 

for i=1:20   % half of the width of microgroove 

    airy_amplitude1(i)=0; 

end 

sum_amplitude_0=sum(airy_amplitude); 

sum_amplitude_1=sum(airy_amplitude1); 

amp_top =sum(airy_amplitude1)*229.2/sum_amplitude_0; 

 

A-2 Applicability of FNRDM under practical noise conditions 

%% read the data 

cd='F:\research\for graduation\code\chapter2\nqdm\noise\w200d300' ;   

a=dir(cd); 

for i=1:1:4 

pathA=strcat(cd,'\sampleshift\',(num2str(i*122)),'\NA0.55 sabun','\parameter.mat'); 

j=load(pathA);  

compA=j.image_compamp; 

A(i,:)=compA; 

pathB=('F:\research\for graduation\code\chapter2\nqdm\noise\w200d300\parameter.mat');  

k=load(pathB); 

compB=k.image_compamp; 

B(i,:)=compB; 
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compC=compA+compB; 

image_amp(i,:)=abs(compC); 

image_int(i,:)=image_amp(i,:).^2; 

end 

 

%% 4-step phase shift 

I1=image_int(1,:); 

I2=image_int(2,:); 

I3=image_int(3,:); 

I4=image_int(4,:); 

phase_no_noise=atan2((I4-I2),(I1-I3)); 

%% plot the interferograms  

x=-2000:5:2000; 

figure() 

plot(x,I1,'k-') 

grid on 

set(gca,'fontsize',15,'fontname','Times New roman') 

figure() 

plot(x,I2,'k-') 

grid on 

set(gca,'fontsize',15,'fontname','Times New roman') 

figure() 

plot(x,I3,'k-') 

grid on 

set(gca,'fontsize',15,'fontname','Times New roman') 

figure() 

plot(x,I4,'k-') 

grid on 

set(gca,'fontsize',15,'fontname','Times New roman') 
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%% adding the noise 2sigma = 3% 

I1_noise=I1+I1.*normrnd(0,0.015,1,801); 

I2_noise=I2+I2.*normrnd(0,0.015,1,801); 

I3_noise=I3+I3.*normrnd(0,0.015,1,801); 

I4_noise=I4+I4.*normrnd(0,0.015,1,801); 

phase_noise=atan2((I4_noise-I2_noise),(I1_noise-I3_noise)); 

figure() 

plot(x,phase_noise,'r.-') 

hold on 

plot(x,phase_no_noise,'k.-') 

grid on 

set(gca,'fontsize',15,'fontname','Times New roman') 

 

%% calculate the maximal error under noise condition 

phase_error=phase_noise-phase_no_noise; 

phase_error_max=max(abs(phase_error')); 

phase_error_std=std(phase_error');  
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Appendix B Codes used in the experiments 

B-1 Calculating the data of Af AND Au 

%% data reading 

unit = 1.67/40;                      % 1.67 is pixel size of CCD, 40 is magnification power 

xc1 = 0: unit:3839* unit;       % 3840 is the pixel number along X-axis 

yc1=0: unit:2747* unit;       % 2748 is the pixel number along Y-axis 

I11 = imread ('Image__2018-08-28__16-38-24.tiff');    % reading the raw data 

AA1=int16(I11); 

 

%% plot the image 

Figure () 

imagesc(xc1, yc1,AA1); 

set (gca,'fontsize',15,'fontname','Times New roman') 

colormap(gray) 

 

%% rotating the image 

tan_theta = (1037-841) / (925-21); 

theta=-atan(tan_theta) *180/pi; 

AA1_ro= imrotate (AA1, theta, 'bilinear','crop'); 

Figure () 

imagesc(AA1_ro); 

set (gca,'fontsize',15,'fontname','Times New roman') 

colormap(gray) 

% 

x_applied=0: unit: 50* unit;       % 50 is the pixel number in the evaluating area along X-axis 

y_applied=0: unit:500* unit;    % 500 is the pixel number in the evaluating area along X-axis 

AA1_col=AA1_ro (1551:2050,1481:1530); 
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AA1_col_am=sqrt(double(AA1_col));      % amplitude 

Figure () 

imagesc (x_applied, y_applied, AA1_col_am); 

set(gca,'YDir','normal') 

colormap(gray) 

set (gca,'fontsize',16,'fontname','Times New roman') 

axis tight 

 

%% selecting uniform area of the sample 

AA1_flat=double (AA1_ro (961:1410,3146:3595)); 

%% plot the uniform area 

Figure () 

imagesc(AA1_flat); 

set (gca,'fontsize',15,'fontname','Times New roman') 

set (gca,'ytick', [], 'yticklabel', []) 

set (gca,'xtick', [], 'xticklabel', []) 

colormap(gray) 

axis tight 

axis image 

%% calculating Au 

am_flat=mean(mean(AA1_flat)); 

std_flat=std (AA1_flat (:))/256; 

am_flat1=sqrt(am_flat); 

save (parameter1.mat.mat',' AA1_col) 

 

 

B-2 Calculating the phase distribution by 4-step phase shift method 

%% data reading 
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k=1; 

i=1; 

for i=1:4; 

  N1=sprintf('%s%d.tiff','Basler acA3800-14um (21952933)_20180828_163951887_000',i); 

  II=imread(N1); 

  A{i}=int16(II); 

  va=i; 

end 

AA1=A{va-3}; 

AA2=A{va-2}; 

AA3=A{va-1}; 

AA4=A{va}; 

xc1=0: unit:3839* unit;       % 3840 is the pixel number along X-axis 

yc1=0: unit:2747* unit;       % 2748 is the pixel number along Y-axis 

 

%% plot the interferograms 

Figure () 

imagesc (xc1, yc1, AA1); 

set (gca,'ytick', [],'yticklabel', []) 

set (gca,'xtick', [],'xticklabel', []) 

colormap(gray) 

set (gca,'fontsize',15,'fontname','Times New roman') 

 

figure () 

imagesc (xc1, yc1, AA2); 

set (gca,'ytick', [],'yticklabel', []) 

set (gca,'xtick', [],'xticklabel', []) 

colormap(gray) 

set (gca,'fontsize',15,'fontname','Times New roman') 
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figure () 

imagesc (xc1, yc1, AA3); 

set (gca,'ytick', [],'yticklabel', []) 

set (gca,'xtick', [],'xticklabel', []) 

colormap(gray) 

set (gca,'fontsize',15,'fontname','Times New roman') 

 

figure () 

imagesc (xc1, yc1, AA4); 

set (gca,'ytick', [],'yticklabel', []) 

set (gca,'xtick', [],'xticklabel', []) 

colormap(gray) 

set (gca,'fontsize',15,'fontname','Times New roman') 

 

%% rotating the images  

tan_theta = (1037-841) / (925-21); 

theta=-atan(tan_theta) *180/pi; 

AA1_ro=imrotate (AA1, theta, 'bilinear','crop'); 

AA2_ro=imrotate (AA2, theta, 'bilinear','crop'); 

AA3_ro=imrotate (AA3, theta, 'bilinear','crop'); 

AA4_ro=imrotate (AA4, theta, 'bilinear','crop'); 

A1=AA1_ro; 

A2=AA2_ro; 

A3=AA3_ro; 

A4=AA4_ro; 

 

%% phase shift method 

S1=atan2(double((A4-A2)), double((A1-A3))); 

Figure () 
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imagesc(S1); 

colormap(jet) 

set (gca,'fontsize',15,'fontname','Times New roman') 

axis tight 

axis image 

 

%% Selecting the evaluating area 

x_applied=0: unit:50* unit;       % 50 is the pixel number in the evaluating area along X-axis 

y_applied=0: unit:500*unit;    % 500 is the pixel number in the evaluating area along X-axis 

figure () 

imagesc(x_applied, y_applied,S1(1551:2050,1481:1530)); 

set(gca,'YDir','normal') 

colormap(jet) 

set (gca,'fontsize',16,'fontname','Times New roman') 

S1_unwrap=S1(1551:2050,1481:1530); 

S1_save=S1_unwrap; 

save ('parameter1-4.mat','S1_save') 

 

B-3 Data processing by FNRDM  

%% loading amplitude distribution  

load('F:\research\experiment\data2018\180828\int\parameter1.mat'); 

int=double(AA1_col); 

farfield_amp=sqrt(int); 

unit=1.64/40; 

x_applied=0: unit:50*unit; 

y_applied=0: unit:500*unit; 

figure () 

imagesc (x_applied,y_applied,farfield _amp) 
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set (gca,'YDir','normal') 

colormap (gray) 

set (gca,'fontsize',16,'fontname','Times New roman') 

axis tight 

 

%% loading phase distribtuion 

load('F:\research\experiment\data2018\180828\pha\parameter2-5.mat'); 

phase=S1_save; 

figure () 

imagesc(x_applied,y_applied,phase) 

set(gca,'YDir','normal') 

set (gca,'ytick', [],'yticklabel', []) 

set (gca,'xtick', [],'xticklabel', []) 

colormap(jet) 

set (gca,'fontsize',16,'fontname','Times New roman') 

 

% % locate the central position of the microgrooves 

farfield_amp_gr=[farfield_amp(44,:);farfield_amp(147,:);farfield_amp(248,:);farfield_amp(

350,:);farfield_amp(451,:)]; 

phase_upper=[phase(71:110,:);phase(171:210,:);phase(271:310,:);phase(381:420,:)]; 

phase_upper_mean= mean(phase_upper(:)); 

phase_bottom=[phase(44,:);phase(147,:);phase(248,:);phase(349,:);phase(451,:)]; 

phase_difference=phase_bottom-phase_upper_mean; 

 

% % calculated At by using Au 

a1=11.0705; 

 

%% FNRDM 

for i=1:5 
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 for j=1:50 

 if (farfield_amp_gr(i,j).^2+a1^2-2*farfield_amp_gr(i,j).*a1.*cos(phase_difference(i,j))) >0 

   nearfield_cal_amp(i,j) = (farfield_amp_gr(i,j).^2+a1.^2-

2*farfield_amp_gr(i,j).*a1.*cos(phase_difference(i,j))).^(1/2); 

  else 

    nearfield_cal_amp(i,j)=0; 

end 

end 

end 

 

for i=1:5 

for j=1:50 

  if phase_difference(i,j)<0 && farfield_amp_gr(i,j)*cos(phase_difference(i,j))>a1 

    theta1(i, j) = -abs(asin(farfield_amp_gr(i,j)*    

                         sin(phase_difference(i,j))/nearfield_cal_amp(i,j))); 

    else if phase_difference(i,j)<0 && farfield_amp_gr(i,j)*cos(phase_difference(i,j))<a1 

    theta (i, j) = -abs(asin(farfield_amp_gr(i,j)*  

                      sin(phase_difference(i,j))/nearfield_cal_amp(i,j))); 

    theta1(i,j) = -(pi+theta(i,j)); 

        else if phase_difference(i,j)>0 && farfield_amp_gr(i,j)*cos(phase_difference(i,j))>a1           

theta1(i,j)=abs(asin(farfield_amp_gr(i,j)*sin(phase_difference(i,j))/nearfield_cal_amp(i,j))); 

            else 

  theta(i, j)=abs(asin(farfield_amp_gr(i,j)*sin(phase_difference(i,j))/nearfield_cal_amp(i,j))); 

  theta1(i,j)=(pi-theta(i,j));    

end 

end 

end 

end 

end 
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h_con=532*phase_difference/4/pi;     % 532 is the wavelength 

h_wrapped=532*theta1/4/pi; 

h_con_ave=mean(h_con); 

h_wrapped_ave=mean(h_wrapped); 
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