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Abstract

In this thesis, we introduce two kinds of brane coproducts, which are generalizations of
the loop coproduct in string topology. In Part I, we introduce the first one, the symmetric
brane coproduct, and prove its associativity, commutativity and the Frobenius compatibility
with the brane product. As an application, we give an example of nontrivial composition
of the brane product and coproduct in Part II. Finally in Part III, we introduce the other
brane coproduct, the non-symmetric brane coproduct. Comparing it with the symmetric
one, we prove some vanishing of cup products on the mapping spaces from spheres.

0 Introduction

Chas-Sullivan [CS99] constructed the loop product on the homology H∗(LM) of the free loop
space LM = Map(S1,M) of a connected oriented closed manifold M . The loop product is
constructed as a mixture of the Pontrjagin product H∗(ΩM × ΩM)→ H∗(ΩM) defined by the
composition of based loops and the intersection product H∗(M ×M) → H∗−m(M). Note that
the intersection product is the shriek map defined by the finiteness of the codimension of the
diagonal embedding ∆: M → M ×M . Generalizing the loop product, Cohen-Godin [CG04]
constructed a topological quantum field theory (TQFT). This gives a family of operations, called
string operations, which include the loop coproduct. String operations were expected to give rich
structures on the homology of the free loop space. But Tamanoi [Tam10] proved that the loop
coproduct is “almost” trivial, and that the composition of the loop product and coproduct is
completely trivial.

Then two kinds of generalizations of string operations were constructed. One is a generaliza-
tion to Gorenstein spaces due to Félix-Thomas [FT09]. Here, a space M is a Gorenstein space
if its singular cochain algebra C∗(M) satisfies some algebraic condition. This notion general-
izes Poincaré duality spaces, and the classifying space of a connected Lie group and some Borel
constructions are also Gorenstein spaces. Consider the diagram

LM LM ×M LM LM × LM

M ×M M,

ev0×ev1/2

comp incl

∆

(0.1)

where the square is a pullback diagram. Félix-Thomas constructed the loop coproduct as the
composition

H∗(LM)
comp!

−−−−→ H∗−m(LM ×M LM)
incl∗−−−→ H∗−m(LM × LM).

Here, comp! is defined as a “lift” of the intersection product ∆! : H∗(M×M)→ H∗−m(M). Note
that the intersection product is the shriek map defined from the finiteness of the codimension of
the diagonal embedding ∆: M →M ×M .
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The other generalization is the brane product due to Sullivan-Voronov [CHV06, Section
5]. The brane product is a generalization of the loop product to the sphere spaces SkM =
Map(Sk,M). This product can be defined as a mixture of the Pontrjagin product on H∗(Ω

kM)
and the intersection product on H∗(M), similarly to the loop product. But the other operations,
especially the brane coproduct, were not generalized to the sphere spaces.

Part I: Coproducts in brane topology

In Part I, which is based on the author’s paper [Wak], we construct the brane product and
coproduct

µ : H∗(M
S ×MT )→ H∗−m(MS#T )

δ : H∗(M
S#T )→ H∗−m̄(MS ×MT )

as generalizations of the loop product and coproduct with coefficients in the field Q of rational
numbers (or any filed of characteristic zero). Here, S and T are k-dimensional manifolds, M
is a k-connected space with

⊕
n πn(M) ⊗ Q of finite dimension, and m̄ = dimΩk−1M is the

dimension of Ωk−1M as a Gorenstein space. We should call it the symmetric brane coproduct
in order to distinguish it from the non-symmetric brane coproduct, which will be introduced in
Part III. Note that, when S = T = Sk, they have the form

µ : H∗(S
kM × SkM)→ H∗−m(SkM)

δ : H∗(S
kM)→ H∗−m̄(SkM × SkM).

Now we explain the construction of the brane coproduct. As a generalization of the diagram
(0.1), we consider the diagram

MS#T MS ×M MT MS ×MT

Sk−1M M.

res

comp incl

c

(0.2)

Using this diagram, we define the brane coproduct by the composition

H∗(M
S#T )

comp!

−−−−→ H∗−m̄(MS ×M MT )
incl∗−−−→ H∗−m̄(MS ×MT ).

Here we need to define the shriek map comp! : H∗(M
S#T ) → H∗−m̄(MS ×M MT ) of the map

comp. Using the following theorem, we define this shriek map as a “lift” of (the dual of) the
shriek map c! of the embedding c : M → Sk−1M as constant maps.

Theorem 0.3 (Corollary 3.2). Under the above assumptions, we have an isomorphism

ExtlC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)) ∼= H l−m̄(M).

In particular, for l = m̄, we have the generator

c! ∈ Extm̄C∗(Sk−1M)(C
∗(M), C∗(Sk−1M)) ∼= Q.

Note that this theorem generalizes a result of Félix-Thomas [FT09] which was used to define
the loop product and coproduct.

Moreover, some properties of the loop product and coproduct are generalized to the brane
product and coproduct.
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Theorem 0.4 (Theorem 1.5). The brane product and coproduct give a structure of a Frobenius
algebra on the shifted homology H∗(S

kM) = H∗+m(SkM). That is, the brane product and
coproduct are (co)associative and (co)commutative, and satisfy the Frobenius compatibility.

On the other hand, the brane product and coproduct are both nontrivial even in the case M
is a manifold, unlike the loop product and coproduct.

Theorem 0.5 (Theorem 1.6). For M = S2n+1, the algebra H∗(S
2M) with respect to the brane

product is isomorphic to the exterior algebra ∧(y, z) with generators of degrees |y| = −2n − 1,
|z| = 2n− 1. Moreover, the brane coproduct is given by

δ(1) = 1⊗ yz − y ⊗ z + z ⊗ y + yz ⊗ 1

δ(y) = y ⊗ yz + yz ⊗ y
δ(z) = z ⊗ yz + yz ⊗ z
δ(yz) = −yz ⊗ yz.

Part II: Nontrivial example of the composition of the brane product
and coproduct on Gorenstein spaces

In Part II, which is based on [Wak19b], we give an example of nontrivial composition of the
brane product and coproduct.

By the same method as Part I, we obtain the brane product and coproduct in the form

µU : H∗(M
U )→ H∗−m(MU#)

δU : H∗(M
U#)→ H∗−m̄(MU ).

Here, U is a k-manifold with two distinct base points, and U# is the connected sum of U with
itself along the two base points. Note that, if S and T are k-manifolds and we take U = S

⨿
T

with one base point on S and the other on T , then µU and δU coincide with µ and δ constructed
in Part I.

Then we have an example of nontrivial composition of the brane product and coproduct.

Theorem 0.6 (Theorem 10.3). Let k be a positive even integer. Consider the case U = Sk (and
hence U# = Sk−1 × S1) and M is the Eilenberg-MacLane space K(Z, 2n) with n > k/2. Then
the composition µU ◦ δU is nontrivial.

p q

MU MU∨ MU#

comp (= p∗) incl (= q∗)

Sk−1

Part III: New construction of the brane coproduct and vanishing of cup
products on sphere spaces

In Part III, which is based on [Wak19a], we introduce another kind of the brane coproduct, which
we call the non-symmetric brane coproduct. By comparing it with the previous one, we obtain
the vanishing of some cup products on the cohomology of the sphere spaces.
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Let K be a field (of any characteristic), M a 1-connected Poincaré duality space over K of
dimension m, and T a manifold of dimension k. Now we consider the diagram

MT
f+g SkfM ×M MT

g SkfM ×MT
g

DkM SkfM

res

comp incl

pr1

ι

(0.7)

instead of the diagram (0.2). Here we write DkM = Map(Dk,M). The space SkfM denotes the

path component in SkM containing the element f ∈ SkM , and similar for MT
g and MT

f+g. This
diagram leads us to define the non-symmetric brane coproduct as the composition

H∗(M
T
f+g)

comp!

−−−−→ H∗−m(SkfM ×M MT
g )

incl∗−−−→ H∗−m(SkfM ×MT
g ),

where comp! is a “lift” of (the dual of) the shriek map ι! of the embedding ι.
Consider the case where M is k-connected and S = T = Sk. Then the dual

δ∨ns : H
∗(SkM × SkM)→ H∗+m(SkM)

of the non-symmetric brane coproduct can be explicitly computed as follows.

Theorem 0.8 (Theorem 19.1). The non-symmetric brane coproduct is described by

δ∨ns(u× v) = ev∗0(ω · c∗(u)) · v,

where u × v denotes the cross product of u ∈ H∗(SkM) and v ∈ H∗(SkM), and c : M → SkM
is the embedding as constant maps.

Now we additionally assume either (a) or (b) of the following.

(a) k = 1

(b) k is odd, chK = 0 and
⊕

n πn(M)⊗Q is of finite dimension.

Then we can also consider the dual

δ∨ : H∗(SkM × SkM)→ H∗+m̄(SkM)

of the symmetric brane coproduct, and compare it with the non-symmetric brane coproduct.
The diagram (0.7) is related to the diagram (0.2) by the diagram

SkM SkM ×M SkM SkM × SkM

DkM SkM

Sk−1M M,

res

comp

pr1

incl

res

ι

ev

c

where the two squares are pullback diagrams. In this diagram, the upper square coincides with
that in (0.7) and the outer square coincides with that in (0.2). We use this diagram to compare
the two brane coproducts.
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Theorem 0.9 (Proposition 20.2 and Proposition 20.7). Under the above assumptions, we have
δ∨ = χ(M)δ∨ns.

The non-symmetric brane coproduct δ∨ns seems to be non-commutative by the explicit formula
in Theorem 0.8. On the other hand, the symmetric brane coproduct δ∨ is commutative by
Theorem 0.4. In spite of such difference, these coproducts coincide with each other up to the
scalar χ(M). This coincidence gives some nontrivial relations on H∗(SkM), and hence we obtain
the main theorem of this article:

Theorem 0.10 (Theorem 15.2). Under the above assumptions, for any α ∈ H>0(SkM), we
have

χ(M)ev∗0ω · α = 0 ∈ H |α|+m(SkM).

For the case k = 1 and M is a manifold, the theorem is proved by [Men13].
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Part I

Coproducts in brane topology
Abstract

We extend the loop product and the loop coproduct to the mapping space from the
k-dimensional sphere, or more generally from any k-manifold, to a k-connected space with
finite dimensional rational homotopy group, k ≥ 1. The key to extending the loop co-

product is the fact that the embedding M → MSk−1

is of “finite codimension” in a sense
of Gorenstein spaces. Moreover, we prove the associativity, commutativity, and Frobenius
compatibility of them.

1 Introduction

Chas and Sullivan [CS99] introduced the loop product on the homology H∗(LM) of the free loop
space LM = Map(S1,M) of a manifold. Cohen and Godin [CG04] extended this product to
other string operations, including the loop coproduct.

Generalizing these constructions, Félix and Thomas [FT09] defined the loop product and
coproduct in the case M is a Gorenstein space. A Gorenstein space is a generalization of a
manifold in the point of view of Poincaré duality, including the classifying space of a connected
Lie group and the Borel construction of a connected oriented closed manifold and a connected Lie
group. But these operations tend to be trivial in many cases. Let K be a field of characteristic
zero. For example, Tamanoi showed that the loop coproduct is trivial for a manifold with
the Euler characteristic zero in [Tam10, Corollary 3.2], and that the composition of the loop
coproduct followed by the loop product is trivial for any manifold in [Tam10, Theorem A].
Similarly, Félix and Thomas [FT09, Theorem 14] proved that the loop product over K is trivial
for the classifying space of a connected Lie group. A space with the nontrivial composition of
loop coproduct and product is not found.

On the other hand, Sullivan and Voronov generalized the loop product to the sphere space
SkM = Map(Sk,M) for k ≥ 1. This product is called the brane product. See [CHV06, Part I,
Chapter 5].

In this article, we will generalize the loop coproduct to sphere spaces, to construct nontrivial
and interesting operations. We call this coproduct the brane coproduct.

Here, we review briefly the construction of the loop product and the brane product. For
simplicity, we assume M is a connected oriented closed manifold of dimension m. The loop
product is constructed as a mixture of the Pontrjagin productH∗(ΩM×ΩM)→ H∗(ΩM) defined
by the composition of based loops and the intersection product H∗(M ×M)→ H∗−m(M). More
precisely, we use the following diagram

LM × LM

ev1×ev1

��

LM ×M LM
incloo

��

comp // LM

M ×M M.
∆oo

(1.1)

Here, the square is a pullback diagram by the diagonal map ∆ and the evaluation map ev1
at 1, identifying S1 with the unit circle {z ∈ C | |z| = 1}, and comp is the map defined
by the composition of loops. Since the diagonal map ∆: M → M × M is an embedding of
finite codimension, we have the shriek map ∆! : H∗(M × M) → H∗−m(M), which is called
the intersection product. Using the pullback diagram, we can “lift” ∆! to incl! : H∗(LM ×
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LM)→ H∗−m(LM ×M LM). Then, we define the loop product to be the composition comp∗ ◦
incl! : H∗(LM × LM)→ H∗−m(LM).

The brane product can be defined by a similar way. Let k be a positive integer. We use the
diagram

SkM × SkM

��

SkM ×M SkM
incloo

��

comp // SkM

M ×M M.
∆oo

Since the base map of the pullback diagram is the diagonal map ∆, which is the same as that
for the loop product, we can use the same method to define the shriek map incl! : H∗(S

kM ×
SkM) → H∗−m(SkM ×M SkM). Hence we define the brane product to be the composition
comp∗ ◦ incl

! : H∗(S
kM × SkM)→ H∗−m(SkM).

Next, we review the loop coproduct. Using the diagram

LM

ev1×ev−1

��

LM ×M LM
compoo

��

incl // LM × LM

M ×M M,
∆oo

(1.2)

we define the loop coproduct to be the composition incl∗◦comp! : H∗(LM)→ H∗−m(LM×LM).
But the brane coproduct cannot be defined in this way. To construct the brane coproduct,

we have to use the diagram

SkM

res

��

SkM ×M SkM
compoo

��

incl // SkM × SkM

Sk−1M M.
coo

Here, c : M → Sk−1M is the embedding by constant maps and res : SkM → Sk−1M is the
restriction map to Sk−1, which is embedded to Sk as the equator. In a usual sense, the base
map c is not an embedding of finite codimension. But using the algebraic method of Félix and
Thomas [FT09], we can consider this map as an embedding of codimension m̄ = dimΩk−1M ,
which is defined as a finite integer when the iterated loop space Ωk−1M is a K-Gorenstein space.
Hence, under this assumption, we have the shriek map c! : H∗(S

k−1M)→ H∗−m̄(M) and the lift
comp! : H∗(S

kM) → H∗−m̄(SkM ×M SkM). This enables us to define the brane coproduct to
be the composition incl∗ ◦ comp! : H∗(S

kM)→ H∗−m̄(SkM × SkM).
Note that, if ⊕nπn(M) ⊗ K is of finite dimension, then Ωk−1M is a K-Gorenstein space by

a result of Félix, Halperin, and Thomas; see Proposition 2.2 [FHT88, Proposition 3.4]. The
converse also holds when k ≥ 2 by [FHT88, Proposition 1.7].

More generally, using connected sums, we define the product and coproduct for mapping
spaces from manifolds. Let S and T be manifolds of dimension k. Let M be a k-connected
K-Gorenstein space of finite type. Denote m = dimM . Then we define the (S, T )-brane product

µST : H∗(M
S ×MT )→ H∗−m(MS#T )
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using the diagram

MS ×MT

��

MS ×M MTincloo

��

comp // MS#T

M ×M M.
∆oo

(1.3)

Assume thatM is k-connected and Ωk−1M is a Gorenstein space (or, equivalently,
⊕

n πn(M)⊗K
is of finite dimension). Denote m̄ = dimΩk−1M . Then we define the (S, T )-brane coproduct

δST : H∗(M
S#T )→ H∗−m̄(MS ×MT )

using the diagram

MS#T

��

MS ×M MTcompoo

��

incl // MS ×MT

Sk−1M M.
coo

(1.4)

Note that, if we take S = T = Sk, then µST and δST are the brane product and coproduct,
respectively.

Next, we study some fundamental properties of the brane product and coproduct. For the
loop product and coproduct on Gorenstein spaces, Naito [Nai13] showed their associativity and
the Frobenius compatibility. In this article, we generalize them to the case of the brane product
and coproduct. Moreover, we show the commutativity of the brane product and coproduct,
which was not known even for the case of the loop product and coproduct on Gorenstein spaces.

Theorem 1.5. Let M be a k-connected space such that Ωk−1M is a Gorenstein space. Then the
above product and coproduct satisfy following properties.

(1) The product is associative and commutative.

(2) The coproduct is associative and commutative.

(3) The product and coproduct satisfy the Frobenius compatibility.

In particular, if we take S = T = Sk, the shifted homology H∗(S
kM) = H∗+m(SkM) is a

non-unital and non-counital Frobenius algebra, where m is the dimension of M as a Gorenstein
space.

Note that M is a Gorenstein space by the assumption dimπ∗(M) ⊗ K < ∞ (see Proposi-
tion 2.2). The associativity of the product holds even if we assume that M is a Gorenstein
space instead of assuming dimπ∗(M) ⊗ K < ∞. But we need the assumption to prove the
commutativity of the product.

A non-unital and non-counital Frobenius algebra corresponds to a “positive boundary” TQFT,
in the sense that TQFT operations are defined only when each component of the cobordism sur-
faces has a positive number of incoming and outgoing boundary components. See a paper of
Cohen and Godin [CG04] for details.

See Section 7 for the precise statement and the proof of the associativity, the commutativity
and the Frobenius compatibility. It is interesting that the proof of the commutativity of the
loop coproduct (ie, k = 1) is easier than that of the brane coproduct with k ≥ 2. In fact,
we prove the commutativity of the loop coproduct using the explicit description of the loop
coproduct constructed in another article of the author [Wak16]. On the other hand, we prove
the commutativity of the brane coproduct with k ≥ 2 directly from the definition.
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Moreover, we compute an example of the brane product and coproduct. Here, we consider
the shifted homology H∗(S

kM) = H∗+m(SkM). We also have the shifts of the brane product
and coproduct on H∗(S

kM) with the sign determined by the Koszul sign convention.

Theorem 1.6. The shifted homology H∗(S
2S2n+1), n ≥ 1, equipped with the brane product µ

is isomorphic to the exterior algebra ∧(y, z) with |y| = −2n − 1 and |z| = 2n − 1. The brane
coproduct δ is described as follows.

δ(1) = 1⊗ yz − y ⊗ z + z ⊗ y + yz ⊗ 1

δ(y) = y ⊗ yz + yz ⊗ y
δ(z) = z ⊗ yz + yz ⊗ z
δ(yz) = −yz ⊗ yz

Note that both of the brane product and coproduct are nontrivial. Moreover, (δ ⊗ 1) ◦ δ ̸= 0
in contrast with the case of the loop coproduct, in which the similar composition is always trivial
[Tam10, Theorem A].

On the other hand, the brane coproduct is trivial in some cases.

Theorem 1.7. If the minimal Sullivan model (∧V, d) of M is pure and satisfies dimV even > 0,
then the brane coproduct on H∗(S

2M) is trivial.

See Definition 6.4 for the definition of a pure Sullivan algebra.

Remark 1.8. If we fix embeddings of disks Dk ↪→ S and Dk ↪→ T instead of assuming S and
T being manifolds, we can define the product and coproduct using “connected sums” defined
by these embedded disks. Moreover, if we have two disjoint embeddings i, j : Dk ↪→ S to the
same space S, we can define the “connected sum” along i and j, and hence we can define the
product and coproduct using this. We call these (S, i, j)-brane product and coproduct, and give
definitions in Section 4.

Section 2 contains brief background material on string topology on Gorenstein spaces. We
define the (S, T )-brane product and coproduct in Section 3 and (S, i, j)-brane product and co-
product in Section 4. Here, we defer the proof of Corollary 3.2 to Section 5. In Section 6, we
compute examples and prove Theorem 1.6 and Theorem 1.7. Section 7 is devoted to the proof
of Theorem 1.5, where we defer the determination of some signs to Section 8 and Section 9.

2 Construction by Félix and Thomas

In this section, we recall the construction of the loop product and coproduct by Félix and
Thomas [FT09]. Since the cochain models are good for fibrations, the duals of the loop product
and coproduct are defined at first, and then we define the loop product and coproduct as the
duals of them. Moreover we focus on the case when the characteristic of the coefficient K is
zero. So we make full use of rational homotopy theory. For the basic definitions and theorems
on homological algebra and rational homotopy theory, we refer the reader to [FHT01].

Definition 2.1 ([FHT88]). Let m ∈ Z be an integer.

(1) An augmented dga (differential graded algebra) (A, d) is called a (K-)Gorenstein algebra
of dimension m if

dimExtlA(K, A) =

{
1 (if l = m)

0 (otherwise),

where the field K and the dga (A, d) are (A, d)-modules via the augmentation map and the
identity map, respectively.
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(2) A path-connected topological space M is called a (K-)Gorenstein space of dimension m if
the singular cochain algebra C∗(M) of M is a Gorenstein algebra of dimension m.

Here, ExtA(M,N) is defined using a semifree resolution of (M,d) over (A, d), for a dga (A, d)
and (A, d)-modules (M,d) and (N, d). TorA(M,N) is defined similarly. See [FT09, Section 1]
for details of semifree resolutions.

An important example of a Gorenstein space is given by the following proposition.

Proposition 2.2 ([FHT88, Proposition 3.4]). A 1-connected topological spaceM is a K-Gorenstein
space if π∗(M) ⊗ K is finite dimensional. Similarly, a Sullivan algebra (∧V, d) is a Gorenstein
algebra if V is finite dimensional.

Note that this proposition is stated only for Q-Gorenstein spaces in [FHT88], but the proof
can be applied for any K and Sullivan algebras.

Let M be a 1-connected K-Gorenstein space of dimension m whose cohomology H∗(M) is
of finite type. As a preparation to define the loop product and coproduct, Félix and Thomas
proved the following theorem.

Theorem 2.3 ([FT09, Theorem 12]). The diagonal map ∆: M → M2 makes C∗(M) into a
C∗(M2)-module. We have an isomorphism

Ext∗C∗(M2)(C
∗(M), C∗(M2)) ∼= H∗−m(M).

By Theorem 2.3, we have ExtmC∗(M2)(C
∗(M), C∗(M2)) ∼= H0(M) ∼= K, hence the generator

∆! ∈ ExtmC∗(M2)(C
∗(M), C∗(M2))

is well-defined up to the multiplication by a non-zero scalar. We call this element the shriek map
for ∆.

Using the map ∆!, we can define the duals of the loop product and coproduct. Then, using
the diagram (1.1), we define the dual of the loop product to be the composition

incl! ◦ comp∗ : H∗(LM)
comp∗

−−−−→ H∗(LM ×M LM)
incl!−−−→ H∗+m(LM × LM).

Here, the map incl! is defined by the composition

H∗(LM ×M LM)
EM←−−∼= Tor∗C∗(M2)(C

∗(M), C∗(LM × LM))

Torid(∆!,id)−−−−−−−−→ Tor∗+mC∗(M2)(C
∗(M2), C∗(LM × LM)) −→∼= H∗+m(LM × LM),

where the map EM is the Eilenberg-Moore map, which is an isomorphism (see [FHT01, Theorem
7.5] for details). Similarly, using the diagram (1.2), we define the dual of the loop coproduct to
be the composition

comp! ◦ incl
∗ : H∗(LM × LM)

incl∗−−−→ H∗(LM ×M LM)
comp!−−−−→ H∗(LM).

Here, the map comp! is defined by the composition

H∗(LM ×M LM)
EM←−−∼= Tor∗C∗(M2)(C

∗(M), C∗(LM))

Torid(∆!,id)−−−−−−−−→ Tor∗+mC∗(M2)(C
∗(M2), C∗(LM)) −→∼= H∗+m(LM).
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3 Definition of (S, T )-brane coproduct

Let K be a field of characteristic zero, S and T manifolds of dimension k, and M a k-connected
Gorenstein space of finite type. As in the construction by Félix and Thomas, which we reviewed
in Section 2, we construct the duals

µ∨
ST : H

∗(MS#T )→ H∗+dimM (MS ×MT )

δ∨ST : H
∗(MS ×MT )→ H∗+dimΩk−1M (MS#T )

of the (S, T )-brane product and the (S, T )-brane coproduct.
The (S, T )-brane product is defined by a similar way to that of Félix and Thomas. Using the

diagram (1.3), we define µ∨
ST to be the composition

incl! ◦ comp∗ : H∗(MS#T )
comp∗

−−−−→ H∗(MS ×M MT )
incl!−−−→ H∗+m(MS ×MT ).

Here, the map incl! is defined by the composition

H∗(MS ×M MT )
EM←−−∼= Tor∗C∗(M2)(C

∗(M), C∗(MS ×MT ))

Torid(∆!,id)−−−−−−−−→ Tor∗+mC∗(M2)(C
∗(M2), C∗(MS ×MT )) −→∼= H∗+m(MS ×MT ),

Next, we begin the definition of the (S, T )-brane coproduct. But Theorem 2.3 cannot be
applied to this case since the base map of the pullback is c : M → Sk−1M .

Instead of Theorem 2.3, we use the following theorem to define the (S, T )-brane coproduct.
A graded algebra A is connected if A0 = K and Ai = 0 for any i < 0. A dga (A, d) is connected
if A is connected.

Theorem 3.1. Let (A ⊗ B, d) be a dga such that A and B are connected commutative graded
algebras, (A, d) is a sub dga of finite type, and (A ⊗ B, d) is semifree over (A, d). Let η : (A ⊗
B, d)→ (A, d) be a dga homomorphism. Assume that the following conditions hold.

(a) The restriction of η to A is the identity map of A.

(b) The dga (B, d̄) = K⊗A (A⊗B, d) is a Gorenstein algebra of dimension m̄.

(c) For any b ∈ B, the element db− d̄b lies in A≥2 ⊗B.

Then we have an isomorphism

Ext∗A⊗B(A,A⊗B) ∼= H∗−m̄(A).

This can be proved by a similar method to Theorem 2.3 [FT09, Theorem 12]. The proof is
given in Section 9.

Applying to sphere spaces, we have the following corollary.

Corollary 3.2. Let M be a (k − 1)-connected (and 1-connected) space of finite type such that
Ωk−1M is a Gorenstein space of dimension m̄. Then we have an isomorphism

Ext∗C∗(Sk−1M)(C
∗(M), C∗(Sk−1M)) ∼= H∗−m̄(M).
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To prove the corollary, we need to construct models of sphere spaces satisfying the conditions
of Theorem 3.1. This will be done in Section 5.

Note that, since S0M =M ×M , this is a generalization of Theorem 2.3 (in the case that the
characteristic of K is zero).

Assume that M is a k-connected space such that Ωk−1M is a Gorenstein space.
Then we have Extm̄C∗(Sk−1M)(C

∗(M), C∗(Sk−1M)) ∼= H0(M) ∼= K, hence the shriek map for

c : M → Sk−1M is defined to be the generator

c! ∈ Extm̄C∗(Sk−1M)(C
∗(M), C∗(Sk−1M)),

which is well-defined up to the multiplication by a non-zero scalar. Using c! with the diagram
(1.4), we define the dual δ∨ST of the (S, T )-brane coproduct to be the composition

comp! ◦ incl
∗ : H∗(MS ×MT )

incl∗−−−→ H∗(MS ×M MT )
comp!−−−−→ H∗(MS#T ).

Here, the map comp! is defined by the composition

H∗(MS ×M MT )
EM←−−∼= Tor∗C∗(Sk−1M)(C

∗(M), C∗(MS#T ))

Torid(c!,id)−−−−−−−→ Tor∗+m̄
C∗(Sk−1M)

(C∗(Sk−1M), C∗(MS#T )) −→∼= H∗+m̄(MS#T ).

Note that the Eilenberg-Moore isomorphism can be applied since Sk−1M is 1-connected.

4 Definition of (S, i, j)-brane product and coproduct

In this section, we give a definition of (S, i, j)-brane product and coproduct. Let S be a topological
space, and i and j embeddings Dk → S. Fix a small k-disk D ⊂ Dk and denote its interior by
D◦ and its boundary by ∂D. Then we define three spaces #(S, i, j), Q(S, i, j), and

∨
(S, i, j) as

follows. The space #(S, i, j) is obtained from S \ (i(D◦)∪ j(D◦)) by gluing i(∂D) and j(∂D) by
an orientation reversing homeomorphism. We obtain Q(S, i, j) by collapsing two disks i(D) and
j(D) to two points, respectively.

∨
(S, i, j) is defined as the quotient space of Q(S, i, j) identifying

the two points. Then, since the quotient spaceDk/D is homeomorphic to the diskDk, we identify
Q(S, i, j) with S itself. By the above definitions, we have the maps #(S, i, j) →

∨
(S, i, j) and

S = Q(S, i, j) →
∨
(S, i, j). For a space M , these maps induce the maps comp: M

∨
(S,i,j) →

M#(S,i,j) and incl : M
∨
(S,i,j) →MS . Moreover, we have diagrams

MS

��

M
∨
(S,i,j)incloo

��

comp // M#(S,i,j)

M ×M M
∆oo

and

M#(S,i,j)

��

M
∨
(S,i,j)compoo

��

incl // MS

Sk−1M M
coo

in which the squares are pullback diagrams. If M is a k-connected space such that Ωk−1M is
a Gorenstein space. we define the (S, i, j)-brane product and coproduct by a similar method to
Section 3, using these diagrams instead of the diagrams (1.3) and (1.4). Note that this generalizes
(S, T )-brane product and coproduct defined in Section 3.

13



5 Construction of models and proof of Corollary 3.2

In this section, we give a proof of Corollary 3.2, constructing a Sullivan model of the map
c : M → Sk−1M satisfying the assumptions of Theorem 3.1.

First, we construct models algebraically. Let (∧V, d) be a Sullivan algebra. For an integer
l ∈ Z, let slV be a graded module defined by (slV )n = V n+l and slv denotes the element in slV
corresponding to the element v ∈ V .

Define two derivations s(k−1) and d̄(k−1) on the graded algebra ∧V ⊗ ∧sk−1V by

s(k−1)(v) = sk−1v, s(k−1)(sk−1v) = 0,

d̄(k−1)(v) = dv, and d̄(k−1)(sk−1v) = (−1)k−1s(k−1)dv.

Then it is easy to see that d̄(k−1) ◦ d̄(k−1) = 0 and hence (∧V ⊗ ∧sk−1V, d̄(k−1)) is a dga.
Similarly, define derivations s(k) and d(k) on the graded algebra ∧V ⊗ ∧sk−1V ⊗ ∧skV by

s(k)(v) = skv, s(k)(sk−1v) = s(k)(skv) = 0, d(k)(v) = dv,

d(k)(sk−1v) = d̄(k−1)(sk−1v), and d(k)(skv) = sk−1v + (−1)ks(k)dv.

Then it is easy to see that d(k) ◦ d(k) = 0 and hence (∧V ⊗ ∧sk−1V ⊗ ∧skV, d(k)) is a dga.
Note that the tensor product (∧V, d)⊗∧V⊗∧sk−1V (∧V ⊗∧sk−1V ⊗∧skV, d(k)) is canonically

isomorphic to (∧V ⊗ ∧skV, d̄(k)), where (∧V, d) is a (∧V ⊗ ∧sk−1V, d̄(k−1))-module by the dga
homomorphism ϕ : (∧V ⊗ ∧sk−1V, d̄(k−1))→ (∧V, d) defined by ϕ(v) = v and ϕ(sk−1v) = 0.

It is clear that, if V ≤k−1 = 0, the dga (∧V⊗∧sk−1V, d̄(k−1)) is a Sullivan algebra and, if V ≤k =
0, the dga (∧V ⊗∧sk−1V ⊗∧skV, d(k)) is a relative Sullivan algebra over (∧V ⊗∧sk−1V, d̄(k−1)).

Define a dga homomorphism

ε̃ : (∧V ⊗ ∧sk−1V ⊗ ∧skV, d(k))→ (∧V, d)

by ε̃(v) = v and ε̃(sk−1v) = ε̃(skv) = 0. Then the linear part

Q(ε̃) : (V ⊕ sk−1V ⊕ skV, d(k)0 )→ (V, d0)

is a quasi-isomorphism, and hence ε̃ is a quasi-isomorphism [FHT01, Proposition 14.13].
Define a relative Sullivan algebraMP = (∧V ⊗2 ⊗ ∧sV, d) over (∧V, d)⊗2 by the formula

d(sv) = 1⊗ v − v ⊗ 1−
∞∑
i=1

(sd)i

i!
(v ⊗ 1)

inductively (see [FHT01, Section 15 (c)] or [Wak16, Appendix A] for details).
For simplicity, we write MSk = (∧V ⊗ ∧skV, d̄(k)) for k ≥ 1 and MS0 = (∧V, d)⊗2, and

MDk = (∧V ⊗ ∧sk−1V ⊗ ∧skV, d(k)) for k ≥ 2 andMD1 =MP.
Let A∗

PL(−) be the functor of the algebra of polynomial differential forms. Note that, for
a space X, A∗

PL(X) is a commutative dga which is naturally quasi-isomorphic to the singular
cochain algebra C∗(X) as differential graded algebras. See [FHT01, Section 10] for details.

Using these algebras, we have the following proposition.

Proposition 5.1. Let k ≥ 2 be an integer, M a (k − 1)-connected space of finite type, and
f : (∧V, d)→ A∗

PL(M) its Sullivan model such that V ≤k−1 = 0 and V is of finite type. Then, for

14



any l with 0 ≤ l ≤ k − 1, there are quasi-isomorphisms fl :MSl
≃−→ A∗

PL(S
lM) and gl :MDl →

A∗
PL(D

lM) such that the diagrams

MSl (∧V, d) MSl

A∗
PL(S

lM) A∗
PL(M) A∗

PL(S
lM)

ϕ

≃fl ≃f fl ≃

c∗ ev∗

MSl−1 MDl

A∗
PL(S

l−1M) A∗
PL(D

lM)

fl−1 ≃ gl ≃

res∗

commute strictly, where DlM = Map(Dl,M). In particular, the dga homomorphism ϕ :MSk−1 →
(∧V, d) is a Sullivan representative of the map c : M → Sk−1M with strict commutativity
c∗ ◦ fl = f ◦ ϕ

Proof. We prove the proposition by induction on l. The case l = 0 is well-known, since c is the
diagonal map and ϕ is the multiplication map.

Let l be an integer with 1 ≤ l ≤ k − 1 and assume that we already have fl−1 satisfying
c∗ ◦ fl = f ◦ ϕ. Let c̃ : M → DlM be the embedding by constant maps, and res : DlM → Sl−1M
the restriction map to the boundary. Since res ◦ c̃ = c, the outer square in the following diagram
is commutative by the induction hypothesis.

MSl−1 A∗
PL(S

l−1M) A∗
PL(D

lM)

MDl ∧V A∗
PL(M)

fl−1

≃
res∗

c̃∗≃

ε̃
≃

gl

f

≃

Here, c̃∗ is a surjective quasi-isomorphism, since the map c̃ is a homotopy equivalence and has
a retraction, namely the evaluation map at the base point. Hence, by the lifting property
of a relative Sullivan algebra with respect to a surjective quasi-isomorphism, there is a dga
homomorphism gl :MDl → A∗

PL(D
lM) which makes both of the triangles in the above diagram

commute strictly. Note that, when l = 1, this diagram is constructed in [Men15, Section 4.5],
without the strict commutativity of the lower right triangle.

Here the map c : M → SlM is given by the following pullback diagram.

M

SlM DlM

M Sl−1M

c̃

id

c

res

c

15



Applying the functor A∗
PL(−) to the diagram and considering its model, we have the diagram

A∗
PL(M)

∧V A∗
PL(S

lM) A∗
PL(D

lM)

MSl MDl

A∗
PL(M) A∗

PL(S
l−1M)

∧V MSl−1

id

f

c∗

ev∗

c̃∗

ϕ

flε̃
gl

c∗

res∗

id

f

ϕ

fl−1

where the faces are strictly commutative and the square in the front face is a pushout diagram.
By the universality of the pushout, we have the dga homomorphism fl : MSl → A∗

PL(S
lM),

which makes the diagram commutative. In particular, it satisfies f ◦ ϕ = c∗ ◦ fl. Note that fl is
a quasi-isomorphism by the Eilenberg-Moore theorem [FHT01, Section 15 (c)]. This completes
the induction.

Proof of Corollary 3.2. In the case k = 1, apply Theorem 3.1 to the multiplication map (∧V, d)⊗2 →
(∧V, d). (Note that this case is a result of Félix and Thomas [FT09].)

In the case k ≥ 2, using Proposition 5.1, apply Theorem 3.1 to the map ϕ.

6 Computation of examples

In this section, we will compute the brane product and coproduct for some examples, which
proves Theorem 1.6 and Theorem 1.7.

In [Nai13], the duals of the loop product and coproduct are described in terms of Sullivan
models using the torsion functor description of [KMN15]. By a similar method, we can describe
the brane product and coproduct as follows.

Theorem 6.1. Let M be a k-connected K-Gorenstein space of finite type and (∧V, d) its Sullivan
model such that V ≤k = 0 and V is of finite type. Then the dual of the brane product on H∗(SkM)
is induced by the composition

MSk

∼=−→ ∧V ⊗M
Sk−1

MDk
ε̃⊗id←−−−
≃
MDk ⊗M

Sk−1
MDk

(ϕ⊗id)⊗ϕ(ϕ⊗id)−−−−−−−−−−→MSk ⊗∧V MSk

∼=−→ ∧V ⊗∧V ⊗2 MSk
⊗2 ε̄⊗id←−−−

≃
MP ⊗∧V ⊗2 MSk

⊗2 δ!⊗id−−−→ ∧V ⊗2 ⊗∧V ⊗2 MSk
⊗2 ∼=−→MSk

⊗2,

where δ! is a representative of ∆!. See Section 5 for the definitions of the other maps.
Assume that Ωk−1M is a Gorenstein space. Then the dual of the brane coproduct is induced
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by the composition

MSk
⊗2 ∼=−→ ∧V ⊗2 ⊗M

Sk−1
⊗2 MDk

⊗2 µ⊗µ′η
−−−−→ ∧V ⊗M

Sk−1
(MDk ⊗M

Sk−1
MDk)

ε̃⊗id←−−−
≃
MDk ⊗M

Sk−1
(MDk ⊗M

Sk−1
MDk)

γ!⊗id−−−→MSk−1 ⊗M
Sk−1

(MDk ⊗M
Sk−1

MDk)
∼=−→MDk ⊗M

Sk−1
MDk

ε̃⊗id−−−→
≃
∧V ⊗M

Sk−1
MDk

∼=−→MSk ,

where γ! is a representative of c!, the maps µ and µ′ are the multiplication maps, and η is the
quotient map.

Proof. We omit the detail of the proof for the brane product, since it is the same as that for the
usual loop product. Here we give a detailed proof of the construction of the model for the brane
coproduct.

Here we use two pullback diagrams

SkM ×M SkM SkM

SkM M

ev

ev

M ×Sk−1M SkM SkM

M Sk−1M.

res

c

The spaces SkM ×M SkM and M ×Sk−1M SkM are obviously homeomorphic and hence we
identify them outside of this proof, but we distinguish them in this proof in order to specify
the pullback diagrams. By a similar method to the proof of Proposition 5.1, we have dga
homomorphisms hk : MDk ⊗M

Sk−1
MDk → A∗

PL(S
kM) and ik : ∧ V ⊗M

Sk−1
(MDk ⊗M

Sk−1

MDk)→ A∗
PL(M ×Sk−1M SkM) such that the diagrams

MSk−1 MDk ⊗M
Sk−1

MDk

A∗
PL(S

k−1M) A∗
PL(S

kM)

fk−1≃ hk≃

res∗

(6.2)

MSk ⊗∧V MSk ∧V ⊗M
Sk−1

(MDk ⊗M
Sk−1

MDk)

A∗
PL(S

kM)⊗A∗
PL(M) A

∗
PL(S

kM)

A∗
PL(S

kM ×M SkM) A∗
PL(M ×Sk−1M SkM)

∼=

fk⊗fk

ik≃

∼=

(6.3)

commute strictly, where the horizontal maps in the second diagram are the canonical isomor-
phisms.
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Using the above maps, we obtain the diagram

H∗(SkM × SkM) TorK(A
∗
PL(S

kM), A∗
PL(S

kM)) H∗(MSk ⊗MSk)

H∗(SkM ×M SkM) TorA∗
PL(M)(A

∗
PL(S

kM), A∗
PL(S

kM)) H∗(MSk ⊗∧V MSk)

H∗(M ×Sk−1M SkM) TorA∗
PL(Sk−1M)(A

∗
PL(M), A∗

PL(S
kM)) H∗(∧V ⊗M

Sk−1 MSk)

H∗(MDk ⊗M
Sk−1 MSk)

H∗(SkM) TorA∗
PL(Sk−1M)(A

∗
PL(S

k−1M), A∗
PL(S

kM)) H∗(MSk−1 ⊗M
Sk−1 MSk )

H∗(MSk ),

incl∗

EM
∼= ∼=

Torid(fk,fk)

∼=

EM
∼= ∼=

Torf (fk,fk)

∼=

comp!

EM
∼=

Torid(c!,id)

∼=

Torfk−1
(f,hk)

∼=

H∗(γ!⊗id)

∼= ∼=

Torfk−1
(fk−1,hk)

∼=

whereMSk =MDk ⊗M
Sk−1

MDk . The composition of the vertical maps in the left column is
the definition of the brane coproduct and the one in the right column is the description in the
statement of the theorem. The horizontal maps in the right squares are defined by the strict
commutativity of the diagrams in Proposition 5.1 and (6.2). The commutativity of the central
square follows from (6.3) and that of the other squares are obvious from the definitions. The
commutativity of this diagram proves the theorem.

As a preparation of computation, recall the definition of a pure Sullivan algebra.

Definition 6.4 (cf [FHT01, Section 32]). A Sullivan algebra (∧V, d) with dimV < ∞ is called
pure if d(V even) = 0 and d(V odd) ⊂ ∧V even.

For a pure Sullivan algebra, we have an explicit construction of the shriek map δ! and γ!. For
δ!, see [Nai13]. For γ!, we have the following proposition.

Proposition 6.5. Let (∧V, d) be a pure minimal Sullivan algebra. Take bases V even = K{x1, . . . xp}
and V odd = K{y1, . . . yq}. Define a (∧V ⊗ ∧sV, d)-linear map

γ! : (∧V ⊗ ∧sV ⊗ ∧s2V, d)→ (∧V ⊗ ∧sV, d)

by γ!(s
2y1 · · · s2yq) = sx1 · · · sxp and γ!(s2yj1 · · · s2yjl) = 0 for l < q. Then γ! defines a nontrivial

element in Ext∧V⊗∧sV (∧V,∧V ⊗ ∧sV )

Proof. By a straightforward calculation, γ! is a cocycle in Hom∧V⊗∧sV (∧V ⊗∧sV ⊗∧s2V,∧V ⊗
∧sV ). In order to prove the nontriviality, we define an ideal I = (x1, . . . , xp, y1, . . . , yq, sy1, . . . , syq) ⊂
∧V ⊗∧sV . By the purity and minimality, we have d(I) ⊂ I. Using this ideal, we have the eval-
uation map of the form

Ext∧V⊗∧sV (∧V,∧V ⊗ ∧sV )⊗ Tor∧V⊗∧sV (∧V,∧V ⊗ ∧sV/I)
ev−→ Tor∧V⊗∧sV (∧V ⊗ ∧sV,∧V ⊗ ∧sV/I)

∼=−→ ∧sV even.

By this map, the element [γ!]⊗ [s2y1 · · · s2yq ⊗ 1] is mapped to the element sx1 · · · sxp, which is
obviously nontrivial. Hence [γ!] is also nontrivial.
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Now, we give proofs of Theorem 1.6 and Theorem 1.7.

Proof of Theorem 1.6. Using the descriptions in Theorem 6.1, we compute the brane product
and coproduct for M = S2n+1 and k = 2. In this case, we can take (∧V, d) = (∧x, 0) with
|x| = 2n + 1, and haveMS1 = (∧(x, sx), 0) andMD2 = (∧(x, sx, s2x), d) where dx = dsx = 0
and ds2x = sx. The computation is straightforward except for the shriek maps δ! and γ!. The
map δ! is the linear map MP → (∧x, 0)⊗2 over (∧x, 0)⊗2 determined by δ!(1) = 1 ⊗ x − x ⊗ 1
and δ!((sx)

l) = 0 for l ≥ 1. By Proposition 6.5, the map γ! is the linear map MDk → MSk−1

overMSk−1 determined by γ!(s
2x) = 1 and γ!(1) = 0.

Then the dual of the brane product µ∨ is a linear map

µ∨ : ∧ (x, s2x)→ ∧(x, s2x)⊗ ∧(x, s2x).

of degree m = 2n+ 1 over ∧(x)⊗ ∧(x), which is characterized by

µ∨(1) = 1⊗ x− x⊗ 1, µ∨(s2x) = (1⊗ x− x⊗ 1)(s2x⊗ 1 + 1⊗ s2x).

Similarly, the dual of the brane coproduct δ∨ is a linear map

δ∨ : ∧ (x, s2x)⊗ ∧(x, s2x)→ ∧(x, s2x).

of degree m̄ = 1− 2n over ∧(x)⊗ ∧(x), which is characterized by

δ∨(1) = 0, δ∨(s2x⊗ 1) = −1, δ∨(1⊗ s2x) = 1, δ∨(s2x⊗ s2x) = −s2x.

Dualizing these results, we get the brane product and coproduct on the homology, which
proves Theorem 1.6.

Proof of Theorem 1.7. By Proposition 6.5, we have that Im(γ! ⊗ id) is contained in the ideal
(sx1, . . . sxp), which is mapped to zero by the map ε̃⊗ id.

7 Proof of the associativity, the commutativity, and the
Frobenius compatibility

In this section, we give a precise statement and the proof of Theorem 1.5.
First, we give a precise statement of Theorem 1.5. For simplicity, we omit the statement for

(S, i, j)-brane product and coproduct, which is almost the same as that for (S, T )-brane product
and coproduct. Let M be a k-connected K-Gorenstein space of finite type such that Ωk−1M
is also a Gorenstein space. Denote m = dimM . Then the precise statement of (1) is that the
diagrams

H∗(MS#T#U )
µ∨
S#T,U //

µ∨
S,T#U

��

H∗(MS#T ×MU )

µ∨
S,T⨿U

��
H∗(MS ×MT#U )

µ∨
S⨿T,U// H∗(MS ×MT ×MU )

and

H∗(MT#S)
µ∨
T,S //

τ∗
#

��

H∗(MT ×MS)

τ∗
×

��
H∗(MS#T )

µ∨
S,T // H∗(MS ×MT )
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commute by the sign (−1)m. Here, τ× and τ# are defined as the transposition of S and T . Note
that the associativity of the product holds even if the assumption that Ωk−1M is a Gorenstein
space is dropped.

Denote m̄ = dimΩk−1M . Then (2) states that the diagrams

H∗(MS ×MT ×MU )
δ∨S⨿T,U //

δ∨S,T⨿U

��

H∗(MS ×MT#U )

δ∨S,T#U

��
H∗(MS#T ×MU )

δ∨S#T,U // H∗(MS#T#U )

and

H∗(MT×S)
δ∨T,S //

τ∗
#

��

H∗(MT#MS)

τ∗
×

��
H∗(MS×T )

δ∨S,T // H∗(MS#MT )

commute by the sign (−1)m̄. Similarly, (3) states that the diagram

H∗(MS ×MT#U )
δ∨S,T#U //

µ∨
S#T,U

��

H∗(MS#T#U )

µ∨
S⨿T,U

��
H∗(MS ×MT ×MU )

δ∨S,T⨿U// H∗(MS#T ×MU )

(7.1)

commutes by the sign (−1)mm̄.
Before proving Theorem 1.5, we give a notation gα for a shriek map.

Definition 7.2. Consider a pullback diagram

X
g //

p

��

Y

q

��
A

f // B

of spaces, where q is a fibration. Let α be an element of ExtmC∗(B)(C
∗(A), C∗(B)). Assume that

the Eilenberg-Moore map

EM: Tor∗C∗(B)(C
∗(A), C∗(Y ))

∼=−→ H∗(X)

is an isomorphism (eg, B is 1-connected and the cohomology of the fiber is of finite type). Then
we define gα to be the composition

gα : H
∗(X)

∼=←− Tor∗C∗(B)(C
∗(A), C∗(Y ))

Tor(α,id)−−−−−−→ Tor∗+mC∗(B)(C
∗(B), C∗(Y ))

∼=−→ H∗+m(Y )

Using this notation, we can write the shriek map incl! as incl∆!
for the diagram (1.3), and

the shriek map comp! as compc! for the diagram (1.4).
Now we have the following two propositions as a preparation of the proof of Theorem 1.5.
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Proposition 7.3. Consider a diagram

X Y

X ′ Y ′

A B

A′ B′,

g

φ q
ψ

g′

q′

a b

where q and q′ are fibrations and the front and back squares are pullback diagrams. Let α ∈
ExtmC∗(B)(C

∗(A), C∗(B)) and α′ ∈ ExtmC∗(B′)(C
∗(A′), C∗(B′)). Assume that the elements α and

α′ are mapped to the same element in ExtmC∗(B′)(C
∗(A′), C∗(B)) by the morphisms induced by a

and b, and that the Eilenberg-Moore maps of two pullback diagrams are isomorphisms. Then the
following diagram commutes.

H∗(X ′)
g′
α′ //

φ∗

��

H∗+m(Y ′)

ψ∗

��
H∗(X)

gα // H∗+m(Y )

Proposition 7.4. Consider a diagram

X
f̃ //

p

��

Y
g̃ //

q

��

Z

r

��
A

f // B
g // C,

where the two squares are pullback diagrams. Let α be an element of ExtmC∗(B)(C
∗(A), C∗(B))

and β an element of ExtnC∗(C)(C
∗(B), C∗(C)). Assume that the Eilenberg-Moore maps are iso-

morphisms for two pullback diagrams. Then we have

(g̃ ◦ f̃)β◦(g∗α) = g̃β ◦ f̃α,

where g∗ : ExtmC∗(B)(C
∗(A), C∗(B))→ ExtmC∗(C)(C

∗(A), C∗(B)) is the morphism induced by the
map g : B → C.

These propositions can be proved by straightforward arguments.

Proof of Theorem 1.5. First, we give a proof for (3). Note that the associativity in (1) and (2)
can be proved similarly.
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Consider the following diagram.

H∗(MS ×MT#U )
incl∗ //

comp∗

��

H∗(MS ×M MT#U )
compc! //

comp∗

��

H∗(MS#T#U )

comp∗

��
H∗(MS ×MT ×M MU )

incl∗ //

incl∆!

��

H∗(MS ×M MT ×M MU )
comp(c×id)!//

incl(id×∆)!

��

H∗(MS#T ×M MU )

incl(id×∆)!

��
H∗(MS ×MT ×MU )

incl∗ // H∗(MS ×M MT ×MU )
comp(c×id)!// H∗(MS#T ×MU )

Note that the boundary of the whole square is the same as the diagram (7.1). The upper
left square is commutative by the functoriality of the cohomology and so are the upper right
and lower left squares by Proposition 7.3. Next, we consider the lower right square. Applying
Proposition 7.4 to the diagram

MS ×M MT ×M MU comp //

��

MS#T ×M MU incl //

��

MS#T ×MU

��
M ×M c×id // Sk−1M ×M id×∆ // Sk−1M ×M2,

we have
incl(id×∆)!

◦ comp(c×id)!
= (incl ◦ comp)(id×∆)!◦((id×∆)∗(c×id)!)

.

In order to compute the element

(id×∆)! ◦ ((id×∆)∗(c× id)!) ∈ ExtC∗(Sk−1M×M2)(C
∗(M ×M), C∗(Sk−1M ×M2)),

we use the models constructed in Section 5. Let δ! ∈ Homm
∧V ⊗2(MP,∧V ⊗2) and γ! ∈ Homm̄

M
Sk−1

(MDk ,MSk−1)
be representatives of the generators:

[δ!] = ∆! ∈ ExtmC∗(M2)(C
∗(M), C∗(M2))

[γ!] = c! ∈ Extm̄C∗(Sk−1M)(C
∗(M), C∗(Sk−1M)).

Then, using the isomorphism

Extm+m̄
C∗(M2×Sk−1M)

(C∗(M ×M), C∗(M2 × Sk−1M))

∼= Hm+m̄(Hom∧V ⊗2⊗M
Sk−1

(MP ⊗MDk ,∧V ⊗2 ⊗MSk−1)),

we have a representation

(id×∆)! ◦ ((id×∆)∗(c× id)!) = [id⊗ δ!] ◦ [γ! ⊗ id]

= [(−1)mm̄γ! ⊗ δ!]

as a chain map. Similarly, we compute the other composition to be

comp(c×id)!
◦ incl(id×∆)!

= (comp ◦ incl)(c×id)!◦((c×id)∗)(id×∆)!

with
(c× id)! ◦ ((c× id)∗)(id×∆)! = [γ! ⊗ δ!].
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This proves the commutativity by the sign (−1)mm̄ of the lower right square.
Next, we prove the commutativity of the coproduct in (2). This follows from the commuta-

tivity of the diagram

H∗(MT ×MS)
incl∗ //

τ∗
×

��

H∗(MT ×M MS)
comp! //

τ∗
×

��

H∗(MT#S)

τ∗
#

��
H∗(MS ×MT )

incl∗ // H∗(MS ×M MT )
comp! // H∗(MS#T ).

(7.5)

The commutativity of the left square is obvious. If one can apply Proposition 7.3 to the diagram
(7.6), we obtain the commutativity of the right square of (7.5).

MS ×M MT MS#T

MT ×M MS MT#S

M Sk−1M

M Sk−1M

comp

τ× res

τ#

comp

resc

id τ

c

(7.6)

In order to apply Proposition 7.3, it suffices to prove the equation

Extτ∗(id, τ∗)(c!) = (−1)m̄c! (7.7)

in ExtC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)). Since Extm̄C∗(Sk−1M)(C

∗(M), C∗(Sk−1M)) ∼= K and Extτ∗(id, τ∗)◦
Extτ∗(id, τ∗) = id, we have (7.7) up to sign. In Section 9, we will determine the sign to be (−1)m̄.

Similarly, in order to prove the commutativity of the product in (1), we need to prove the
equation

Extτ∗(id, τ∗)(∆!) = (−1)m∆! (7.8)

in ExtC∗(M2)(C
∗(M), C∗(M2)). As above, we have (7.8) up to sign. The sign is determined to

be (−1)m in Section 8.
The same proofs can be applied for (S, i, j)-brane product and coproduct.

8 Proof of (7.8)

In this section, we will prove (7.8), determining the sign. Here, we need the explicit description
of ∆! in [Wak16].

Let M be a 1-connected space with dimπ∗(M) ⊗ K < ∞. By [Wak16, Theorem 1.6], we
have a Sullivan model (∧V, d) of M which is semi-pure, ie, d(IV ) ⊂ IV , where IV is the
ideal generated by V even. Let ε : (∧V, d) → K be the augmentation map and pr: (∧V, d) →
(∧V/IV , d) the quotient map. Take bases V even = K{x1, . . . xp} and V odd = K{y1, . . . yq}.
Recall the relative Sullivan algebra MP = (∧V ⊗2 ⊗ ∧sV, d) over (∧V, d)⊗2 from Section 6.
Note that the relative Sullivan algebra (∧V ⊗2 ⊗ ∧sV, d) is a relative Sullivan model of the
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multiplication map (∧V, d)⊗2 → (∧V, d), Hence, using this as a semifree resolution, we have
Ext∧V ⊗2(∧V,∧V ⊗2) = H∗(Hom∧V ⊗2(∧V ⊗2⊗∧sV,∧V ⊗2)). By [Wak16, Corollary 5.5], we have

a cocycle f ∈ Hom∧V ⊗2(∧V ⊗2⊗∧sV,∧V ⊗2) satisfying f(sx1 · · · sxp) =
∏j=q
j=1(1⊗yj−yj⊗1)+u

for some u ∈ (y1 ⊗ y1, . . . , yq ⊗ yq). Consider the evaluation map

ev : Ext∧V ⊗2(∧V,∧V ⊗2)⊗ Tor∧V ⊗2(∧V,∧V/IV )→ Tor∧V ⊗2(∧V ⊗2,∧V/IV )
∼=−→ H∗(∧V/IV ),

where (∧V, d)⊗2, (∧V, d), and (∧V/IV , d) are (∧V, d)⊗2-module via id, ε · id, and pr ◦ (ε · id),
respectively. Here, we use (∧V ⊗2 ⊗ ∧sV, d) as a semifree resolution of (∧V, d). Then, we have

ev([f ]⊗ [sx1 · · · sxp]) = [y1 · · · yq] ̸= 0,

and hence [f ] ̸= 0 in Ext∧V ⊗2(∧V,∧V ⊗2). Thus, it is enough to calculate Extt(id, t)([f ]) to
determine the sign in (7.8), where t : (∧V, d)⊗2 → (∧V, d) is the dga homomorphism defined by
t(v ⊗ 1) = 1⊗ v and t(1⊗ v) = v ⊗ 1.

Proof of (7.8). By definition, Extt(id, t) is induced by the map

Homt(t̃, t) : Hom∧V ⊗2(∧V ⊗2 ⊗ ∧sV,∧V ⊗2)→ Hom∧V ⊗2(∧V ⊗2 ⊗ ∧sV,∧V ⊗2),

where t̃ is the dga automorphism defined by t̃|∧V ⊗2 = t and t̃(sv) = −sv. Since t̃(sx1 · · · sxp) =
(−1)psx1 · · · sxp and t(

∏j=q
j=1(1⊗ yj − yj ⊗ 1)) = (−1)q

∏j=q
j=1(1⊗ yj − yj ⊗ 1), we have

ev([Homt(t̃, t)(f)]⊗ [sx1 · · · sxp]) = ev([t ◦ f ◦ t̃]⊗ [sx1 · · · sxp]) = (−1)p+q[y1 · · · yq].

Since the parity of p+ q is the same as that of the dimension of (∧V, d) as a Gorenstein algebra,
the sign in (7.8) is proved to be (−1)m.

9 Proof of (7.7)

In this section, we give the proof of (7.7), using the spectral sequence constructed in the proof
of Theorem 3.1. Although the key idea of the proof of Theorem 3.1 is the same as Theorem 2.3
due to Félix and Thomas, we give the proof here for the convenience of the reader.

Proof of Theorem 3.1. Take a (A⊗B, d)-semifree resolution η : (P, d)
≃−→ (A, d). Define (C, d) =

(HomA⊗B(P,A⊗B), d). Then ExtA⊗B(A,A⊗B) = H∗(C, d). We fix a non-negative integer N ,
and define a complex (CN , d) = (HomA⊗B(P, (A/A

>n)⊗B), d). We will compute the cohomology
of (CN , d). Define a filtration {F pCN}p≥0 on (CN , d) by F

pCN = HomA⊗B(P, (A/A
>n)≥p⊗B).

Then we obtain a spectral sequence {Ep,qr }r≥0 converging to H∗(CN , d).

Claim 9.1.

Ep,q2 =

{
Hp(A/A>N ) (if q = m)

0 (if q ̸= m)

Proof of Claim 9.1. We may assume p ≤ N . Then we have an isomorphism of complexes

(A≥p/A≥p+1, 0)⊗ (HomB(B ⊗A⊗B P,B), d)
∼=−→ (Ep0 , d0),

hence
(A≥p/A≥p+1)⊗H∗(HomB(B ⊗A⊗B P,B), d)

∼=−→ Ep1 .
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Define
η̄ : (B, d̄)⊗A⊗B (P, d)

1⊗η−−→ (B, d̄)⊗A⊗B (A, d) ∼= K.

Note that the last isomorphism follows from the assumption (a). Then, since η is a quasi-
isomorphism, so is η̄. Hence we have

Hq(HomB(B ⊗A⊗B P,B), d) ∼= ExtqB(K, B) ∼=

{
K (if q = m)

0 (if q ̸= m)

by the assumption (b).
Hence we have

Ep,q1
∼= (A≥p/A≥p+1)⊗Hq(HomB(B ⊗A⊗B P,B), d)
∼= Ap ⊗ ExtqB(K, B).

Moreover, using the assumption (c) and the above isomorphisms, we can compute the differential
d1 and have an isomorphism of complexes

(E∗,q
1 , d1) ∼= (A∗, d)⊗ ExtqB(K, B). (9.2)

This proves Claim 9.1.

Now we return to the proof of Theorem 3.1. We will recover H∗(C) from H∗(CN ) taking a
limit. Since lim←−

1

N
CN = 0, we have an exact sequence

0→ lim←−
1

N
H∗(CN )→ H∗(lim←−NCN )→ H∗(lim←−NH

∗(CN ))→ 0.

By Claim 9.1, the sequence {H∗(CN )}N satisfies the (degree-wise) Mittag-Leffler condition, and
hence lim←−

1

N
H∗(CN ) = 0. Thus, we have

H l(C) ∼= H l(lim←−NCN ) ∼= lim←−NH
l(CN ) ∼= H l−m(A).

This proves Theorem 3.1.

Next, using the above spectral sequence, we determine the sign in (7.7).

Proof of (7.7). If k = 1, (7.7) is the same as (7.8), which was proved in Section 8. Hence we
assume k ≥ 2. As in Section 7, let M be a k-connected K-Gorenstein space of finite type with
dimπ∗(M) ⊗ K < ∞, and (∧V, d) its minimal Sullivan model. Using the Sullivan models con-
structed in Section 5, we have that the automorphism Extτ∗(id, τ∗) on ExtC∗(Sk−1M)(C

∗(M), C∗(Sk−1M))

is induced by the automorphism Homt(t̃, t) on Hom∧V⊗∧sk−1V (∧V ⊗ ∧sk−1V ⊗ ∧skV,∧V ⊗
∧sk−1V ), where t and t̃ are the dga automorphisms on (∧V ⊗∧sk−1V, d) and (∧V ⊗∧sk−1V ⊗
∧skV, d), respectively, defined by

t(v) = v, t(sk−1v) = −sk−1v,

t̃(v) = v, t̃(sk−1v) = −sk−1v, and t̃(skv) = −skv.

Now, consider the spectral sequence {Ep,qr } in the proof of Theorem 3.1 by taking (A⊗B, d) =
(∧V ⊗ ∧sk−1V, d) and (P, d) = (∧V ⊗ ∧sk−1V ⊗ ∧skV, d). Since k ≥ 2, Homt(t̃, t) induces
automorphisms on the complexes CN and F pCN , and hence on the spectral sequence {Ep,qr }.
By the isomorphism (9.2), we have

Ep,q2
∼= Hp(A)⊗ Extq∧sk−1V

(K,∧sk−1V ),
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and that the automorphism induced on E2 is the same as id⊗ Extt̄(id, t̄), where t̄ is defined by
t̄(sk−1v) = −sk−1v for v ∈ V . Since the differential is zero on ∧sk−1V , we have an isomorphism

Ext∗∧sk−1V (K,∧s
k−1V ) ∼=

⊗
i

Ext∗∧sk−1vi
(K,∧sk−1vi)

where {v1, . . . , vl} is a basis of V . Using this isomorphism, we can identify

Extt̄(id, t̄) =
⊗
i

Extt̄i(id, t̄i),

where t̄i is defined by t̄i(s
k−1vi) = −sk−1vi.

Since (−1)dimV = (−1)m̄, it suffices to show Extt̄i(id, t̄i) = −1. Taking a resolution, we have

Ext∗∧sk−1vi
(K,∧sk−1vi) = H∗(Hom∧sk−1vi(∧s

k−1vi ⊗ ∧skvi,∧sk−1vi))

Extt̄i(id, t̄i) = H∗(Homt̄i(t̂i, t̄i)),

where the differential d on ∧sk−1vi ⊗ ∧skvi is defined by d(sk−1vi) = 0 and d(skvi) = sk−1vi,
and the dga homomorphism t̂i is defined by t̂i(s

k−1vi) = −sk−1vi and t̂i(s
kvi) = −skvi. Using

this resolution, we have the generator [f ] of H∗(Hom∧sk−1vi(∧sk−1vi ⊗ ∧skvi,∧sk−1vi)) ∼= K as
follows:

• If |sk−1vi| is odd, define f by f(1) = sk−1vi and f((s
kvi)

l) = 0 for l ≥ 1.

• If |sk−1vi| is even, define f by f(1) = 0 and f((skvi)) = 1.

In both cases, we have Homt̄i(t̂i, t̄i)(f) = t̄i ◦ f ◦ t̂i = −f . This proves Extt̄i(id, t̄i) = −1 and
completes the determination of the sign in (7.7).

26



Part II

Nontrivial example of the composition of
the brane product and coproduct on
Gorenstein spaces

Abstract

We give an example of a space with the nontrivial composition of the brane product and
the brane coproduct, which we introduced in a previous article.

10 Introduction

Chas and Sullivan [CS99] introduced the loop product µ : H∗(LM ×LM)→ H∗−m(LM) on the
homology of the free loop space LM = Map(S1,M) of a connected closed oriented manifold M
of dimension m. Constructing a 2-dimensional topological quantum field theory without counit,
Cohen and Godin [CG04] generalized this product to other string operations, including the loop
coproduct δ : H∗(LM) → H∗−m(LM × LM). But Tamanoi [Tam10] showed that any string
operation corresponding to a positive genus surface is trivial. In particular, the composition µ◦δ
is trivial. There are many attempts to find nontrivial and interesting operations.

Félix and Thomas [FT09] generalized the loop product and coproduct to the case M is a
Gorenstein space. A Gorenstein space is a generalization of a manifold in the point of view
of Poincaré duality. For example, connected closed oriented manifolds, classifying spaces of
connected Lie groups, and their Borel constructions are Gorenstein spaces. Moreover, any 1-
connected space M with

⊕
n πn(M) ⊗ Q of finite dimension is a Gorenstein space. In spite of

this huge generalization, string operations remain to tend to be trivial. For example, the loop
product µ is trivial over a field of characteristic zero for the classifying space of a connected Lie
group [FT09, Theorem 14].

Problem 10.1 ([FT09]). Is there a Gorenstein space such that the composition µ◦δ is nontrivial?

This is the Gorenstein counterpart of the above result due to Tamanoi. But such an example
is not found.

Sullivan and Voronov [CHV06, Part I, Chapter 5] generalized the loop product to the sphere
space SkM = Map(Sk,M) for k ≥ 1. This product is called the brane product.

The brane coproduct, a generalization of the loop coproduct to the sphere spaces, is con-
structed in Part I in the case where the rational homotopy group

⊕
n πn(M) ⊗ Q is of finite

dimension. In the construction, we assume the “finiteness” of the dimension of the (k − 1)-fold
based loop space Ωk−1M as a Gorenstein space. Moreover, the product and the coproduct were
generalized to the mapping spaces from manifolds, by means of connected sums.

Here we briefly review the brane product and coproduct. See Section 11 for details. Let K
be a field of characteristic zero, S an oriented manifold of dimension k with two disjoint base
points, and M a k-connected m-dimensional K-Gorenstein space with

⊕
n πn(M) ⊗ K of finite

dimension. Denote the “connected sum” and “wedge sum” of S with itself along the two base
points by S# and S∨, respectively. Note that, by the definition of the connected sum, we have
the canonical inclusion Sk−1 ↪→ S# and the quotient map q : S# → (S#)/S

k−1 = S∨. Similarly
we have S0 = pt

⨿
pt ↪→ S and p : S → S/S0 = S∨. Hence we have the following diagram
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p q

S S∨ S#

p q

Sk−1

and its dual

MS incl←−−MS∨ comp−−−→MS# , (10.2)

where the maps incl and comp are induced by p and q.
Using this diagram, we can construct two operations, S-brane product µS and coproduct δS :

µS : H∗(M
S)→ H∗−m(MS#)

δS : H∗(M
S#)→ H∗−m̄(MS).

Note that, if T and U are oriented k-manifolds and we take S = T
⨿
U with one base point

on T and the other on U , then µS and δS have the form

µT
⨿
U : H∗(M

T ×MU )→ H∗−m(MT#U )

δT
⨿
U : H∗(M

T#U )→ H∗−m̄(MT ×MU ).

Moreover, if we take T = U = S1, then µS1
⨿
S1 and δS1

⨿
S1 coincide with the usual loop product

and coproduct, respectively. Hence the S-brane product and coproduct are generalizations of
the loop product and coproduct.

p q

S = S1
⨿
S1 S∨ = S1 ∨ S1 S# = S1

p q

In this article, we give examples that the composition µ ◦ δ of the brane product and the
brane coproduct is nontrivial.

Theorem 10.3. Let k be a positive even integer. Consider the case S = Sk (and hence S# =
Sk−1×S1). LetM be the Eilenberg-MacLane space K(Z, 2n) with n > k/2. Then the composition
µSk ◦ δSk of the Sk-brane product

µSk : H∗(Map(Sk,M))→ H∗+2n−1(Map(Sk−1 × S1,M))

and the Sk-brane coproduct

δSk : H∗(Map(Sk−1 × S1,M))→ H∗−2n+k−1(Map(Sk,M))

is nontrivial.

This gives an answer to Problem 10.1 in the context of brane operations. Here it should be
remarked that, the composition µSk ◦ δSk corresponds to a cobordism without “genus”. In fact,
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if we take k = 1, the composition µS1 ◦ δS1 is equal to the composition δ ◦ µ, not µ ◦ δ, of the
loop product µ and coproduct δ.

p q

S = S1 S∨ = S1 ∨ S1 S# = S1
⨿
S1

p q

On the other hand, the S-brane coproduct is trivial in some cases.

Theorem 10.4. Let k be a positive even integer, and M a k-connected (Gorenstein) space with⊕
n πn(M)⊗K of finite dimension. Assume that the minimal Sullivan model of M is pure and

has at least one generator of odd degree. Then the Sk-brane coproduct is trivial for M .

For a connected Lie group G and its closed connected subgroup H, the homogeneous space
M = G/H satisfies the assumption if the canonical map π∗(H)⊗K→ π∗(G)⊗K is not surjective.

By Theorem 10.3 and Theorem 10.4, we have the following corollary.

Corollary 10.5. Let k be a positive even integer, and M a k-connected (Gorenstein) space with⊕
n πn(M) ⊗ K of finite dimension. Assume that the minimal Sullivan model of M is pure.

Then the composition µSk ◦ δSk is nontrivial if and only if M is a finite product
∏
K(Z, 2ni) of

Eilenberg-MacLane spaces of even degrees.

Section 11 contains brief background material on brane operations. In Section 12, we con-
struct rational models of the Sk-brane product and coproduct, which gives a method of computa-
tion. Next we review explicit constructions of the shriek maps in Section 13, which is necessary to
accomplish the computation by the above models. Finally, in Section 14, we prove Theorem 10.3
and Theorem 10.4 using the above models.

11 Brane operations for the mapping space from manifolds

In this section, we review the constructions of the S-brane product and coproduct from Part I.
Since the cochain models work well for fibrations, we define the duals of the S-brane product
and coproduct at first, and then we define the S-brane product and coproduct as the duals of
them.

Let K be a field of characteristic zero. This assumption enables us to make full use of rational
homotopy theory. For the basic definitions and theorems on homological algebra and rational
homotopy theory, we refer the reader to [FHT01].

Definition 11.1 ([FHT88]). Let m ∈ Z be an integer.

(1) An augmented dga (differential graded algebra) (A, d) is called a (K-)Gorenstein algebra
of dimension m if

dimExtlA(K, A) =

{
1 (if l = m)

0 (otherwise),

where the field K and the dga (A, d) are (A, d)-modules via the augmentation map and the
identity map, respectively.
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(2) A path-connected topological space M is called a (K-)Gorenstein space of dimension m if
the singular cochain algebra C∗(M) of M is a Gorenstein algebra of dimension m.

Here, ExtA(L,N) is defined using a semifree resolution of (L, d) over (A, d), for a dga (A, d)
and (A, d)-modules (L, d) and (N, d). TorA(L,N) is defined similarly. See [FHT01, Section 1]
for details of semifree resolutions.

An important example of a Gorenstein space is given by the following proposition.

Proposition 11.2 ([FHT88, Proposition 3.4]). A 1-connected topological space M is a K-
Gorenstein space if

⊕
n πn(M) ⊗ K is finite dimensional. Similarly, a Sullivan algebra (∧V, d)

is a Gorenstein algebra if V is finite dimensional.

Note that this proposition is proved only for Q-Gorenstein spaces in [FHT88], but the proof
can be applied for any field K of characteristic zero and Sullivan algebras over K.

We use the following theorem to construct the brane operations.

Theorem 11.3 ([FT09, Theorem 12] for k = 1, Corollary 3.2 for k ≥ 2). Let M be a (k − 1)-
connected (and 1-connected) space with

⊕
n πn(M)⊗K of finite dimension, for k ≥ 1. Then we

have an isomorphism

Ext∗C∗(Sk−1M)(C
∗(M), C∗(Sk−1M)) ∼= H∗−m̄(M),

where m̄ is the dimension of Ωk−1M as a Gorenstein space.

Now we can define the S-brane coproduct as follows. Let S be an oriented manifold with two
distinct base points, M a k-connected m-dimensional K-Gorenstein space with

⊕
n πn(M) ⊗ K

of finite dimension. Consider the diagram, extending (10.2),

MS# MS∨ MS

Sk−1M M .

res

comp incl

c

(11.4)

Here, the square is a pullback diagram, the map res is the restriction map to Sk−1, and c is the em-
bedding as the constant maps. By Theorem 11.3, we have Extm̄C∗(Sk−1M)(C

∗(M), C∗(Sk−1M)) ∼=
H0(M) ∼= K, hence the generator

c! ∈ Extm̄C∗(Sk−1M)(C
∗(M), C∗(Sk−1M))

is well-defined up to the multiplication by a non-zero scalar. Using the map c! and the diagram
(11.4), we can define the shriek map comp! as the composition

H∗(MS∨)
EM←−−∼= Tor∗C∗(Sk−1M)(C

∗(M), C∗(MS#))

Torid(c!,id)−−−−−−−→ Tor∗+m̄
C∗(Sk−1M)

(C∗(Sk−1M), C∗(MS#)) −→∼= H∗+m̄(MS#),

where the map EM is the Eilenberg-Moore map, which is an isomorphism since Sk−1M is 1-
connected (see [FHT01, Theorem 7.5] for details). By this, we define the dual of the S-brane
coproduct as the composition

δ∨S : H
∗(MS)

incl∗−−−→ H∗+m̄(MS∨)
comp!−−−−→ H∗+m̄(MS#).
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Similarly we can define the S-brane product using the generator

∆! ∈ ExtmC∗(M2)(C
∗(M), C∗(M2))

and the diagram

MS MS∨ MS#

M ×M M .

incl comp

∆

Note that, for the brane product and the loop coproduct, we can replace the assumption⊕
n πn(M)⊗K is of finite dimension with the assumption π∗(M)⊗K is of finite type by using

[FT09, Theorem 12] instead of Theorem 11.3.

12 Models of the brane operations

In this section, we consider the case S = Sk and give rational models of the Sk-brane operations,
for an integer k ≥ 1. In Section 14, we will prove Theorem 10.3 and Theorem 10.4 using these
models.

Naito [Nai13] constructed a rational model of the duals of the loop product and coproduct in
terms of Sullivan models using the torsion functor description of [KMN15]. In Part I, the author
constructed a rational model of the duals of the brane product and coproduct as a generalization
of it. Here we give a rational model of the Sk-brane operations by a similar method.

12.1 Models of spaces

Let M be a k-connected space with
⊕

n πn(M) ⊗ K of finite dimension. Take a Sullivan model
(∧V, d) of M with V ≤k = 0 and dimV < ∞. For simplicity, we sometimes denote (∧V, d) by
M. Denote (Sk)# = Sk−1 × S1 by T (k) and (Sk)∨ = (Sk−1 × S1)/Sk−1 by U (k). For an integer

l ∈ Z, let slV be a graded module defined by (slV )n = V n+l and slv denotes the element in slV
corresponding to an element v ∈ V . Here we recall models of mapping spaces from the interval,
sphere, and disk.

(12.1) Consider s as an derivation on the algebra ∧V ⊗2⊗∧sV with s◦s = 0. Define a derivation
d on the algebra by

d(sv) = 1⊗ v − v ⊗ 1−
∞∑
i=1

(sd)i

i!
(v ⊗ 1),

inductively. Denote the dga (∧V ⊗2⊗∧sV, d) byM(I). This is a Sullivan model of the path space
M I (≃ M). Moreover, define a map ε̄ :M(I) → M by ε̄(v ⊗ 1) = ε̄(1 ⊗ v) = v and ε̄(sv) = 0
for v ∈ V . Then it is a relative Sullivan model (resolution) of the product map ∧V ⊗2 ∧ sV . See
[FHT01, Section 15 (c)] or [Wak16, Appendix A] for details.

(12.2) Assume k ≥ 2. Define derivations s(k−1) and d on the graded algebra ∧V ⊗ ∧sk−1V by

s(k−1)(v) = sk−1v, s(k−1)(sk−1v) = 0,

d(v) = dv, and d(sk−1v) = (−1)k−1s(k−1)dv.

Denote the dga ∧V ⊗ sk−1V by M(Sk−1). This is a Sullivan model of the space MSk−1

. See
Section 5 for details.
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(12.3) Assume k ≥ 2. Define derivations s(k) and d on the graded algebra ∧V ⊗∧sk−1V ⊗∧skV
by

s(k)(v) = skv, s(k)(sk−1v) = s(k)(skv) = 0, d(v) = dv,

d(sk−1v) = d(sk−1v), and d(skv) = sk−1v + (−1)ks(k)dv.

Denote the dga ∧V ⊗ ∧sk−1V ⊗ ∧skV by M(Dk). This is a Sullivan model of the space MDk

(≃ M). Moreover, define a map ε̃ :M(Dk) →M by ε̃(v) = v, ε̃(sk−1v) = ε̃[k]v = 0 for v ∈ V .
Then it is a relative Sullivan model (resolution) of the map ε :M(Sk−1) →M, where ε(v) = v
and ε(sk−1v) = 0. In particular, ε̃ is a quasi-isomorphism. See Section 5 for details.

Next we construct models of mapping spaces which appear in the definition of brane opera-
tions, using the above models.

(12.4) Since MT (k)

= (MSk−1

)S
1

, we have a Sullivan modelM(T (k)) = (∧V ⊗∧sk−1V ⊗∧sV ⊗
∧ssk−1V, d) of MT (k)

iterating the construction in MyDescription 12.2.

(12.5) Since U (k) is homotopy equivalent to Sk ∨ S1, the mapping space MU(k)

is homotopy

equivalent to MSk ×M MS1

, and hence we have a Sullivan modelM(U (k)) = (∧V ⊗ ∧skV, d)⊗
(∧V ⊗ ∧sV, d).

12.2 Models of operations

Here we give a model of the Sk-brane product and coproduct in a similar way to [Nai13] and
Part I.

First we give a model of the Sk-brane coproduct. Recall that the dual δ∨Sk of the Sk-brane
coproduct is the composition

δ∨Sk : H
∗(MSk

)
incl∗−−−→ H∗+m̄(MU(k)

)
comp!−−−−→ H∗+m̄(MT (k)

).

First the map incl∗ : H∗(MSk

)→ H∗+m̄(MU(k)

) is induced by the canonical inclusionM(Sk)→
M(U (k)), which we also denote by incl∗. Next the map comp! : H

∗+m̄(MU(k)

)→ H∗+m̄(MT (k)

)
is computed as follows. Let

γ ∈ HomM(Sk−1)(M(Dk),M(Sk−1))

be a representative of the nontrivial element (see Theorem 11.3)

c! ∈ Extm̄C∗(Sk−1M)(C
∗(M), C∗(Sk−1M))

∼= Hm̄(HomM(Sk−1)(M(Dk),M(Sk−1))).

Then the map

Torid(c!, id) : Tor∗C∗(Sk−1M)(C
∗(M), C∗(MS#))→ Tor∗+m̄

C∗(Sk−1M)
(C∗(Sk−1M), C∗(MS#))

is induced by the cochain map

γ ⊗ id :M(Dk)⊗M(Sk−1)M(T (k))→M(Sk−1)⊗M(Sk−1)M(T (k)),

sinceM(Dk) is a resolution ofM overM(Sk−1). The map comp! is computed by this combined
with the quasi-isomorphism

ε̃⊗ id :M(Dk)⊗M(Sk−1)M(T (k)) −→
≃
M⊗M(Sk−1)M(T (k)). (12.6)
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Hence the dual of the Sk-brane coproduct is induced by the composition

M(Sk)
incl∗−−−→M(U (k))

∼=−→M⊗M(Sk−1)M(T (k))
ε̃⊗id←−−−
≃
M(Dk)⊗M(Sk−1)M(T (k))

γ⊗id−−−→M(Sk−1)⊗M(Sk−1)M(T (k))
∼=−→M(T (k)).

(12.7)

Similarly, the dual of the Sk-brane product is induced by the composition

M(T (k))
comp∗

−−−−→M(U (k))
∼=−→M⊗M⊗2 (M(I)⊗MM(Sk))

ε̄⊗id←−−−
≃
M(I)⊗M⊗2 (M(I)⊗MM(Sk))

η⊗id−−−→M⊗2 ⊗M⊗2 (M(I)⊗MM(Sk))
∼=−→M(I)⊗MM(Sk)

ε̄⊗id−−−→M⊗MM(Sk)
∼=−→M(Sk)

(12.8)

Here η ∈ HomM⊗2(M(I),M⊗2) is a representative of the nontrivial element ∆! ∈ ExtmC∗(M2)(C
∗(M), C∗(M2))

and comp∗ :M(T (k))→M(U (k)) is the canonical quotient map.

13 Explicit construction of shriek maps

Models of Sk-brane operations are constructed in Section 12 using the representatives of the
shriek maps γ and η. They are constructed by Theorem 11.3, which only states the existence
of the shriek maps. In this section, we recall methods to construct shriek maps explicitly from
[Nai13], [Wak16] and Part I.

Recall the definition of a pure Sullivan algebra. Here we denote V even =
⊕

n V
2n and

V odd =
⊕

n V
2n+1.

Definition 13.1 (c.f. [FHT01, Section 32]). A Sullivan algebra (∧V, d) with dimV < ∞ is
called pure if d(V even) = 0 and d(V odd) ⊂ ∧V even.

In the rest of this section, let (∧V, d) be a pure minimal Sullivan algebra, {x1, . . . , xp} a basis
of V even, and {y1, . . . , yq} a basis of V odd.

13.1 Construction of ∆!

Here we recall the description of ∆! in [Wak16], which is a generalization of that of Naito [Nai13].
Note that, although the description holds if the Sullivan model (∧V, d) is semi-pure (see [Wak16,
Definition 1.5] for the definition), we only refer and use it in the case (∧V, d) is pure.

Proposition 13.2 ([Wak16, Theorem 5.6 (2)]). Take (∧V ⊗2 ⊗ ∧sV, d) = M(I) as in MyDe-
scription 12.1. If a cocycle η ∈ Hom∧V ⊗2(∧V ⊗2 ⊗ ∧sV,∧V ⊗2) satisfies

η(sx1 · · · sxp) = (1⊗ y1 − y1 ⊗ 1) · · · (1⊗ yq − yq ⊗ 1),

then we have

[η] ̸= 0 ∈ H∗(Hom∧V ⊗2(∧V ⊗2 ⊗ ∧sV,∧V ⊗2))

∼= Ext∧V ⊗2(∧V,∧V ⊗2).

This proposition gives a construction of the map ∆!.
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13.2 Construction of c!

Next we recall the description of c! in Part I. The following proposition gives it completely when
k is even.

Proposition 13.3 (Proposition 6.5). Assume that k is even. Define an element

γ ∈ HomM(Sk−1)(M(Dk),M(Sk−1))

by γ(sky1 · · · skyq) = sk−1x1 · · · sk−1xp and γ(skyj1 · · · skyjl) = 0 for l < q. Then γ defines a
nontrivial element in ExtM(Sk−1)(M,M(Sk−1)).

Note that, although the proposition is proved only when k = 2 in Proposition 6.5, the same
proof also applies when k > 2 as long as k is even.

14 Proof of Theorem 10.3 and Theorem 10.4

In this section, we give a proof of Theorem 10.3 and Theorem 10.4 using the models constructed
above.

Proof of Theorem 10.3. We compute the Sk-brane coproduct using (12.7). SinceM = K(Z, 2n),
we take the Sullivan model (∧V, d) = (∧x, 0) where x is the generator of degree 2n. Note that,
in this case, the differentials inM(Sk) andM(T (k)) are zero, and hence they are identified with

the cohomology groups H∗(MSk

) and H∗(MT (k)

).
By Proposition 13.3, we have a representative γ of the shriek map c! defined by γ(1) = sk−1x

and γ((skx)l) = 0 for l ≥ 1.
Since any Sullivan algebra satisfies the lifting property for a surjective quasi-isomorphism,

there is a section φ of ε̃ ⊗ id in (12.6), which is also a quasi-isomorphism. It is given explicitly
by φ(1⊗ x) = 1⊗ x, φ(1⊗ skx) = 1⊗ ssk−1x, and φ(1⊗ sx) = 1⊗ sx.

Using these maps, we compute the composition (12.7). Since all maps in the composition are
∧V -linear, it is enough to compute the image for the elements (skx)n for n ≥ 0. Applying incl∗

and the section φ to the element, we have that it is mapped to 1⊗(ssk−1x)n ∈M(Dk)⊗M(Sk−1)

M(T (k)). Then the map γ⊗id send it to sk−1x⊗(ssk−1x)n ∈M(Sk−1)⊗M(Sk−1)M(T (k)). Hence

the Sk-brane coproduct δ∨Sk is the map determined by δ∨Sk(α) = sk−1xι(α), where ι :M(Sk) →
M(T (k)) is the algebra map defined by ι(x) = x and ι(skx) = ssk−1x.

Similarly we can compute the Sk-brane product. Define a ∧V ⊗2-linear map η :M(I)→ ∧V ⊗2

by η(1) = 0 and η(sx) = 1. By Proposition 13.3, η is a representative of the shriek map
∆!. We have a section ψ of ε̄ ⊗ id in (12.8), which is defined by ψ(x ⊗ 1) = 1 ⊗ (x1 ⊗ 1),
ψ(1⊗ sx) = 1⊗ (sx⊗ 1)− sx⊗ 1, and ψ(1⊗ skx) = 1⊗ (1⊗ skx). Here we denote the element
x⊗ 1 ∈M(I) by x1.

As a result, the Sk-brane product µ∨
Sk is the map determined by µ∨

Sk(β) = 0, µ∨
Sk(sx ·

β) = −ρ(β), and µ∨
Sk(s

k−1x · β) = µ∨
Sk(sx · sk−1x · β) = 0, for β ∈ ∧x ⊗ ∧ssk−1x. Here

ρ : ∧ x⊗ ∧ssk−1x→M(Sk) is the algebra map defined by ρ(x) = x and ρ(ssk−1x) = skx.
Composing these two, we have δSk ◦ µSk ̸= 0. In fact, δSk ◦ µSk(sx) = −sk−1x ̸= 0 ∈

M(T (k)) ∼= H∗(MT (k)

). This proves the theorem.

Next we prove Theorem 10.4.
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Proof of Theorem 10.4. Let (∧V, d) be the minimal Sullivan model of M , {x1, . . . , xp} a basis of
V even, and {y1, . . . , yq} a basis of V odd. Consider the part

M⊗M(Sk−1)M(T (k))
ε̃⊗id←−−−
≃
M(Dk)⊗M(Sk−1)M(T (k))

γ⊗id−−−→M(Sk−1)⊗M(Sk−1)M(T (k))

in (12.7). Define a section φ of ε̃ ⊗ id by φ(1 ⊗ v) = 1 ⊗ v, φ(1 ⊗ sv) = 1 ⊗ sv, for v ∈ V ,
φ(1⊗ssk−1xi) = 1⊗ssk−1xi, and φ(1⊗ssk−1yj) = 1⊗ssk−1yj+(−1)ksσ(dyj⊗1). Here, in the
last term sσ(dyj ⊗ 1), σ is the derivation which sends v ⊗ 1 to skv ⊗ 1, for v ∈ V , and the other
generators to 0. The map s is also the derivation which sends v to sv, sk−1v to ssk−1v, and others
to 0. Then we have Imφ ⊂ N⊗M(Sk−1)M(T (k)), where N = ∧V ⊗∧sk−1V ⊗∧sk{x1, . . . , xp} ⊂
M(Dk). Let γ be the representative of c! given by Proposition 13.3. Since V has at least one
generator of odd degree, γ is zero on N . This implies that the composition (γ ⊗ 1) ◦ φ is zero,
and hence the brane coproduct δSk is zero.
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Part III

New construction of the brane
coproduct and vanishing of cup products
on sphere spaces

Abstract

Using the loop coproduct, Menichi proved that the cup product with the orientation
class vanishes for a closed connected oriented manifold with nontrivial Euler characteristic.
We generalize this to the sphere spaces, i.e. the mapping spaces from spheres, using two
generalizations of the loop coproduct to sphere spaces. One is constructed in this paper and
the other in a previous paper of the author.

15 Introduction

In this article, we give a new construction of the brane coproduct, which we call the non-
symmetric brane coproduct. Comparing this coproduct with another coproduct constructed in
Part I, we prove the vanishing of some cup products on the cohomology of mapping spaces from
spheres.

Chas and Sullivan [CS99] introduced the loop product on the homology H∗(LM) of the free
loop space LM = Map(S1,M) of a manifold M of dimension m. Cohen and Godin [CG04]
extended this product to other string operations, including the loop coproduct, whose dual has
the form

δ∨ : H∗(LM)→ H∗+m(LM × LM).

Although the loop coproduct is almost trivial by [Tam10], Menichi [Men13] used the loop co-
product to obtain the following vanishing result.

Theorem 15.1 ([Men13, Theorem 1]). Let M be a connected, closed oriented manifold of di-
mension m, ω ∈ Hm(M) its orientation class, and χ(M) its Euler characteristic. Then, for any
α ∈ H>0(LM), we have

χ(M)ev∗0ω · α = 0 ∈ H |α|+m(LM),

where ev0 : LM →M is the evaluation map at the base point 0 ∈ S1.

Moreover, Félix and Thomas [FT09] generalized the loop coproduct to Gorenstein spaces. A
Gorenstein space is a generalization of a Poincaré duality space (i.e. a space satisfying Poincaré
duality) in an algebraic way. See Definition 17.2 for the definition.

Using the algebraic method due to Félix and Thomas, in Part I, the author constructed a gen-
eralization of the loop coproduct, called the brane coproduct. Here we explain it along with a little
generalization. Let K be a field, k a positive integer and M a k-connected space with H∗(M) =
H∗(M ;K) of finite type. Denote by SkM = Map(Sk,M) the mapping space from the k-
dimensional sphere to M . We fix an arbitrary element γ ∈ ExtlC∗(Sk−1M)(C

∗(M), C∗(Sk−1M)),

where C∗(M) is the singular cochain algebra on M . Then we can construct (the dual of) the
brane coproduct

δ∨γ : H
∗(SkM × SkM)→ H∗+l(SkM).

Note that γ will be specified under some assumption on M , and that we can choose l and γ
depending on the purpose. See Section 17 for details.
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Next we explain the non-symmetric brane coproduct, which will be defined in this article. As-
sumeM is a Poincaré duality space (i.e. a space satisfying Poincaré duality) over K of dimension
m. Then we can define the non-symmetric brane coproduct

δ∨ns : H
∗(SkM × SkM)→ H∗+m(SkM).

Note that the non-symmetric brane coproduct can be defined for any 1-connected Poincaré
duality space, without the assumption of k-connectivity. See Section 18 for details.

The non-symmetric brane coproduct δ∨ns seems to be non-commutative, from the explicit
formula in Theorem 19.1. On the other hand, the brane coproduct δ∨γ is commutative in the
sense of Proposition 20.4. In spite of such difference, these coproducts coincide with each other
under some assumptions. This coincidence gives some nontrivial relations on H∗(SkM), which
is the main theorem of this article:

Theorem 15.2. Let k be a positive integer, M a k-connected Poincaré duality space over K of
dimension m, and ω ∈ Hm(M) its orientation class. Assume

(1) k = 1 or

(2) k ≥ 1 is odd, the characteristic of K is zero, and dimK (
⊕

n πn(M)⊗K) <∞.

Then, for any α ∈ H>0(SkM), we have

χ(M)ev∗0ω · α = 0 ∈ H |α|+m(SkM).

Remark 15.3. This theorem generalizes Theorem 15.1 due to Menichi, since we do not assume
that M is a manifold and k = 1. See Remark 20.10 for the reason why we need the assumption
k is odd.

We prove the above theorem using the following general result.

Theorem 15.4. Let M be a k-connected Poincaré duality space over K of dimension m, ω ∈
Hm(M) its orientation class. We fix an arbitrary element

γ ∈ ExtmC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)).

Define λγ ∈ K by the equation c∗ ◦ (H∗(γ))(1) = λγω ∈ Hm(M), where c : M → Sk−1M is the
embedding as constant maps. See Section 16 for the definition of the map H∗(γ) : H∗(M) →
H∗(Sk−1M). Then, for any α ∈ H>0(SkM), we have

λγev
∗
0ω · α = 0 ∈ H |α|+m(SkM).

We conjecture that, for any M and k as in Theorem 15.4, there is an element γ satisfying
λγ = χ(M). The assumptions (1) and (2) give sufficient conditions for the existence of such γ.

Throughout this article, K denotes a field. The characteristic chK of the field K is zero in
Subsection 20.3 and Section 21. In other (sub)sections, chK can be zero or any prime. For a
vector space V over K, we denote the dual of V by V ∨. For spaces X and Y , we denote the
mapping space from X to Y by Y X . For x ∈ X, let evx : Y

X → Y be the evaluation map at x.
Denote by [X,Y ] the homotopy set of maps from X to Y . Base points does not matter since we
consider it only when X is 0-connected and Y is 1-connected.

This article is organized as follows. Section 16 contains basic definitions and properties of
Ext, which we use in definitions of the brane coproducts. In Section 17, we review the previous
construction of the brane coproduct. We define the non-symmetric brane coproduct in Section 18,
and, under some assumptions, explicitly compute it in Section 19. In Section 20, we compare
two brane coproducts and prove Theorem 15.2 and Theorem 15.4, using explicit construction of
shriek maps given in Section 21.
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16 Definition and properties of Ext

Let A be a differential graded algebra (dga), and M and N A-modules over a field K of any
characteristic. Then the extension module is defined as ExtA(M,N) = H∗(HomA(P,A)), where
P is a semifree resolution ofM over A. See [FHT01, Section 6] for details of semifree resolutions.

For an element α ∈ ExtA(M,N), we define H∗(α) : H∗(M)
∼=←− H∗(P )

H∗(α)−−−−→ H∗(N). This
defines a linear map ExtA(M,N)→ HomH∗(A)(H

∗(M),H∗(N)); α 7→ H∗(α).
Consider a pullback diagram

D E

A B

p

such that p : E → B is a fibration and B is 1-connected. Let us recall the linear map

p⋆ : ExtlC∗(B)(C
∗(A), C∗(B))→ ExtlC∗(E)(C

∗(D), C∗(E))

introduced in [FT09, Remark after Theorem 2]. Let P be a semifree resolution of C∗(A) over
C∗(B). Then we have a linear map

HomC∗(B)(P,C
∗(B))→ HomC∗(E)(C

∗(E)⊗C∗(B) P,C
∗(E)⊗C∗(B) C

∗(B)) (16.1)

by sending φ ∈ HomC∗(B)(P,C
∗(B)) to idC∗(E) ⊗ φ. Here, C∗(E)⊗C∗(B) P is a semifree C∗(E)

module by [FHT01, Lemma 6.2]. Moreover, the Eilenberg-Moore map C∗(E) ⊗C∗(B) P →
C∗(D) is a quasi-isomorphism by the Eilenberg-Moore theorem [Smi67, Theorem 3.2]. Hence
C∗(E)⊗C∗(B)P is a semifree resolution of C∗(D) over C∗(E), and the linear map (16.1) induces
the required map p⋆.

The above constructions satisfy naturality in the following sense, which can be proved directly
from the definitions.

Proposition 16.2. Consider a diagram

E′ X ′

E X

B′ A′

B A

p′

φ

ψ

p

a b

and elements α ∈ ExtmC∗(B)(C
∗(A), C∗(B)) and α′ ∈ ExtmC∗(B′)(C

∗(A′), C∗(B′)). Here p and p′

are fibrations and the front and back squares are pullback diagrams. Assume that the elements α
and α′ are mapped to the same element in ExtmC∗(B)(C

∗(A), C∗(B′)) by the morphisms induced
by a and b, and that the Eilenberg-Moore maps of two pullback diagrams are isomorphisms. Then
the following diagram commutes.

H∗(X) H∗+m(E)

H∗(X ′) H∗+m(E′)

H∗(p⋆α)

φ∗ ψ∗

H∗(p′⋆α′)
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17 Review of the previous construction of the brane co-
product

In this section, we review the previous construction of the brane coprdouct from Part I. Here we
explain it in a generalized way, which is necessary for the comparison in Section 20.

First we give a general construction. Let K be a field of any characteristic, k a positive
integer, S and T k-dimensional manifolds, and M a k-connected space. We fix an arbitrary
element

γ ∈ ExtnC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)).

To define the brane coproduct, consider the diagram

MS#T MS ×M MT MS ×MT

Sk−1M M,

res

comp incl

c

(17.1)

where the square is a pullback diagram, the map res is the restriction map to the embedded
sphere Sk−1 which comes from the connected sum S#T , and the map c is an embedding as
constant maps.

Then the dual
δ∨γ : H

∗(MS ×MT )→ H∗+n(MS#T )

of the brane coproduct with respect to γ is defined as the composition

comp! ◦ incl
∗ : H∗(MS ×MT )

incl∗−−−→ H∗(MS ×M MT )
comp!−−−−→ H∗+n(MS#T ).

Here the shriek map comp! is defined by comp! = H∗(res⋆(γ)).
Next we specify the element γ under some assumptions, which was considered in Part I. Here

we use the notion of a Gorenstein space.

Definition 17.2 ([FHT88]). Let m ∈ Z be an integer. A path-connected topological space M
is called a (K-)Gorenstein space of dimension m if

dimExtlC∗(M)(K, C∗(M)) =

{
1, if l = m

0, otherwise.

For example, a Poincaré duality space over K is a K-Gorenstein space, and its dimension as
a Gorenstein space coincides with the one as a Poincaré duality space. Moreover, the following
proposition gives an important example of a Gorenstein space.

Proposition 17.3 ([FHT88, Proposition 3.4]). A 1-connected topological space M is a K-
Gorenstein space if K is a field of characteristic zero and π∗(M)⊗K is finite dimensional.

Now we can specify the element γ by the following theorem.

Theorem 17.4 (Corollary 3.2). Assume K is a field of characteristic zero. Let M be a (k −
1)-connected (and 1-connected) space of finite type such that Ωk−1M is a Gorenstein space of
dimension m̄. Then we have an isomorphism

ExtlC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)) ∼= H l−m̄(M)

for any l ∈ Z.
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When l = m̄, we have the generator

c! ∈ Extm̄C∗(Sk−1M)(C
∗(M), C∗(Sk−1M)) ∼= H0(M) ∼= K (17.5)

up to non-zero scalar multiplication. The brane coproduct δ∨c! for the case γ = c! is the brane
coproduct constructed in Part I.

18 New construction of the brane coproduct

In this section, we give a new construction of the brane coproduct, which we call the non-
symmetric brane coproduct. This is different from the previous one and we will compare them
in Section 20.

Let K be a field of any characteristic, k a positive integer, T a k-dimensional manifold with a
base point t0, and M a 1-connected Poincaré duality space of dimension m. We fix base points
d0 ∈ Dk and s0 ∈ Sk such that d0 is mapped to s0 by the quotient map Dk ↠ Sk. For an
element g ∈MT , we denote by MT

g the component of MT containing g.

For f ∈ SkM and g ∈MT , we define a map f + g ∈MT as follows. Fix an embedded k-disk
around t0 in T . Then we have the quotient map q : T → Sk ∨ T , which is given by pinching the
boundary of the embedded disk. Since M is path-connected, there is a map f ′ ∈ SkM such that
f ′(s0) = g(t0) and f

′ is homotopic to f (without preserving base points). Define f + g to be the

composition T
q−→ Sk ∨ T f ′∨g−−−→M. Since M is 1-connected, the map f + g is well-defined up to

homotopy.
Instead of (17.1), we consider the diagram

MT
f+g SkfM ×M MT

g SkfM ×MT
g

DkM SkfM,

res

comp
incl

pr1

ι

(18.1)

where the square is a pullback diagram, the map res is the restriction to the embedded k-disk,
and the map ι is the inclusion induced by the quotient map Dk → Sk.

Note that the above diagram is related to the diagram (17.1) in the following way. When M
is k-connected, we have the diagram

MT SkM ×M MT

DkM SkM

Sk−1M M,

res

comp

pr1

res

ι

ev

c

(18.2)

where the two squares are pullback diagrams (and hence so is the outer square). In this diagram,
the upper square coincides with (18.1) and the outer square coincides with (17.1). We use this
diagram to compare the two brane coproducts in Section 20.

We define the dual
δ∨ns : H

∗(SkfM ×M MT
g )→ H∗+m(MT

f+g)
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of the brane coproduct by the composition

comp! ◦ incl
∗ : H∗(MT

f+g)
incl∗−−−→ H∗(SkfM ×M MT

g )
comp!−−−−→ H∗+m(SkfM ×MT

g ).

Here, comp! is the shriek map constructed from the diagram (18.1). In order to define it, we
need the corollary of the following proposition.

Proposition 18.3 ([FT09, Lemma 1]). Let F : X → N be a map between 0-connected spaces.
Assume that N is a Poincaré duality space of dimension n. Define a linear map

Φ: ExtlC∗(N)(C
∗(X), C∗(N))→ HomK(H

n−l(X),Hn(N))

by Φ(α) = H∗(α)|Hn−l(X). Then Φ is an isomorphism.

Then we have the following corollary, which is an analogue of Theorem 17.4 for the case of
the non-symmetric brane coproduct.

Corollary 18.4. Consider the same assumption with Proposition 18.3. Additionally assume
l = n and j = 0. Then we have an isomorphism

ExtnC∗(N)(C
∗(X), C∗(N))

∼=−→ Hn(N); α 7→ H∗(α)(1).

Applying Corollary 18.4 to the case F = ι and n = m, we have the generator

ι! ∈ ExtmC∗(DkM)(C
∗(SkfM), C∗(DkM)) ∼= Hm(DkM) ∼= K

up to non-zero scalar multiplication. Using this element with the diagram (18.1), we define
comp! = H∗(res⋆(ι!)). This completes the definition of the non-symmetric brane coprdouct.

Next we give more convenient description of comp!. Consider the commutative diagram

MT
f+g SkfM ×M MT

g SkfM ×MT
g

MT
f+g SkfM ×M MT

f+g

DkM SkfM

M SkfM,

res

=

comp

pr1

ρ
≃

incl

evt0

pr2

evd0

≃

ι

=

evs0

pr1

where the front and back square are pullback squares. Here ρ : SkfM ×MMT
g

≃−→ SkfM ×MMT
f+g

is defined by ρ(φ,ψ) = (φ,φ+ψ), which is well-defined since we are working on the fiber product
over M . By Proposition 16.2, we have H∗(res⋆(ι!)) ◦ ρ∗ = H∗(evt0

⋆(ι̃!)) and hence

comp! = H∗(evt0
⋆(ι̃!)) ◦ (ρ∗)−1. (18.5)

Here ι̃! ∈ ExtmC∗(M)(C
∗(SkfM), C∗(M)) is the image of ι! under the isomorphism induced by evd0 .
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19 Computation of the non-symmetric brane coproduct

In this section, we use the same notation and assumptions as in Section 18. Let 0 ∈ SkM be the
constant map and denote the orientation class of M by ω ∈ Hm(M). This section is devoted to
the proof of the following formula of the non-symmetric brane coproduct.

Theorem 19.1. For the case f = 0 ∈ [Sk,M ], the non-symmetric coproduct

δ∨ns : H
∗(Sk0M ×MT

g )→ H∗+m(MT
g )

is described by
δ∨ns(u× v) = ev∗t0(ω · c

∗(u)) · v,

where u× v denotes the cross product of u ∈ H∗(Sk0M) and v ∈ H∗(MT
g ), and c : M → Sk0M is

the embedding as constant maps.

This is an analogue of [Men13, Theorem 30] in the case of the non-symmetric coproduct.
Note that, when chK = 0, the above formula can be proved easily by using rational models of
mapping spaces given in [Ber15].

To prove Theorem 19.1, we need some propositions. First we investigate the map (ρ∗)−1 in
(18.5). Define σ : MT

g → Sk0M ×M MT
g by σ(ψ) = (c(ψ(t0)), ψ).

Proposition 19.2. For any x ∈ H∗(Sk0M ×M MT
g ), we have

(ρ∗)−1x− x ∈ Ker(σ∗).

Proof. Let ρ̄ be the homotopy inverse of ρ. Then we have ρ◦σ ≃ σ and hence σ∗((ρ∗)−1x−x) =
σ∗(ρ̄∗x− x) = σ∗x− σ∗x = 0.

Next we relate Ker(σ∗) with H∗(evt0
⋆ι̃!).

Proposition 19.3. Consider a pullback diagram

E X

B A

p

g

q

f

such that the Eilenberg-Moore map is an isomorphism, and take an element α ∈ ExtC∗(B)(C
∗(A), C∗(B)).

Let σ : E → X and τ : B → A be sections of g and f , respectively, satisfying q◦σ = τ ◦p. Assume
that there is an element α̃ ∈ ExtC∗(B)(C

∗(B), C∗(B)) which is mapped to α by the map induced
by τ . Then

Ker(σ∗) ⊂ Ker(H∗(p⋆α)).

Proof. Applying Proposition 16.2 to the following diagram, we have H∗(p⋆α) = H∗(p⋆α̃) ◦ σ∗,
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and this proves the proposition.

E E

E X

B B

B A

p

=

=

p

σ

p

g

=

=

τ

f

q

Next, we consider the diagram

MT
g Sk0M ×M MT

g

M Sk0M.

evt0

pr2

evs0

pr1

Note that the maps σ : MT
g → Sk0M ×M MT

g and c : M → Sk0M , are sections of pr2 and evs0 ,

respectively. Recall from (18.5) that we are using ι̃! ∈ ExtmC∗(M)(C
∗(Sk0M), C∗(M)) to compute

the non-symmetric brane coproduct.

Corollary 19.4. Under the above notation, we have

Ker(σ∗) ⊂ Ker
(
H∗(evt0

⋆(ι̃!))
)
.

Proof. By Corollary 18.4, the map c induces an isomorphism

ExtmC∗(M)(C
∗(M), C∗(M))

∼=−→ ExtmC∗(M)(C
∗(Sk0M), C∗(M)).

Thus we obtain α̃ as in the assumption of Proposition 19.3, and hence it proves the corollary.

By Proposition 19.2 and Corollary 19.4, Theorem 19.1 reduces to the following simple propo-
sition.

Proposition 19.5. Consider a pullback diagram

E X

B A

p

g

q

f

such that the Eilenberg-Moore map is an isomorphism, and an element α ∈ ExtC∗(B)(C
∗(A), C∗(B)).

Then the composition H∗(A× E)
incl∗−−−→ H∗(X)

H∗(p⋆α)−−−−−→ H∗(E) satisfies

H∗(p⋆α) ◦ incl∗(u× v) = p∗(H∗(α)(u)) · v

for any u ∈ H∗(A) and v ∈ H∗(E).
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Proof. Consider the diagram

E X

B × E A× E

B A

B A.

p

(p,id)

g

q

(q,g)

pr1

f×id

=

f

=

f

pr1

By Proposition 16.2, we have

H∗(p⋆α) ◦ incl∗ = (p, id)∗ ◦ (H∗(pr1
⋆α)).

Since the fibration pr1 is very simple, we can prove

H∗(pr1
⋆α)(u× v) = H∗(α)(u)× v

by a direct computation from the definition.

Now we give a proof of Theorem 19.1 using the above corollary and propositions.

Proof of Theorem 19.1. By (18.5), we have

δ∨ns(u× v) = H∗(evt0
⋆(ι̃!)) ◦ (ρ∗)−1 ◦ incl∗(u× v).

By Proposition 19.2 and Corollary 19.4, we have

H∗(evt0
⋆(ι̃!)) ◦ (ρ∗)−1 = H∗(evt0

⋆(ι̃!)).

Thus
δ∨ns(u× v) = H∗(evt0

⋆(ι̃!)) ◦ incl∗(u× v),
and hence Proposition 19.5 proves the theorem.

20 Comparison of two brane coproducts

In this section, we compare the two brane coproducts. As an application, we prove Theorem 15.2.

20.1 Proof of Theorem 15.4

In this subsection, we prove Theorem 15.4.
Let K be a field of any characteristic, k a positive integer, and M a k-connected Poincaré

duality space of dimension m. We fix an arbitrary element

γ ∈ ExtmC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)).

Then we have the brane coproduct

δ∨γ : H
∗(SkM × SkM)→ H∗+m(SkM)

for the case S = T = Sk by the construction given in Section 17.
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Remark 20.1. The degree m of the element γ is different from the degree m̄ of c! in Theorem 17.4.
These degrees coincide under the assumption (2) of Theorem 15.2 (see Remark 20.10). This case
will be treated in Subsection 20.3 and Section 21.

To compare δ∨γ with δ∨ns, we relate γ with ι!. As in Theorem 15.4, define λγ ∈ K by the
equation

c∗ ◦ (H∗(γ))(1) = λγω ∈ Hm(M),

where ω is the orientation class of M .

Proposition 20.2. Under the above notation, we have

res⋆(γ) = λγι! ∈ ExtmC∗(DkM)(C
∗(SkM), C∗(DkM)),

where res⋆ is the lift along the lower pullback square in (18.2). Moreover, this implies

δ∨γ = λγδ
∨
ns : H

∗(SkM × SkM)→ H∗(SkM).

Proof. Let ω ∈ Hm(M) ∼= Hm(DkM) be the orientation class. Recall from Corollary 18.4 that
ι! is characterized by H∗(ι!)(1) = ω. Hence it is enough to prove H∗(res⋆(γ))(1) = λγω.

Let η : P
≃−→ C∗(M) be a semifree resolution of C∗(M) over C∗(Sk−1M), and u ∈ P a cocycle

such that η(u) = 1. Take a representative φ ∈ HomC∗(Sk−1M)(P,C
∗(Sk−1M)) of γ. Then we

have [φ(u)] = H∗(γ)(1) ∈ Hm(Sk−1M). By definition, H∗(res⋆(γ)) is represented by the chain
map idC∗(DkM) ⊗ φ in

HomC∗(DkM)(C
∗(DkM)⊗C∗(Sk−1M) P,C

∗(DkM)⊗C∗(Sk−1M) C
∗(Sk−1M)).

Hence we have H∗(res⋆(γ))(1) = [(idC∗(DkM) ⊗ φ)(1 ⊗ u)] = c∗[φ(u)] = λγω ∈ Hm(M) under

the identification Hm(M) = Hm(DkM). This proves the proposition.

Next we consider the commutativity of the coproduct δ∨γ . Let τ : Sk−1M → Sk−1M be the

map induced from the orientation reversing map on Sk−1, satisfying τ2 = id. Then τ induces
the map

τ∗ = Extτ∗(id, τ∗) : ExtC∗(Sk−1M)(C
∗(M), C∗(Sk−1M))

→ ExtC∗(Sk−1M)(C
∗(M), C∗(Sk−1M)).

By the definition of λγ , we have
λγ = λτ∗γ . (20.3)

The coproduct is commutative in the following sense.

Proposition 20.4.
δ∨γ (α× β) = (−1)|α||β|δ∨τ∗γ(β × α)

The proposition is proved by the same method with the commutativity of the brane coproduct
δ∨c! Theorem 1.5. Note that we used the equation (7.7) τ∗c! = (−1)m̄c! to prove δ∨c!(α × β) =

(−1)|α||β|+m̄δ∨c!(β × α).
Using the above propositions, we give a proof of Theorem 15.4.
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Proof of Theorem 15.4. Since the fibration ev0 : S
kM → M has a section c : M → SkM , we

have a decomposition H>0(SkM) ∼= H>0(M)⊕Ker(c∗). When α ∈ H>0(M), we have αω = 0 ∈
H |α|+m(M) = 0. Hence we assume α ∈ Ker(c∗). Then, by Theorem 19.1, we have

δ∨ns(α× 1) = ev∗0(ω · c∗(α)) · 1 = 0

δ∨ns(1× α) = ev∗0(ω · c∗(1)) · α = ev∗0ω · α.

Moreover, we have

λγδ
∨
ns(α× 1) = δ∨γ (α× 1) = ±δ∨τ∗γ(1× α) = ±λγδ∨ns(1× α)

by (20.3), Proposition 20.4, and Proposition 20.2. These equations prove the theorem.

20.2 Proof of Theorem 15.2 (1)

In this subsection, we prove Theorem 15.2 under the assumption (1). As a preparation of the
proof, we investigate the map Φ in Proposition 18.3.

As in Proposition 18.3, let X be a 0-connected space, N a Poincaré duality space of dimension
n, and F : X → N a map. We denote the orientation class of N by ωN ∈ Hn(N) and the
fundamental class by [N ] ∈ Hn(N). Then we have ⟨ωN , [N ]⟩N = 1, where ⟨−,−⟩N : H∗(N) ⊗
H∗(N)→ K denotes the pairing.

Proposition 20.5. Fix arbitrary elements x ∈ Hn−l(X) and ν ∈ Hj(X). Let βx : H
n−l(X)→

Hn(N) be the linear map defined by βx(φ) = ⟨φ, x⟩XωN for φ ∈ Hn−l(X). Using the isomor-
phism Φ in Proposition 18.3, we define

αx = Φ−1(βx) ∈ ExtlC∗(N)(C
∗(X), C∗(N)).

Then the element H∗(αx)(ν) ∈ H l+j(N) is the unique element which satisfies

⟨ψ, H∗(αx)(ν) ∩ [N ]⟩N = (−1)l(n−l−j)⟨F ∗ψ · ν, x⟩X (20.6)

for any ψ ∈ Hn−l−j(N).

Proof. Since the cap product −∩ [N ] is an isomorphism by the Poincaré duality, such element is
uniquely determined. SinceH∗(αx) isH

∗(N)-linear, we have ψ·H∗(αx)(ν) = (−1)l(n−l−j)H∗(αx)(F
∗ψ·

ν). Using this equation, we can prove (20.6) by a straightforward calculation.

Now we begin the proof of Theorem 15.2 (1). Let M be a 1-connected Poincaré duality space
of dimension m. Here we write LM = S1M and ∆ = c : M →M ×M as usual. Recall that

∆! ∈ ExtmC∗(M×M)(C
∗(M), C∗(M ×M)) ∼= K

is the generator, which is defined up to non-zero scalar multiplication.

Proposition 20.7. The element H∗(∆!)(1) ∈ Hm(M × M) is the diagonal class, i.e. the
Poincaré dual of the homology class ∆∗[M ] ∈ Hm(M ×M). In particular, we have

∆∗ ◦ (H∗(∆!))(1) = χ(M)ω ∈ H∗(M).

Proof. Since M ×M is also a Poincaré duality space, we can apply Proposition 20.5 for the case
F = ∆, n = 2m, l = m, j = 0, x = [M ], and ν = 1. Since ∆! is defined up to non-zero scalar
multiplication, we may assume ∆! = (−1)mα[M ]. By (20.6), we have

⟨ψ, H∗(∆!)(1) ∩ [M2]⟩M2 = ⟨∆∗ψ · 1, [M ]⟩M = ⟨ψ, ∆∗[M ]⟩M2
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for any ψ ∈ Hm(M2), and hence H∗(∆!)(1) ∩ [M2] = ∆∗[M ].
It is well-known that the diagonal class satisfies the required property (c.f. e.g. [MS74, pp. 127–

129, Section 11]).

Now we have the following theorem using the above lemma.

Theorem 20.8 (Theorem 15.2 (1)). Let M be a 1-connected Poincaré duality space over K and
denote its orientation class by ω ∈ Hm(M). Then, for any α ∈ H>0(LM), we have

χ(M)ev∗0ω · α = 0 ∈ H |α|+m(LM).

Proof. Apply Theorem 15.4 and Proposition 20.7.

Remark 20.9. This theorem generalizes [Men13, Theorem 1] in the sense that our theorem can
be applied to Poincaré duality spaces, not only manifolds.

20.3 Proof of Theorem 15.2 (2)

In this section, we prove Theorem 15.2 under the assumption (2).
Let k be a positive odd integer and M a k-connected Poincaré duality space over K of

dimension m. Assume chK = 0 and dimK (
⊕

n πn(M)⊗K) <∞.
First we explain why we assume k is odd in the assumption (2) in Theorem 15.2.

Remark 20.10. Let x1, . . . , xp and y1, . . . , yq be bases of
⊕

n π2n(M)⊗K and
⊕

n π2n−1(M)⊗K,
respectively. Then we have the following.

• χ(M) ̸= 0 if and only if p = q. See Theorem 21.13 for details.

• Define ai = |xi| and bj = |yj |. By [FHT88, Proposition 5.2], we have m = dimM =∑
j bj +

∑
i(1− ai). By the same formula, we have

m̄ = dimΩk−1M =

{
m− (q − p)(k − 1), if k is odd,

−m− (k − 2)p+ kq, if k is even.

Thus, except for rare exceptions, m̄ coincides with m if and only if k is odd and p = q.

Since the statement of Theorem 15.2 is trivial when χ(M) = 0, we are interested only in the
case χ(M) ̸= 0, i.e. p = q. Moreover, since we will compare two brane coproducts, their degrees
m and m̄ must coincide. Hence we may assume k is odd. This explains why the assumption (2)
in Theorem 15.2 is natural one.

Now we give a proposition, which is a key to prove Theorem 15.2 (2).

Proposition 20.11. Under the assumption (2) in Theorem 15.2, there exists an element γ ∈
Extm̄C∗(Sk−1M)(C

∗(M), C∗(Sk−1M)) such that

c∗ ◦ (H∗(γ))(1) = χ(M)ω ∈ H∗(M).

We defer the proof of the proposition to Section 21. Applying the proposition and Theo-
rem 15.4, we have (2) of Theorem 15.2.

Theorem 20.12 (Theorem 15.2 (2)). Under the assumption (2) in Theorem 15.2, we have

χ(M)ev∗0ω · α = 0 ∈ H |α|+m(SkM)

for any α ∈ H>0(SkM).

Hence the rest of this article is devoted to the proof of Proposition 20.11.
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21 Models of shriek maps

In this section, we give a proof of Proposition 20.11. As a preparation of the proof, we explicitly
construct a model of the shriek map c! when the coefficient is a field K of characteristic zero. By
(17.5), it is enough to construct a nontrivial element in Extm̄C∗(Sk−1M)(C

∗(M), C∗(Sk−1M)) ∼= K.
In Subsection 21.1, we construct a candidate of the shriek map, whose nontriviality is proved in
Subsection 21.2 under some assumptions.

The construction is a generalization of the ones in [Nai13] and [Wak16], which treat only the
case k = 1. Note that, in Proposition 6.5, the shriek map is explicitly constructed when k is even
and the minimal Sullivan model is pure, which is much simpler than the one in this section.

Throughout this section, we assume chK = 0 and make full use of rational homotopy theory.
See [FHT01] for basic definitions and theorems.

For a graded vector space V , we define a graded vector space skV by (skV )n = V n+k. For
an element v ∈ V , we denote the corresponding element by skv ∈ skV . For simplicity, we write
sV = s1V .

Let (∧V, d) be a Sullivan algebra satisfying dimV < ∞ and V 1 = 0. We fix a basis
z1, . . . , zr of V such that dzt+1 ∈ ∧V (t), where V (t) = spanK{z1, . . . , zt}.

21.1 Construction of a chain map

In this subsection, we give an explicit construction of a candidate of the shriek map for k ≥ 1.
The construction is completely analogous to the one in [Wak16].

In this subsection, we assume V ≤k = 0 additionally. Write Sk−1 = Sk−1V = ∧V ⊗ ∧sk−1V
and Dk = DkV = ∧V ⊗ ∧sk−1V ⊗ skV . Here we define two Sullivan algebras (Sk−1, d) and
(Dk, d), and two linear maps σ : V → Sk−1 and τ : V → Dk. Note that (Sk−1, d) and (Dk, d) are
models of Sk−1M and DkM , respectively.

Let s̃k−1 : Sk−1 → Sk−1 be the derivation defined by s̃k−1(v) = sk−1v and s̃k−1(sk−1v) = 0.
By an abuse of notation, we write s̃k−1 simply by sk−1. Similarly we define the derivation
sk : Dk → Dk. Note that these derivations are not equal to the compositions of s1 (e.g. sk−1 ̸=
s1 ◦ · · · s1).

First we define the differentials d on Sk−1 and Dk in the case k = 1. Then (S0, d) is just the
tensor product (∧V, d)⊗2. The dga (D1, d) is a relative Sullivan algebra over (∧V, d)⊗2, defined

by the formula d(szt) = 1⊗zt−zt⊗1−
∑∞
n=1

(sd)n

n! (zt⊗1) inductively on t (see [FHT01, Section
15 (c)] or [Wak16, Appendix A] for details). Then, for v ∈ V , we set σv = 1 ⊗ v − v ⊗ 1 and

τv = −
∑∞
n=1

(sd)n

n! (v ⊗ 1), which satisfy dsv = σv + τv.
Next we consider the case k ≥ 2. Define the differential d on Sk−1 by the formula dsk−1v =

(−1)k−1sk−1dv. Set σv = sk−1v, τv = (−1)kskdv. Then we define the relative Sullivan algebra
(Dk, d) over (Sk−1, d) by the formula dskv = σv+ τv. See Section 5 for details. By the following
proposition, we can use Sk−1 and Dk to construct the shriek map c!.

Proposition 21.1 (Proposition 5.1). Let M be a k-connected space and (∧V, d) be its Sullivan
model. Then the above algebras Sk−1 and Dk are Sullivan models of Sk−1M and DkM . In
particular, we have

ExtC∗(Sk−1M)

(
C∗(M), C∗(Sk−1M)

) ∼= H∗(HomSk−1

(
Dk,Sk−1

)
)

Moreover, we define Sk−1(t) = ∧V (t)⊗∧sk−1V (t) and Dk(t) = ∧V (t)⊗∧sk−1V (t)⊗skV (t).
Then we have σ : V (t)→ Sk−1(t) and τ : V (t)→ Dk(t− 1).

Next we give a construction of shriek maps.
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Definition 21.2. For t = 0, . . . , n− 1 define a K-linear map

Φ: HomSk−1(t−1)

(
Dk(t− 1),Sk−1(t− 1)

)
→ HomSk−1(t)

(
Dk(t),Sk−1(t)

)
of odd degree as follows.

(1) In the case |zt|+ k − 1 is odd, for f ∈ HomSk−1(t−1)

(
Dk(t− 1),Sk−1(t− 1)

)
, define

Φ(f) ∈ HomSk−1(t)

(
Dk(t),Sk−1(t)

)
by

Φ(f)(ν) = σzt · f(ν)− (−1)|f |f(τzt · ν), Φ(f)(ν · (szt)l) = 0

for ν ∈ ∧sV (t− 1) and l ≥ 1.

(2) In the case |zt|+ k− 1 is even, for f ∈ HomSk−1(t−1)

(
Dk(t− 1),Sk−1(t− 1)

)
, define Φ(f)

by
Φ(f)(ν · szt) = (−1)|f |+|ν|f(ν), Φ(f)(ν) = 0

for ν ∈ ∧sV (t− 1).

By a straight-forward calculation, the linear map Φ is a chain map of odd degree. In other
words, the map Φ satisfies dΦ = −Φd.

Hence we define chain maps

φt ∈ HomSk−1(t)

(
Dk(t),Sk−1(t)

)
by φ0 = idK and φt+1 = Φ(φt), inductively.

21.2 The pure case with k odd

Next we investigate the above map in the case (∧V, d) is pure and k is odd.

Definition 21.3 ([FHT01, Section 32 (a)]). A Sullivan algebra (∧V, d) is pure if d(V even) = 0
and d(V odd) ⊂ ∧V even.

Here we apply the above construction for the case the basis z1, . . . , zn is given by the sequence
x1, . . . xp, y1, . . . , yq, where x1, . . . xp and y1, . . . , yq are (arbitrary) bases of V even and V odd,
respectively. That is, zi = xi for 1 ≤ i ≤ p and zp+j = xj for 1 ≤ j ≤ q. In this case, we can
write τyj = (−1)k

∑
i αji · skxi for some elements αji ∈ Sk−1. Note that αji ∈ ∧V even when

k ≥ 2, and αji ∈ ∧V even ⊗ ∧V even when k = 1.
Let µ : Sk−1 → ∧V be the multiplication map when k = 1, and the map defined by µ(v) = v

and µ(sk−1v) = 0 when k ≥ 2. Then we have

µ(αji) =
∂(dyj)

∂xi
∈ ∧V even. (21.4)

Write [p] = {1, 2, . . . , p}. For any subset I = {i1, . . . , in} ⊂ [p] with i1 < · · · < in, we define
|I| = i1+ · · · in, l(I) = n, and skxI = skxi1 · · · skxin . Similarly, for any subset I = {j1, . . . , jn} ⊂
[q] with j1 < · · · < jn, we define σyJ = σyjn · · ·σyj1 .

For 0 ≤ i ≤ p, we can easily compute φi by induction on i.

Lemma 21.5. For any integer i with 0 ≤ i ≤ p and any subset I ⊂ [i], we have

φi(s
kx[p]\I) =

{
1, if I = ∅,
0, if I ̸= ∅.
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Moreover, we have the following formulas for φp+j for 0 ≤ j ≤ q.

Proposition 21.6. Let j be an integer with 0 ≤ j ≤ q and I ⊂ [p] a subset. Write n = l(I)
and I = {i1, . . . , in} with i1 < · · · < in. Then the element φp+j(s

kx[p]\I) ∈ Sk−1(j) satisfies the
following.

(1) If n = 0, then we have φp+j(s
kx[p]) = σy[j].

(2) If n < j, then the element φp+j(s
k(x[p]\I)) is contained in the ideal (σy1, . . . , σyj) ⊂

Sk−1(j).

(3) If n ≥ j, then we have

φp+j(s
kx[p]\I) =

{
(−1)|I|+pj det

(
(αt,ir )1≤t,r≤j

)
, if n = j,

0, if n > j.

Proof. We prove the formulas by induction on j. The case j = 0 is already proved in Lemma 21.5.
Assume that j ≥ 1 and we already have the formulas for φp+j−1.

By Definition 21.2, we have

φp+j(s
kx[p]\I) = Φ(φp+j−1)(s

kx[p]\I)

= σyj · φp+j−1(s
kx[p]\I) + (−1)p+j−1φp+j−1(τyj · skx[p]\I)

= σyj · φp+j−1(s
kx[p]\I) + (−1)p+j−1φp+j−1

(−1)k
∑

1≤i≤p

αji · skxi · skx[p]\I


= σyj · φp+j−1(s

kx[p]\I) + (−1)p+j
∑

1≤r≤j

(−1)ir−rαj,ir · φp+j−1

(
skx[p]\Ir

)
, (21.7)

where Ir = I \ {ir}.
First we prove (1). Since |skxi| is odd, we have τyj · skx[p] = (−1)k

∑
i αji · skxi · skx[p] = 0.

Hence we have

φp+j(s
kx[p]) = Φ(φp+j−1)(s

kx[p])

= σyj · φp+j−1(s
kx[p])± φp+j−1(τyj · skx[p])

= σyj · σy[j−1] = σy[j].

Next we prove (2). Assume n < j. Then, for any r, we have φp+j−1

(
skx[p]\Ir

)
∈ (σy1, . . . , σyj−1)

by the induction hypothesis, since l(Ir) = n − 1 < j − 1. Thus we have φp+j(s
k(x[p]\I)) ∈

(σy1, . . . , σyj) by (21.7).
Finally we prove (3). Assume n ≥ j. Since l(I) = n > j − 1, we have φp+j−1(s

kx[p]\I) = 0
by the induction hypothesis. Hence (21.7) reduces to the equation

φp+j(s
kx[p]\I) = (−1)p+j

∑
1≤r≤j

(−1)ir−rαj,ir · φp+j−1

(
skx[p]\Ir

)
. (21.8)

If n > j, since l(Ir) = n−1 > j−1, we have φp+j−1(s
kx[p]\Ir ) = 0 and hence φp+j(s

kx[p]\I) =
0 by (21.8). This proves (3) in the case n > j.
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Next we assume n = j. Let Mu,r be the minor determinants of the j × j matrix A =
(αt,is)1≤t,s≤j , i.e. Mu,r = det ((αt,is)t ̸=u,s ̸=r) . Since |Ir| = j − 1, we have φp+j−1(s

kx[p]\Ir ) =

(−1)|Ir|+p(j−1)Mj,r by the induction hypothesis. Hence, by (21.8), we have

φp+j(s
kx[p]\I) = (−1)p+j

∑
1≤r≤j

(−1)ir−rαj,ir · (−1)|Ir|+p(j−1)Mj,r

= (−1)|I|+pj
∑

1≤r≤j

(−1)j+rMj,r

= (−1)|I|+pj det
(
(αt,ir )1≤t,r≤j

)
.

This proves (3) in the case n = j.

Proposition 21.9. If φ ∈ HomSk−1

(
Dk,Sk−1

)
is a chain map satisfying φ(skx[p]) = σy[q], then

we have
[φ] ̸= 0 ∈ ExtSk−1

(
∧V,Sk−1

)
.

Proof. Let I ⊂ Sk−1 be the ideal generated by x1⊗ 1, . . . , xp⊗ 1, y1⊗ 1, . . . , yq⊗ 1, σx1, . . . , σxp.
Note that d(I) ⊂ I since (∧V, d) is pure. Consider the evaluation map

ev : ExtSk−1(∧V,Sk−1)⊗ TorSk−1(∧V,Sk−1/I)→ TorSk−1(Sk−1,Sk−1/I) ∼= ∧(σy1, . . . , σyq).

Using Dk as a resolution of (∧V, d) over Sk−1, we have elements [φ] ∈ ExtSk−1(∧V,Sk−1) and
[skx[p] ⊗ 1] ∈ TorSk−1(∧V,Sk−1/I). Then we have

ev([φ]⊗ [skx[p] ⊗ 1]) = σy[q] ̸= 0 ∈ ∧(σy1, . . . , σyq).

This proves the proposition.

Corollary 21.10. Assume p ≤ q, i.e. dimV even ≤ dimV odd. Then there is a chain map
φ ∈ HomSk−1

(
Dk,Sk−1

)
such that

(1) [φ] ̸= 0 ∈ ExtSk−1

(
∧V,Sk−1

)
.

(2) µ ◦ φ(1) =

det

((
∂(dyj)
∂xi

)
1≤i,j≤p

)
∈ ∧V even, if p = q,

0, if p < q.

Proof. Define φ = (−1) 1
2p(p+3)φ2p. By Proposition 21.6 (1) and Proposition 21.9, we have [φ] ̸=

0 ∈ ExtSk−1

(
∧V,Sk−1

)
. If p = q, by (21.4) and Proposition 21.6 (3), we have µ ◦ φ(1) =

det
(
∂(dyj)
∂xi

)
. If p < q, by Proposition 21.6 (2), we have µ ◦ φ(1) = 0 since σyj ∈ Kerµ.

Remark 21.11. We can generalize the nontriviality of the chain map φ = φdimV using the method
and notion given in [Wak16]. Let (∧V, d) be a semi-pure Sullivan algebra, i.e. dimV < ∞ and
d(V even) is contained in the ideal ∧V · V even generated by V even. Take bases x1, . . . , xp and
y1, . . . , yq of V

even and V odd, respectively. By induction on dimV , we have φ(skx[p]) = σy[q] along

with φ(ν) = 0 for any ν ∈ (sky1, . . . , s
kyq) ⊂ Dk. The first equation [φ] ̸= 0 ∈ ExtSk−1(∧V,Sk−1),

since Proposition 21.9 also holds for a semi-pure Sullivan algebra.
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21.3 Proof of Proposition 20.11

In this subsection, we prove Proposition 20.11 using the chain map in Corollary 21.10.

Definition 21.12 ([FHT01, Section 32]). A 1-connected spaceM is rationally elliptic if dimK (
⊕

nH
n(M)⊗K) <

∞ and dimK (
⊕

n πn(M)⊗K) <∞.

First we recall a fundamental theorem on rationally elliptic space.

Theorem 21.13 ([FHT01, Proposition 32.16]). Let M be a rationally elliptic space. Then we
have

• χ(M) ≥ 0 and

• dimK (
⊕

n π2n(M)⊗K) ≤ dimK (
⊕

n π2n−1(M)⊗K) .

Moreover, the following conditions are equivalent:

(1) χ(M) > 0.

(2) dimK (
⊕

n π2n(M)⊗K) < dimK (
⊕

n π2n−1(M)⊗K) .

(3) The minimal Sullivan model (∧V, d) of M is pure, dimV even = dimV odd = p, and
dy1, . . . , dyp is a regular sequence in ∧V even, where V odd = spanK{y1, . . . , yp}.

Using the theorem with the construction given in Subsection 21.2, we have the following
proposition.

Proposition 21.14. Let M be a rationally elliptic space satisfying the conditions in Theo-
rem 21.13, and (∧V, d) its minimal Sullivan model. Write V even = spanK{x1, . . . , xp} and
V odd = spanK{y1, . . . , yp}. Then we have[

det

((
∂(dyj)

∂xi

)
1≤i,j≤p

)]
̸= 0 ∈ H∗(∧V )

(∼= H∗(M)
)
.

Proof. By Corollary 21.10 for k = 1, we have a chain map φ ∈ Hom∧V ⊗2(∧V,∧V ⊗2) such that

[φ] ̸= 0 ∈ Extm∧V ⊗2(∧V,∧V ⊗2) and µ ◦ φ(1) = det
(
∂(dyj)
∂xi

)
∈ ∧V even. Since µ is a model of

∆: M →M ×M , we have

∆∗ ◦ (H∗([φ]))(1) = [µ ◦ φ(1)] =
[
det

(
∂(dyj)

∂xi

)]
.

Since Extm∧V ⊗2(∧V,∧V ⊗2) ∼= ExtmC∗(M×M)(C
∗(M), C∗(M ×M)) ∼= K, we have [φ] = ∆! (up to

scalar multiplication). Hence by Proposition 20.7, we have[
det

(
∂(dyj)

∂xi

)]
= χ(M)ω.

Since χ(M) ̸= 0 by (3) of Theorem 21.13, this proves the proposition.

Remark 21.15. The proposition also follows from [Smi82, Proposition 3]. Here we give an alter-
native proof using an idea coming from string topology.

Now we give a proof of Proposition 20.11, which completes the proof of Theorem 15.2.

Proof of Proposition 20.11. Since the statement is trivial when χ(M) = 0, we may assume
χ(M) ̸= 0. Then, by Theorem 21.13, the minimal Sullivan model (∧V, d) ofM satisfies (3). Take
φ ∈ HomSk−1

(
Dk,Sk−1

)
by Corollary 21.10. Then we have c∗ ◦ (H∗([φ]))(1) ̸= 0 ∈ H∗(∧V ) ∼=

H∗(M) by Proposition 21.14. Thus γ = [φ] satisfies the equation (after multiplication of a
non-zero scalar, if necessary).
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