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Abstract

Carbon dioxide (CO2) is the main greenhouse gas emitted through human activities and is

also present in the atmosphere as part of the Earth's carbon cycle. There is a natural

carbon cycle which exists between the soil, plants and oceans but the increased human

activities over the centuries have started to alter this carbon cycle. The addition of more

CO2 to the atmosphere and its impact on our planet necessitates finding novel and

efficient materials which can convert CO2 into valuable chemicals. This process dubbed

as ‘Artificial Photosynthesis’ essentially replicates the use of sunlight towards the

generation of value-added chemicals and thus helps to capture the energy in chemical

bonds, a form of energy that can be readily stored and transported and can help to

mitigate the challenges posed to climatic cycle by CO2.

In the light of this objective, my first doctoral study was to reduce CO2 under natural

intermittent solar irradiation in order to observe its impact on the progression of CO2

reduction with time. A novel Maximum Power Point Tracking circuit, working on

Perturbation and Observation algorithm was employed to track and transfer the optimum

V,I values on to the EC cells. The bulk metal electrodes of tin and gold were used to

produce formic acid and carbon-monoxide, respectively. The maximum Solar-to-CO2

reduction of about 4.3% efficiency was achieved. The affect of current density on the

fardaic efficiency of CO2 reduction reaction (CO2RR) was studied along with the analysis

of each individual sections in the solar-to-fuel scheme.

The next chapter changed the focus from bulk metal to metal nanoparticles. Copper (Cu)

and Gold (Au) were chosen as the target materials for the nanoparticles. Au mainly

produces CO as a result of CO2RR and since CO acts as an intermediate specie for the

generation of higher-order carbon products, copper was also chosen due to its higher

propensity towards electron-intensive reactions. Arc Plasma Deposition (APD) technique

was used to deposit the nano-sized particles on the surface of the substrate since the APD

technique is characterized by highly ordered deposition of nanoparticles. The first phase

of the study employed the conducting FTO glass as the substrate material. The

nanoparticles were co-deposited in order to allow a composite reaction for the CO2

reduction. The FTO-based electrodes were able to generate formic acid as a result of

CO2RR with a faradaic efficiency of up to 60%. FTO suffered surface deterioration

during the experiments however the results did demonstrate improved activity towards

CO2RR and so the second half of this study focused on a more stable, metal-based

substrate of In-Sn alloy. Exclusive deposition of Cu and Au was also carried in addition
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to the co-deposition so that the individual roles of the Cu and Au nanoparticles could be

determined. The results reflected that Cu nanoparticles were the most active towards

increasing the faradaic efficiency as well as the production rates for formic acid during

CO2RR.

Since a great deal of research has been reported on metal catalysts, our subsequent focus

shifted towards the use of new materials that are abundantly available in foreseeable

future so as to ensure elemental sustainability for long-term commercial use of CO2

reduction. Chalcogenide sulfide glass was chosen as the working electrode material for

the reduction of CO2. The experimental data from these samples showed that due to their

amorphous structure, chalcogenide glasses were not active for photocatalytic reduction,

possibly because of high recombination rate. The IV data from the bulk sulphides

reflected that the current generation was directly proportional to the area of the ohmic

contact between the copper wire and sample surface. Furthermore, the CO2 reduction

sites also seemed to be proportional to the distance from the ohmic contacts and meant

that the surface further away from the ohmic contact, visually showed lesser formation of

bubbles. The only product from CO2RR was the gaseous CO, which formed at a

maximum faradaic efficiency of about 15%. The next half of this study used the particle

form of the same glass structures and was formed by crushing the bulk material into

micron-sized particles. These particles were then stirred in nafion and ethanol solution.

The resulting mixture was drop casted onto a Carbon Paper (CP) substrate and then left

to dry. CP along with being hydrophobic, is very conductive and hence an ideal choice

for a substrate. The experimental results showed that the product selectivity had changed

and formic acid with up to 26% faradaic efficiency was observed for this particle-based

chalcogenide electrode.

The sulfide chalcogenides were found to be active for CO2RR but in order to increase the

product selectivity, our research direction switched to chalchogenide oxide materials that

were reported to be more stable than sulfides. Cuprous oxide was employed since it is a

stable oxide form of Cu and has been shown to generate a product range different from

metals. The gas phase analysis after the experimental results showed presence of ethylene

(C2H4) along with hydrogen and CO while formic acid was observed during the liquid

phase analysis. Methane was interestingly not observed and this demonstrated that the

use of micron-sized catalyst particles on carbon paper had an impact on the adsorption of

certain transitory species during CO2 reduction which in turn affected the reduction

mechanism of CO2 and thus the selection of end-products.

Another chalchogenide oxide material tested was Co3O4 since Co has two different
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oxidation states within its oxide structure and this could impact the charge transfer

mechanism and hence CO2 reduction. Acetic acid and formic acid were observed as a

result of CO2RR however the results remained inconsistent and it was our conclusion that

the redox couple mechanism of the catalyst was responsible for reducing CO2 which

caused inconsistency in results.

In summary, this doctoral research explored the usability of bulk and nano-range metal

catalysts along with new and novel chalcogenide-based electrode structures for

electrochemical reduction of CO2. The comparative analysis of these various studies

show that the goal of a carbon-neutral society can be achieved by the electrochemical

reduction of CO2 using renewable energy-source of CPV in tandem with copper-based

catalysts deposited on metal alloy substrate. Such a solar-to-fuel setup can pave the way

for an environmentally-sustainable world.
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CHAPTER 1

Introduction
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1.1 Introduction to CO2 emissions

Carbon dioxide (CO2) is the primary

greenhouse gas emitted through human

activities. In 2014, CO2 accounted for

about 80% of all greenhouse gas

emissions from human activities. This gas

is also naturally present in the atmosphere

as part of the Earth's carbon cycle, (the

natural circulation of carbon among the

atmosphere, oceans, soil, plants, and

animals) however the increased human

activities over the centuries have begun to

alter the carbon cycle. This extremely

dangerous disturbance is being caused

both by adding more CO2 to the atmosphere and by affecting the ability of natural sinks,

like forests, to remove CO2 from the atmosphere. While it is true that CO2 emissions

originates from a variety of natural sources, the human-related emissions are responsible

for the increase that has occurred in the atmosphere since the industrial revolution.

The principal human activity that emits CO2 is the combustion of fossil fuels (coal,

natural gas, and oil) for energy and transportation. This is in addition to the certain

industrial processes and land-use changes which also emit CO2. The main sources of

CO2 emissions are listed in the sub-sections [1]. Fig. 1.1 provides a visual summary of

the sector-wise contribution of such emissions.

1.1.1 Electricity

It is a significant source of energy all over the world and is used to power all human

activity; homes, industries, markets etc. The combustion of fossil fuels to generate

electricity is the largest single source of CO2 emissions. United States happen to be the

single biggest source of CO2 emissions and its power sector had accounted for about 37%

of total U.S. CO2 emissions and 30% of total U.S. greenhouse gas emissions over the last

decade. The type of fossil fuel used to generate electricity also allows variation in

emission of CO2 amounts. For example a coal-fired power plant emits more than the

amount of CO2 generated from a plant operating on natural gas [1].

Fig. 1.1: CO2 emissions sources sources by
sector [1]



Page 3

1.1.2 Transportation

The combustion of fossil fuels such as gasoline and diesel to transport people and goods

is the second largest source of CO2 emissions. The world average of emissions generated

from transportation sector accounts for about 31% of total CO2 emissions and 25% of

total greenhouse gas emissions. This category includes transportation sources such as

highway vehicles, air travel, marine transportation, and rail.

1.1.3 Industry

Many industrial processes emit CO2 through fossil fuel combustion. Several processes

also produce CO2 emissions through chemical reactions that do not involve combustion,

for example, the production and consumption of mineral products such as cement, the

production of metals such as iron and steel, and the production of chemicals. Fossil fuel

combustion from various industrial processes accounted for about 15% of total

CO2 emissions and 12% of total greenhouse gas emissions. It is pertinent to note that

industrial processes also use electricity and therefore indirectly cause the emissions from

the electricity production.

Carbon dioxide is constantly being exchanged among the atmosphere, ocean, and land

surface as it is both produced and absorbed by many microorganisms, plants, and animals.

However, emissions and removal of CO2 by these natural processes tend to balance the

cycle but ever since the Industrial Revolution, which began around 1750, human

activities have contributed substantially to climate change by adding CO2 and other

heat-trapping gases to the atmosphere. [1]

Fig. 1.2: Affects of CO2 emission on eco-system [2]

https://www3.epa.gov/climatechange/ghgemissions/sources/transportation.html
https://www3.epa.gov/climatechange/ghgemissions/sources/industry.html
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1.2 Existential threat posed by CO2 [2]

The current state of CO2 emissions show the highest trajectory envisaged by climate

scientists and this means that if nothing is done to reduce emissions significantly over the

coming decades, over half of common plants and one-third of the animals could see a

serious decline. These assessments have been made by estimating the current and future

geographical ranges of nearly 50,000 widespread and common species to see how rising

temperatures are likely to affect their territorial limits as defined by the sort of climate

they are adapted to live in.

It has been concluded that plants, amphibians such as frogs and toads, and reptiles such

as lizards are the groups that are likely to suffer the most from a changing climate

because of their relative vulnerability to rising temperatures and inability to move rapidly

from one territory to another. One of the first detailed assessments of how common

species will be able to cope with climate change, showed that many of these animals and

plants are very important since they perform fundamental ‘ecosystem services’ such as

cleaning up water supplies and decomposing waste produce. Current research also

predicts that climate change will greatly reduce the diversity of even very common

species found in most parts of the world. This loss of global-scale biodiversity would

significantly impoverish the biosphere and the ecosystem services it provides.

The effect of rising global temperatures alone cannot account for the changes since other

symptoms of climate change such as extreme weather events, pests and diseases mean

that current estimates are conservative. Animals in particular may decline more as the

rising temperature predictions will be compounded by a loss of food from plants. There

will also be a knock-on effect for humans because these species are important for things

like water and air purification, flood control, nutrient cycling and eco-tourism [1].

It can thus be concluded that immediate and stringent mitigation – measures to reduce

CO2 emissions – can substantially avert the biodiversity disaster facing our planet and

our very existence. A recent study published in the Nature Climate Change had

concluded that the faster mitigation measures are enacted, the more time plants and

animals will have, to adapt to any unavoidable rise in temperatures. A lot of academic

work been done that provides crucial evidence of how swift action to reduce CO2 and

other greenhouse gases can prevent the biodiversity loss by reducing the amount of

global warming to 2 degree centigrade rather than 4 degree centigrade.

The linkage between temperature and CO2 concentration has been observed and studied

extensively by multiple agencies. Following the trend of CO2 concentration in the
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atmosphere, the temperature keeps increasing over the years. The 10 hottest years have

all occurred since 1997. Besides, rising sea levels and melting of glaciers are two obvious

results of global warming while other less noticeable effects have also gradually

increased. Examples are changes in precipitation patterns, especially near the equator,

more volatile storms, ocean acidification, dwindling of crop yields, increasing morbidity

from heat or diseases like malaria, biodiversity loss, and others. Recent extreme weather

patterns are an example. The 2013-2014 winter was the 34th coldest in U.S., according to

National Oceanic and Atmospheric Administration (NOAA) report, and probably the

coldest in the past 20 years, yet the following year, 2014, was the hottest ever recorded

[3]. The temperature is predicted to keep rising, and according to the Intergovernmental

Panel on Climate Change (IPCC) the predicted average surface temperature rise by 2100

will likely reach 4 ºC if counter measures are not immediately taken [1].

1.3 Solutions to this menace [3]

There is no single solution to global warming, which is primarily a problem of

heat-trapping due to carbon dioxide (CO2). However the technologies and approaches

outlined below can help to bring down the emissions of these gases.

1.3.1 Increasing energy efficiency

The energy used to power, heat, and cool our homes, businesses, and industries is the

single largest contributor to global warming. Such technologies can be improved in a

manner which would require less energy to get the same levels of production, service,

and comfort. Such a method could have a vast potential to save both energy and money.

1.3.2 Going green in transportation

This sector's emissions have increased at a faster rate than any other energy-using sector

over the past decade. Some solutions that can be used, include improving efficiency (km

per gallon) in all modes of transport, switching to low-carbon fuels, and reducing vehicle

miles traveled through better and bigger mass transportation systems.
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1.3.3 Litting up with renewables

Solar, wind, geothermal and bio-energy are available around the planet and numerous

studies have shown that renewable energy has the technical potential to meet the vast

majority of our energy needs. Renewable technologies are increasingly becoming

cost-effective, and can also help to create jobs while reducing pollution.

1.3.4 Phasing out fossil fuel electricity

Dramatically reducing our use of fossil fuels is important to tackle the climate change.

There are many ways to begin this process. Key action steps include: not building any

new coal-burning power plants, initiating a phased shutdown of coal plants starting with

the oldest and dirtiest, and capturing and storing carbon emissions from power plants.

The technology exists to store carbon emissions underground or through chemical

capture. It has not been deployed on a large scale but recently active research and

developmental projects have open great business opportunities in this field.

Demonstration projects to test the viability and costs of this technology for power plant

emissions are worth pursuing.

1.3.5 Managing forests and agriculture

Taken together, tropical deforestation and emissions from agriculture represent nearly 30

percent of the world's heat-trapping emissions [1]. Global warming can be fought by

reducing emissions from deforestation and forest degradation and by making our food

production practices more sustainable.

1.3.6 Exploring nuclear

Nuclear power results in fewer global warming emissions and an increased share of

nuclear power in the energy mix could help reduce global warming. However the nuclear

technology poses serious threats and the recent unfortunate accident at the Fukushima

Diaichi plant in Japan illustrates the potential consequences to health and the

environment if this approach goes awry.

1.3.7 Developing and deploying new low-carbon and zero-carbon technologies

Research into and development of the next generation of low-carbon technologies will be

critical to CO2 reductions in global emissions. Current research on battery technology,

new materials for solar cells, harnessing energy from novel sources like bacteria and

algae, and other innovative areas could provide important breakthroughs.
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1.3.8 Ensuring sustainable development

The contributions of the developed to the least developed countries vary dramatically and

so it is important that for those nations that tend to make the transition between the

various development stages, they are also mindful of the risks of CO2 emissions and

should inculcate the low-carbon program within the growth stages. Since the capacities to

confront climate change are different, a successful global compact on climate change

must include financial assistance from richer countries to poorer countries to help make

the transition to low-carbon development pathways and to help adapt to the impacts of

climate change.

1.4 The most viable solution

In review of the present scenario as well as the financial investments required for

changing the current infrastructure, the most viable option right now is to use captured

CO2 to synthesize sustainable hydrocarbon fuels [4].

Liquid fuels (e.g. petroleum, diesel and others) have a great advantage since they have

intrinsic chemical energy content and they can be stored and transported with relative

ease since no changes are required to the current infrastructure. It is possible to reduce

CO2 with electricity, to synthesize sustainable fuels. However it is important to use a

renewable energy source for the power required to reduce CO2 into fuels. Renewable

energy would ensure that no net contribution to CO2 emissions would take place. An

idealized energy cycle is one where the CO2 gas is transformed into carbon neutral liquid

fuels or renewable electricity is used to produce hydrogen and the subsequent

Fischer-Tropsch process would produce liquid fuels [5].

The energy requirements for the production of such renewable fuels depend on the

methods that are used to capture CO2 and to produce hydrogen. A recent survey of the

available scientific reports has concluded that it is commercially possible to chemically

transform CO2 from a detrimental greenhouse gas causing global warming into a

valuable, renewable and inexhaustible carbon source of the future, allowing

environmentally neutral use of carbon fuels and derived hydrocarbon products [6].

Therefore, the aim throughout the world is currently to improve the capture and storage

technologies which will allow large amount of CO2 to be obtained, and then can be used

as a feedstock for innovative conversion to synthetic fuels.
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The shortage in the reserves of oil and natural gas as well as the strong dependence of

developed countries on fossil fuels is also a main reason for considerable interest in the

development of renewable energy resources. One of the primary and inexhaustible

energy sources is sunlight reaching the earth’s surface [7]. However, two of the main

problems of sunlight, as a source of energy, are the circadian cycle between day and night

together with the dependence on seasons and weather conditions and the low sunlight

power that makes it necessary to accumulate the energy for long periods with large

surfaces. Considering the problems associated with the direct use of sunlight, the two

general strategies to use sunlight as a primary energy source are both based on the

accumulation of solar energy. The first consists of converting photons from the sun into

electrical energy that can be stored in batteries or supercapacitors as well as in any other

form of conventional mechanical energy already existing for electricity storage [8].

Particularly for transportation, where high energy powers are required, there is a

necessity to accumulate sunlight into an intermediate energy vector that can be, for

instance, charge capacitors or batteries [9]. However, one of the main problems

associated with this strategy is the limited resources of lithium and other metals that are

currently employed in batteries, making sustainability problematic.

An alternative to store sunlight as electrical energy is to convert photons from the sun

into chemical energy. The concept of solar fuels refers to the production of chemicals that

can release chemical energy using sunlight as a primary energy resource. While water

reduction only affords hydrogen, there are a series of products that can be formed from

CO2 reduction. The list includes oxygenated C1 and C2 compounds, such as oxalic acid,

formic acid, formaldehyde, methanol and CO. In addition to these compounds, methane

and C2–C4 saturated and unsaturated hydrocarbons can also be obtained.

1.5 Electrochemical Reduction of CO2 (CO2RR)

The process of CO2 conversion can be achieved by a number of ways including chemical

methods [10-12], by photocatalytic or electrocatalytic reduction [13-14] and by a few

other means [15-16]. However, there are certain barriers which pose a problem for the

practical application of CO2 capture, conversion, and utilization. These impediments

include (a) the high costs of CO2 capture, separation, purification, and transportation to

user sites; (b) the high energy requirements for CO2 chemical/electrochemical conversion;

(c) limitations in market size and investment incentives; (d) lack of industrial
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commitment to enhance CO2-based chemicals; and (e) insufficient socio-economic

driving forces [17].

Despite theses challenges, CO2 capture, conversion, and utilization is still recognized as a

feasible and promising cutting-edge area of exploration in energy and environmental

research. In recent years, CO2 conversion using electrochemical catalysis approaches has

attracted great attention because of several advantages:

(a) the process is controllable by electrode potentials and reaction temperature;

(b) the supporting electrolytes can be fully recycled so that the overall chemical

consumption can be minimized to simply water or wastewater;

(c) the electricity used to drive the process can be obtained without generating any new

CO2—sources include solar, wind, hydroelectric, geothermal, tidal, and thermoelectric

processes;

and (d) the electrochemical reaction systems are compact, modular, on-demand, and easy

for scale-up applications.

However, challenges remain, such as the slow kinetics of CO2 electroreduction, even

when electrocatalysts and high electrode reduction potential are applied, the low energy

efficiency of the process due to the parasitic or decomposition reaction of the solvent at

high reduction potential and high energy consumption.

Researchers have recognized that the biggest challenge in CO2 electroreduction is low

performance of the electrocatalysts (i.e., low catalytic activity and insufficient stability).

Electrochemical reduction of CO2 can proceed through two-, four-, six-, and

eight-electron reduction pathways in gaseous, aqueous, and non-aqueous phases at both

low and high temperatures. The major reduction products are carbon monoxide (CO),

formic acid (HCOOH) or formate (HCOO), oxalic acid (H2C2O4) or oxalate (C2O4 in

basic solution), formaldehyde (CH2O), methanol (CH3OH), methane (CH4), ethylene

(CH2CH2), ethanol (CH3CH2OH), as well as others.

The chemical reactivity of CO2 is low however the equilibrium potentials of CO2

reduction are not very negative as compared with that of the hydrogen evolution reaction

(HER) in aqueous electrolyte solutions. Common CO2 reduction half-reactions and their

standard reduction potentials referenced to SHE at pH 0 are shown in figure 1.3.
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Nevertheless, CO2 reduction does not take place easily, and the actual electrolysis

potentials for CO2 reduction are much more negative in most cases than the equilibrium

ones. One of the major reason is considered to be the formation of intermediate species

CO2·–, formed by an electron transfer to a CO2 molecule, possible at highly negative

potential, such as –2.21 V vs. saturated calomel electrode (SCE) [14]. The standard

potentials for CO2 reduction and HER, estimated from thermodynamic data, increase

linearly with pH. HER prevails over CO2 reduction in acidic solutions, and most studies

of CO2 reduction in aqueous media have been conducted in neutral pH region. As both

CO2 reduction reactions (CO2RR) and hydrogen evolution reactions (HER) occur within

the same potential region, the competition between the two reactions becomes one of the

biggest challenges [18] in electrochemical CO2RR research. A good catalyst would thus

be highly selective toward CO2RR and therefore be a poor catalyst for HER, but on most

metal electrodes, this is not the case [18].

The electrochemical conversion of CO2 has the potential to utilize large quantities of

emissions that would otherwise be free to enter the atmosphere however this process

needs to be implemented successfully and should be economically viable. From a cost

analysis standpoint, the energy cost and the market rates for each product must be

considered. While researchers cannot do much about the state of the chemical market, the

goal is to find an efficient catalyst that would lower production costs and therefore allow

for a profit to be made. Thus the quest remains to find an efficient catalyst which could

be selective toward a single product and be highly active at low overpotentials.

Fig. 1.3: CO2 reduction half-reactions and their standard reduction
potentials [15]
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The next chapter in this dissertation would discuss in detail the most important factors,

issues and considerations that contribute in the research for electrochemical reduction of

CO2.
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CHAPTER 2

Important Factors in the
electrochemical study of CO2

reduction



Page 13

Multiple factors influence the electrochemical reduction of CO2 and thus it is important

to discuss those factors in detail before moving on to the experimental stage.

2.1 Choice of Electrode

The primary factor in the electrochemical reduction of CO2 is the choice of the working

electrode, which can efficiently transfer charges to the CO2 molecules saturated in the

electrolyte and determine the ease with which the redox reaction can take place.

Historically, bulk metal electrodes have been the most extensively used and based on the

products, these metal surfaces can be divided into three groups of materials (visually

shown in figure 2.1):

1)  materials that primarily produce CO as a result of CO2 reduction

2) materials that primarily produce HCOOH as a result of CO2 reduction

3) materials that produce carbon‐oxygen compounds to hydrocarbons or alcohols as a

result of CO2 reduction

Studies dedicated to the reduction of CO2 to CO have been extensively studied on metal

catalysts [1] such as Au [2-3] and Ag [4-5]. More recently metal-nitrogen-carbon (M‐NC)

based catalysts have also been reported to be active for CO evolution [6-7] due to

structural motifs. These metal-nitrogen-carbon based structures can increase the

selectivity of the CO2 reduction reaction (CO2RR) over the competing hydrogen

evolution reaction (HER) [8].

Formic acid production via the reduction of CO2 is also a very popular topic and can

easily take place on metal catalysts [1]. Specifically, Sn [9-10] and Pb [11] have been

reported to be very active towards formic acid production.

The distinction between CO or formic acid products has also attracted theoretical

considerations [12]. The intermediates COOH and OCHO (other notations may be

HCOO* or HCO*O*) have been proposed for CO and formic acid products, respectively

[13]. The asterik represents electron vacancy. The further reduction of the intermediates

has been suggested to be constrained by the ability of the catalyst to bind CO, while not

having adsorbed hydrogen (Hads). Among the metals, only Cu is able to fulfill these

unique attributes of being able to further reduce CO while having affinity towards Hads to

the minimum [7]. However, the product distribution from CO reduction depends on the

Cu catalyst pre‐treatment. While the Cu foil catalyst [1] produces mainly methane (CH4)
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and ethylene (C2H4), the main product of a catalyst composed of reduced copper oxides

(Cu‐OD) [14] is ethanol (C2H5OH) and only a small fraction of methane and ethylene. In

addition, different plasma treatments of Cu show tuneability of the ethylene to methane

ratio [15]. Besides the Cu catalysts, Fe‐NC and Mn‐NC based catalysts show traces of

methane [7] however all catalysts suffer from HER. To better understand the difference

between production of multiple carbon products, researchers have tried to study the

experimental impact of structural facets [16] and have also analyzed theoretical

considerations [17-18]. Many different proposals for the reaction schemes have been

given on the basis of these studies [19-20]. Figure 2.1 shows the classification of various

metals according to the products produced by them during CO2 reduction.

2.2 Electrode potential

The standard redox potentials for various CO2 reduction reactions have already been

shown in table 1.1. In real-time experimental conditions, the actual thermodynamic

potentials are usually much more negative due to the overpotentials. The actual CO2

electrochemical reduction on metal electrodes occurs at potentials more negative than 1

Fig. 2.1 Major product classification of metal catalysts for
electroreduction of CO2 [1]
Four groups are identified: H2 (red), formic acid (yellow), CO (blue) and
beyond CO (cyan), which will be applied throughout the work.
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V [21-24]. During the initial phase, there were various studies dedicated on the impact of

selectivity of products and reaction rates on the applied cathodic potential [1, 25-26].

These results have usually remained reproducible [27-29] because this data is obtained

by performing relatively short potentiostatic experiments from 30 min to 1 hour which

permits the catalytic prowess of the working electrodes to remain intact and is usually not

sufficient time to allow changes on the surface start to become apparent. These changes

include surface poisoning, variations in electrode crystal orientation etc.

Figure 2.2 provides a good example on the dependence of selectivity of products on the

applied cathodic potential. The electrode is Cu metal and it can be seen that at less

negative presents i.e. low overpotentials, the products obtained as a result of CO2RR are

HCOOH and CO since the requirement of electrons per molecule is limited to 2 only.

Hydrogen Evolution Reaction (HER) remains active as well however as the cathodic

potential becomes more negative, CH4 and C2H4 starts to evolve in increased faradaic

efficiencies and continue up to -1.5 V vs SHE. And as the selectivity towards

electron-intensive products starts to increase, the HER as well as CO and HCOOH begin

to decrease. However at more negative potentials (figure 2.3), the HER again begins to

Fig. 2.2 Current Efficiency vs Applied potential for various
products from CO2RR [1]
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rise which leads to overall decrease in CO2RR products [26]. The increase in HER is

attributed to the limitations in mass transport of dissolved CO2 (0.033 M at 25 °C and 1

atm pressure in aqueous solutions [30]) to the electrode surface, that allows hydrogen

evolution to be the exclusive product at extremely negative cathodic potentials.

A study by Kuhl et al. [31] had reported that C1 product such as CH4 also increase at

more negative potentials compared to the C2 products which was due to the favorable

PCET (proton coupled electron reactions) that occur between the adsorbed intermediate

species of CO2 reduction. The C-C bond coupling required for production of

multi-carbon products is decreased as a result of more hydrogen adsorbtion which limits

such bond coupling and enhance HER evolution.

The dependence of the applied cathodic potentials on the selectivity of the produced

products provides insight on the reduction mechanism as well. The formation of CO and

HCOOH starts to occur at low overpotentials but decrease at more negative potentials in

parallel with increase in electron-intensive reactions. This reflects that CO and HCOOH

Fig. 2.3 Current Efficiency vs Applied potential for various
products from CO2RR [26]
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may be the intermediate species in multi-carbon products. There have been reports which

investigate the electrochemical reduction of CO [23, 32-33] and HCOO− [1, 34] and as a

result, it was discovered that CO is indeed an initial reactant for hydrocarbon formation.

However on the other hand HCOO- was found to not be readily reducable. It was on the

basis of these results that it was hypothesized that CO is a necessary intermediate specie

and that formate did not play a role in the formation of multi-carbon products.

Experimental evidence has also shown that adsorbed CO exists during formation of

multi-carbon products [35-37].

Another important factor pertains to the fact that the onset of C2H4 always occurs at a

more positive potential than methane. This has been suggested because of the two carbon

atoms in C2H4 and which require coupling of C-C bond between intermediates like COads,

COHads etc.. Methane does not require such a bond and thus the pathways between these

products (methane and ethylene) should be separate. Therefore, it can be suggested that

the local rate determining step (RDS) for C2H4 evolution must be taking place at smaller

overpotentials. It has also been suggested that the local RDS for C2H4 is a

pH-independent electron mediated dimerization step between two C-containing

intermediates, likely COads, while the local RDS step for CH4 is the pH-dependent

proton-electron transfer to either CHOads or COHads [38-39].

The studies on electrode potential dependence show that most common products of

aqueous electrochemical CO2 reduction on Cu metal are H2, CO, HCOOH, CH4 and C2H4.

Other works have reported the production of ethanol with decent efficiencies, e.g. around

10% current efficiency [26, 31], and multi-carbon products C2 and C3 oxygenates (with

efficiencies as low as 1% or less). It has also been reported these multi-carbon products

have a similar potential dependency as C2H4 [31].

2.3 Choice of Electrolyte

Electrolyte parameters have been extensively reported and a large range of different

electrolyte systems have been used [40-43]. They can be classified as either aqueous or

non-aqueous solvents. The type of solvent used can have very significant influence on the

reaction mechanism and product selectivity. Non-aqueous solvents have been mainly

studied for the electrochemical reduction of CO2 reduction because of the much higher

CO2 solubility achievable in non-aqueous media. In such a system, the mass transport

limitations can be alleviated. Furthermore, the non-aqueous solvents can suppress the
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parasitic hydrogen evolution because of the limited presence of water. The absence of

H2O can also allow CO2 reduction to be studied at temperatures below 0 °C. In relation to

the study of reaction mechanisms, non-aqueous solvents are arguably preferred due to the

ability to accurately regulate the concentration of water [23,40]. Some good examples of

non-aqueous solvents investigated for CO2 reduction are propylene carbonate,

acetonitrile, dimethylformamide (DMF), dimethylsulfoxide (DMSO) and methanol. In

these nonaqueous media, with the exception of methanol [41-43] the usual CO2 reduction

products on various electrodes including Cu are carbon-monoxide, formic acid, oxalic

acid etc [44]. Oxalic acid (or oxalate) is prevalent in non-aqueous electrolytes, which is

due to the lack of dimerization promotion of CO2•− to (COO)2 − over the formation of

formate. Additionally CO is formed, not by reaction with water but through an

oxygen-carbon coupling mechanism between CO2•− and CO2, forming CO and CO 2−,

respectively [45-46]. The product selectivity is highly sensitive to the presence of water,

and its introduction into the non-aqueous electrolyte increase the production of formic

acid over oxalic acid and CO [45], and also helped to partially reduce the oxalic acid to

glycolic and glyoxylic acid [46]. In addition to the non-aqueous electrolytes, ionic liquids,

e.g. EMIM-BF4, are also gaining significant attention [47-48],. Such electrolytes help to

reduce CO2 reduction by lowering the energy of the CO2 •− intermediate [49].

Using non-aqueous systems for CO2 reduction is very costly since the non-aqueous

solvents are definitely more expensive than water however, such electrolytes are not used

up during the reaction and hence are recyclable [49]. Aqueous-based electrolytes are on a

comparative scale, much cheaper and easier to prepare. So despite the relatively poor

CO2 solubility, aqueous electrolytes are extensively used in many studies. The most

commonly used aqueous electrolyte is bicarbonate, specifically KHCO3. It is interesting

that the reason for this choice is never explicitly explained, other than the fact that it was

regularly used by early researchers [23, 33, 50- 52] and is now followed by many others.

Another important reason is the common use of caustic KOH as an absorbent for CO2 in

its capture and concentration [53-55]. KOH after the absorption process ultimately

becomes KHCO3 through the CO2/HCO3 − /CO3 2− equilibria. Therefore doing reduction

of CO2 directly on a CO2 saturated KHCO3 solution is logical for future CO2 capture,

concentration and reduction technologies. Since the HCO3 − and CO32− species definitely

exist in CO2 saturated aqueous solutions, another possible reason for using KHCO3 is to

simplify the electrolyte system by limiting any anionic effects to HCO3 − and CO3 2−

species, since it is possible that additional anions such as halides [56-58], sulfides [59]

and sulfates [60] can influence results by adsorption on the electrode surface. Other types
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of electrolytes occasionally used are phosphate buffers, e.g. KH2PO4 + K2HPO4, halides,

e.g. KCl, and sulphates, e.g. K2SO4. By comparison, these electrolytes have shown to

give distinct product selectivities on Cu electrodes. At similar electrolyte concentrations

(0.1 M) and reaction conditions (5 mA/cm2 , 19 °C), Hori et al. [1, 61] showed that in

KCl and K2SO4, C2H4 and alcohols are much more selective than CH4 (C2H4/CH4 ratio of

4.2 and 3.7, respectively), while H2 production is significantly suppressed (table 2.1).

In KHCO3 electrolyte, C2H4 and CH4 are equally selective (ratio 1.02), but the selectivity

to alcohols is significantly lower. In phosphate buffer (0.1 M K2HPO4), CH4 is much

more selective than C2H4 (ratio 0.11), however H2 is found to be predominant (72.4%).

The electrode potential required for the current is about 200 mV less negative in 0.1 M

K2HPO4. Such effects in the phosphate buffer are further accentuated when a higher

concentration (0.5 M K2HPO4) is used. Apart from the anion interactions with the Cu

surface, e.g. anion adsorption, the differences in reaction selectivities presented in table

2.1 are largely attributed to the indirect influence of the electrolyte’s buffer capacity,

which is also dictated by the type of anion and its concentration.

Since the electrochemical reduction of CO2 in aqueous solutions produces OH− or

consumes H+ ions, the electrode and local pH at the electrode surface is almost always

higher than the bulk solution pH due to concentration gradients of species during reaction

evolution. Although dissolved CO2 reacts with OH− to form HCO3 − , this reaction is

relatively slow (rate constant, k = 7.7 × 103 M −1 s −1 [62]), therefore the interfacial pH is

usually considered to not be in equilibrium. In electrolytes with buffering abilities such

as phosphate buffers and KHCO3, the rise in electrode-electrolyte interface pH is

Table 2.1 Faradaic Efficiency vs electrolyte solution for various products from
CO2RR on Cu [1]
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considered to be less extreme compared to those without, such as KCl and K2SO4.

Between phosphate buffers and KHCO3 at similar concentrations, phosphate buffers

generally have a stronger buffer capacity compared to KHCO3 at the neutral pH range.

Most CO2 reduction studies have been performed at this neutral pH since the pKa of

H2PO4 − (pKa 7.21) is closer to 7 than the pKa of HCO3 − (pKa 10.33) [63]. Hence, it

can be shown (by numerical modelling for example [64]) that the interfacial pH at the

electrode surface is highest in non-buffering electrolytes (0.1 M KCl and 0.1 M K2SO4),

followed by 0.1 M KHCO3, and 0.1 M phosphate buffers at similar reaction conditions.

Because the buffer capacity increases with concentration, the interfacial pH in the more

concentrated 0.5 M phosphate buffer would be the lowest. As the reaction selectivity is

strongly influenced by pH, lower pH increase the selectivity towards H2 and CH4 due to a

higher availability of H+ /Hads [65-66] and the pH-dependence of the CH4 formation

pathway, the observed differences in reaction selectivity between the various electrolytes

can largely be explained by the rise in electrode pH by the buffering capacities of the

electrolyte, which is a function of the anion and its concentration.

Many researchers overlook the pH impact and since the reaction selectivity is very much

influenced by pH, it can lead to wrong analysis whereby observed changes are

incorrectly attributed to other factors. The impact of the local electrode pH during CO2

reduction has been shown by various studies by Hori’s group [1, 67]. More recently, there

have been more efforts dedicated to understanding the affects of local pH [66, 68-70].

Most of the studies have chosen K+ based salts as the electrolyte, but it has been reported

that the choice of the cation greatly influence the product selectivity of CO2 reduction on

metal electrodes [71]. In table 2.2, the selectivity to C2H4 and alcohols generally

increases while that to H2 and CH4 decrease, with cation size (the cation size increases

from Li+ < Na+ < K+ < Cs+ ). The influence of the cation is also clearly shown by the

increasing C2H4/CH4 ratio and electrode potential (toward more positive potentials) with

cation size at similar current densities.

In general, the observed effects of the cations are thought to be derived from the

propensity of the cations for specific adsorption on the electrode surface, which is

basically governed by their hydration powers. Therefore Li+ being the smallest cation

among the four is more easily hydrated compared to Cs+, which is the largest [72].

Because small cations are easily hydrated, the surrounding water molecules prevent them

from being specifically adsorbed on the electrode surface. Larger sized cations have a

higher propensity to be adsorbed due to their lower hydration powers [73]. Such an
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adsorption causes the potential at the outer Helmholtz plane (OHP) to become more

positive, which decreases the concentration of H+ at the OHP [73]. Since the adsorbed

cations are positive in charge, they repel H+ away from the cathode surface. Thus because

of limiting the supply of H+ /Hads at the electrode surface, the selectivity to H2 and CH4

will decrease as expected. On the other hand, smaller cations which do not adsorb on the

electrode surface do not impede the supply of H+ /Hads. In fact, the water molecules

surrounding smaller cations may actually increase the supply of H+ to the electrode

surface. This could explain the high selectivity to H2 in LiHCO3 compared to the other

bicarbonate electrolytes (table 2.2). The adsorption of cations is also thought to stabilize

anions through ion-pairing on the electrode surface [74]. In the case of CO2 reduction,

adsorbed cations could stabilize the CO2•− anion intermediate, and help to improve CO2

reduction rates and efficiencies [75]. This causes an increase in total current efficiency

toward CO2 reduction, which further decreases the overpotentials (at similar current

densities of 5 mA/cm2 ) with cation size from Li+ to K+. The enhancements in overall

CO2 reduction with increasing cation size however is not strong between K+ and Cs+ and

in fact the presence of Cs+ may had decreased the overall selectivity toward CO2

reduction. This was also demonstrated by Kyriacou et. al. [71], that the greater

adsorption propensity of Cs+ limits the available reaction sites for CO2 reduction and

hence the overall CO2 reduction activity.

Similar impact of cations have also been observed during CO2 reduction on Hg [76], and

more recently on Ag electrodes [75]. These observations can explain why K+ based salts,

and in particular KHCO3, are usually used as electrolytes for aqueous CO2 reduction on

Cu electrodes.
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2.4 Impact of pH and CO2 concentration

Fig. 2.4 pH-potential diagram of CO2 [23]

Table 2.2 Faradaic Efficiency vs bicarbonate electrolyte solution for various
products from CO2RR on Cu [37]
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As explained earlier, the pH is an important parameter in the electrochemical reduction of

CO2 since H + /Hads are required reactants for CO2 reduction to hydrocarbons. There are

various pathways for different products produced via electrochemical reduction of CO2

and some of these pathways have been suggested to be strongly dependent on the pH,

especially when the local RDS of a particular pathway involves H+ /Hads. As shown

earlier, the most common effect of the pH is seen in the change in reaction selectivity

from H2 and CH4 to C2H4 and alcohols with increasing pH. While the enhancement of the

HER at lower pH can be adequately explained by the increase in H+ /Hads available at the

electrode surface, the preference for CH4 at lower pH and that for C2H4 and alcohols at

higher pH is not easy to explain since the formation of each of these products require

multiple steps of hydrogenation during the pathway. The relationship between the change

in selectivity from CH4 to C2H4 and its relationship with the local pH was extensively

studied by Hori et. al. [1, 22, 61, 67]. It was reported that CH4 formation rates are

dependent on both the electrode potential and pH, while that for C2H4 and ethanol are

dependent only on the electrode potential [77]. The onset potential of C2H4 formation

was also an important point for investigation and it was found to be more positive than

that of CH4 [26-27, 78]. Additionally, it was also shown that the Tafel slope or transfer

coefficient for the formation of CH4 is usually different to that for C2H4. In order to

explain the reason behind the observations, it was suggested that the formation of C2H4

follows a different generation pathway from CH4, and that the C2H4 pathway is

independent of pH. However on the other hand, the CH4 pathway is pH dependent since

it involves H+ [78]. It was also suggested that the local RDS on the C2H4 pathway is the

formation of a CO dimer from two CO molecules and it is pH independent because the

electron transfer is uncoupled from H+ ions. For CH4, it was suggested that the local RDS

on the CH4 pathway is the breaking of the C−O bond in the formyl intermediate, CHOads,

which deals with the proton-coupled electron transfer (PCET) and is thus effected by the

pH. Another interesting observation in a study with high local pH was that the formation

of both H2 and CH4 moves towards lower overpotentials [65]. It was also reported that

these overpotential shifts in H2 and CH4 are similar in relation to the changes in pH,

signifying some interdependent relationship. The decrease in overpotentials for H2

formation at very high pH can generally be explained by a shift in the mechanism from

proton discharge (which is pH dependent) to water discharge (which is pH independent),

and this shift is suggested to occur around pH 11−12 [79]. Therefore, it is possible that

the same shift in CH4 generation exists at higher pH.
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The reduction of CO2 is dependent and limited by the diffusion of CO2 to the electrode

surface at high current densities. To overcome issues related to the mass transport, the

concentration of CO2 in aqueous electrolytes can be enhanced by reducing the

temperature and by augmenting the pressure of CO2. The solubility of CO2 increases with

lowering of temperatures and so many studies have focused on carrying out

electrochemical reduction of CO2 at lower temperatures (as low as −4 °C) [80-81]. The

decrease in temperature has been reported to enhance the current efficiencies on various

metal electrodes. Metals like Ni and Ti that generally produce H2 in ambient conditions,

start to produce CO, CH4 and HCOOH at temperatures around 0−2 °C [51, 82]. These

observed improvements in reduction of CO2 reduction can thus be attributed to the higher

concentrations at reduced temperatures. Hori et. al. [61] had reported that the efficiency

for CH4 improves with decreasing temperatures, while selectivity of other gases decrease.

Selectivity towards formic acid is not dependent on temperature while methane and

hydrogen selectivity remain similar [23, 82]. However it has been observed [80] that the

partial current density toward reduction of CO2 remains steady between −4 and 15 °C at a

constant potential of −2.0 V vs Ag/AgCl. Current density toward hydrogen generation

however decreases with lowering the temperatures. Similarly it was observed that the

formation rate of methane is half but current efficiency twice higher at 0 °C compared to

22 °C. Therefore it can be suggested that the higher reduction of CO2 is probably not due

to increase in CO2RR but because the hydrogen evolution is suppressed. This hydrogen

suppression is due to an increase in surface coverage of COads, which inhibits the HER by

impeding reaction sites [83] due to the higher concentration of CO2 at low temperatures.

This suppression of hydrogen evolution is consistent with the shift of electrode potential

from −1.33 V vs SHE at 40 °C to −1.39 V vs SHE at 0 °C at the same current density.

This enhancement of overpotentials with temperature decrease may be due to the

requirement of thermal activation for some of the CO2 reduction reactions [81].

The concentration of CO2 in aqueous electrolytes can also be increased by raising the

CO2 pressure in accordance to Henry’s law [30]. Pressure autoclaves are generally used

for increasing the pressure [49]. High pressure of CO2 reduction has shown to produce

highest current densities during reduction of CO2 [84]. Gas diffusion electrodes (GDE)

can also increase the current density and the reason for these observations can be

attributed to the higher CO2 concentration and thus higher mass transport rates of CO2 to

the electrode surface [66, 81, 84-85]. Thus, higher pressure leads to the increase in CO2

reduction rates and efficiency. The selectivity can also be affected. It was observed that

the reduction products evolve from hydrogen to hydrocarbons (CH4, C2H4, C2H6 and
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ethanol) and as the pressure is increased again, the formation of HCOOH and CO starts.

The pressure in the study in [84] was varied between 1 to 60 atm at constant current

density. The electrode potential remained almost constant (−1.60 V vs Ag/AgCl) since

the current density was kept constant and therefore the changes were not a result of

changing electrode potential. The change in product selectivity is also related to the

suppression of the hydrogen evolution and enhancement of CO2 reduction due to

increased surface coverage of COads. This increase in the coverage of COads leads to

decrease in Hads. It has been reported [66] that the product selectivity changes with

increasing CO2 pressure when Cu nanoparticles are employed. Pressure was varied

between 1 to 9 atm at −1.8 V vs Ag/AgCl and product change from CH4 to C2H4,was

observed along with gradual increase of CO. This change was also attributed to the COads

coverage, which promoted the production of C2H4 over CH4 by increasing the rate of

C−C coupling between COads.

2.5 Electrode structure

The relationship between the electrode surface structure and the electrochemical activity

is important in understanding the reaction mechanism of electrochemical reduction. The

structural impact on reduction of CO2 on Cu electrodes was first reported by Frese [86]

who reported that the generation of CH4 was highest on 111 surface. 110 and 100 also

performed well for CO2 reduction in 0.5 M KHCO3 electrolyte and at various potentials.

The relative binding energy of CO was suggested to be the reason for increased CH4

generation on 111 surfaces since CO binding energy is weak on 111 compared to 110 and

100 and hence this promoted favourable thermodynamics and activation energy in the

RDS. Hori’s group further investigated the effects of crystal orientations on Cu [87-88]

and concentrated on the 111, 100 and 110 planes.0.1 M KHCO3 with 5 mA/cm2 were the

conditions in which testing was conducted and the results reflected that CH4 remained

dominated over C2H4 on 111 surfaces (consistent with Frese [86]). Furthermore, C2H4

was discovered to be favoured over CH4 on 100 surfaces. It was also observed that as the

selectivity of C2H4 improved, the C3 generation also increased. The electrode potential

was kept between −1.3 to −1.4 V vs SHE however it has been observed that the electrode

potential becomes more positive as C2H4 selectivity increases. Another important

observation has been the lower potentials on 100 surfaces compared to 111 (for the
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constant current density of 5 mA/cm2). Additionally, it was also observed that formation

of C2 products remained highest at the expense of CH4 on 110 surfaces [88].

Further studies [65, 89] also built upon the work by Hori, especially on the selectivity for

C2H4 on 100 surfaces. CO2 and CO reduction was studied on the 100 and 111 surfaces on

different pH and it was observed that C2H4 was being formed on 100 planar surface at

relatively lower overpotential and that this pathway was independent of the electrolyte

pH. On 111 surface the production of C2H4 was possible at more negative onset

potentials and similar to CH4 formation, was dependent on the electrolyte pH.

CO reduction instead of CO2 reduction can help to observe observe changes on a wider

range of pH values because of the absence of CO2 /HCO3 − /CO3 2− equilibria in aqueous

systems. The results from CO reduction studies are acceptable for CO2 reduction since it

is widely established that the CO is a major intermediate in the electrochemical reduction

of CO2. It has been reported that there are 2 distinct pathways for C2H4 production and

out of those, first is pH dependent which is due to the presence of CHOads. This is

considered true for 111 and 100 surfaces. The second pathway is considered pH

independent and occurs only on 100 but at lower overpotentials, possibly because of the

adsorbed CO dimer. Density functional theory (DFT) calculations have supported the

suggested pathway at lower overpotentials on 100 surfaces. [90].

Thus, it can be said with reasonable certainty that the surface crystal orientation has

impact on product selectivity and this can provide some explanation on research groups

giving different results for the same electrode. It has also been suggested [64] that the

current density and applied cathodic potentials can have an impact on the surface planes

and orientations on the Cu surface. Since electrodeposition of metal electrodes for

CO2RR is the most popular technique, slightly different parameters can significantly

impact the structural effects on electrodeposited electrode surfaces. Some pre-treatment

procedures can also impact the electrode surfaces. Hori’s group has previously suggested

[91] that problems with surface pretreatment (electropolishing, ultra-sonication etc.) can

have an impact on the structure and electrode surface orientation.
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2.6 Deactivation of CO2 reduction

An issue often reported is the decrease in CO2 reduction and selectivity with time in

favour of HER. Not just in Cu but Au [92] and Ag [93] have also reported similar results.

The time-scale however remains different from as short as less than 1 hour [94] to a

gradual decrease over multiple hours [66]. This different time-scales means that the

mechanism of such deactivation vary with electrode structures. Although limited

literature exists about this issue, one hypothesis is about the change in electrode structure.

For example, the 100 and 011 Cu surfaces gradually change and become more active for

HER [66]. Surface poisoning either by the increase in concentration of CO2 reduced

products and/or intermediates can also potentially be another reason. The trace impact of

impurities in electrolyte or introduction of such impurities during electrodeposition etc.

can also be another reason for such a behavior. Electrode surface poisoning is also

possible by the deposition of organic impurities from the water or purged CO2 gas. The

oxide/hydroxide species that are formed at different pH on cathode surfaces can also

account as a reason [95]. The reduction of metal species in the electrolyte on the surface

can also pose another threat for CO2 reduction activity and has been observed in CO2RR

studies which have reported characterization of electrolytes and electrodes by various

methods such as XPS, AES, Raman spectroscopy and EDS. Hori had studied such

impacts on CO2 reduction on surface poisoning [96] and had reported that even small

concentrations of Fe2+ and Zn2+ ions can drastically limit the reduction of CO2 reduction

and increase HER instead. The hypothesis about such metals being the source of

poisoning was made on the basis of redox potential of the metals and anodic peaks

observed in post-CO2 reduction stripping cyclic voltammetry (CV). The impact of

electrodeposited Fe and Zn was also observed by the deliberate addition of small

quantities of sulphate salts of these materials into a pre-treated electrolyte solution

through electrolysis. Due to the negative impact of impurities on the CO2RR activity, it

was suggested that electrolyte purification through electrolysis can help to reduce such

effects. On the other hand, some studies have reported that pre-electrolysis was

ineffective in their experiments [97]. Pre-electrolysis is performed by essentially

scavenging the solution cathodically with a sacrificial electrodes such as a Pt cathode at

−25 μA/cm2 for many hours under Ar atmosphere. The main reason for the deactivation

of CO2 reduction however still remains elusive and it is essential to understand that

mechanism for electrode poisoning can vary between different electrode systems.
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2.7 Mass transfer effects

Product selectivity during CO2RR is directly dependent on the properties of

electrocatalysts and on experimental conditions such as pressure, electrolyte molarity,

temperature, stirrer usage etc. This is why it has been reported by many papers [40, 66,

70] that product selectivity and reaction mechanics cannot only be attributed to catalyst

behavior and that a great deal of attention should be paid to the environmental conditions

in the results. The stirring of electrolyte can have an impact on the selectivity of the

products [23, 84] since it improves the mass transport of species to the surface of the

electrode. This improvement is attributed to the decrease in the thickness of the diffusion

layer. Therefore stirring of the electrolyte can shift the pH near the electrode surface.

Concentration of CO2 in the vicinity can also change which can cause the local pH to be

more closer to bulk pH and hence increase the flux of CO2 in the electrolyte towards the

electrode [64].

It has been previously reported [23, 84] that the stirring the electrolyte can lead to higher

production of CO when compared to a dormant electrolyte. CO is a key intermediate

specie for CO2 reduction [24, 33] and sabatier principle [35] dictates that it facilitates

reduction to hydrocarbons. It has been shown previously [37] that CO can desorb easily

when a stirrer is used in the electrolyte. Thus apart from the CO2 concentration and

surface pH, the adsorption and coverage of COads is affected by the mass transport of CO.

Due to the reduced coverage of COads, production of electron-intensive products would

decrease leading to enhanced CO evolution.

The impact of the agitation of electrolyte poses a hindrance in trying to compare results

from different groups. It has been previously suggested [64] that stirring during CO2RR

studies should also be quantified so that the resulting influence on the mass transport of

CO2 can be standardized.
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CHAPTER 3

Experimental
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3.1 Electrochemical measurement

Electrochemical reduction of CO2 was conducted in home-made H-type electrochemical

cell, which was designed to be leak tight. The schematic of this cell is shown in figure

3.1 while the actual picture is shown in figure 3.2.

A standard Ag/AgCl (3.0mol/L NaCl) electrode (RE-1B, ALS Co., Ltd) was used as the

reference electrodes. Platinum wire/plate was used as the counter electrode. The working

and reference electrodes were put in the same compartment and separated from the

counter electrode by a nafion film (DuPont: N117). By separating the working and

counter electrodes, the recombination of generated products on these two electrodes can

be effectively prohibited.

The electrode samples were sitrred in acetone, ethanol and then pure water solutions for 5

minutes before and after each experiment. The gas sample from the experiments was

sampled manually through syringe with the gas chromatographer (GC) for online

analysis. A Solartron 1280C electrochemical system was used to conduct the

electrochemical experiments. A scan rate of 20 mV/s.was used for the I-V curve.

The electrochemical experiments were conducted by adding similar amount of electrolyte

(30-40 mL) into both cathode and chambers of the electrochemical cell. Working, counter

and reference electrodes were placed in the electrochemical cell. CO2 gas was bubbled

into the WE chamber for 25 min. Both I-V and potentiostatic methods were employed.

Fig. 3.1: Schematic of Electrochemical Cell
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3.2 Gas Analysis

The HPAgilent Gas Chromatographer (GC) with a thermal conductivity detector (TCD),

was used for the quantitative analysis of the sampled gaseous products. Inside the GC,

the sampled gas passes through a series of columns where the different gases are

separated. This separation takes place due to the adsorption strength differences among

the different gases, which in turn causes differences in retention time. The changes in the

thermal conductivities between the gas sample and carrier gas were used to quantify the

amount of specific gas products. The schematic of the valves and columns working of the

GC is shown in figure 3.3.

The HPAgilent 7890 AGC was used to analyse the gas products. The gas sample was

manually sampled and injected by using a syringe. Our GC system flows the gas through

five different columns and is able to analyze H2, CO, CO2, CH4, C2H4, C2H6, O2 and N2

Fig. 3.2 Actual picture of the Electrochemical Cell
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within one test. There are two sample loops in this system and each has a volume of 2

mL. The total volume of the sample route is about 10 mL, which means that at least 10

mL of sample needs to be injected to fill the sample route. According to the oven

temperature program, a typical analysis process lasts 7 minutes.

Fig. 3.3 Schematic design of GC operation [1]
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3.3 Liquid Analysis

The liquid phase products were determined by Ion Chromatography (IC) and collected with a

Thermo Scientific Dionex ICS-5000 system. Ion chromatography, a form of liquid

chromatography, measures concentrations of ionic species by separating them based on

their interaction with a resin. Ionic species separate differently depending on species type

and size. Sample solutions pass through a pressurized chromatographic column where

ions are absorbed by column constituents. An ion extraction liquid, known as eluent, runs

through the column and the absorbed ions begin separating from the column. The

retention time of different species determines the ionic concentrations in the sample.

Fig. 3.4 Schematic design of IC operation [2]
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3.4 Faradaic Efficiency

The faradaic efficiencies (FE) of different products were calculated by the following
formula:

where, n product means the molar amount of target product, nelectron represents electron

transfer number per molecule (for CO, n = 2; CH4, n = 8; C2H4, n = 12; H2, n = 2), F is

the faradaic constant (96485.3 C/mol), Q is the total electron transferred during the whole

reaction. The number of Q can be obtained from the electrochemical software used for

conducting the experiment. According to this equation, faradaic efficiency represents the

efficiency of the product selectivity.

3.5 References:

1. Balram Pani, Textbook of Environmental Chemistry, IK International, ISBN :
9788189866365
2. Detlef Johnson, Analysis of Desinfection products by Ion Chromatography, Thermo
Ficher Scientific website
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CHAPTER 4

Solar Fuel study using CPV and
Au, Sn bulk metals
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4.1 The need for Solar Fuel

The environmental concerns associated with CO2 emissions necessitate research on solar

fuel production since the concerns listed in the introductory chapter, merits activity on

war footings. A very good method for conversion of CO2 into reduced products should be

large and scalable and this requires the use of utilizing natural sunlight so that a good

benchmark can be set for testing the efficacy of the solar-to-fuel system. While a

full-scale operational solar-to-fuel conversion plant may not yet be economically feasible,

a smaller, demonstration-level system can be employed to test the practicality of the

system and technology.

In order to put things into perspectives, it is important to quantify the ground realities to

make a case for employing the renewable energy sources. Fossil fuels generate, on

average, 0.837 kg of CO2 per kilowatt-hour [1]. A carbon dioxide electrolyzer, producing

formate at the cathode and oxygen at the anode at pH 7, requires at least 1.32 V (the

thermoneutral voltage) to account for the enthalpic costs of the two reactions [2]. If this

system were to operate with 1 V of total overpotentials and a current of 1.00 A at 80%

efficiency, it would consume 2.32 W in an hour and convert 0.657 g of CO2. The 2.32

Figure 4.1 Graphical abstract of the Solar Fuel study
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Wh used, meanwhile, would have led to the emission of 1.94 g of CO2, almost three

times the amount reduced [2]. Even if this electrolyzer operated at the thermoneutral

voltage at 100% efficiency (impossible for significant currents) the net conversion of

CO2 would still be -0.28 g CO2 per hour [2]. Therefore, fossil-fuel-based energy sources

for large-scale electrolyzers cannot produce significant amounts of CO2 during power

generation without negating any positive environmental effects of CO2 conversion.

On the other hand, the use of renewable-energy-based fuel can allow for a new energy

transport vector by allowing a medium for transfer of energy from geographical areas

blessed with immense amount of solar intensity or wind blows, to areas which are energy

consumers. Taking the example of solar, we can see in figure 4.2, that the highest solar

irradiated regions such as parts of Africa, South America or Asia are actually

geographically far away from Europe or northern North America, Japan etc. This means

that a solar fuel study under natural sunlight, is important to provide a realistic method

for transporting the renewable energy between energy-rich and energy-demanding

regions of our planet.

Solar, wind, geothermal, tidal, and hydroelectric power are all viable and promising

alternatives to coal and natural gas for driving CO2 reduction at scale. However, the latter

Fig. 4.2 Solar irradiation potential in different parts of the world [1]



Page 42

four are all fairly limited geographically to particular areas in which they are

economically viable. For instance, wind resources in the United States are limited to the

great plains, mountainous regions, and offshore areas. Solar energy, especially as the

price of installation decreases, can be exploited economically in wide swath of territory

across the China, Africa, Australia and United States, as well as in many other countries

where it can succeed as a major contributor to electricity generation [3].

The incident power of sunlight can be harnessed for CO2 reduction in two main ways.

The first and most studied method is through the direct use of a semiconducting material,

both to absorb light and to perform the catalysis, either as a monolithic particle or as a

photoelectrode in a circuit. While such systems have a variety of advantages that have

proven to be encouraging, they are typically limited in application because the

semiconductor must have a good absorption in the visible region of the solar spectrum,

be able to reduce CO2 and that too in better efficiency against the competing hydrogen

generation, and be stable in aqueous solution. Photocorrosion of semiconductors is a

significant concern and greatly reduces the longevity of typical photoelectrochemical

(PEC) systems [4-5]. In addition, many research-level PEC cells utilize single-crystal

semiconductors, which are not readily scalable (especially in a cost effective fashion) to

large systems. Semiconductors fabricated using polycrystalline materials typically show

reduced behavior towards photoelectrochemistry compared to their single-crystal

counterparts.

Another technique that has gained more attention and is a more recent occurance is the

coupling of a photovoltaic (PV) cell to what is called a ‘dark ‘electrolyzer, which is

termed as a PV-biased electrosynthetic cell [6]. The separation of light collection and

catalysis into two separate components allows optimization independently for each

section and subsequently, the scaling of each becomes easier to manage [7]. A set of

semiconductors whose bandgaps match the majority of incident sunlight can be

combined in series with a PV array to produce the voltage necessary to carry out the the

electrochemical mechanisms. Electrodes that have low overpotentials for CO2 reduction

and oxygen evolution, as well as high selectivity for particular products can thus be

chosen without the restrictions imposed by the utilization of semiconductor

photoelectrodes. An important consideration however, is to match the impedance of the

electrolyzer to that of the PV device, so that the system operates near the ‘knee’ of the

current-voltage curve, which is the maximum power point of the photovoltaic [8].

Without a good match between the two components, significant coupling losses occur

and greatly reduce the efficiency of the overall system. Several such PV-powered systems
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have already been demonstrated for hydrogen production and for CO2 reduction [9-11].

In comparison with water splitting, electrochemical reduction of CO2 (CO2RR) presents

considerably greater challenges, including product selectivity, electrolyte constraints and

large voltage requirements. The combination of these effects makes sunlight-driven CO2

reduction difficult to achieve but can be very useful if high efficiencies are realized [12].

Plants and vegetation generally operate at a 1% solar fuel efficiency i.e. the process of

CO2 capture and conversion. However in 2014, Bocarsly et. al. [13] was able to report

the first demonstration of an artificial system exceeding the natural photosynthesis. The

almost 2% solar fuel efficiency system was accomplished by separating light absorption

and CO2 reduction through the use of a commercial solar panel illuminated with natural

AM1.5 sunlight to power a custom closed-loop electrochemical flow cell stack. Faradaic

yields for formate of up to 67% were demonstrated in this system, yielding a solar energy

to fuel thermionic conversion efficiency above 1.8%. In the subsequent year, a

solar-to-fuel conversion efficiency of 4.6% was demonstrated for CO2 photoreduction to

formate utilizing water as an electron donor, under simulated solar light irradiation to a

monolithic tablet-shaped device. This CO2 photoreduction system worked by utilizing the

effect of the carbon substrate on selective CO2 reduction in the presence of oxygen while

on the counter electrode, IrOx catalysts were used for the selective H2O oxidation [14].

Recently, more studies have been conducted to make substantial progress toward

decreasing the overpotential of copper-based electrodes. They have been conducted by

employing catalysts derived from copper oxides. In one of these investigations [15], the

surface of CuO nanowire electrodes were modified by addition of SnO2 using atomic

layer deposition (ALD). This led to a very efficient catalyst that selectively reduced the

CO2 to CO by electrochemical reaction. The use of modified SnO2 on CuO nanowire

electrodes in a bifunctional configuration allowing both CO2 reduction and oxygen

evolution reaction (OER), demonstrated a complete CO2 electrolysis system that was

resistant to poisoning and used a single earth-abundant catalyst for the electrochemical

splitting of CO2 into CO and oxygen. Using a triple-junction GaInP/GaInAs/Ge solar cell

to drive the reaction and a bipolar membrane as the separator, the reduction of CO2 was

achieved under simulated light, with the solar-to-CO conversion efficiency reaching as

high as 13.4%.

For a large-scale electrolysis system. there are many important considerations that have

to be incorporated into the design. Low overpotentials and high currents are essential to

the energy- and time-efficient generation of products. The former can be adjusted through
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the use of excellent electrocatalysts for both the anode and the cathode. The latter can be

increased linearly with larger electrode areas however, further gains can be obtained by

enhancing mass transport of reactants to the electrodes. The ‘chlor-alkali’ process [16], is

a highly developed industrial electrochemical method for generating carbon intensive

products and can provide important insights for CO2 electrolysis. Most chlor-alkali

systems employ membrane-separated flow cells.

Based on these design features, CO2-to-formate or CO electrolyzers have been developed

by several other groups, employing a variety of cathodes, including lead [17-18] tin [19]

indium [8] and some mixtures of those metals prepared in different ways [20-21]. Other

conditions were also varied, including the membrane separator, anode material, catholyte,

anolyte, and flow rates for the electrolytes. It has been shown that a membrane with high

ionic conductivity but low permeation of products has to be chosen. Typically, sulfonated

perfluoropolymer nafion, a cation exchange membrane (CEM), has been employed in

such systems, though anion exchange membranes (AEMs) have occasionally also been

used. AEMs. However AEMS usually have lower ionic conductivities than nafion [22].

In addition, they suffer from the fact that formate, a negatively charged species, can cross

from catholyte to anolyte and be reoxidized to CO2. Further considerations for an

industrial-sized system include the long-term stability of the electrode materials as well

as the acidification of formate and separation of the resulting CO and formic acid from

electrochemical cells, however, these process engineering concerns will not be discussed.

4.2 Experimental Study

This solar-to-fuel study was conducted with a multiple of up to 4 electrochemical cells,

which were combined in parallel to match the voltage output of the photovoltaic array.

Tin and gold were chosen as the cathode materials in preference to silver, lead and

indium for several reason. Tin has been demonstrated to yield stable CO2 electrolysis for

long times [23] while lead is too soft and malleable to form high surface area structures

and has difficulty adhering to cathode materials when plated onto them. It also has lower

activity than either tin or indium at high current densities [13]. On the other hand, the

surface of indium changes over the course of an electrolysis, causing faradaic efficiency

(FE) to decrease and requiring a reverse bias to rejuvenate the electrode, leading to a

decrease in cell performance [24]. Therefore it was decided to use tin and gold for this

study since they posed lesser challenges.
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The efficiency of our system, in regards to both the electrochemical processes and the

overall conversion of solar energy to chemical energy will be discussed in the next

section. The electrolytes for the electrochemical cells were prepared using Millipore

deionized water. Potassium bicarbonate and sulfuric acid, both at 0.5 molar concentration,

were used as the catholyte and anolyte, respectively. Approximately 120 mL of each

solution was used in every electrochemical cell (EC). Carbon dioxide was bubbled into

the catholyte. During the experiments conducted with tin electrode, the product gases

were free to escape to ensure that there was no pressure buildup in the electrochemical

systems. For the experiments with gold electrode, leak-tight compartments were ensured

in order to accurately measure the gas phase products. Between experiments, the EC was

rinsed with and kept full of deionized water in order to prevent the drying and shrinking

of the membranes.

After each experiment with gold electrode, 10 µl gas was sampled and analyzed using a

Gas Chromatograph while the catholyte was drained from the EC after fixed time

intervals. The catholyte volume was determined from its mass and density. Formate

concentrations were determined by H nuclear magnetic resonance (NMR) spectroscopy.

NMR spectra were obtained with a Bruker Avance III 500 MHz cryoprobe spectrometer

with a water excitation-sculpting solvent-suppression pulse sequence. Each NMR sample

consisted of 60 µl of D2O for instrument lock, 530 µl of the measurable solution, and 10

µl of 10 mM 1,4-dioxane used as an internal standard, against which the formate

concentration was calibrated.

Home-made concentrator photovoltaic (CPV) monomodule was used, which had a 25

cm2 light-receiving area, and a 1 cm2 InGaP-GaAs-Ge three-junction cell. This was

placed in the focal position of the sunlight and which was operated at 25% efficiency.

The output of the CPV modules was connected to a maximum power point tracking

(MPPT) circuit which tracked the maximum power point. The output of the MPPT was

given to the electrochemical cells. The MPPT circuit measured its input and output

current and voltages.

As mentioned, home-made H-type leak-tight electrochemical cells were used for CO2

reduction, with 100 cm3 volume and 60 ml of electrolyte in each compartment. The

end-products were collected for further analysis. The working and reference electrodes

were put in the same compartment and separated from the counter electrode by a Nafion

film (DuPont: N117). Ag/AgCl reference electrode was employed while platinum metal

was used as the counter electrode. 0.5 M KHCO3 with a pH of 7.9 was used in the
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cathode while 0.5 M H2SO4 with pH of 2.2 was used as anode electrolyte. The pH

changes were not observed during the experiment.

Since CO2 reduction is a redox reaction, during the reduction of CO2, O2 is evolved at the

counter electrode and so the separation between the working and counter electrodes helps

to ensure that the recombination of the products produced on these two electrodes can be

effectively prohibited. The gas product were then sampled manually.

The overall schematic of the design is shown in figure 4.3, in which CPVs were

connected to a dual compartment EC. AMaximum Power Point Tracking (MPPT) circuit

was connected in between to assist in the proper matching of input solar power and input

EC power.

MPPT was used so that an optimum solar CPV power could be matched with EC input.

Since the amount of electric power being produced by the CPV module can have the

potential to fluctuate continuously with various weather conditions [25], it was important

to use an MPPT to adjust the matching accordingly. As there is always a special point on

the IV curve for CPVs at which the power is maximum, this maximum power point was

located by the MPPT using search algorithm known as the Perturbation and Observation

(P&O) [26-27]. A descriptive graph is shown in figure 4.4.

Fig. 4.3 Schematic of the Solar-to-CO2 reduction system
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The working model of the algorithm is as follows. When the output voltage of the CPV

module is perturbed and , then it is reasonable to assume that the current

operating point is on the left side of the MPP. The P&O algorithm would gradually

increase the reference voltage of CPV module so that the operating point can be shifted

towards the MPP. Similarly, when the output voltage of the CPV module is changed

and , then the operating point has to be on the right side of the MPP. The

P&O algorithm would reduce the reference voltage of the CPV module by shifting the

operating point towards the Maximum Power Point. This process is subsequently

repeated until the maximum power point is reached.

For the choice of electrolyte, it has been demonstrated [13] that experiments employing

K2SO4 as the supporting electrolyte on both sides of the cell do not produce a stable

system, since the species begin to precipitate onto the cathode and this in turn begins to

hinder mass transport once the formate concentration increases beyond a certain

threshold. Substitution of 0.5 M KHCO3 for the sulfate salt in the catholyte compartment

eliminates this precipitation. Previous work has indicated that this electrolyte sustains

high current and good faradaic yield [28]. Additionally, the bicarbonate catholyte helps to

cushion pH to a neutral value which deters the hydrogen production and favors CO2

reduced end-products. 0.5 M H2SO4 was used in the anode chamber because it helped in

providing stable conductivity of the anolyte compartment and also ensured the provision

of a constant proton flux across the membrane into the cathode compartment. The

hydration of CO2 is kinetically slow and dissolved CO2 in the electrolyte does result in

the production of bicarbonate. It is important to ensure that constant and necessary

Fig. 4.4 Description of the conventional P&O algorithm [26]
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amount of protons have been transported across the nafion film to satisfy the need of

proton content in the cathode. The steady-state of proton concentration in the cathode

chamber is an important factor in facilitating the reduction of CO2. Furthermore the

stream of protons from the anodic chamber can help to react with the HCO3 to produce

CO2 and hence provide greater availability and replacement of CO2 for the reduction

experiment.

This research attempted to gain an insight about the impact of the natural conditions

(intermittent sunlight and gusts of wind) on the stability of CO2 reduction. The affect of

such factors is crucial to understand the practical viability of solar fuel experiments. The

experiments were conducted in Princeton University, NJ, USA under the natural sunlight.

The conditions fared well with the purpose of the research, because of the frequent

intermittence of light intensity due to the constant hovering of clouds around the sun.

4.3 Results and discussion

A total of 8 experiments were conducted initially under the intermittent sunlight in

Princeton and a detailed table, providing the faradaic efficiency, the number of

electrochemical cells used, electrode area, current density is given below in table 4.1 and

table 4.2. The detailed P, I and V graphs for experiments 2 till 8 follow after these tables.

The P, I, V data for experiment 1 was incomplete due to an error in MPPT and so is not

shown here. The sampling time shows the time intervals (from the start of the experiment)

at which the product analysis was conducted.
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Table 4.1 Experiments with Gold electrode in natural sunlight

Average
Faradaic
Efficiency

(%)

Average
Current
(mA)

Average
Current
Density
(mA/cm2)

EC
cells
used

Electrode
Area
(cm2)

First
Sampling
Time
(min)

Second
Sampling
Time
(min)

Third
Sampling
Time
(min)

1 0 200 100 1 2 90

2 0.09 80 20 1 4 40 60

3 0.10 230 63 2 4 60

4 0.43 136 35 2 4 40 60

5 21.7 68 2.83 4 16 8 20 40

6 6.5 125 5.5 4 16 5 20

Table 4.2 Experiments with Tin electrode in natural sunlight

Average
Faradaic
Efficiency

(%)

Average
Current
(mA)

Average
Current
Density
(mA/cm2)

EC
cells
used

Electrode
Area
(cm2)

First
Sampling
Time
(min)

Second
Sampling
Time
(min)

Third
Sampling
Time
(min)

7 7.95 108 9 3 12 10 30

8 28.6 35 1.75 4 20 8 20 40
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EXPERIMENT 2

Fig 4.5 Power (top), current (middle) and voltage (bottom) for the duration of the second
experiment using gold electrode.
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EXPERIMENT 3

Fig 4.6 Power (top), current (middle) and voltage (bottom) for the duration of the third
experiment which employed gold electrode.
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EXPERIMENT 4

Fig 4.7 Power (top), current (middle) and voltage (bottom) for the duration of the fourth
experiment using gold electrode
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EXPERIMENT 5

Fig 4.8 Power (top), current (middle) and voltage (bottom) for the duration of the fifth experiment
using gold electrode.
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EXPERIMENT 6

Fig 4.9 Power (top), current (middle) and voltage (bottom) for the duration of the sixth
experiment using gold electrode.
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EXPERIMENT 7

Fig 4.10 Power (top), current (middle) and voltage (bottom) for the duration of the seventh
experiment using tin electrode.
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EXPERIMENT 8

Fig 4.11 Power (top), current (middle) and voltage (bottom) for the duration of the eighth
experiment using tin electrode.
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The best performing experiments were analyzed. Experiment 5 (Exp 5) and Experiment 6

(Exp 6) with gold electrode and experiment 7 (Exp 7) and experiment 8 (Exp 8) with tin

electrode were chosen as the benchmark experiments .

Hydrogen was the dominant product in all of these experiments while the solar modules

operated at 24.9 to 25% efficiency. Figure 4.12 shows the comparative input current and

voltage to the electrochemical cells (EC). The linear relationship between current and

voltage for each experiment respectively, is indicative of the proper functioning of the

CPV cells. The amount of current was directly proportional to the sunlight intensity and

its unstable values (Exp 5 and 8) reflected the frequent appearance of clouds, hindering

the power generation. The CPV efficiency at different solar intensities was

experimentally calculated in controlled lab conditions.

Due to the varying solar irradiation and cloudy weather conditions, it was an important

factor to intermittently verify the amount of end-product produced and the faradaic

efficiency achieved towards CO2 reduction, in relation to the charge transfer and current

density. It was for this reason that an assessment was made to understand the relationship

between the changing weather conditions and the electrochemical process. Figure 4.13

provides the comparative power inputs to the EC setup while the figure 4.14 summarizes

the impact of current density on the faradaic efficiency (FE).

Fig. 4.12 Current output (left) and voltage output (right) of MPPT circuit for each of the four
chosen experiments (Exp 5-8)
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Exp 6 and 7 were conducted in almost stable sunlight conditions while Exp 5 and 8 had

intermittent sunlight irradiation and the impact of these aberrations from the normal

conditions provided an opportunity to observe its impact on charge transfer and

electrolyte polarization, in terms of the resulting faradaic efficiency. The electrochemical

responses in Exp 5 and 8 varied with time due to the changing sunlight intensities. The

change of current density meant that there was a particular range of values, at which the

optimum carbondioxide reduction was achieved. At the first point of observation in

experiment 5, the current density generated was about 1 mA/cm2 and the corresponding

end-product analysis showed the faradaic efficiency (FE) for CO evolution to be about

14%. The CO2 reduction however was significantly accelerated as the current density

reached 2.7 mA/cm2. This observation represents a shift from the conventionally

assumed ‘optimum current-density’ range. Many researchers have theorized 5-15

Fig. 4.14 Current density vs FE for exp 5-8

Fig. 4.13 Comparative power input to EC for Exp 5-8
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mA/cm2 of current density for optimum conversion of carbondioxide gas using single

compartment electrochemical cell [13]. Bocarsly et. al. [13] had demonstrated a

relatively high FE of 67% at an extremely large current density of 81 mA/cm2. The 4

home-made glass H-cells which were used in these experiments, had total electrolyte of

220 ml, and demonstrated the best performance at a current density range of 1.7 to 2.5

mA/cm2, influenced by common factors such as proton concentration, distance between

the opposite electrodes, diameter of the interfacing region between the 2 compartments

etc. Table 4.3 and 4.4 breakdown the faradaic efficiency in terms of the products and

charges passed at fixed sampling time.

Table 4.3 Faradaic efficiency achieved against different sampling times and the total charge
transfer for gold electrode.

Experiment 5

Faradaic Eff.
towards CO

CO / micromoles Total Columb
Transferred at t

(C)

Sampling Time /
t (min)

14.46 7.64 10.2 0-8

33.31 79.88 46.32 0-20

21.6 142 126.52 0-40

Experiment 6

Faradaic Eff.
towards

Formic Acid
%

Formic
Acid / micromoles

Total Columb
Transferred at t

(C)

Sampling
Time / t (min)

10.5 38 69.6 0-10

5.95 64 207.72 0-30
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It had been observed in protein structures that the arrangement (density) of the charges

influenced the transfer of electrons [29]. The concept behind this electron transfer was

based on the Marcus theory of electron transfer. Assuming the same basis of electron

transfer during CO2 reduction, it can be stated that since the process of electron transfer

is faster than the movement of any adsorbed species, the nuclear position of those species

remain the same, before and after the electron exchange. However, after the electron

exchange, the distribution of the species (density of charges) changes which impact the

multiple transfer of electrons to the minority specie of CO2, in favor of the dominant

specie of proton (which do not require multi-electron transfers). Thus the structural

design of the electrochemical cell and the electrode position within cathode and anode

could had affected the transfer of electrons during intermittent sunlight since it affects the

distribution of charges around electrode area.

Table 4.4 Faradaic Efficiency achieved against different sampling times and the total
charge transfer for tin electrode.

Experiment 7

Faradaic Eff.
towards CO

CO /
micromoles

Total Columb
Transferred at t

(C)

Sampling Time
/ t (min)

5.04 9.4 36 0-5

3.48 25.92 144 0-20

Experiment 8

Faradaic Eff.
towards

Formic Acid

Formic Acid /
micromoles

Total Columb
Transferred at t

(C)

Sampling Time
(min)

13.6 26.4 37.44 0-8

44.26 140.4 61.2 0-20

31.6 148 90.36 0-40
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The calculated thermodynamic potential drop for CO and HCOOH, based on the

Nernstian anodic and cathodic half cell potential at vs SHE are -1.34 V -1.48 V,

respectively. However, the electrochemical cell in reality (as discussed in chapter 2)

operate at voltages much higher than those values. There are many different causes for

this overpotential such as the Nafion proton exchange membrane and the cathodic

overpotential. The pH gradient between the EC compartments in this study also resulted

in an opposing voltage of about 480 mV (but as has been discussed before, helps in more

longevity and efficacy [20]).

The faradaic efficiency of the cells for CO and formate production was determined from

the measured molar concentration of the end-products, electrons required for the reaction,

the total number of coulombs passed (Q) and Faraday’s constant (F). Table 4.5 provides a

breakdown for the efficiencies of each individual section of solar-to-fuel study.

The sunlight intensity data was observed from the Princeton Plasma Physics weather

station from May 2017, so as to assess the photovoltaic efficiency. The conversion

efficiency of the MPPT circuit was determined by the difference between input and

output power. The electrolysis efficiency [13] is the ratio between the thermodynamic

potential of the reaction and operational voltage of each EC cell.

The total efficiency of the Solar-to-CO2 reduction system was calculated by simply

multiplying the responses of each of the processes; efficiency of the PV cell, faradaic

efficiency, the electrolysis efficiency of the EC cell and the conversion efficiency of the

MPPT circuit. This separation of the solar current, maximum point tracking and chemical

conversion subsystems in this study allows the freedom to focus on individual sections

Table 4.5 The average efficiency for each of the different processes in each experiment

Exp.
No.

Max. FE.
Towards

CO2-reduction

PhotoVoltaic
efficiency

Operational
Efficiency
of MPPT

Electrolysis
efficiency

Final
Eff. %

5 0.331 0.249 0.960 0.35 2.8
6 0.050 0.250 0.994 0.26 0.32
7 0.105 0.249 0.990 0.30 0.77
8 0.443 0.249 0.961 0.40 4.3
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for more optimum efficiency, as compared to PEC systems. The use of metal electrodes

as compared to the semiconductors in the PEC system, also help to achieve much stable

electrode surfaces and greater degree of control. This becomes more important when

multi-electron and multi-proton reduction of CO2 is to be targeted since a separate

electrochemical reduction subsystem allows better scalability in terms of electrode area

and multi-cell design.

The best IV matching between the CPV and EC setup (for experiment 8) is shown in

figure 4.15. The solar sun IV has been measured in lab conditions for 0.5 sun to closely

emulate the average sunlight intensity during the eighth experiment (which provided the

best results). The IV input to EC reflect that the current output from MPPT circuit (EC

input) did reach to the maximum power point during the intermittent irradiation.

In contrast to PEC systems, the separation of the solar current, maximum point tracking

and chemical conversion subsystems in this study allows the freedom to focus on

individual sections for more optimum efficiency. The CPV efficiency and MPPT

conversion were relatively stable and was not affected by the intermittance of sunlight.

The operational voltage of the EC determined the current density of the sample and

hence in order to confirm the reproducability, we decided to focus on replicating the

current densities under lab conditions for the best performing faradaic yield (Exp 8). A

current density of 2.5 mA/cm2 and 44.3% faradaic efficiency had been observed in

Fig. 4.15 IV matching between PV and EC for tin-based second
experiment
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experiments under natural sunlight. The faradaic yield shown in figure 4.16 show the

average faradaic conversion at 37.1% operating at current density of 2.66 mA/cm2. It

decreased to about 31.1% at around 2.1 mA/cm2 and 22.2% at 1.4 mA/cm2. For a current

density of 3.8 mA/cm2, the FE was observed to be 34.3%. Since the scope of this

research was focused towards the current density in the range obtained from the solar

fuel experiments, in terms of the faradaic efficiency obtained from replicating a stable

current density of 2.66 mA/cm2 in laboratory conditions, our solar-to-fuel efficiency

could be adjusted to around 3.6%.

4.4 Summary:

1. A practical CO2 reduction system was realized using Au and Sn electrodes for

producing CO and formic acid, respectively.

2. The impact of varying solar irradiation under natural conditions was studied, in order

to understand the impact of changing current densities and end-product formation.

3. The results show the impact of tracking the MPPT for the multijunction solar cell in

cloudy conditions and the influence of intermittent light on current generation and

faradaic efficiency at different points of time.

4. Amaximum faradaic efficiency of about 44% was achieved, which resulted in a

solar-to-fuel efficiency of about 4.3%. The comparative analysis for this study to other

reported solar-to-fuel efficiencies has been shown in figure 4.17. The 44% FE figured

Figure 4.16 FE vs current density for Sn electrode
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lower to the maximum of 67% FE observed in the previous study of CO2-based solar fuel

efficiency under natural sunlight. However the overall solar fuel efficiency was almost

twice higher. The lower FE was due to the impact of current density on the competing

evolution of hydrogen, while the overall higher efficiency was made possible due to

higher PV efficiency of 24.9% and a highly precise tracking of the maximum power

point.

5. Higher FE of almost 90% observed under simulated condition for previous solar fuel

papers, can help to achieve a higher conversion rate of photons to chemical compounds.

6. Further improvement in the CPV module efficiency, use of electrodes with smaller

overpotential and better matching of IV characteristics are the future research and

development directions for solar-powered CO2 reduction.

Fig. 4.17 The present status of the Solar Fuel study can be summed in this figure
where the name of Principal Investigator along with the FE, is mentioned against the
year it was conducted.
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CHAPTER 5

Arc Plasma deposited Cu, Au
metal nanoparticles
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The solar fuel study employed bulk metals as electrodes which have been a staple for

research in electrochemical reduction of CO2. Therefore our subsequent interest shifted

towards using nanaoparticles of the metals which increases the surface area to volume

ratio which reportedly increases catalytic activity and improves product selectivity. The

detailed relative advantages and previously reported work on the use of nanoparticles

will be explained in sections 5.3 and 5.4. This work attempted to build upon and

understand the impact of using nano-scale particles and the corresponding changes in

terms of efficiency and product selectivity. A bimettalic deposition of the nanoparticles

using Arc Plasma Deposition (APD) technique was utilized in order to investigate the

usability of APD technique and co-deposition of copper and gold nanoparticles in CO2

reduction reactions.

5.1 Use of Nanoparticles

As the definition suggests, nano-scale materials are structures that lie on the nanometer

scale (100 nm) range. Recently, such structures have gained a lot of attention because of

the distinct changes in the physical and chemical properties of new materials, which

happen due to the transition from micro-scale materials to nano-scale materials [1]. It has

been widely reported that the decrease in size and going to the nano-scale can greatly

increase the surface area of the material and can aid in establishing new properties. There

are several classifications of nanoparticles such as single or composite (also known as

core-shell), and it is dependent on the composition of the material [1]. Usually single

nanoparticles is made up of a single material while on the other hand, the composite

comprises of at least two or more materials. This nano-scale co-deposition of multiple

materials can be more interesting than single metallic nanoparticles because the

synergistic or lattice strain effects between the two metals can give rise to new properties.

Interest in bimettalic deposition has been reported due to the potential of new properties

in the fields of biomedicine, optics and electrocatalysis. They are highly functional

materials with improved properties [2]. Furthermore, the tunable composition of these

core-shell nanoparticle structures can give rise to greatly enhanced functional materials.

Such materials usually have certain surface modification which contribute to the stability,

dispersion,functionality and catalytic properties of such materials [2]. Moreover,

bimettalic nanoparticles can be modified to make eco-friendly materials since when a

noble metal and non-noble metal are ‘wowen’ into the system, the catalytic operation is
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increased at a lower consumption of precious metal compared with pure noble materials

of the same size [3-4].

The fabrication method of bimettalic nanoparticles can be classified into "top down" and

"bottom up" synthesis method [5]. The "top down" approach involves conventional

physical operation such as cutting, polishing, and chipping particles into an ideal shape

using external force. Techniques employing electron/ion beam, scanning probe, or laser

beam processing, or similar mechanical techniques can be classified as ‘top down’. On

the other hand, the "bottom up" approach uses the natural properties of molecules to

assemble themselves by advantageous formation. Techniques employed in the “bottom

up” are thermal synthesis, chemical vapor deposition and laser-tapping. The methods

used, whether it is “top down” or “bottom up”, also help in establishing distinguished

properties. Usually, a greater degree of control on the sizes of the nanoparticles is

established when using the“bottom up”method. This technique can also help in

fabricating smaller sized nanoparticles as compared with the “top down” method. On the

flip side, the “bottom up” technique is effective in terms of cost control since it has more

accuracy and more control procession which require less energy consumption than the

‘top down” method [1]. It is also feasible to use a combination of two methods.

The propensity of nanotechnology and advances had started to mature from the late

1990s. It was about that time that nanostructures emerged as a new type of material with

unique advantages, such as large surface areas and high tunability in morphology as well

as compositions. In terms of CO2 reduction, most of the initial reports had focused on

different types of gold- and silver-based nanostructures that had demonstrated as

effective CO2 electroreduction catalysts [6].

There is a general conclusion now that the surface engineering, morphology control, and

composition manipulation to form alloy or core−shell nano-structures can greatly tune

the catalytic properties of nano-structures, area and catalytic active sites [7-10]. One

major example is the use of flat surfaces of the bulk gold and silver electrodes that show

limited activity in CO2 reduction, but when their surface is modified to form

nano-structures on the surface of the electrodes, the electrodes become an effective

approach for CO2 reduction. [8]
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5.2 Arc Plasma Deposition - mechanism and advantages

In the arc plasma deposition (APD) process, the target material for deposition is

evaporated by vacuum arcs action. The source material is the cathode in the arc circuit.

The main sections of the equipment can be divided into a cathode and an arc power

supply, a vacuum chamber, source for initiating the arc on the cathode surface, an anode

and biased substrate power supply. The arcs usually are initiated and sustained by

voltages range typically between 15-150 V, and depends on the material being used as a

cathode. Usually the currents remain between 30 to 400 A [11].

The act of initiating the arcs occurs through the application of a pulse with high voltage

on to an electrode. This electrode is located next to the cathode (gas discharge ignition).

A secondary and less used method is of mechanical ignition. The evaporation occurs as a

result of the cathodic arc spots which move randomly on the surface of the cathode at

speeds typically of the order of 102 ms [11-12]. The motion of the arc’s spot can be

controlled with appropriate confinement boundaries and magnetic fields [13-14]. These

arc spots are then maintained by the material plasma generated by the arc itself. The

cathodic material can be an insulator or a metal or semiconductor. The descriptive

schematic for APD and the APD plasma picture is shown below in figure 5.1 and figure

5.2, respectively.

Fig 5.1 Schematic of the Arc Plasma Deposition [11]
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The APD process is a unique process and is markedly different from other physical vapor

deposition (PVD) processes. Some of the characteristic features of the Cathodic APD

process are as follows:

(i) The core of the APD process is the arc spot which generates material plasma.

(ii) A high percentage (30% - 100%) of the material evaporated from the cathode surface

is ionized [15].

(iii) The ions exist in multiple charge states in the plasma, e.g. Ti, Ti+, Ti 2+ and Ti3+ etc.

[11, 16].

(iv) The kinetic energies of the ions are typically in the range 10 - 100 eV [17].

As a result of such features, the depositions are of superior quality compared with those

from other physical vapor deposition processes. Some of these advantages are as follows

[18]:

(a) The quality of films remain good over a wide range of deposition conditions and

remains true for various metal and compounds films.

(b) High deposition rates for metals, alloys and compounds with excellent

coating uniformity.

(c) Low substrate temperatures

(d) Retention of alloy composition from source to deposits.

Fig. 5.2 The APD plasma from Cu being deposited on FTO
substrate.
Source: Advance RIKO report
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(e) Ease in deposition of compound films.

The cathodic arc originates the plasma discharge from the cathode surface. The arc spot

is typically a few micrometres in size and carries current densities as high as 10 A/ um-2

[18]. The very high current density causes flash evaporation of the source material and

the resulting evaporation consists of electrons, ions, neutral vapor atoms and

microdroplets. The electrons are accelerated toward the cloud of positive ions. The

emissions from the cathode spots are relatively constant over a wide range of arc current

as the cathode spots split into a number of spots. The average current carrier per spot

depends on the nature of the cathode material. It is likely that almost 100% of the

material may be ionized within the cathode spot region [10]. These ions are ejected in a

direction almost perpendicular to both electrodes

It has been suggested that the microdroplets discharge from the cathode surface at angles

up to about 30° above the cathode plane [19]. This emission is due to the very high

temperatures and forces that are present within emission craters. The microdroplet

emission is greater for metals with low boiling points. The microdroplet emission is also

observed to be lower with increased cathode spot velocity and surface contamination.

The presence of a reactive gas in the chamber markedly affects the micro-droplet

emission.

5.3 CO2 reduction with Cu nanoparticles

Now that the benefits of nanoscale fabrication and the basic principle and advantages of

arc plasma deposition have been established, it is important to discuss the background

and literature review of the nanoparticles that were chosen to be arc plasma deposited on

the substrates.

The first choice of the nanoparticle was obvious. Copper (Cu) has been the staple for the

electrochemical reduction of CO2 and is the only established metal that is able to

generate electron-intensive reactions and higher-order carbon products. Therefore, using

the Cu based nanoparticle catalysts allows the number of active low coordination sites

per mass Cu, to increase. As will be discussed many a times in this thesis, the ratio of

edges, corners and planes is important for CO2RR and the use of APD can allow to

enhance such lower coordination sites. In 2014, Reske et al. synthesized spherical Cu

nanoparticles with sizes ranging from 2-15 nm using polymer micelles [20].Methane and



Page 72

ethylene production were decreased relative to the Cu foil on all the nanoparticle sizes.

On the flip side, the selectivity towards CO and H2was relatively increased. These

altered selectivities were enhanced most for the smallest nanoparticle sizes. It was

suggested by the authors that the changes in selectivity were attributed to the low

coordinated sites not being favorable for subsequent hydrogenation steps after CO. The

figurative summary of the results can be seen in figure 5.3. In another study (by

Manthiram et al.) it was reported that hydrogenation rates for CO had increased for Cu

nanoparticles dispersion of about 23 nm and a 67% faradaic efficiency (FE) was

registered for methane production [21]. The nanoparticles in the study by Manthiram et al.

were synthesized by colloidal methods and dispersed on glassy carbon. There were other

similar studies that suggested the difference in performance of Cu nanoparticles was

because of the difference in dispersion of Cu. Another report [22] studied the effect of the

size of Cu nanocatalysts by using 24-63 nm of Cu nanocubes synthesized using colloidal

methods. Nanocubes displayed greater current density than similarly sized spheres. The

44 nm nanocubes displayed the highest faradaic efficiency towards the CO2 reduction

reaction and had the highest selectivity towards products such as CH4 and C2H4which

required electron-intensive reactions. It was speculated by the researchers that this was a

result of the ratio between edge, plane and corner sites being more favorable on cubes

than on spheres. They had suggested that the edge sites are more favorable for CO

adsorption and stabilization while planar sites are also required for increasing the

formation of hydrocarbons.

For decreasing the HER on Cu nanoparticles, it has been suggested to place the them on a

substrate or support, doped with nitrogen. A study by Song et al. had deposited 39 nm Cu

nanoparticles on N-doped graphene spikes [23]. At -1.2V vs RHE in 0.1 M KHCO3, the

Cu nanoparticles gave a 63% Faradaic efficiency towards CH3CH2OH. DFT suggests that

the N-doped graphene possesses an increased affinity for binding oxygenated carbon

compounds. It was proposed that the substrate support coordinates with the Cu surface in

adsorbing intermediates, particularly oxygenated C2 species, making the production of

CH3CH2OH more feasible. Thus, the nature of the substrate material also plays a key role

in the performance during CO2RR. It was our speculation that the characteristics of APD

technique could allow deposition of low coordinated Cu nanoparticles.
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5.4 CO2 Reduction onAu nanoparticles

Despite being a noble metal, Gold (Au) is an effective electrocatalyst for the reduction of

CO2 to CO. The use of Au was initially reported by Hori et. al. in 1987 as a CO2

electroreduction catalyst [24]. The study had employed Au electrode in 0.5 M KHCO3

electrolyte. CO, H2 and CHOO-were observed as products, with faradaic efficiencies of

92%, 9% and 1% respectively at -0.98V vs NHE. Since it is difficult to hydrogenate CO2

to any other product than CO on Au metals, it was our hypothesis that co-deposition of

Cu nanoparticles along with Au could help to generate a composite reduction mechanism.

Au nanoparticles have recently become an interesting area of study. In 2012, Kauffman et

al. synthesized Au25 nanoparticles for use as CO2 reduction catalysts [25]. Au25
nanoparticles consist of a Au13 core surrounded by a shell consisting of 12 Au atoms and

18 phenylethanethiol molecules held together by the S groups of the thiols. When

employed in CO2RR as catalyst in 0.1 M KHCO3, the onset potential was shifted

positively by 200-300 mV compared to bulk Au and generated carbon-monoxide at

faradaic efficiencies of approximately 100%. These improvements are attributed to the

inherent negative charge of the Au25 nanoparticle and the unique structure. The size and

Fig. 5.3 FE for different products on different sizes of Cu NPs [20]
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structural effects of Au nanoparticles on CO2 reduction have been noted by other groups

as well. The size of the nanoparticles play a critical role and their impact have been

observed by Mistry et al. [26] and Zhu et al. [27] who had reported that CO yields

increased on nanoparticles possessing more low coordination sites such as edges and

corners. Having synthesized and tested 4, 6, 8 and 10 nm spherical Au nanoparticles, Zhu

et al. reported that the maximum CO selectivity occurs at 8 nm due to an optimal ratio of

edge and corner active sites. It was also concluded that NPs with sizes below 2.7 nm will

begin to display finite size effects. The results can be seen in figure 5.4. [27]. The ratio of

edge and corner sites was also studied in detail by Zhu et al. in another study employing

Au nanowires [28]. By increasing the amount of reactive edge sites, nanowires were able

to reduce CO2 to CO at up to 95% faradaic efficiency and at greater current densities than

the previous 8 nm nanoparticle Au. Figure 5.5 provides the calculations for the ratio

between different sites.

Fig 5.4 CO partial current density (top left) and faradaic efficiency (top right) on
Au nanoparticles. [27]
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Other structural effects were noted by Chen et al. [29] who had synthesized

nanostructured Au for CO2 reduction. By oxidizing Au foil in H2SO4 using square wave

voltammetry, oxidized electrodes with roughed surfaces were prepared as catalysts. Once

under reductive potential, the oxide was quickly reduced, leaving a nanostructured Au

layer. The nanostructured Au was able to produce CO at 100% faradaic efficiency while

the overpotentials were 200 mV more positive than Au foils. Similarly, concave rhombic

dodecahedral Au catalysts synthesized by Lee et al. [30] showed improvements as a

result of nanoparticle structure. Under a reducing potential in 0.5 M KHCO3 electrolyte,

concave rhombic dodecahedral catalysts reached up to 93% Faradaic efficiency to CO,

and shifted the onset potential for CO2 reduction by 230 mV anodically compared to

polycrystalline Au foil. The improvements were attributed to the high index facets

available on the concave rhombic dodecahedron surface.

5.5. Co-deposition of copper and gold nanoparticles on FTO substrate

In this study, Cu and Au nanoparticles were deposited on the conductive glass material

that of fluorine doped tin oxide (FTO). It was our contention that APD technique would

be able to deposit highly dispersed and uniform nanoparticles of metallic states, which

would exhibit high catalytic activities because of their lower coordinate sites. As earlier

Fig. 5.5 Calculations assuming perfect cuboctahedra show the
ratio between different active sites [27]
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discussed in section 5.2, APD is also useful because the process allows simultaneous

deposition of Cu and Au nanoparticles, which may get implanted on to the substrate. The

unique catalytic properties associated with implantation of bimetals [31] was based on

the idea that the structure and reactivity and selectivity of certain metal nanoparticles can

be promoted by the other metal elements.

Fluorine doped tin oxide (FTO) was chosen as the substrate material because of its

conductivity as well as its disordered glass structure which can potentially allow unique

reaction centers. The deposition of copper and gold nanoparticles, in principle can yield a

composite reaction mechanism in which the CO2 reductions can take place on multiple

sites. The reduction of CO2 using Au electrode can primarily only generate CO and since

CO is known to be an intermediate specie for carbon intensive products, it can act as a

feedstock for Cu nanoparticles [32-33]. We had theorized that CO generated during

CO2RR at Au can be utilized by the neighboring Cu nanoparticles, helping to reduce the

number of steps for generating carbon intensive products at Cu hence raising faradaic

efficiency during CO2RR. Another reason for using FTO was based on the reports that

using oxide based supports for the nanoparticles can alter properties of nanoparticles and

aid in the CO2 reduction reaction via synergistic effects. As already discussed before in

section 5.2, the structure of the substrate support can play a key role in CO2RR.

The descriptive design reflecting the theorized electrode structure is shown in figure 5.6

and 5.7 (top and side view, respectively) along with the mechanism in figure 5.8.

Fig 5.6 Side view of the theorized APD electrode structure
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Fluorine-doped tin oxide (FTO) was prepared through mixed quantities of SnO2 and SnF2.

These FTO substrates were commercially procured from Sigma Aldrich vendor after

which the samples were sent to Advance Riko Inc for deposition of nanoparticles (NP).

Cu and Au NPs were deposited on FTO by arc discharge of metallic Cu and metallic Au

cathodes, respectively. All the depositions were carried out under vacuum (at 10-3 Pa) at

room temperature. The number of arc discharge pulses (N) was 150 shots, the

capacitance of the condenser (C) was 1080 mF, and the voltage for arc discharge (V) was

134 V for Cu and 142 V for Au. In this study, it was observed after the XPS analysis that

the difference in arc discharge resulted in deposition of relatively smaller Au NPs and

Fig 5.8 A possible composite CO2RR for carbon intensive
products on the catalytic surface of the electrode.

Fig. 5.7 Top view of the theorized APD electrode structure
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bigger Cu NPs. Home-made H-type leak-tight electrochemical cells were used for CO2

reduction, with 100 cm3 volume and 70 ml of electrolyte.

Ag/AgCl reference electrode was employed while platinum was used as the counter

electrode. 0.5 M KHCO3 with a pH of 8.60 was used in the cathode and anode electrolyte,

which dropped to 7.20 pH in the cathode half-cell after the CO2 purging. The pH changes

were not observed during the experiment.

In order to gauge the activity of the electrodes for CO2RR, a comparative IV response

was measured by using the same electrode in CO2-saturated and Ar-saturated electrolyte,

which is shown in figure 5.9. Enhanced current density was observed in CO2-saturated

electrolyte, which reflected CO2RR activity.

The result of the CO2RR experiments are produced in figure 5.10 in which hydrogen

remained the dominant product along with formic acid and CO. The formic acid FE was

around 21% at the onset of CO2RR at 1150 mV vs SHE and peaked at around 60% at

1300 mV after which it slid down again to almost zero at 1800 mV vs SHE. The minor

product from CO2RR was CO production which remained below 10% however in

experiments employing only the control FTO substrate as the electrode, CO remained the

only product from CO2RR while hydrogen production continued as a parasitic product.

The difference between CO and HCOOH is suggested to originate from the difference of

intermediate specie, that of COOH and OCHO, respectively [34]. Chemically the

Fig. 5.9 IV response of APD samples in CO2 and Ar saturated
electrolyte
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intermediate species contain the same elements however local pH alterations and

overpotentials have been speculated to determine the outcome of the product. [35]

During the initial experiments, it was observed that a reddish-brown layer used to appear

after the application of cathodic potential, which was indicative of surface deterioration

and which increased with more negative cathodic potentials. However, after about 6

experiments, it was observed that no further substrate deterioration took place and

substrate surface stability was achieved. The Scanning Electron Microscope (SEM)

images in fig 5.11 shows the difference in surface between pristine and stabilized

electrodes. The FTO glass film on pristine electrode had initially undergone deterioration

after repeated experiments. The degeneration of surface partially disintegrates the thin

film on the glass structure and the reddish-brown color suggests that it is SnO2, which is

subsequently cleaned off after the experiment.

Fig. 5.10 Faradaic efficiency against negative cathodic potential for pristine APD electrode
(left) and control samples (Pristine FTO)(right)
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It was important to gauge the impact of this surface disintegration on the deposited metal

NPs as well as the surface of the FTO substrate. XPS analysis was conducted on pristine

and stabilized electrode surfaces to analyze the comparative differences. Figure 5.12

shows the comparative peak intensities for Au where the clearly identifiable Au presence

in pristine electrode had been reduced to no detectable Au peak in stabilized electrode.

This represented that its atomic concentration was less than the detection limit. In figure

5.13, Cu was more clearly observed which reflected that the size of implanted Cu NPs

was larger than Au and so implantation was more anchored into the surface.

Fig. 5.11 SEM images for pristine APD electrode (left) and stabilized APD electrode (right)

Fig. 5.12 XPS analysis comparison for Au element in pristine and stabilized
electrode
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Table 5.1 Comparative XPS analysis for pristine and stabilized electrodes

Carbon Oxygen Copper Gold Tin Fluorine Silicon

Atomic
Conc. for
Pristine

electrode /
%

74.60 19.9 2.20 1.40 1.90
Below
detection
limit

Below
detection
limit

Atomic
Conc. for
stabilized
electrode /

%

61.1 28.4 2.0
Below

Detection
Limit

2.7 4.2 1.6

Table 5.1 shows the comparative analysis of the relative atomic concentrations of the

surface elements. The atomic concentration of implanted Cu remained stable however the

Au concentration decreased to below the detection limit. The erosion of SnO2 meant that

the presence of Sn would decrease and this can be seen in the relative increase of fluorine

to tin in the stabilized electrode. Since the FTO substrate is a combination of

polycrystalline SnO2 and SnF2, in which SnO2 is usually the dominant entity [36], we

speculate that the absence of detectable fluorine in the pristine electrode reflects that

SnF2 was not present within the nanometer range depth resolution of XPS and the top

few nanometers of FTO is primarily composed of SnO2.

Fig. 5.13 XPS analysis comparison for Cu element in pristine and stabilized
electrode
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Carbon contamination on the surface (from the APD fabrication process) also decreased

after the deterioration of the surface. Since the reaction centers for CO2RR are suggested

to be on the metal NPs and the surface continued to be conductive, the relative changes

of Sn, O, F should not present a major drawback for CO2 reduction. Post-stabilization,

silicon was also observed after XPS analysis with an atomic concentration of about 1.6 %,

which had originated from slight exposure of the underlying SiO2 substrate beneath FTO,

after degradation. This also explains the relative increase of oxygen, seen in the stabilized

phase. The non-conductive silicon oxide substrate does not play any role in CO2RR and

the very small concentration of Si on the surface shows that the exposed substrate area

was very small and cannot cause any meaningful decrease in the conductive electrode

area to the electrolyte.

The impact of this electro-deterioration on the faradaic yields for the stabilized electrode

can be seen in figure 5.14 for both the stabilized APD electrode as well as control FTO

electrode.

The product selectivity and faradaic difference of the stabilized electrode to the control

electrode remained constant. In the stabilized phase, there was no visible physical

difference in between the APD and control samples, since the atomic concentration and

size of the implanted NPs was small. Formic acid was observed in control FTO substrate

as well however the FE remained lower than that of APD electrode. The origin of formic

Fig. 5.14 Faradaic efficiency against negative cathodic potential for stabilized APD electrode
(left) and control electrode (stabilized FTO)(right)
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acid in the control sample is suggested to be from the SnO2 in the disintegrated surface,

which as reported in previous studies [37] does produce formic acid in CO2RR

experiments. FTO substrates are considered chemically inert and mechanically hard in

ambient conditions however the flow of electrons in the liquid electrolyte partially

disintegrates the surface structure upon which the exposure of sub-surface SnO2 also

takes place, increasing the surface area exposure to the electrolyte and hence facilitating

formic acid production.

In the next phase of the study, the FTO substrate was replaced with a metal alloy so that

the substrate surface remains intact and does not affect and change the response during

the CO2RR. In and Sn, individually, are well known electrocatalysts for CO2 reduction to

formic acid however limited work has been carried out on their alloy structure. Sn has

been reported to promote tin oxide production in alloy structures which helps in

enhancing current density and conductivity in mixed metal systems compared to pure

phases of constituent metals [38-39]. Indium metal has also been reported [40] to have

enhanced activity in the presence of oxide at the interface and thus it was our contention

that the introduction of Sn within In would allow chemical coupling [41] and improve

faradaic efficiency and production rate for formate production.

5.6. CO2 reduction onAlloys

In metals, the selectivity of the product in CO2 reduction is usually determined by the

strength of the bond between the metal and the carbon species, CO2 or adsorbed CO

[42-43]. Metals that do not form a strong M-C bond with CO2 favor formate because the

poor binding strength does not mediate the dissociation of the C-O bond at the catalyst

surface. When metals first reduce CO2 into CO at the surface, the bonding strength with

CO determines product selectivity. Metals that weakly bind to CO produce

carbon-monoxide selectively because carbon-monoxide can be discharged from the

surface before any more reduction steps. Metals that bind to CO too strongly produce few

CO2 reduction products because the CO bound metal sites become inaccessible for

further CO2 catalysis and thus HER takes over. The intermediate binding energy between

carbon-monoxide and the surface of copper metal is the reason why the formation of

reduced products increases. Although many different metals and morphologies have been

tested for CO2 electrocatalysis over the last several decades, relatively limited attention
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has been made on the study of alloys. The use of a combination of metals as an alloy is a

promising method to tailor the geometric and electric environments of active sites. The

parameter space for discovering new alloys for CO2 electrocatalysis is particularly large

because of the myriad products that can be formed during CO2 reduction [44]. Figure

5.15 gives an overview of the propensity for various products formed from CO2

reduction. The black represents metals only while orange represent the alloy structures.

Use of alloys can also help to address many of the challenges that persist in metals . One

such problem is high selectivity toward CO while another is the production of HCOOH

being confined to expensive noble metal catalysts that are typically associated with low

current densities. Additionally, metals are plagued with poor selectivity and tunability for

the formation of CxHy products. As discussed, overcoming these limitations requires

consideration of both the electronic and geometric structures of catalytic surfaces. Alloys

made up of mixed metals offer the opportunity to modulate the catalyst surface structure

and chemical environment to affect the relative binding of different reaction

intermediates.

It is our contention that alloys can provide a handle to tune catalyst selectivity and

activity that has not been extensively explored in the study of CO2 electrocatalysis. The

Fig. 5.15 Relationship between the primary product formed and delta-HCO

for Metal (black) and alloy (orange) CO2electrocatalysts [44]
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first study on the topic is a 1991 report by Watanabe et. al.,[45], who surveyed a series of

bimetallic alloys of Cu with various metals (Pb, Zn, Cd, and Ag) through electroplating

techniques. It was demonstrated that catalyst behavior seems to deviate from the scaling

relation such that the a linear superposition of activities for the constituent metals was not

observed. The ability for alloys to deviate from the scaling relation can be attributed to: 1)

the electronic effect, which alters the binding of intermediates by changing the surface

composition, and 2) the geometric effect, which alters the local atomic arrangement at the

active sites [44]. The various types and orientations of the alloys or mixed-metal systems

are shown in fig. 5.16.

Thus, it can be stated with reasonable certainty that the alloy structures have the potential

to achieve high product tunability and selectivity in the field of CO2 electroreduction

catalysis. Results from alloy compositions tested for various CO2 reduction products (in

comparison to their pure metal counterparts) have highlighted the potential of using

mixed-metal systems to create unique properties and motivate further exploration into

mixed-metal compositions that increase product selectivity.

Examples include study by Li et. al. [46], who had developed different methodologies to

fabricate alloy catalysts and had reported copper–indium alloys as appealing alternative

to Au for CO production. The study had used oxide-derived Cu (OD-Cu) electrodes,

where Cu foil was annealed in air prior to electrochemical reduction. Takanabe et. al. had

also produced copper–indium alloy samples with relatively large surface areas [47]. The

Cu-In electrodes in [47] were prepared by electrochemical reduction of OD-Cu in a

two-electrode system by using a solution containing 0.05 m InSO4 and 0.4 m citric acid.

The electrochemically reduced OD-Cu surface was enriched with indium to a thickness

Fig 5.16 Schematic illustration of various metal mixing patterns (top) and
geometric structures of alloy electrocatalysts (bottom) [44]
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of about 3 nm to form a Cu11In9 bimetallic alloy. At potential of 0.7 V vs. RHE, this

cathode had reduced CO2 to CO with a faradaic efficiency of about 95 %. DFT

calculations suggested that In was preferentially located at the edge sites and that the

electronic structure of the Cu sites had remained intact. However, the adsorption

properties of neighboring Cu sites apparently are perturbed by the presence of In, which

hinder HER but accelerate desorption of CO from Cu to enhance CO evolution. Another

study for the Cu-In alloy reported fabrication of electrode by directly reducing the

starting material, CuInO2 [48]. NaInO2 was mixed with CuCl in a 1:1 molar ratio and

heated at 673 K for 12 h under N2. The powders were then coated on a carbon cloth and

reduced electrochemically in 0.1 M KHCO3 saturated with CO2 to form different phases

containing: Cu11In9, Cu7In3 and Cu. Such electrodes, constituting of heterostructure,

showed fardaic efficiency of 70% and 20%, for CO and H2 respectively.

Another attention drawing metal-mix system has been of Cu with Sn which has also been

reported to cause higher CO formation. Takanabe et. al. had employed a similar method

described earlier for preparing Cu-In alloys to electrodeposit Sn into OD-Cu [49]. The

concentration of Sn in the alloy was controlled by the total charge passed during the

electrodeposition process. The study reported that a catalyst with Sn electrodeposited at

0.3 C/cm2 could result in faradaic efficiency towards formic acid of more than 90 %. The

current density was 1.0 mA/cm2 while the potential was -0.6 V vs. RHE. On the other

hand, the monometallic Cu and Sn surfaces had not selectively reduced CO2 to CO, and

in fact the Cu-Sn bimetallic alloys generated a surface that inhibited adsorbed H*,

resulting in a higher fardaic efficiency towards CO.

Now a discussion on some previous studies reporting the use of Cu-Au combination

based alloy will be made since it was this combination of catalysts that was used for our

APD study. The Cu-Au combination has previously been studied as a means of

integrating the strong CO2 reduction activity observed for Au with the unique

intermediate binding strength of Cu. Both metals are also characterized by FCC packing

structures and therefore easily form solid solutions regardless of stoichiometry.

Furthermore, CO desorption is more kinetically favorable at an Au surface than at an Cu

surface, whereas the presence of adsorbed CO on Cu promotes the desorption of CO on

Au. Another study had reportedly found that Cu-Au alloys suppress HER and enhance

CO evolution. Stoichiometric amounts of each metal (i.e., Au50Cu50) performed best for

CO production [46]. Yang et. al. [50] had carried out a detailed survey of Au-Cu

bimetallic nanoparticles (NPs) in which they fabricated monolayers of the NPs on glassy

carbon substrates. The reduction selectivity for CO2 was ascertained as a function of
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composition. By increasing the amount of Au relative to Cu, the partial current density

towards CO evolution was enhanced until the ratio of Au to Cu reached 3:1. The

selectivity of hydrocarbon formation by Cu was compromised by the presence of Au. An

XPS analysis of the surface valence band spectra for these co-deposited NP monolayers

showed that the d band and the centre-of-gravity position was gradually reduced in

energy as the metal content shifted from pure Cu to pure Au. The shift demonstrated the

tendency that binding with adsorbates is weakened by the occupancy of anti-bonding

states. The intermediate stabilization and through it the chemical product profiles, can be

varied by changing the composition of Cu-Au bimetallic structures. An interesting

observation in this paper was that even though the band structures of pure Au metal and

CuAu3 are almost identical, but their product selectivities still varied significantly,

indicating that selectivity is linked to the geometric arrangements of metal atoms and that

electronic structure should not be considered exclusively.
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5.7 CO2 reduction on In-Sn alloy substrate with arc plasma deposited
Cu, Au and co-deposited Cu-Au

Since an extensive discussion has been made on the significance of alloys, it would be

pertinent to begin with the rationale behind using this particular alloy structure i.e. of In

and Sn. As can be seen in figure 5.15, both metals produce formic acid however their

mixed metal system has not been extensively studied. It is certainly possible (as

suggested before) that the mixing of systems could enhance the fardaic yields of formic

acid as a product of CO2 reduction. The generation of formic acid has the advantage of a

higher relative profitability index compared to all other major products obtained from

CO2 reduction. The profitability index is a term defined by the ratio of economic value to

the required number of electrical energy per mole of products [51]. It is extensively used

in agricultural, chemical and textile industries which in turn contributes to its high market

value and wide use [52-53]. The formic acid market has maintained linear growth over

the past few years, and the global production of formic acid is expected to reach 760 000

ton in 2019 [54].

This is the also reason that value analyses conducted by certain industrial bodies have

also determined that the reduction of CO2 to formic acid is most likely to be profitable

compared to its competitors that produce methanol, CO, and long‐chain hydrocarbons

[55]. Additionally formic acid is gaining emergence an excellent source of fuel for a fuel

cell [56]. Formic acid is a useful energy‐storage medium, storing 4.35 wt % hydrogen.

Thermodynamically, formate and hydrogen are oxidized at similar potentials indicating

that formate itself is a viable energy source [57]. The 2 electron chemical reduction also

bypasses the extensive energy input required to overcome kinetic barriers of activating

multi‐electron transfer.

As discussed before, metals which do not form a strong M-C bond with CO2, favor

formate production but are usually prone to issues such as lower current densities that

cause lower formation rates. The standard potential for the reduction of CO2 to formic

acid (CO2+ 2H++2e- →HCOOH) is - 0.62 V versus the standard hydrogen electrode

(SHE). But usually an overpotential of up to 1 V is required to drive the reaction at

reasonable rates. Since some studies mentioned in section 5.3 and 5.4 report bringing

down the overpotentials due to nanoparticle deposition, we prepared samples deposited

with nanoparticles (NP) of Cu, Au and co-deposited Cu-Au, on In-Sn electrode so that a

comparative analysis could be reported.
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In this regard, we carried the same hypothesis as represented in figures 5.6 and 5.7, that

the deposition of copper and gold nanoparticles, in principle, would yield a composite

reaction mechanism in which the CO2 reductions would take place on multiple sites. The

reduction of CO2 using Au [39] can primarily only generate CO and, since CO is known

to be an intermediate specie [40] for carbon-intensive products, it could act as a feedstock

for electrocatalysis of CO2 at Cu NPs.

As discussed in section 5.5, our study of using bimettalic deposition on FTO substrate

had shown improved faradaic yields of formic acid. Using a more stable metal alloy

based substrate in this part of our study was our attempt to compare the results of using

different electrode structures. Furthermore, this study could clarify the exact role of each

constituent metal NP since it cannot be certain that whether the composite mechanism

was indeed taking place because of co-deposition.

The In-Sn alloy sheet was procured from the Sigma Aldrich vendor after which the

samples were sent to Advance Riko Inc for deposition of nanoparticles (NP). The In:Sn

ratio was determined to be 10:1, after XPS analysis. The Cu and Au nanoparticles were

deposited on In-Sn substrate by arc discharge of metallic Cu and metallic Au cathodes,

respectively. All the depositions were carried out under vacuum (at 10-3 Pa) at room

temperature. The number of arc discharge pulses (N) was 150 shots, the capacitance of

the condenser (C) was 1080 mF, and the voltage for arc discharge (V) was 134 V for Cu

and 142 V for Au, with the size of nanoparticles determined by the company to be 30 nm

and 2 nm, respectively. The deposition conditions remained the same for Cu and Au

during co-deposition and individual deposition.

Ag/AgCl reference electrode was employed while platinum was used as the counter

electrode. 0.1 M KHCO3 with a pH of 8.60 was used in the cathode and anode electrolyte.

The electrolyte was purged with CO2 gas for 25 min prior to experiment. The value of pH

dropped to 6.90 in the cathode half-cell after the CO2 purging. Electrochemical

experiments were performed using Solartron 1280C potentiostat while a stir bar was used

within the electrochemical cell. Electrodes were prepared by affixing a copper wire to the

substrate. The X-ray photoelectron spectroscopy (XPS) was conducted by Mg X-ray

source in ULVAC-PHI 1600C to analyze the atomic concentration and impact of the

electrochemical experiments on the working electrode structure.
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5.7.1 In-Sn control sample

The control sample of In-Sn was tested first and reflected decent faradaic efficiency

towards CO2 reduction as can be seen in figure 5.17. During the CO2RR experiments, the

control electrode produced formic acid and CO.The faradaic efficiency towards formic

acid from the starting cathodic potential of -1.5V vs SHE was fairly decent at about 45 %.

The current density at about 5.2 mA/cm2 resulted in a production rate of formic acid of

around 50 μmol-cm-2 hr-1. With the cathodic potential becoming more negative, the FE

increased to 48 % and at -1.8 V vs SHE to 57.1 %, which was the highest FE registered

for formic acid on this electrode.

Fig. 5.17 Faradaic efficiency against negative cathodic potential for In-Sn control
sample
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In terms of the stability of the samples, figure 5.18 can clearly show that the metal alloy

had not witnessed any deterioration (in contrast to the observation with FTO). The

current density had remained constant despite repeated use at the same potential.

After CO2RR, the control samples showed production of formic acid and CO as a result

of the CO2 reduction.The faradaic efficiency towards formic acid nominally increased

with increasing negative potential but the CO formation remained small. With shift

towards the negative potential from -1.5 V to -1.7 V vs SHE, the current density

increased and so did the formation rates for formic acid however between -1.8 V and -2 V,

the formation of formic acid took a down turn showing that hydrogen evolution had

increased. The figures showing the formation rates for formic acid and hydrogen will be

shown in in section 5.7.5.

The XPS analysis in table 5.2 was conducted for the samples to see if there was any

major difference between used and unused control samples. The ‘used’ sample is defined

as an electrode on which multiple experiments have taken place and a total of at least 100

C have passed. Potassium was observed and the source of which was the 0.1 M

electrolyte that had been reduced at the electrode during the reduction experiments. XPS

analysis had showed that the reduced K could easily be removed by the chemical

cleansing of the samples after the experiments.

Fig 5.18 No relative current deterioration of the In-Sn sample showed that it
was reasonably stable, unlike the FTO substrate.
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Table 5.2 Comparative XPS analysis for used and unused In-Sn control electrodes

Carbon Oxygen Indium Tin

Atomic Conc. for
unsused electrode / % 37.45 34.69 25.38 2.48

Atomic Conc. for used
electrode / % 47.22 33.46 17.60 1.73

5.7.2 In-Sn sample deposited with Cu only

The sample deposited only with Cu NPs enhanced the faradaic efficiency towards formic

acid from the starting cathodic potential of -1.5V vs SHE, but only marginally (compared

to the control electrode). The current density at about 7 mA/cm2 was relatively higher as

compared to the control electrode and hence the production rate of formic acid was

increased from 50 μmol-cm-2 hr-1 to about 59.2 μmol-cm-2 hr-1. This trend was further

enhanced as the FE increased to 61.7 % and than peaking at 71.3% at -1.7 V vs SHE and

can be seen in figure 5.19. The formation rate also naturally increased, reaching about

240 μmol-cm-2 hr-1 -1.7 V vs SHE. After this point, the faradaic efficiency (FE) for

formic acid began to decrease while the HER started to proceed faster.

The formation rate for formic acid continued to increase since more negative potential

meant that the current density was increasing as well. At a current density of almost 40

mA/cm2, the formation rate for formic acid increased to a high of 382 μmol-cm-2 hr-1

however the FE for the same product had decreased to a low of 53.3%. This showed that

Cu plays a crucial role in increasing the yield of formic acid and does not change the

selectivity of the products since the products as a result of CO2RR continued to remain

CO and HCOOH.
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Table 5.3 Comparative XPS analysis for used and unused Cu-based In-Sn electrodes

Carbon Oxygen Copper Indium Tin Potassium

Atomic Conc.
for unsused
electrode / %

52.54 27.83 13.96 5.00 0.67 N/A

Atomic Conc.
for used

electrode / %
41.57 32.00 1.19 22.58 1.93 0.74

The In-Sn alloy as already shown in section 5.7.1. is stable which had confirmed that

compared to FTO, In-Sn alloy was a more appropriate alternative substrate. The stability

of the Cu nanoparticles was the next important aspect. The XPS analysis of the elemental

surface signal is shown in table 5.3 while the comparative XPS peak for Cu (between

used and unused electrode) is shown in figure 5.20.

Fig 5.19 Faradaic efficiency against negative cathodic potential for Cu-only APD
electrode
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Assuming typical values for the electron attenuation length of the photoelectrons, the

XPS analysis depth (from which 95% of the measured signal originates) ranged between

5 and 10 nm for a flat surface. Since the actual emission angle is ill-defined for rough

surfaces (ranging from 0°to 90°) the sampling depth may range from approximately 0 to

10 nm. The loss of Cu content means that that Cu aggregation sites have been lost.

It was important to check the impact of this loss since the experiments had been

conducted in a linear fashion starting from the less negative cathodic potential to the

more negative potentials. Figure 5.21 shows the impact of this copper loss on the faradaic

efficiency of the formic acid.

Fig 5.20 XPS analysis comparison for Cu element in used and unused electrode
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The results in figure 5.21 showed that the faradaic efficiency had indeed been affected by

the loss of the copper nanoparticles. The faradaic efficiency on the same potentials had

decreased after the coulomb passage of 160 C. In order to check the stability of a new

sample at potentials up to -1.7 V vs SHE, applied cathodic potential range was confined

to -1.5 to -1.7 V vs SHE. The total coulomb passage had been standardized at 160 C. The

results showed some interesting behavior. The FE continued to remain high at 69.2 %

even after a passage of 160 coulombs, which showed that the electrode was not affected

by the surface intensity of the Cu nanoparticles but perhaps by the current density of the

samples. It had been seen previously with the FTO substrate that the impact of increased

current density had a negative impact and so therefore, it can be deduced that decrease in

current density does indeed impact the structures of the electrodes however the exact

mechanism of such an effect is not yet clear. More discussion in the relative difference

will be made in section 5.7.5

Fig. 5.21 FE comparison for Cu element in used and unused electrode
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5.7.3 In-Sn co-deposited with Cu-Au

The sample co-deposited with Cu and Au, showed a nominally better response than the

control sample at -1.7V vs SHE (as can be seen in fig 5.22). The faradaic efficiency (FE)

towards formic acid remained low at -1.5 V because of the parasitic activity of the Au

NPs. We contend that since the size of Au NPs was only around 2 nm and since the onset

potential of Au is lower than that of Cu, at less negative potentials it was the Au that

played a dominant role and reduced the protons into hydrogen instead of enhancing

CO2RR. As the cathodic potential became more negative, the CO2RR activity on the Cu

NPs started to become more dominant. This is perhaps the reason why the formic acid

generation started to enhance and the FE towards formic acid increased to about 61%,

which was higher than the FE for formic acid on In-Sn electrode at similar cathodic

potential. The products from CO2RR, for the co-deposited samples continued to remain

formic acid and CO. The faradaic efficiency towards formic acid from the starting

cathodic potential of -1.5V vs SHE was only 14% while the current density remained

higher than the Cu-deposited sample at less negative potentials. The current density for

the co-deposited sample at - 1.5 V vs SHE was about 9 mA/cm2 with a nominal

production rate of formic acid of around 22 μmol-cm-2 hr-1. As the cathodic potential

became more negative, the production rate increased and reached 178 μmol-cm-2 hr-1 at

-1.7 V vs SHE showing that the formic acid generation has been enhanced due to the

activity of Cu NPs.

Fig 5.22 Faradaic efficiency against negative cathodic potential for co-deposited
APD electrode



Page 97

The surface content on the copper (figure 5.23) had decreased after repetitive application

of cathodic potentials and the response was similar to what was seen in the previous

section (samples deposited exclusively with Cu). The decrease in content is attributed to

the increase in current density, which has an adverse impact on the deposited NPs. These

results however do show that the part of the Cu NPs remain intact on the surface. Since

the size of the particles was determined to be 30 nm by the company, it is suggested that

only partial erosion of the NPs took place and the implanted portion of the NPs continued

to exist on the surface. Since the XPS resolution is confined to no more than 10 nm, the

partial erosion of NPs allow higher volume of substrate surface to be measured during

the measurement, and hence cause the relative intensity of Cu NPs to decrease in relation

to the In and Sn content. The comparative table for elemental surface intensity is shown

in table 5.4.

The surface intensity of the Au NPs suffered from a similar decrease however since the

size of the Au NP was determined to be 2 nm, the erosion was more stark in comparison

to copper since the Au NPs were smaller in size and hence the implanted portion was also

smaller. The role of Au NPs would be discussed further in the section 5.7.5. The relative

surface intensities for Au in the pristine and used co-deposited sample is shown in figure

5.24 while the comparative elemental intensities can be seen in table 5.4.

Fig 5.23 XPS analysis comparison for Cu element in used and unused electrode
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Table 5.4 Comparative XPS analysis for used and unused co-deposited electrodes

Carbon Oxygen Copper Gold Indium Tin Potassium

Atomic
Conc. for
unsused

electrode / %

52.07 26.73 0.59 0.12 17.09 3.40 N/A

Atomic
Conc. for
used

electrode / %

62.03 27.30 0.19 0.08 6.16 0.54 3.71

Fig. 5.24 XPS analysis comparison for Au element in used and unused electrode



Page 99

5.7.4 In-Sn deposited with Au only

Au-deposited In-Sn performed the poorest among all the comparable electrodes. The CO

production did not experience any substantial increase in FE. The FE towards formic acid

on the Au-deposited electrode was low at the onset but gradually increased with more

negative cathodic potential, peaking at about 52.4 % at -1.7 V vs SHE and than falling

back to 30.4% at -2 V vs SHE. Compared to the In-Sn control electrode, the FE towards

formic acid on Au-only sample remained low for the entire potential range. Hydrogen

evolution remained the dominant reaction and thus explains the relative decrease in

CO2RR.

The current density was the highest for Au-deposited samples and this is characteristic of

electrodes active towards HER. The current density at the onset of the potential was 8.5

mA/cm2, highest among the comparative electrode structures and increased with more

negative cathodic potential. The current density reached 48 mA/cm2 at a potential of -2 V

vs SHE and majority of the passing charges were consumed by the H2 production. The

FE graph for the experiments is shown in figure 5.25.

Fig. 5.25 Faradaic efficiency against negative cathodic potential for Cu-only APD
electrode
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Table 5.5 Comparative XPS analysis for used and unused Au-deposited In-Sn electrodes

Carbon Oxygen Gold Indium Tin Potassium

Atomic Conc.
for unsused
electrode / %

43.43 9.97 41.40 4.82 0.38 N/A

Atomic Conc.
for used

electrode / %
45.33 29.06 1.69 18.38 1.51 4.03

The relative intensities of Au in the pristine and used electrodes is shown in figure 5.26.

The figure reflects the erosion of NPs after application of cathodic potential. The Au

deposition decreased in line with the results in previous section. As discussed in section

5.4, the size of the NP was around 2 nm which meant that it was not possible to be well

implanted onto the surface and the erosion was easier. The relative surface intensity of

Au peak after the application of negative cathodic potentials between -1.5 V to - 2 V vs

SHE was measured to be only 1.69% in comparison to the surface intensity on the

pristine electrode. The relative elemental intensities is shown in table 5.5.

Fig 5.26 XPS analysis comparison for Au element in used and unused electrode
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5.7.5 Comparative analysis

The comparative analysis of the faradaic efficiency (FE) towards formic acid can be seen

in figure 5.27. The standard redox potential for formic acid is -0.62 V vs SHE at a pH of

6.90 but an overpotential of 880 mV (at -1.5 V vs SHE) was required to obtain a

production rate of almost 50 μmol-cm-2 hr-1with FE of about 45% on the control In-Sn

electrode. At -1.4 V vs SHE or an overpotenital of about 780 mV, the faradaic conversion

dropped to about 30% with a very nominal production rate of 15.9 μmol-cm-2 hr-1.

Therefore the potential range had been chosen in order to ensure better comparative

difference in results from the various electrode structures.

The CO2RR products remained unchanged during experiments between all the

comparative electrodes since only formic acid and CO were observed along with the

HER evolution. Compared to the control electrode, the electrode co-deposited with Cu

and Au registered an improvement in FE as well as formation rates during CO2RR with

the maximum reduction of CO2 occurring at -1.7 V vs SHE. The FE for formic acid was

around 61% while CO continued to be produced as a minor product. In addition to the FE

enhancement, the current density also registered an increase which indicated that NP

deposition was playing a role in the increase of CO2RR activity. The CO production

remained similar to control electrode and this lack of CO improvement reflected that Au

presence was not contributing in the reduction of CO2 to CO and thus explains why there

was no apparent composite reaction mechanism or production of higher order carbon

products. In order to better understand the individual role of Au and Cu NPs in CO2RR

on In-Sn electrode, Au-deposited In-Sn electrode (Au-only) and Cu-deposited In-Sn

Fig 5.27 Comparative faradaic efficiency towards formic acid for different electrode
structures
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electrode (Cu-only) had been tested for CO2RR. The results showed that the products

remained unchanged with formic acid being the dominant product from CO2 reduction

while CO remained the minor product.

Compared to the In-Sn control electrode, the FE towards formic acid on Au-only sample

remained low for the entire potential range. Hydrogen continued to be the dominant

product which confirmed that Au-deposited electrode had a higher propensity for HER

over CO2RR. The best results, as seen in figure 5.27, were observed with the In-Sn

electrode deposited only with Cu NPs. The best performing FE towards formic acid of

71.3% was observed on -1.7 V vs SHE which meant a significant enhancement from the

54.6% observed at the same potential in the In-Sn control electrode while hydrogen

production had been suppressed.

The formation rates is an important consideration during CO2RR and the formation rates

of formic acid can be seen in figure 5.28. The formation rate of formic acid on the control

electrode remained lowest among all the electrode structures reflecting that NP

deposition had a significant impact on the CO2RR activity. The co-deposited saple

figured lower than the electrodes with single-metal NP deposition. This showed that a

competing reaction was taking place between the Cu and Au NPs at the various applied

cathodic potentials. The production trend of formic acid on Cu-deposited electrode

(Cu-only), was the best and about 240 μmol-cm-2 hr-1 at -1.7 V vs SHE while the formic

Fig. 5.28 Comparative formation rates for formic acid on different
electrodes structures vs potential
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acid production rate on Au-deposited electrode (Au-only), at the same potential, was 261

μmol-cm-2 hr-1. The relative trend for formic acid on Cu-only continued to improve with

increasing the applied negative potentials, reflecting that Cu NPs was contributing

towards CO2 reduction while on the control electrode, the trend for CO2RR started to

decrease at more negative potentials. This obviously showed that Cu implantation is very

important for enhancing the activity of the substrate. The In-Sn alloy with Cu-only NPs

deposition demonstrated formic acid formation rate of 382 μmol-cm-2 hr-1 at -2 V vs SHE

while for the Au-only sample, the formic acid formation rate at the same potential slowed

down to 265 μmol-cm-2 hr-1 because of the increase in HER.

The relative trend of product selectivity between the different electrodes is best

represented in figure 5.29 which shows the partial current density towards formic acid,

hydrogen and CO for all the different electrodes at -1.7V vs SHE.

It can be seen that the current density for In-Sn control electrode was the lowest among

the comparative electrodes. The co-deposition of Cu and Au on In-Sn (Co-deposited)

increased the current density significantly as the partial current density towards formic

acid (JHCOOH) increased from 5.9 mA/cm2 to 9.7 mA/cm2 while partial current density

towards HER (JH) also registered an increase from 4.1 mA/cm2 to 6.8 mA/cm2. This

meant that both type of reactions, CO2RR and HER were enhanced with the hybrid

deposition. Compared to the control electrode, for the Au-only electrode, the JHCOOH

Fig. 5.29 Comparative partial current density of CO2RR products for
different electrodes at -1.7 V vs SHE
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increased to 13.9 mA/cm2 and JH to 11.8 mA/cm2 while the JHCOOH on Cu-only electrodes

increased to 12.7 mA/cm2 but the JH decreased to 3.8 mA/cm2. This clearly reflects that

Cu presence was enhancing CO2RR and suppressing HER and explains the significantly

improved results for FE as well as formation rates on Cu-only electrode. Thus the

improvement in CO2RR by Co-deposited electrode can be attributed to the presence of

Cu NPs. The exclusive presence of Cu nanoparticles enhanced CO2RR and suppressed

HER at the same time, leading to the significant improvement in both FE and the

formation rates for formic acid. Thus, we can deduce that the coexistence of Cu and Au

nanoparticles on the Co-deposited electrode lead to a competing reaction between

CO2RR on Cu and HER on Au. This resulted in a mixed performance for Co-deposited

electrode since increased Au activity at less negative potentials caused a preferential shift

towards hydrogen generation while enhanced Cu activity at more negative potentials

helped to improve the CO2RR in comparison to the control electrode at those potentials.

The increase of total current density observed in Au-deposited samples was a result of

HER on Au NPs. It has been previously reported that Au NPs of less than 5 nm size tend

to favor hydrogen evolution over CO evolution during CO2RR and the response is

characterized by higher current density [58]. The tendency for increased HER on Au NPs

has been suggested via water reduction pathway where water reduces to H+ and OH- ions

and than subsequently H+ is reduced to hydrogen gas [59].

The potential dependency in the results is characteristic of CO2RR [60-62] since

favorable reaction energetics and sufficient surface coverage of intermediate species is

dependent on the applied potential relative to the standard redox potentials.
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The hydrogen generation trend can be seen from fig 5.30 where it is apparent that the

HER on Cu-only electrode was similar to In-Sn control electrode. The presence of Cu

NPs clearly limited the hydrogen production from the onset potential for CO2RR. This

suppressed trend is consistent with the increase of formic acid generation and there was a

reverse relationship between H2 and formic acid generation. The hydrogen production

increased substantially at more negative cathodic potentials where the coverage of the H+

ions on the cathode starts to saturate the active sites and hence decrease the reduction of

carbondioxide. Au NPs as discussed before, was increasing the HER and this is clearly

reflected in the comparative trend in fig 5.30. The hydrogen generation rate on

co-deposited electrode initially was in the same range to the Au-only sample which is

attributed to the Au presence on the co-deposited electrode. However it is our contention

that the Cu presence on the co-deposited electrode played the main role in the relatively

smaller increase of hydrogen production between -1.8 V to -2 V vs SHE. Fig 5.28 can

help to understand this suppressed increase in hydrogen generation because the Cu

presence had been shown to increase the formic acid production even at more negative

cathodic potential of -2 V vs SHE. This showed that implanted Cu NPs helps to retain the

activity towards CO2RR despite the competing HER evolution especially at more

negative cathodic potentials.

Fig. 5.30 Comparative formation rates for hydrogen on different
electrodes structures vs potential
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It is important to clarify the mechanism by which Cu presence is able to enhance the

CO2RR activity. Some insights into the mechanism of formic acid production on copper

have been shown in theoretical calculations by Nørskov et al., [63-64] where it is

suggested that a formate pathway (F-intermediated pathway, eqn (1-3)) [65] on copper

surfaces, allows selective formation of formic acid only. The asterisk below represents an

active site or a specie bound to the surface site.

CO2 + H+(aq) + e- + *→ HCOO* (F intermediate) (1)

HCOO* + H+(aq) + e- → HCOOH* (2)

HCOOH* → HCOOH + * (3)

A recent DFT study [66] helps to explain the increase in faradaic efficiency of formic

acid due to the deposition of Cu. The study reports that that the solid–liquid interface has

significant impact on the catalysis process. It suggests that Cu can influence the reaction

pathway in a way that decreases the energy barriers for formic acid production. The

factors that impact the formic acid production on Cu were determined to be the oxidation

states of H and OH ions and the availability of the water molecules around available

surface sites.

This report provides support to the mechanism suggested by Nørskov et al. [63-64] that

formic acid production may had followed the F-intermediate pathway. The possible

decrease in barrier energies by Cu presence is suggested to be the cause for the increase

in formic acid FE while the product type from CO2RR had remained unchanged.

Fig. 5.31 XPS peaks for Cu-only samples; pristine (blue), operated for
160 C between -1.5 to -1.7 V vs SHE (red), for 160 C between -1.5 V to
-2V vs SHE (black)
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The XPS analysis for In-Sn electrodes deposited with Cu-only (figure 5.31), showed a

decrease in the intensity of Cu NPs after the electrochemical experiments. The XPS

analysis depth (from which 95% of the measured signal originates) ranges between 5 and

10 nm for a flat surface. Since the actual emission angle is ill-defined for rough surfaces

(ranging from 0°to 90°) the sampling depth may range from approximately 0 to 10 nm.

Figure 5.31 shows the Cu 2p spectra for the pristine sample (blue), the sample

experimented at a potential range between -1.5 to -2.0 V vs SHE with total coulomb

passage of 160 C (black), and the sample experimented at a potential range between -1.5

to -1.7 V vs SHE with a total coulomb passage of 160 C (red). The charges were

calculated from the total current generated from the sample at fixed potentials. The

decrease in intensity is likely associated with the decrease in sites that accommodate Cu

aggregation. Figure 5.32 shows the comparative difference between the two used samples

which reflects that the application of more negative potential and hence higher current

density did have an impact on the stability of the Cu aggregation sites. During the course

of each individual experiment, the fluctuation of current was negligible which reflected

that the electrode structure remained stable indicating that impact on NP stability

occurred immediately after the conclusion of experiment, during the open circuit position,

which has been observed previously in an in-situ study on Cu catalysts [67].

The decrease in surface Cu content, however, does not necessarily reduce the faradaic

efficiency. For sample tested between potential range of -1.5 to -1.7 V vs SHE for 160 C,

Fig 5.32Magnified version of figure 4 to compare XPS
spectrum for used Cu-only samples; samples operated for
160 C between -1.5 to -1.7 V vs SHE (red), for 160 C between
-1.5 V to -2V vs SHE (black)
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continued to exhibit formic acid FE of 69.2% at -1.7 V vs SHE. On the other hand, the

Cu-deposited sample tested initially between a range of -1.5 to -2 V vs SHE for 160 C,

when re-tested at the potential of -1.7 V vs SHE, showed formic acid FE of less than 60

%, compared to 71.3% registered previously at -1.7 V vs SHE, which meant that the

current density (40 mA/cm2) at -2 V vs SHE not only decreased the Cu content but also

affected the local electrode structure. It has been reported by Gupta et. al. [65] that Cu

based nano-catalysts continue to show high FE towards formic acid despite a decrease in

surface Cu nanoparticles. The paper had suggested that surface area decrease of Cu NPs

is not the primary factor in activity for formic acid production during CO2RR and that

other factors play a crucial role in reduction of CO2. This is also confirmed in other

studies [68-70] that the product selectivity, faradaic efficiency and current density during

CO2RR is determined by many other factors including morphology, phase, structural

defects, local and surface pH, electrolyte molarity, chemical coupling between

constituent metals etc.

It is our contention that APD technique allows the NPs to be anchored into the surface

which plays a critical role in the orientation of those NPs. Partial submersion of Cu NPs

into the surface is suggested to allow an increase in the number of low coordination sites

and low index facets (edges, defects, and corners) of Cu surface. The increase of such

sites has been reported to impact and aid the CO2RR by either allowing more

electron-intensive products [71-72] or as suggested earlier, decrease barrier kinetics for

2-electron products thereby increasing faradaic yields. The XPS results suggests that

portions of NPs remained intact on the surface, assisting in CO2RR. A comparative

analysis of the In-Sn-based study with some of the latest reported studies on formic acid

production is presented in table 5.6.
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5.6 Summary

1. Arc Plasma Deposition technique was employed to implant Cu and Au NPs on FTO

and In-Sn substrates, respectively.

2. FTO was used as the substrate material in the first part of the study.and the

electrochemical CO2RR experiments showed formic acid generation with FE as high as

60% while CO was observed as a secondary product.

3. XPS spectroscopy confirmed the atomic concentration and presence of the NPs

deposition.

4. Pristine FTO was used as control electrodes and produced only CO as a result of

CO2RR.

5. Surface degradation of FTO substrate was a parasitic result from the application of

negative cathodic potential in bicarbonate electrolyte however the surface reached an

equilibrium state after which no visible disintegration was observed.

Table 5.6 Comparison of this study with some of the recent papers reporting production of formic
acid.

Electrode Faradaic Efficiency / % Potential / V Current Density
(mA/cm2)

Ref.

Cu-deposited In-Sn 71.3 -1.28 vs RHE 17.1 This
work

Sulfur-doped
Indium

85 -0.98 vs RHE 58 [73]

Ag76Sn24 80 -0.8V vs RHE 19.7 [74]

Heat treated Sn
dendrite

55.6 -1.06 vs RHE 11.1 [75]

SnO2 nanowires 80 -0.8 vs RHE 6.0 [76]

Increased Surface
Area Bi

92 -1.5 vs SCE 3.75 [77]

Cu-Sn electrode 91.7 -1.4V vs SCE 1.0 [78]
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6. The control FTO electrode started to produce formic acid in the electrode-stabilization

phase however the FE towards formic acid in stabilized APD electrodes continued in

relatively much higher yields.

7. In the second phase of study, different electrode structures employing In-Sn alloy as

substrate were used. Exclusive deposition of Cu and Au along with co-deposited Cu-Au

were compared for CO2RR.

8. The results reflect that arc plasma deposited Cu NPs were by far the most effective to

enhance the faradaic efficiency and formation rate for formic acid.

9. The highest faradaic efficiency of 71.3% towards formic acid with formation rate of

240 μmol-cm-2 hr-1with Cu-deposited In-Sn, at a potential of -1.7 V vs SHE, is reported.

10. The products obtained as a result of CO2RR remained unchanged between the

various electrode structures and formic acid was the dominant product followed by CO

and parasitic hydrogen.

11. The deposition of Cu NPs by the use of APD technique can be an innovative way to

enhance faradaic efficiency and production rates from the electrochemical reduction of

CO2.

Author’s note:Work in this chapter have been published in the Advances in
Nanoscience and Nanotechnology
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CHAPTER 6

Sulfide-based chalcogenide
material -

Germanium-Sulfide-Indium
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Although metal-based electrodes, as shown in previous chapters, can offer decent

faradaic efficiency and selectivity, it is also important to focus on the use of new

materials that are abundantly available in foreseeable future. This approach could help to

ensure elemental sustainability for long-term commercial use of CO2 reduction. Figure

6.1 shows that chalcogenide materials are one such class of materials that are most

abundant in nature. This long-term sustainability of the materials as well as the cost of

the electrode fabrication are extremely important factors for the practical realization of

systems that can reduce CO2 to useful end-products for long-term use. This research

report will employ the use of glasses as electrode materials. Such glass materials are

easier to fabricate on an industrial scale and therefore, apart from the long-term

availability of materials can also allow cheaper prices.

Transition metals chalcogenides have started to attract attention due to their

electrochemical properties and therefore we decided to use the amorphous glass phase of

such sulphide-based materials since they have never previously been used. This approach

led a shift of our focus from the metals to the use of germanium-indium-sulfide

amorphous glass structures for the electrochemical reduction of CO2

Fig. 6.1 Future outlook for the elemental sustainability and availability of the elements
[1]
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6.1 Chalcogenides background

Chalcogenide glasses are based on the chalcogen elements O, S, Se, and Te and are

formed by the addition of other elements such as Ge, As, Sb, Ga, etc. They are

low-phonon-energy materials and are generally transparent from the visible up to the

infrared region. These glasses can also be doped with rare earth elements, such as Er, Nd,

Pr, etc., and hence numerous applications of active optical devices have been proposed.

The chalcogenide glasses can transmit in the IR and thereby have been extensively used

for applications in the civil, medical, and military areas. Certain passive applications

have also utilized chalcogenide fibers as a light conduit from one location to another

point without changing the optical properties (other than those due to scattering,

absorption, and reflection) [2]. A diagrametic representation of chalcogenide applications

is shown in figure 6.2. Chalcogenide glasses are also optically nonlinear and thus have

been used for all-optical switching (AOS) [3]. The sensitivity towards electromagnetic

radiation reflected in chalcogenide glass structures have resulted in a variety of

photo-induced effects as a result of illumination. Various models [4] have been put

forward to explain these effects, which can be used to understand their role in the

photoelectrochemical reduction of CO2.

Fig. 6.2 Applications of chalcogenides [4]
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6.2 Structure, fabrication and band-gap

Chalcogenide solids can be characterized by strong interactions between the constituent

particles and exist in an ordered (crystalline) state or in a disordered (noncrystalline) state.

The ordered state of a chalcogenide is limited to only a few structural forms while a

disordered material is neither unique nor clearly defined. The chalcogenide glass

structures are considered amorphous materials but there is also a short-range order (SRO)

that may exist in such structures [5]. In an SRO, the first and second nearest-neighbor

coordination shells are well-defined and atoms from the third coordination sphere start to

become uncorrelated with those in the first one. Therefore the limit of short- and

medium-range order is confined to the first 3–4 inter-atomic distances [6]. The result of

short range is the appearance of fluctuations in angles and distances between the bonds.

In terms of CO2 reduction, it was our contention that these limited ordered structures

could translate into small areas where electron transfer could be localized and hence act

as centers to transfer electrons and possibly aid in the production of carbon intensive

end-products. Chalcogenide gasses with such ideal noncrystalline network are prepared

by different thermal treatments which lead to such kinds of noncrystalline arrangements

of atoms. Melt quenching method is the most common method, shown in figure 6.3. To

fabricate such glass composition, the respective weighed quantities of germanium,

indium and sulfur were vacuumed in quartz ampoules and heated to the temperature of

the melting point of sulfur. The synthesis is carried out under a gradual temperature

increase in a rocking furnace. The temperatures of the furnace range between 900 K up to

1600 K. The ampoules are then held for upto 8 hours and then cooled in air.

Fig. 6.3Melt quenching method and common cooling rate to fabricate glass
structures of different properties and applications [4]
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Other methods of fabrication have been the solution method or also known as low

temperature wet method, physical vapor deposition by thermal or electron beam.

Sputtering or Pulse Laser Deposition has also been reported to produce thin films of such

materials. As mentioned before, the structure of such glasses are not described by means

of a continuous random network and so materials like As2S3, GeS2 , and GeSe2 can be

locally layer-like, while pure S and Se are chain like. However, there is considerable

flexibility of the structure as a result of the weak van der Waal’s bonding between layers

or chains [7], so that changes in the structure can be relatively easily accommodated.

Chalcogenide glasses can be characterized as being variously covalent, metallic, and

ionic. The magnitude of the band gap is 1–3 eV depending on the composition and the

band gap increases in the series Te→ Se→ S. Electrical conduction in many

chalcogenide glasses is governed by holes. Accordingly, these glasses can be regarded as

amorphous semiconductors. However, in a glass containing large amounts of Te, the band

gap decreases (1 eV), and the metallic character increases. Moreover, in glasses such as

Ag–As(Ge)–S, the coordination number of S is demonstrated to be 3–4 [21], and ionic

conduction of Ag+ (metal material) governs the electrical conductivity. So these glasses

can be considered as ionic glasses or ion-conducting amorphous semiconductors.

For this study, samples of chalcogenide glasses with the general formula

(1-x)GeS1.5-(x)In were prepared. Indium concentration was x= 0.01, 0.1, 0.4, 0.5, 0.6,

0.12. As mentioned before, the melt quenching method was used to fabricate such glass

composition. The respective weighed quantities of germanium, indium and sulfur were

vacuumed in quartz ampoules and heated to the temperature of the melting point of sulfur.

The synthesis was carried out under a gradual temperature increase in a rocking furnace

up to 1100 K; the ampoules were then held for 8 h and then cooled in air.

Electrodes were prepared by affixing a copper wire to an indium contact on the bulk

surface. The exposed portion of the copper wire was also covered with indium using a

solder. Indium contact acts as a schotkey contact between the metal and semiconductor

for a smooth flow of electrons across the barrier. Bulk amorphous Ge-S-In samles were

analyzed for its chemical composition using EDX spectroscopy. Oxygen content was

observed within the sample, which may had been introduced during the furnace process,

a common disadvantage of melt quenching fabrication process.
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6.3 Electrochemistry of chalchogens

Because of their multiple oxidation states, the chalcogens, particularly sulfur, can engage

in numerous redox couples participating in acid–base, oxidation–reduction, precipitation,

and complexation equilibria [8].

In the anion electrochemical series, sulfur, being the less noble element compared to its

heavier congeners, occupies an intermediate position between iodine and selenium [(+)F,

Cl, Br, I, S, Se, Te(–)]. Selenium, regarded as a metalloid, is a relatively noble element.

Tellurium is rather an amphoteric element: it can enter into solution in the form of both

cations and anions [9-10]. The redox band for some of the common chalcogendies is

shown in figure 6.4.

Fig. 6.4 The redox band for some of the common semiconducting chalcogenides [11]
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6.4 Chalcogenides for CO2 reduction

In CO2 reduction studies, CdS and ZnS have been the most extensively studied

chalcogenides because of their earth abundance [12-15]. As mentioned previously, the

plethora of photo-induced properties means that such chalcogenides have predominantly

been employed as photocatalytic systems for CO2 reduction. CdS has a bandgap of 2.4 eV,

which potentially results in better visible light absorption compared to many other oxide

based photocatalysts. The comparative range of bandgaps for different chalcogenide

materials has already been shown in figure 6.4.

The conduction and valence band positions need to be thermodynamically favorable for

such CO2 reduction related photocatalytic application. Another important aspect is the

separation and transfer of photogenerated electron–hole pairs within the material and it

needs to be efficient as well as resistant to the photocorrosion effect.

CdS has been reported as inefficient and so its use has become limited. However in

comparison, ZnS is mostly inert in corrosive environment and has the optimum band

structures as well however its wide bandgap energy (3.6 eV) results in poor visible light

absorption.

In addition to single transition metal oxides and common chalcogenides, the

photocatalytic properties of complex metal oxides and chalcogenides (e.g., binary and

ternary metal compounds), nitrides, carbides and phosphides have been extensively

reported [16-18]. CdTe, with a band gap of 1.5 eV, has also been widely studied for

photo-induced CO2 reduction due to the availability of its p-type form. Bockris et al. had

reported that CO2 can be reduced to CO on a p-CdTe photocathode in a 0.1 M

tetrabutylammonium tetrafluoroborate (TBAF)/MeCN solution [19]. A Faradaic

efficiency of 60% in the potential range of −0.9 to −2.4 V vs Ag/AgCl was reported.

Another chalcogenide ZnTe, which was formed onto a Zn/ZnO nanowire substrate, has

demonstrated stable photocatalytic activity toward the reduction of CO2 to CO [20].

ZnTe possesses a 2.26 eV bandgap and a conduction band position located at 1.63 V vs

RHE at pH 7.5, which is more negative than the standard reduction potentials of the

common CO2 reduction reactions. The as-prepared ZnO/ZnTe core−shell nanowires

exhibited p-type conductivity and great photoresponse. At −0.7 V vs RHE at pH 7.5 in

0.5 M KHCO3 solution, the system reduced CO2 to CO with a 22.9% faradaic efficiency

[21]. Chalcogenides in the form of two-dimensional (2D) planar structures have also

been suggested to be promising for photocatalytic applications and the large surface area

of 2D planar nanostructures naturally provide more available active sites for catalytic
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redox reactions with surface absorbed species [22-24]. Recently, MoS2 has also gained

popularity as efficient catalysts for hydrogen evolution, oxygen reduction, and

hydrodesulfurization [25-26].

6.5 Germanium-Sulfide-Indium

Transition metal chalcogenides have received significant attention in their

photoelectrochemical application. Most of the chalcogenides investigated with respect to

CO2 reduction have been metal sulfides. At present, there is a consensus that the catalytic

activity in sulfides originate mainly from the unsaturated S atoms along its edges.

Increasing the number of exposed active sites on the edges and improving the electrical

conduction are effective ways to enhance the electrocatalytic efficiency [26]. Therefore,

we decided to use sufide-based material for the study. Furthermore, the use of

post-transition metal chalcogenide glass structures has never been reported. The glass

structure allows for structural defects to exist on the surface that can potentially act as

reaction centers for CO2-reduction. Furthermore, the low mobility of chalcogenide glass

structures can also assist to accumulate electrons along such defect sites, possibly

catalyzing multiple-electron reduction processes. Another interesting feature is the

semiconducting nature of of the chalcogenide glasses which can potentially mean that the

electrons within such a matrix can only flow in the conduction band or valence band. It

can be theorized that the flow of electrons at fixed band levels can have an impact on the

selectivity of the CO2 reduction. Indium metal has already been extensively used for

electrochemical conversion of CO2 into formic acid while the sulfide atoms have shown

to increase the catalytic activity, In an attempt to combine such qualities,

germanium-sulfide-indium was chosen as the heterogenous electrode material for the

electrochemical reduction of CO2. Indium metal has been the staple for electrochemical

conversion of CO2 into formic acid [27-28] while the sulfide atoms can be utilized to

increase the catalytic activity as has been observed in previous studies [29-30].

6.5.1 Current generated under light and dark conditions

The Ge-In-S samples exhibited no noticeable photo-induced current, The photo-response

of the samples was measured by excitation spectroscopy to observe the excitation

response in room temperature however the samples did not exhibit any reaction to the
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blue laser light (corresponding to its band gap potential), possibly due to the amorpohous

nature of the structure. In non-crystalline structures [31-32], the recombination rate has

been observed to be high which causes the photo-response of such samples to suffer.

The affect of light irradiation at 100 mW/cm2 (1.5 Solar AM) was studied for different

concentrations of indium content but no impact was registered, in agreement with the

observation of excitation spectroscopy. The sample with 2 % indium concentration did

show some difference but we decided to follow the path of electrochemical reduction.

Electrolyte used for the measurements was 0.5 M KHCO3. Table 6.1 shows the

concentration of indium in the sample along with the current measured. The results and

characterization of each of the samples follow after the table.

6.5.2 (0.98)GeS1.5 - (0.02)In

The IV characteristics of the sample is given below in figure 6.5. The relative response

showed a nominal difference between the inert argon saturated electrolyte and CO2

saturated electrolyte.

Table 6.1 Comparative current density for samples under light and dark conditions

Indium Concentration
(%)

Currenr density under
light irradiation

(mA/cm2)

Current density under
dark conditions

(mA/cm2)

2 4.43 2.1

4 1.14 3.1

5 0.94 0.92

6 0.05 0.07

12 0.98 0.97
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Table 6.2 shows the faradaic efficiency during the CO2 reduction experiments. The

products from such experiments at different potentials continued to be hydrogen and CO

and where hydrogen remained dominant. In experiments conducted at Nakanishi Lab,

Osaka University, methane was detected in these experiments however it was never

reproduced. The current density remained low for the duration of experiments and the

highest FE for CO was observed at a potential of -1.45 V but since the current density

was low, the product formation remained low. All the electrochemical experiment were

conducted for a duration of 60 minutes and an average value for FE was recorded.

Fig 6.5 The IV response in CO2 and inert electrolyte

Table 6.2 FE for the sample at different potentials along with current density

Faradaic efficiency (%)

Potential (V)
(vs Ag/AgCl)

Current
Density
(mA/cm2)

CO H2

- 1.45 0.27 30.42 48.79

- 1.70 0.44 - 109

- 2.0 3.0 5.3 87.94

- 2.2 5.1 5.96 86.40

Cyclic (-1 to -2.5) 54.77 43.70
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EDX measurement:

The characterization of the amorphous Ge-S-In chalcogenide glass was carried out for all

the samples using EDX spectroscopy [33-36], which has an analysis depth of upto 2 μm.

The elemental table for the sample with indium concentration of 2% is shown in table 6.3

while the EDX images is shown in figure 6.6. Oxygen poisoning was seen, which is a

common occurrence during furnace fabrication processes. Sulfur deficiencies were also

observed in all the samples and is considered to be characteristically particular to most of

the amorphous chalcogenide glasses [37].

Table 6.3 Elemental analysis of the bulk samples by EDX

Element Weight % Atomic % Error%

Oxygen 1.35 4.13 0.37

Sulfur 35.58 54.38 0.18

Germanium 58.69 39.62 0.24

Indium 4.38 1.87 0.74

100.00 100.00

IMG1 200 µm

Ge L 200 µm

O K 200 µm

In L 200 µm

S K 200 µm

Fig 6.6 EDX images of the sample showing presence of the individual elements in the
sample with 2% indium concentration
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6.5.3 (0.96)GeS1.5 - (0.04)In

The IV characteristics of the sample is given below in figure 6.7. The relative response

showed a distinct difference between the inert argon-saturated and CO2-saturated

electrolytes.

The product selectivity remained similar to the previous sample however the IV

difference between CO2-saturated and Ar-saturated electrolytes was stark. This meant

that the reduction current in the CO2-saturated electrolyte was higher than that in the inert

saturated electrolyte. Thus, Hydrogen Evolution Reaction (HER) was taking place in the

argon environment but the competing reaction of CO2RR was taking place in the

CO2-saturated electrolyte which was significantly increasing the reduction current in

comparison to the current in inert electrolyte. Experiments conducted both at the

Nishigali lab, Osaka University and in our own lab, initially showed the detection of

methane gas. This product obtained after an 8-electron reduction process is considered to

be a useful product for commercial purposes. The methane FE was calculated between

29% to as high as 40%. However the continuous usage of the sample failed to reproduce

methane repeatedly and therefore bringing the reliability of the data under question. It

was for this reason that the sample was not further studied extensively. It is our

contention that the sample’s structural attributes were changed on repeated experiments

at high current density ( more than 7 mA/cm2) which caused methane production to cease.

The table showing the faradaic efficiency during the CO2 reduction experiments is shown

Fig. 6.7 The IV response in CO2 and inert electrolyte
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Table 6.5 Elemental analysis of the bulk samples by EDX

Element Weight % Atomic % Error %
Oxygen 3.13 9.42 0.35

Sulfur 34.59 51.88 0.16

Germanium 51.79 34.31 0.24

Indium 10.48 4.39 0.67

100.00 100.00

in table 6.4 followed by the EDX measurement in table 6.5 and EDX image in figure 6.7.

The products that could be obtained repeatedly were CO and hydrogen. All the

electrochemical experiments were conducted for a duration of 50 and 60 minutes and

were repeated multiple times and the average value for FE has been reported.

Characterization:

Table 6.4 FE for the sample at different potentials along with current density

Faradaic efficiency (%)

Potential (V)
(vs Ag/AgCl)

Current
Density
(mA/cm2)

CO H2

- 1.80 0.95 - 103

- 2.0 4.01 40.5 25.7

- 2.2 6.98 29.2 71.6

Cyclic (-1 to -2.5)
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The XPS analysis was also conducted for the unused sample in order to sensitively

measure the surface layer. Any difference between EDX and XPS results might be able to

shed light on the reasoning for the initial detection of methane. It was our contention that

slight changes in the concentration of indium cannot be the reason behind product

selectivity. The local electrode structure could be different but the correct analysis could

only be drawn from a sensitive surface layer analysis. XPS has a resolution of 5-10 nm

but on the other hand, EDX has a depth resolution of up to 2 microns and hence it is

reasonable to expect detection of elements with small signal during XPS, which may not

had been detected during the EDX analysis.

The XPS measurement was done and the surface spectrum is shown in figure 6.8.

Presence of phosphorus was detected which was missed during the EDX analysis. This

phosphorus presence was not detected during the XPS measurement of samples with

different indium concentrations. On the basis of phosphorus detection, we suggest that

this was a surface impurity on the surface of samples with 4% indium concentration, and

could be the reason behind methane production. The erosion of oxide layer from the

surface in the used sample (at high current densities) may had resulted in the erosion of

the phosphorus as well. This erosion could had subsequently caused the methane

evolution to stop. Thus, we speculate that the methane production was a result of

phosphorus doped germanium-sulfur-indium surface layer.

IMG1 200 µm

Ge L 200 µm

O K 200 µm

In L 200 µm

S K 200 µm

Fig. 6.7 EDX images for the sample with Indium concentration. of 4%
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6.5.4 (0.94)GeS1.5 - (0.06)In

The IV characteristics of the sample is shown in figure 6.9. The relative response showed

an opposite trend where the current density between the inert Argon saturated

environment was found to be higher than in the CO2 saturated electrolyte. This meant

that the HER was the dominant reaction and the electrode was more akin to generating

hydrogen.

Fig. 6.9 The IV response in CO2 and inert electrolyte

Fig. 6.8 XPS survey spectra of the sample
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Table 6.7 Elemental analysis of the bulk samples by EDX

Element Weight % Atomic % Error %
Oxygen 2.65 8.37 0.32

Sulfur 32.26 50.74 0.14

Germanium 48.16 33.46 0.21

Indium 16.92 7.43 0.56

100.00 100.00

The sample produced mainly hydrogen as a product and CO was only observed only at

one potential but as with previous samples, discharge of brown layer was witnessed at

very negative potentials. Since chalcogendies are stable in acids while oxides are not, this

layer was suggested to be Indium-oxide. However EDX image from the craters in

samples with concentration of 5% provided a greater testimony to the existence of the

oxide. Table 6.6 shows the the FE towards CO and H2 during CO2RR. The experiments

were conducted for a minimum of 45 minutes. The gas sampling from the IV cycle was

conducted for the duration of 5 cycles. The EDX elemental table can be seen in table 6.7

and the EDX images in figure 6.10.

EDXMeasurement:

Table 6.6 FE for the sample at different potentials along with current density

Faradaic efficiency (%)

Potential (V)
(vs Ag/AgCl)

Current
Density
(mA/cm2)

CO H2

- 1.80 1.80 - 93.94

- 2.0 2.60 - 98.30

- 2.2 5.60 22.4 87.30

Cyclic (-1 to -2.5) 18.4 79.30
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6.5.5 (0.88)GeS1.5 - (0.12)In

The IV characteristics of this sample shown in figure 6.11 and reflected a clear difference

between the inert and CO2 saturated electrolytes.

Table 6.8 FE for the sample at different potentials along with current density

Faradaic efficiency (%)

Potential (V)
(vs Ag/AgCl)

Current
Density
(mA/cm2)

CO H2

- 1.80 1.80 13.9 82.17

- 2.0 1.30 3.89 93.90

- 2.2 3.30 3.44 92.69

Cyclic (-1 to -2.5) 12.9 85.70

IMG1 200 µm

Ge L 200 µm

O K 200 µm

In L 200 µm

S K 200 µm

Fig. 6.10 EDX images for the sample with Indium concentration of 6%
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Despite the high mettalic content, the current density remained low which is suggested to

be again to be from the indium oxide layer formation. The layer can be removed from a

strong oxidizing agent. Concentrated sulfuric acid was used for the treatment however

the current density continued to remained low. The CO production from CO2RR

remained minute as well and hence there was limited interest pursuing further

investigation on the sample. The results are shown in table 6.8. The samples were

experimented for 45 minutes and 60 minutes. EDX analysis was not conducted for this

sample.

6.5.6 (0.95)GeS1.5 - (0.05)In

This sample was found the most promising for the electrochemical reduction of CO2. The

samples were experimented at multiple time duration for up to 80 C. The IV response of

the sample is shown in figure 6.12. We contend that a reason for a better and more stable

electrochemical response has to do with the flatter structure of the sample.

Fig. 6.11 The IV response in CO2 and inert electrolyte
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As seen in all the previous samples, the EDX samples of samples with 5% indium

concentration also showed oxygen content that was introduced during the furnace process.

The photo-response of the samples was measured by excitation spectroscopy to observe

the excitation response in room temperature however the samples did not exhibit any

reaction to the blue laser light (corresponding to its band gap potential), possibly due to

the amorphous nature. As mentioned before, higher recombination rate can cause the

absent photo-respose [31-32]. The elemental composition of the samples is shown in

table 6.9.

EDX measurement:

Table 6.9 Elemental analysis of the bulk samples by EDX

Element Weight % Atomic % Error %

Oxygen 1.57 4.88 0.36

Sulfur 34.72 53.91 0.17

Germanium 53.86 36.94 0.24

Indium 9.86 4.27 0.68

100.00 100.00

Fig 6.12 The IV response in CO2 and inert electrolyte
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The Ge-S-In samples of 5% indium concentration was selected for reporting the

electrochemical reduction of CO2 because of its flatter surface. The IV response of this

sample as previously mentioned, had exhibited a slightly higher current density for CO2

saturated electrolyte at the same negative cathodic potentials, which reflected activity

towards the electrochemical reduction of CO2. The range of cathodic potential was

chosen in light of the region of increased activity from the comparative IV response

between CO2 and Ar (shown in figure 6.12). The FE for all the potentials were plotted in

figure 6.13 showing increased electrochemical reduction of CO2 from -1100 mV to -1700

mV vs SHE.

Highest faradaic efficiency (FE) of CO observed was 15.1 % at -1300 mV vs SHE. The

bulk amorphous glass exhibited no CO2RR at 900 mV vs SHE and the reduction

remained low from 1100 mV at about 7.8% but increased to its maximum at -1300 mV vs

SHE, reducing again to single digits from -1700 mV vs SHE. Hydrogen was the parasitic

product from these experiments.

It was observed that the maximum current density for stable operation of the samples was

5 mA/cm2 after which a brown layer, similar to the previous samples, was observed. The

surface degradation was seen in experiments at cathodic potentials more negative than

-1500 V vs SHE. EDX analysis of the used samples in figure 6.14 showed an overlap of

indium and oxide atoms in structural craters. The origin of such craters lies during the

fabrication process. The overlap was not clearly visible in samples without clear craters.

Fig. 6.13 Faradaic Efficiency against negative cathodic potentials
for bulk samples with 5% Indium concentration in
Germanium-Sulfide-Indium glass electrode:
(1-x)GeS1.5- (x)In where x=5
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We suggest that the EDX image indicates formation of indium oxide, observed as a

brown layer after experiments at potentials more negative than 1500 mV vs SHE.

EDX measurement of the crater was also conducted in order to confirm the theory.

Indium and oxygen content should be higher if our hypothesis is true. The EDX image is

shown in figure 6.15 while the elemental table can be seen in table 6.10. Indium content

as well as the oxygen content was found to be higher in the crater which gave merit to the

hypothesis that indium oxide was eroding off the surface. Carbon content was observed

however this is a common source of surface poisoning. As mention before, the sulfur

deficiencies observed in the samples is characteristic of amorphous chalcogenide glasses

[38].

Fig. 6.14 EDX images of used samples indicating overlap of In and O atoms (red arrows) in
structural craters.
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Table 6.10 Elemental analysis of the surface crater

Element Weight % Atomic % Error%
Oxygen 25.6 35.8 0.21
Sulfur 8.9 5.88 0.14

Germanium 20.86 6.35 0.27
Indium 24.21 8.9 0.55
Carbon 20.42 43.07 0.81

100.00 100.00

As discussed in section 2.6, the reduction of CO2 to carbon could also be the source of

carbon content [39]. This carbon could had subsequently settled into the crater. Thus, it

can be said with reasonable certainty that the nature of surface degradation, can be

accounted as indium oxide, produced after electrochemical reduction at current densities

higher than 5 mA/cm2.

XPS analysis was conducted as well since it has a depth resolution of 5-10 nm, which

helps in analyzing the surface layer and identification of oxidation states and is shown in

figure 6.16. The XPS peaks were assigned [39] using the references available on the

online NIMS database for XPS spectra. The curve-fitted XPS spectra identify the

presence of GeS2 [40] and In2S3 [41] along with In2O3 [42] on the surface. Thus, the

001001

20 µm20 µm20 µm20 µm20 µm

Fig. 6.15 EDX image of the crater. The experimental
analysis showed an increase of Indium content



Page 136

surface layer of the chalcogenide glass structure consisted of sulfides [43] along with

minor presence of In2O3.

The samples were tested for multiple time durations at the best performing potential of

-1300 mV vs SHE. This allowed maximum columbs transfer of 80 C. The extended use

of sample at -1300 mV showed almost constant FE of around 15% for CO production

and can be seen in figure 6.17.

The impedance of the samples was measured to be about 107 ohms (figure 6.18). The

subsequent current seen at the electrode during the experiments were associated to the

Fig 6.16 Fitted XPS spectra of Ge (left) and In (right), indicating that the surface is predominantly made
up of metal sulfides; GeS2 and In2S3 with smaller presence of In2O3.

Fig. 6.17 Faradaic Efficiency of CO at extended use of electrode at
-1300 mV vs SHE
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electrochemical propensity for CO2-reduction and surface activity however the bubble

formation (attributed to active sites) were observed to be dependent on the distance from

the ohmic contact. The lesser the distance, the higher was the onset of bubbles on the

surface.

The attempt to plot the flat-band potential was unsuccessful due to the high resistance.

The next phase of the study involved using the powdered form of the catalysts. The

preparation of the CP-assisted chalcogenide particle electrode was carried out by

crushing the bulk sample into micron size particles in order to study the impact of low

coordination sites that exist in the particle form of the material and allow smaller series

resistance in lateral direction. The change in the surface area has an impact on the

exposure of the Ge-S-In material to the CO2-saturated electrolyte. Carbon paper was used

as the substrate because of its hydrophobic nature. The CP substrate is made up of a

composite of carbon and carbon fibers, allowing not only high conductivity but high

porosity. We speculated that the structural void in CP allows for the loaded catalysts to

form unique and unconventional reaction sites as opposed to those on extremely flat

electrode structures.

Electrodes were prepared by affixing a copper wire to the CP and the exposed portion of

the copper wire was covered with epoxy to avoid any interaction between the electrolyte

and the ohmic contact. For the particle-chalcogenide electrode, the bulk sample was

crushed to micron size particles. A solution was prepared with ethanol as the solvent and

Fig. 6.18 The Z-diagram plot for the sample to gauge the
flat-band potential of the samples
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nafion solution as the adhesive material along with the crushed particles in the ratio

30:5:1, respectively. A 50 μl solution was then drop casted onto 1 cm2 of carbon paper,

which acted as a substrate. Figure 6.19 shows the different stages of the electrode

preparation.

The IV response of the particle-based electrode in CO2-saturated and Ar-saturated

electrolytes is shown in figure 6.20. In comparison to the IV response of bulk-based

electrode (figure 6.12), particle-based electrode reflected higher current density in

CO2-saturated electrolyte, which is an indication of higher CO2RR activity [44] and

confirmed that the change in structural form leads to different IV response.

Fig. 6.19 Preparation of samples from bulk to particle
form.
Electrodes with structure (1-x)GeS1.5- (x)In where x=5.
Germanium-Sulfide-Indium

Fig. 6.20 IV response of the CP-supported
particle electrode in CO2-(red) and Ar-(black) saturated
electrolyte
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Figure 6.21 shows the faradaic efficiency difference between samples with and without

Ge-S-In. CO which was observed in bulk samples was almost non-existent in particle

chalchogens however formic acid with faradaic efficiency of upto 26.1% was observed.

Formic acid was also observed in control samples without the chalcogenide particles

however the maximum FE was 7.1%. The jump in formic acid production can thus be

associated with the presence of the chalcogenide particles while the change between

CO2-reduced products is associated to the structural differences between the bulk and

CP-assisted chalcogenide material.

The extended use of the electrode at -1503 mV vs SHE can be seen in figure 6.22 where

the FE towards formic remained above 25% after a passage of more than 80 C. Increased

surface coverage by H ions and intermediate species during CO2RR experiments have

been reported to impact the evolution of products [45].

Fig. 6.21 Faradaic Efficiency against negative cathodic potential for particle-form samples (left)
and Control samples (without GeS-In paticles)(right)
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The change in product selectivity between bulk-based and particle-based electrodes is

due to the difference in reduction mechanism. This change in mechanism originates from

the difference in local electrode structure and activity, which in turn affects the local

chemical kinetics [46]. The generally agreed first step in the reduction mechanism for

CO2RR [47] is considered to be the formation of radical CO2 at the active sites.

Subsequently, the reduction direction on the bulk-based and particle-based electrodes

take different routes since the binding energies for the intermediate species should differ

on the bulk glass surface and CP-supported particle surface. CO production occurs

primarily through a key carbon-bound intermediate, COOH, while formic production

proceeds through a key oxygen-bound intermediate, OCHO [48]. In view of the products

observed during CO2RR experiments, we theorize that bulk-based electrodes show more

propensity to the carbon-bound intermediate, while the the oxygen-bound intermediate

binds more strongly with the CP-supported particle-based electrode. A proposed

reduction pathway for the materials is presented in figure 6.22.

This difference in specie adsorption due to surface area changes has been previously

studied by Riske et. al and Batista et. al., [49-50] who had shown that the higher density

of low-coordinated sites (corners, steps and kinks) account for higher activity which

changes the proton flux thus causing local pH shifts. Amore recent study [20] had

attempted to go a step further to quantify these proton flux changes within the diffusion

layer and show the impact of such changes in terms of CO2RR activity. The increased

activity due to low coordinate sites corresponded to our observation of higher current

density and higher faradaic yield in particle-based electrode relative to bulk-based

electrode, for the same cathodic potentials. We thus theorize that the increased current

density causes the proton flux towards electrode to be higher, thereby reducing the local

Fig. 6.22 Faradaic efficiency of formic acid at extended use of
CP-supported particle electrode at -1503 mV vs SHE
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pH around particle-based electrodes, hence impacting the product selection during the

experiments.

The presence of formic acid in CP-assisted chalcogenide particles and our speculation of

OCHO as an intermediate step is in agreement with the study by Norskov et. al. [51]

which had concluded that the presence of promoters on electrode surface, facilitate the

production of bidentate intermediates, an intermediate step [48] for formic acid

production. Since CP based control electrode had produced formic with upto 7% FE, we

can speculate that the deposition of chalcogenide particles allow an electrode-promoter

configuration, similar to the one envisioned in [21], which results in the enhancement of

bidentate adsorption and thus increase in formic acid yields. In conclusion, it is our

hypothesis that the structural differences between bulk and particle assisted electrodes,

allows difference in reaction activity and current density which subsequently impact the

local pH and binding energies for key intermediates to the electrode, thus allowing the

change in product selectivity.

Fig. 6.23 Proposed reduction pathway. Bulk samples produce CO while the particle
samples show more propensity for HCOO- production-
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6.6 Summary

1. Electrochemical reduction of CO2RR was conducted using amorphous Ge-S-In

chalcogenide glasses, which has never previously been reported.

2. Ge-S-In chalcogenide glasses were found to be new and active electrode material for

CO2RR.

3. The results showed that the photo-response, characteristic of chalcogenides, was

missing, possibly due to the high recombination rate of amorphous, disordered structure.

4. The sulfide glasses were unstable at high current densities (higher than 5 mA/cm2)

and the position and size of ohmic contact had a significant impact on the current

generation and hence the electrochemistry of this chalcogenide.

5. Methane was detected several times in some of the chalcogenide samples with 4%

indium concentration however its reproducability remained elusive while CO in bulk

form was reliable.

6. XPS measurements showed the presence of phosphorus on the surface layer of

samples with 4 % indium concentration and this may had contributed to the evolution of

methane.

7. Experiments were conducted in bulk and particle form of the material with the

samples having 5 % indium concentration. The difference in structural form yielded

different products. The samples with 5% concentration provided consistent results and

this was mainly due to the flatter structure of the electrode rather than the choice of

indium metal concentration.

8. About 15% faradaic efficiency for CO production was observed in bulk form while

formic acid with up to 26% faradaic efficiency was measured in powder form.

9. The EDX measurement of these electrode materials reflected the erosion of indium

oxide from the surface after CO2RR experiments at high negative potentials. This could

be subsequently removed after cleaning with a strong oxidising agent such as

concentrated sulfuric acid.

10. The curve-fitted XPS measurement detected the presence of GeS2, In2S3 and In2O3

on the surface, which corresponds to the phase diagram of the Ge-S-In glasses.

11. This study helped to shed light on the possibility of using a new class of cheap

materials as possible electrodes for CO2RR and elucidates the factors that can impact

future direction in this field.
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12. Chalcogenide studies have focused primarily on the photoelectrochemical reduction

however these results provide a strong merit for introducing metal in chalcogenide glass

structures for electrochemical reduction of CO2.

13. The activity for CO2 reduction and the change in product selectivity reflects that

further efforts to improve the glass structures can be undertaken to increase the faradaic

efficiency and selectivity of the products.

14. These amorphous glass structures are fabricated by 'Conc. Quenching' Technique,

which is used in industrial scale manufacturing of glasses. Hence the fabrication cost of

such amorphous chalchogenides on commercial scales could be low, which can pave the

way for the production of financially feasible CO2 reduction catalysts on a mass scale.
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CHAPTER 7

Oxide-based chalcogenide
material - Cu2O
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The previous chapter reported the practical usability of chalcogenide sulfide materials

where the electrochemical activity had been observed to be higher in particle form.

Therefore, in our next study we decided to use the same micron-sized powder catalyst but

of a more stable chalcogenide. Figure 6.1 had shown the periodic table for the elemental

sustainability of the materials in future. Oxide-based materials are viable materials in

term of long-term availability and therefore metal-based oxides were chosen since they

have recently been gaining attention for their high selectivity.We decided to employ

Cu-based oxide as copper had been reported to be a good active material for CO2

reduction. This choice allowed us to keep focus on chalcogenide while using copper as

well since it is the most active element for muti-carbon product production. Furthermore,

the electrochemical experiments with micron-size catalyst particles provided insight into

the impact of using particles with low volume to surface area, which has not been

reported previously.

7.1 Introduction to Cuprous Oxide (Cu2O)

Over the past three decades, researchers have evaluated lots of metals as electrodes for

CO2 reduction in aqueous solutions. While these metal electrodes show decent CO2

electroreduction performances, they usually suffer from very high prices, limited

availability, as well as rapid loss of CO2 reduction activity, which seriously hinder their

large-scale practical applications. To address these issues, several naturally abundant

and chemically stable transition-metal oxides have been recently explored as potential

CO2 electroreduction catalysts to replace the expensive and easily deactivated metals [1].

Among these materials, the spinel-type oxide of Cu2O seems to be one of the most

competitive candidates for electrocatalytic CO2 reduction. Cuprous oxide (Cu2O) is one

of the three stable oxide forms of Cu having an oxidation state of +1. The unit cell of

Cu2O exists of 4 Cu atoms and 2 O atoms and has a lattice constant of 4.2696. Cu atoms

are arranged in a face-centered manner while O atoms are arranged in a body-centered

manner. Cu atoms are linearly coordinated to two O atoms while O atoms are

tetrahedrally coordinated to four Cu atoms (see figure 7.1). Cu2O usually crystallizes into

cubes with size ranging from 10 nm to 10,000 nm. It physically exhibits a reddish orange

color [2-3].

Cu2O nanowires and polyhedrons can also be obtained by tailoring the synthesis

condition. There are many review articles which discuss the various techniques applied to

fabricate Cu2O particles and are listed in figure 7.2. [4-5].
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The catalyst used for this study was procured from Sigma Aldrich. They had employed

liquid phase Cu2O synthesis or wet chemical reduction and electrochemical deposition.

In the wet chemical reduction method, Cu2O particles are chemically formed by mixing

Cu2+ precursor salts with reducing agents and other additives e.g. surfactants and

precipitators. NaOH is typically used to precipitate Cu2+ into Cu(OH)2 before adding the

reducing agent to convert Cu(OH)2 to Cu2O [6-9]. The size and morphology of Cu2O is

sensitive to the composition of reagents used which influence the relative growth of (100)

and (111) planes.

In electrochemical reduction, electric current is supplied to simultaneously convert

Cu2+ precursor salts and grow Cu2O on a conducting support substrate. The electroplating

bath typically consists of the Cu2+ precursor salt and chelating agent such as lactic acid.

The pH of the bath is adjusted to alkaline condition by addition of NaOH. Morphology is

controlled by the applied potential, pH and the nature of the growth substrate.

7.2. Cu2O for CO2 reduction

There have been a handful of studies regarding Cu2O as electrocatalyst for CO2

conversion. Most of these reports reported the production methanol as a major CO2

product. In 1991, Frese et. al. [10] was the first to study Cu2O when he demonstrated

direct CO2 reduction to methanol. Different structures of electrode were compared;

anodized Cu foil, thermally air-oxidized Cu, and air-oxidized Cu on oxidized Ti at

various potentials. The highest rates for methanol were observed from anodized Cu. It

Fig. 7.1 Unit cell of Cu2O [4]
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was suggested that binding strength of CO2 and CO on Cu2O active sites had facilitated

hydrogenation of CO to CH3OH.

Another group had followed a similar approach [11] and different methods to oxidize

copper (Cu2O) had been tested. This study had also reported methanol as the major CO2

product with trace amounts of CO. They had compared anodized Cu, thermally

air-oxidized Cu, and electrodeposited Cu2O and showed highest methanol rates and

faradaic efficiency with electrodeposited Cu2O. Potential-dependent methanol formation

from CO2was evaluated between -1.0V and -2.0V (SCE) and it was observed that the

rates had started to decrease after electrolysis for more than 30 minutes and

simultaneously, CH4 formation had started to increase. Cu2O was also concurrently being

reduced and was suggested as the reason for reduction in activity. Although a high

methanol rate was reported on electrodeposited Cu2O but the reproducibility of sample

preparation and the stability of the sample was the bottleneck. The Cu (I) was suggested

to be key to high CH3OH generation. In another study [12], the Cu2O catalyst was

prepared by a chemical reduction synthesis and carbon related substrate was used. Again,

methanol was used and the catalysts were reported to be stable based on cyclic

voltammetry data. However, it was reported in [12] that preparation of different

thicknesses of oxidized Cu by annealing it in air, can produce a host of different products.

The observation was that Cu2O was able to reduce CO2 to CO at less negative potentials

at good production rates, about 20 times better than those reported by Hori for Cu

samples. The products reported included ethane, ethanol but there was no observation of

methane or methanol. It was suggested that the increase in CO faradaic efficiency and

production rate was due to the presence of grain boundaries in increased concentrations.

This had resulted due to the unstable atomic coordination because of the reduction of

Cu2O films.The high number of low coordinated sites is suggested to enhance the

formation of hydrocarbons, particularly ethylene and methane [13].
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Fig. 7.2 Different methods of Cu2O fabrication [4-5]

Terunuma et. al. [14] had found that surfaces containing copper oxide demonstrated

higher activity for hydrocarbon production than metallic Cu. This was suggested to stem

from the higher affinity for Cu metal to the adsorbed oxygen. However, surface of the

Cu2O catalyst has a better ability to adsorb CO compared to the Cu metal, and since CO

is an intermediate for many of the hydrocarbon products, the surface of the product

selectivity could be significantly improved if Cu2O catalyst is used for CO2RR.

Another recent report [15] had suggested that using electrodeposited Cu2O increased the

faradaic efficiency towards C2H4 and production of C2, C3 and C4 products reached over

10%. The authors had suggested that Cu (I) can bind with the intermediate species of

electrochemical reduction of CO2 and this is a critical factor in forming carbon intensive

products [15]. The potential range was between -0.6 V to -1.8 V vs. RHE (-1.2 V to -2.4

V vs. Ag/AgCl) and the carbon intensive products were found to be forming at negative

potentials. The experiments conducted for longer duration showed that C3 and C4

products had decreased linearly to the decrease of oxidation state from from Cu(I) to

Cu(0). The results suggested that product selectivity was directly dependent on the

oxidation number of the Cu specie in the catalyst.

Another study [16] had worked with the electrodeposited Cu2O film and reported

production of C1 and C2 species. Increase in the roughness of Cu2O had shown a larger

current towards CO2RR and hence increased activity. The authors had suggested a

reduction mechanism which shows that the first step was the transfer of electron for
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formation of COOH which then hydrogenates to adsorbed CO and H2O. The intermediate

CO* can than reduce to CH4 or to a C2 product and the C2 product could further reduce

to ethylene or ethanol. As discussed before, the thickness of Cu2O film can increase

current density and this has a direct impact on the selectivity of the C2 products. The

thickness required for production of C2 products was determined to be 1.7-3.6 μm and

the increase of thickness, reduces the faradaic yield for all CO2RR products and increases

hydrogen propensity.

The stability of the Cu2O is also extremely important for the commercial use of CO2RR.

It has been discussed [17] that there can possibly be two methods to ensure the stability.

One method involves preventing the deterioration of the electrode by maintaining the

dispersion of particles and the second method involves employing ways to stop the

poisoning of Cu2O active sites. The study [17] had claimed that the formation of

Cu2O/ZnO inter-mixture allows increased period for Cu2O electrode stability. It was

suggested that the presence of zinc oxide improves the bonding between copper and CO

thus improve the selectivity of the products [18]. Nanowires made from Cu2O nanowire

along with Sn were shown to increase the activity and stability [19]. It was claimed that

the CO2RR activity caused binding between the cuprous oxide and tin and the stability of

the electrode had been improved. This reflected an extremely good product selectivity

which was because of the presence of Sn atom which disrupted the multifold sites on the

Cu2O catalyst. The addition of gold to the cuprous oxide on electrode was able to bring

the overpotential down and increase faradaic yields towards CO to more than 90% [20].

A recent study [21] reported improvement of efficiency towards ethylene (C2H4) by using

Cu2O catalysts grown on graphite sheets functionalized with ionic liquid while CH4 and

C2H6 along with other products were also reported. Novel metal organic framework in

Cu2O-based electrodes have also been reported [22] to improve faradaic efficiency

towards CH4while producing other higher order carbon products. The role between oxide

layer and metal phase and their contribution towards product selectivity in CO2RR has

also been an issue of debate [23-24]. It was demonstrated by Kim et. al. [24] that

electrodeposited Cu2O can aid in the selective formation of C2H4 over CH4 and had

concluded that both the oxide component and metal, play a role in the selective

electroreduction of CO2 toward multi‐carbon products. Previous works have shown that

the product selectivity of Cu2O is dependent upon the morphology and size of the oxide

particles while the formation of Cu0 with O vacancies within these Cu2O particles during

CO2RR is also considered as an important factor in the efficacy of Cu2O as catalysts

[25-26]. It has been suggested [21] that the oxide matrix plays a key role in maintaining
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high performance of oxide-derived Cu0 and that the grain boundaries impacts the product

selectivity during CO2RR.

For this study, we decided to use carbon fiber paper (CP) as the substrate material

because it has proven durability and is perfectly suited for catalyst backing layer and is

an affordable alternative to woven carbon cloth gas diffusion layer materials in fuel cell

applications [27]. The manufacturing process of the CP is by acquiring acrylonitrile by

refining oil and then spinning the acrylonitrile into a yarn. This product is subsequently

heated at extremely high temperature to remove any unwarranted components. The major

properties of carbon paper are its low electrical resistivity, excellent handling, great

strength and negligible electrochemical corrosion. Its specific strength, is usually

calculated by dividing the tensile strength and is determined to be 10 times sturdier than

iron and thus it features high tensile strength and are connected securely by carbon to

make it durable for electrochemical experiments [27]. CP also never rusts and its stability

in extreme conditions makes it a reliable substrate for electrode. The light weight allows

it to be more flexible. The surface porosity in CP structures has been reported to change

both reagent and product transport pathways [28] and these changes in transport

phenomena have shown to increase current density and change product selectivity

[29-30]. The thickness model of CP used in this study was H-0120.

Since most studies have used smaller sizes of Cu2O particles in combination with either

copper metal [31-34] or glassy carbon [22, 35], it was our hypothesis that the use of

larger size of Cu2O particles supported on a structurally porous CP substrate would offer

new product distributions.

The electrodes were prepared by affixing a copper wire to the CP substrate. A solution

was prepared with Ethanol as the solvent and nafion solution as the adhesive material

along with the Cu2O particles in the ratio 30:5:1, respectively. A 50 μl solution was then

drop casted onto 1 cm2 of carbon paper, which acted as a substrate. Figure 7.3 shows the

different phases of the electrode preparation.
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7.3 Results and Discussion for Cu2O catalysts

The SEM images of the Carbon Paper (CP) substrate are shown below for different

resolutions. The images reflect the porous surface structure of carbon fibers on the carbon

substrate which allow for the loaded catalysts to form unique and novel reaction sites that

may otherwise not be possible on flatter substrates. Figures 7.4, 7.5 and 7.6 show the

hydrophobic composite of carbon and carbon fibers reflecting the higher porosity and

enhanced structural rigidity than carbon cloth.

Fig. 7.3. Preparation of Cu2O electrodes

Fig 7.4. Carbon Paper at x100 resolution
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.

The relative response between the CO2 saturated and Ar saturated environment is given

below. The current response was nominal which reflected that although Cu2O was active

towards the electrochemical reduction of CO2, the proton concentration can also be

reduced to hydrogen gas. This reflects that hydrogen would be the competing reaction.

Fig. 7.6 Carbon Paper at x10000 resolution

Fig. 7.5 Carbon Paper at x1000 resolution
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A loading of amount of 1 and 2 mg/cm2 was tested for CO2 electrochemical reduction.

Studies using an of order of magnitude less loading have suggested that the impact of

more loading should result in better faradaic yields for CO2 reduction [6, 36]. The size of

each Cu2O particle in our study was between 1 to 6 μm, that allowed for a different

surface area and orientation to the previously reported studies. Figure 7.8 shows the

Cu2O particle size distribution from EDX analysis.

The relative IV response in CO2 saturated and inert environment showed a nominal

difference in current densities. A stirrer at 300 rpm had been employed to ensure that the

bubble formation did not impact the current densities. It is pertinent to mention that the

exclusion of stirrer can drastically change the IV response. As an example, for loading

amount of 1 mg/cm2, it was reported by Chang et. al. [36] that the current density for

Cu2O on carbon cloth was 6 mA/cm2 at -1.7 V vs SCE and the use of stirrer had not been

mentioned. However, we observed current densities at almost 11 mA/cm2 with a stirrer at

around the same potential and loading. The size of the Cu2O particles in this study

however was almost twice larger.

Fig. 7.7 IV response of Cu2O particles in CO2 saturated
(solid red line) and Ar-saturated (dotted black line)
electrolytes.
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The difference in the particle concentration between electrodes employing loading of

amount of 1 mg/cm2 (left) and 2mg/cm2 (right) can be seen below from figures 7.9 to 7.14

(obtained using Hitachi Miniscope TM-1000).

Fig. 7.8 The EDX analysis of the size distribution of Cu2O particles
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In order to see more clearer SEM images and the individual distribution of the cuprous

oxide particles with loading of 2 mg/cm2 and also obtain the EDX elemental analysis,

Hitachi SU8020 high resolution scanning electron microscope with EDX analysis was

used for the characterization and is shown in figure 7.15.

Fig. 7.9 Carbon Paper at x100 resolution Fig. 7.10 Carbon Paper at x100 resolution

Fig/ 7.11 Carbon Paper at x100 resolution

Fig. 7.13 Carbon Paper at x1000 resolution

Fig. 7.12 Carbon Paper at x100 resolution

Fig. 7.14 Carbon Paper at x1000 resolution
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7.3.1 CO2RR experiments

The Carbon Paper (CP) was tested for the electrochemical reduction of CO2 in order to

gauge its response. Formic acid and hydrogen were evolved as a resultof CO2RR on CP.

The formic acid was produced at the onset of 1300 mV vs SHE but the faradaic

efficiency was about 7%. The faradaic efficiency kept on going on a downhill reaching

less than 4% from the 1600 mV and than dropping to zero. Hydrogen remained the

dominant product from the CO2RR showing that carbon paper can be a stable electrode

with limited propensity for the electrochemical reduction of CO2. The faradaic efficiency

response of CP is shown below in figure 7.16. The experiments were conducted at least

twice and the average FE has been recorded for each potential.

Fig. 7.15 SEM/EDX analysis of cuprous oxide loaded electrode showing the constituent elements.
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The electrochemical reduction of CO2 using micron-sized Cu2O particle catalysts

produced formic acid as the major product as opposed to some previous studies [10, 36]

where methanol was the dominant product. Ethylene and carbon monoxide were

produced as the secondary products. The faradaic efficiency of these products varied with

the cathodic potential and are shown in figure 7.17.

Fig. 7.16 Faradaic Efficiency against negative cathodic potential for control
samples (CP without Cu2O)

Fig. 7.17 Faradaic Efficiency (base-10 log) against negative cathodic potential
for Cu2O samples with 2 mg/cm2 loading
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A base-10 log scale was used for the y-axis in the FE vs Potential graphs so as to better

represent the trend between FE and cathodic potential. The experiments were conducted

for 35 minutes. The ethylene presence was detected from the onset of CO2 reduction at

-1300 mV vs SHE. The FE for ethylene was 2.8% at the onset potential, which decreased

to almost 0.7% at -1600 mV vs SHE, and then went up again to 5.9 % at a potential of

1800 mV vs SHE. The faradaic efficiency for CO followed a similar trend to C2H4,

whereby its FE decreased at potentials of -1500 mV and -1600 mV but increased to

almost 5.1% at -1800 mV. The formic acid however showed an opposite trend with a FE

of 13.3% at -1300 mV, which reached upto 31% at -1600 mV and then decreased to about

8.8% at -1800 mV.

This inverse trend between faradaic efficiency of formic acid and C2H4, CO can possibly

reflect different origins of CO2RR. Control electrodes (carbon paper) generated formic

acid during CO2RR (figure 7.16) but the maximum faradaic efficiency was only 7% at

-1300 mV vs SHE. However, the faradaic efficiency of formic acid was significantly

increased when cuprous oxide particles were employed. It can be observed that at

potentials of -1500 and -1600 mV vs SHE, the Cu2O catalysts aid in enhancing the

faradaic yields of the primary product (formic acid) being produced on the CP substrate

during CO2RR. For potentials outside this range, Cu-based catalyst played a more active

role in the formation of CO and C2H4. It has been reported that CO formation on Cu2O

aids in suppressing HER [37] and increases conversion of hydrocarbon products since

CO acts an as intermediate specie [38] for higher order carbon products. This explains

why CO and C2H4 had followed a similar trend where increase of CO lead to increase of

C2H4 while decrease of CO meant lower FE for C2H4. Interestingly, methane was not

detected in any of the experiments, which corresponds to no noticeable methanol

presence since both are chemically similar.

For the experiments conducted at potentials more negative than -1800 mV vs SHE, the

current density increased to more than 20 mA/cm2, causing slight color degradation of

the electrodes, which may be a reflection of Cu2O erosion. The increase of nafion binder

ratio during the electrode preparation can possibly help to maintain electrode stability

[39]. Electrodes with Cu2O loading of 2 mg/cm2 were experimented for multiple time

duration of 35 min, 60 min, 90 min and 120 min at -1300 mV and -1600 mV vs SHE and

this time dependence of the products is shown in figure 7.18 and 7.19, respectively. A

subtle trend could be observed for both potentials: a gradual decrease of FE for formic

acid was observed while C2H4 especially at -1300mV vs SHE slightly increased with
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time. This can originate from the thermodynamic reducibility of the Cu2O phase under

CO2 reduction conditions, which has been a major concern for attempts to use the Cu

oxidation state to control selectivity for CO2 reaction products [40]. The pourbaix

diagram for Cu in aqueous solutions [41] indicates that Cu0 is more stable at negative

potentials vs SHE at neutral pH. From the results presented here, it can be speculated that

at least a partial reduction of the Cu2O component has been taking place with time which

impacts the product selectivity during CO2RR.

Fig. 7.18 Time dependent faradaic efficiency for Cu2O
samples at -1300mV

Fig. 7.19 Time dependent faradaic efficiency for Cu2O
samples at -1600mV
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In order to analyze the impact of loading amount of catalyst on the trend originating from

the Cu2O/CP, 1mg/cm2 of Cu2O was tested for CO2RR and the faradaic results are shown

in figure 7.20. Formic acid continued to remain the dominant product from CO2RR and

the maximum faradaic yield of 13% was seen at -1600 mV. This observation

corresponded to the result from samples with 2mg/cm2 loading. However the faradaic

efficiency was less than half. In comparison with the control electrode CP, FE of formic

acid was still almost twice greater. Lower loaded catalysts show evidence that product

selectivity is affected by the competing H2 reaction on the carbon fiber support and the

sizable diminishing of active sites is suggested to decrease the overall activity for CO2RR.

To gauge the response for longer time duration, samples with loading of 1 mg/cm2 were

analyzed for experimental duration of of 35 min, 60 min, 90 min and 120 min at -1300

mV vs SHE. This time dependence of the products has been reproduced in figure 7.21.

The hydrogen and formic acid production was steadily stable with time. Ethylene and CO

was produced but the production of CO seemed to drop with time. This could be

explained in terms of the Cu reduction mentioned beforehand. Since it is our contention

that Cu reduction plays a role in the production of C2 product, we believe that the CO

produced was acting as a feedstock for the C2H4 production. Therefore essentially it is

our hypothesis that Cu2+ reduced with time. The reduced Cu used the CO as a feedstock

for C2H4. Since the FE of the C2H4 and CO was only around 1-3%, the trend is very

subtle and not clearly visible.

Fig. 7.20 Faradaic Efficiency (base-10 log) against negative cathodic potential
for Cu2O samples with 1 mg/cm2 loading
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7.3.2 Origins of CO2 reduction

Recently in 2018, L. Mandal et. al. [42] did a comprehensive study on the origins of

CO2RR in Cu2O in three structures: nanoneedles, nanocrystals and nanoparticles. They

analyzed reaction free energy profiles of CO2RR at the density functional theory (DFT)

level, using the Vienna ab initio simulation package. The calculated binding free energies

of intermediates on Cu2O(111), and Cu2O(200) surfaces [in eV] are given in figure 7.22.

They suggested that proton reduction to form surface-bound hydrogen is energetically

more favorable than CO2R pathways on Cu2O (111). But the reduction of the second

proton to release H2 requires an energy increase of 0.66 eV. Also the reduction of a

subsurface O atom to form surface-bound OH on Cu2O (111) is energetically very

favorable, but the further reduction of surface-bound OH to H2O is slightly energy uphill.

If the potential bias becomes more negative than −0.07 V, it becomes feasible to have

reduction of Cu2O to reduce surface-bound hydroxyl groups to H2O. At more negative

bias potential (<−0.78 V), the reduction of surface-bound CO is also possible, leading to

hydrocarbon products. Similarly for Cu2O (200) peak,the reduction of subsurface O

atoms to form surface-bound hydroxyl groups, and ultimately H2O, is more favorable.

Fig. 7.21 Faradaic Efficiency (base-10 log) against negative cathodic potential for
Cu2O samples with 1 mg/cm2 loading
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Fig. 7.22 DFT-optimized geometries and relative free energies of intermediates of HER (red dash
line), CO2RR (black dash line), and Cu2OR (green dash line) on Cu2O (111), and Cu2O (200) [42]

Mandal et. al. therefore concluded that the reduction of Cu2O on Cu2O (111) and (200) is

more favorable than the HER or CO2RR and so the reduction of Cu2O to Cu is expected

to proceed first. In our XRD analysis after CO2RR (figure 7.23), Cu2O (111) and (200)

peaks were clearly present and Cu presence was not detected. The reason for this

observation was also answered in [42] where they showed an in-situ raman spectroscopy

of the reduction of CO2 on Cu2O (the results of which are reproduced in figure 7.21). The

black curve in figure 7.21, shows the spectra taken before constant current is applied, red

curve is after 400s of electrochemical CO2RR and blue curve represents the spectra at

open circuit potential immediately after the experiment stopped. It can be seen that Cu2O

peaks identified at 528 and 623 cm-1, are not present during the CO2RR experiment but

reappear immediately after the stopping the experiment. This indicates that copper

catalyst under open circuit condition can easily undergo surface re-oxidation within

seconds.
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Table 7.1 Elemental analysis of Cu2O/CP electrode
after CO2RR experiments

Element Atomic %

Copper 11.44

Oxygen 7.50

Carbon 69.58

Fluorine 10.83

Potassium 0.64

100.00

7.3.3 EDX and XRD characterization

Energy Dispersive X-ray (EDX) spectroscopy was used to analyze the elemental

composition of cuprous oxide electrode for loading amount of 2 mg/cm2 and is shown in

table 7.1. The Cu/O ratio was approximately 1.5 due to the higher presence of Cu in the

Cu2O structure. The possibility of substrate oxidization and margin of error in EDX

measurement may be the reason for the deviation from the expected Cu/O ratio of 2.

Carbon was detected from the substrate while potassium presence was a result of the

reduction of K+ ions [11] present in the electrolyte. Fluorine was detected due to the

hydrophobic polymers on CP that assist in suppressing the CO2RR activity on CP.

Fig. 7.23 In-situ Raman spectra of Cu2O nanocrystals at -1
mA/cm2 for 800 s [42].
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The XRD data of our electrode in figure 7.24 shows only Cu2O and carbon peaks before

and after CO2RR. The peak positions are in good agreement with those for Cu2O powder

obtained from the International Center of Diffraction Data card (JCPDS file no. 05-0667)

confirming the formation of a single cubic phase Cu2O with a cuprite structure, [43]

where the oxygen atoms form a body centred cubic lattice while copper atoms form a

face-centred cubic lattice such that every copper atom is half-way between two oxygen

atoms. The peaks with 2θ values of 29.6, 36.5, 42.4, 61.5, 73.6 and 77.6 correspond to

the crystal planes of 110, 111, 200, 220, 311 and 222 of crystalline Cu2O, respectively.

Peaks originating from the substrate were observed at 2θ value of 26.5 and 54.6 [44]. No

characteristic peaks of Cu metal or CuO were observed in the XRD patterns, indicating

that phase-pure cuprous oxide existed on the sample.

7.3.4 Reduction pathways

The proposed pathway for C2H4 reduction from CO2 is shown in figure 7.25. The

production of formic acid during the CO2RR experiments is suggested to originate from

the difference in binding energy for the intermediate species. CO production occurs

primarily through a key carbon-bound intermediate, COOH, while formic production

proceeds through a key oxygen-bound intermediate, OCHO [45]. Since formic acid was

also observed from experiments involving control electrodes (CP), it reflects that the

Fig. 7.24 Cu2O XRD peaks before (black) and after (red) CO2RR.
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surface of carbon paper has a propensity towards OCHO and the presence of Cu-based

catalysts assist in enhancing the faradaic yields of formic acid. The modification of

reaction energy for formic acid generation due to Cu has been previously reported in

DFT studies of Peterson et. al. [46] and Shin et. al. [47]. The selectivity towards C2H4

instead of CH4 is also an important observation. Hori et. al. [49] had previously

compared a series of different orientations of single crystal Cu and had shown that C2H4

formation was strongest on Cu (711) surfaces while Baturina et al. [50] and Riske et. al.

[51] had also suggested that C2 products are produced during CO2RR on

low-coordination sites and low-index facets (edges, defects, and corners) due to their

similarity to Cu (311), Cu (511), and Cu (711). We believe that the partial reduction of

Cu2O particles and the oxygen vacancies has an impact on the grain boundaries [31-32]

and allow formation of low coordination surface sites which cause preferential

production of C2H4 via formation of C2O2 intermediate adsorbed specie. A factor in the

performance of Cu2O during CO2 electrolysis is believed to originate from the hydroxide

ions (OH-) that are generated during CO2RR at the electrode surface. The rise of local pH

close to the surface layer has been reported to limit the reduction of Cu2O to metallic Cu

at the electrolyte interface, which assists in the continuous generation of C2H4 [52].

Fig. 7.25 Proposed reduction pathway
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7.4 Cobolt Oxide (Co3O4)

As discussed in the second chapter, metal electrodes have shown to be very active for

CO2 electroreduction but are usually prone to limited availability and suffer from very

high prices as well as rapid loss of CO2 reduction activity [53]. These issues cause

hindrances to commercial viability and thus to address such issues, several naturally

abundant and chemically stable transition-metal oxides have been investigated. [54]

Among these materials, the spinel-type oxide of Co3O4 has been one of the most

competitive candidates for electrocatalytic CO2 reduction. Cobolt oxide is not just

environmental friendly but have a low cost and has abundance in reserves. The structure

of Co3O4 is a normal spinel structure with Co2+ ions in tetrahedral interstices and Co3+

ions in octahedral interstices. This interesting and strange crystal structure allows it to

have high environmental stability [55]. Despite the advantages, Co3O4 has not generally

shown high catalytic CO2 reduction performance [56]. This has been primarily ascribed

to the very low amount of active sites and poor electrical conductivity. Therefore, it is

important to have a material with abundant active sites and high electrical conductivity

which can greatly promote the electrocatalytic CO2 reduction performances. Previously, a

DFT model of transition-metal-oxide-based atomic layers had showed abundance of

active sites and high electrical conductivity [57].

One study [58] had reported fabricating ultra-thin Co3O4 layers and had suggested that

having such atomic-level thicknesses meant that the significant portion of Co atoms

could be exposed on the surface which would allow those surface atoms to have lower

coordination number compared with interior atoms. This was confirmed in the X-ray

absorption fine structure spectroscopy. It was also shown in another report [59] that

low-coordinated surface metal cations of transition-metal oxides act as the main

adsorption sites for CO2 in the reduction processes. Formic acid with upto 80% FE was

obtained as a result of the CO2RR experiments in the subsequent study based on the DFT

calculations [60].

It has also been shown by Density Functional Theory (DFT) calculations that ultra-thin

Co3O4 have large density of states at the conduction band edges as compared to their bulk

counterparts [57] and the results have been reproduced in figure 7.26. Also, the charge

density around the conduction band edge in thin layers of cobalt oxide increase

noticeably and are more dispersive than in the bulk form. This is beneficial for fast

carrier transport which is required for the electrocatalysis of CO2. Additionally, thin

layers have distortion in structures which can lower the surface energy thereby increasing
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stability of the oxide structures. Cobalt oxide ultra-thin layers can also have lower

corrosion rates and longer durability [58].

Since the ultra-thin layers have a large number of unsaturated surface atoms, they serve

as the active sites for CO2 reduction into valuable end-products. In a previous research

[58], two thicknesses of 1.72 nm and 3.51 nm, were used along with bulk Co3O4. The

bulk oxide layer had shown poor electrocatalytic properties for the entire potential range

while the thin layers had shown increased CO2 reduction.

The 1.72 nm thick Co3O4 layers had shown 0.68 mA/cm2 of current density at 0.88V

versus the saturated calomel electrode (SCE) while the 3.51 nm thick layer had registered

a current density 15 times smaller. The 1.72 nm thick Co3O4 layers exhibited a maximum

faradaic efficiency of 64.3% at 0.88 V vs. SCE, which was higher than the 51.2 % for

3.51 nm thick Co3O4 layers and 18.5% for the bulk counterpart.

It is for this reason that we decided to attempt a particle-based electrode. It was our

contention that using the particles, instead of Co3O4 thin films, could further increase the

conductivity because of increase in DOS near the conduction (surface) edges. Since

thinner layers show lower coordination sites and more density of states compared to bulk,

we speculated that it would be interesting to test particle-based electrodes and see the

comparative differences. Such an electrode would also offer a different surface area to

Fig. 7.26 DOS in thin film (A) and bulk (B) of Co3O4 [57]
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volume ratio to the previous studies [58, 60] and may result in more enhanced

performance during electrochemical reduction.

In order to check this hypothesis, we employed the same method as used for the

fabrication of Cu2O electrodes.The electrodes were prepared by affixing a copper wire to

the CP substrate. A solution was prepared with Ethanol as the solvent and nafion solution

as the adhesive material along with the Co3O4 particles in the ratio 30:5:1, respectively. A

50 μl solution was then drop casted onto 1 cm2 of carbon paper, which acted as a

substrate. Figure 7.27 shows the ink and the difference between control and Co3O4

electrodes.

The response from the electrochemical experiments is shown in figure 7.28. The

electrochemical reduction started from the onset potentials and reflected that the particle

electrode was showing activity and reasonable current density. As the cathodic potential

became more negative and reached -1000 mV vs SHE, acetic acid and formic acid was

produced with FE as high as 21 % and 8 %, respectively. The trend continued up till 1300

mV when acetic acid dropped down to zero and the formic acid became negligible as

well while hydrogen FE started to exceed 80%.

Co3O4
electrode

ElectrodeElectrodeElectrode

Catalyst
Ink

Fig. 7.27 Preparation of the Co3O4 electrode; Ink (left) and electrode
vs CP comparison (right)
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In order to see the practical viability of the samples on a larger time frame, experiments

were conducted with 4 cm2 electrode area. Initial electrode size was 1 cm2 while the

bigger electrode area had 4 times the area. The duration of the experiment was also

increased from 45 minutes to 3 to 4 hours. The passage of more coulombs in each

experiment would allow us to gauge the production of acetic acid with time and hence a

trend line would be obtained for those extended periods. The experiments were also

tested at different pH in order to observe the impact of changing H+ concentration.

The first experiment to obtain a trend line for acetic acid production was conducted in an

electrolyte molarity of 0.1M for KHCO3 electrolyte for a total duration of 2 hours. The

value of formic acid and acetic acid in ppm is shown in table 7.2. As can be seen below,

there was no acetic acid observed.

Fig. 7.28 FE trend vs applied potential for Co3O4
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It was then decided to change the molarity of the electrolyte in order to observe its

impact on acetic acid production. CO2 reduction can be achieved in the electrochemical

reduction of KHCO3 even without CO2 bubbling, however, the production and faradaic

efficiencies are very low. If assuming that HCO3- is the active species, high KHCO3

concentration should lead to high CO2 reduction. The absolutely certain part was that the

increase in HCO3- species should increase the current. Experiments showed that the

current density did increase from the 5 mA/cm2 registered in the 0.1 M electrolyte to 11

mA/ cm2 in 0.5 M. However the electrochemical reduction of CO2 was still not taking

place which meant that either there was a problem with the analysis system or that the

mechanism of reduction was different than previously perceived.

If the mechanism of the CO2 reduction was due to the reduction of Co2+ and Co3+ ions to

Co0 which is the pure metal phase, then the dense packing of catalysts due to the increase

Table 7.3 FE for the sample at different potentials along with coulombs
transferred

ppm
Coulombs
Transferred

Formic Acid Acetic Acid

63.8 0.9 0
172.9 4.0 1.8
301.3 3.0 0
341.7 3.1 0
370 3.4 0

Table 7.2 FE for the sample at different potentials along with
current density

ppm
Coulombs
Transferred

Acetic Acid Formic Acid

36.8 0.9 0
71.6 1.6 0
122.9 2.1 0
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in the loading amount should increase the concentration of the products produced from

CO2RR. The standard redox potential between Co0/Co2+ is -0.28 V which is more

negative than the redox potentials for reduction of CO2 into different products (generally

between +0.2 V to -0.2 V vs SHE). Therefore if the reduction mechanism is driven by

redox reactions at the surface, than the loading amount change should make an impact.

So therefore in the next attempt, the loading amount of Co3O4 catalyst was increased

from 2 mg/cm2 to 4 mg/cm2. However as can be seen in table 7.4, the result remained

similar and thus we concluded that the mechanism was not driven only by the surface

redox reactions.

In addition to the catalyst material, the pH and local pH are known to affect the

selectivity of the reaction as was discussed in detail in section 2.4. Most of the work

shown in this thesis has been investigating the effect of experimental conditions on the

performance of the catalysts by changing only the the applied electrode potential. In

order to fill that gap and study the effect of the pH on CO2RR selectivity and understand

the role of proton concentration on the catalytic process, we changed the pH of the

electrolyte and gauged the impact. Table 7.5 shows the results for the 8-electron acetic

acid production.

Table 7.4 FE for the sample at different potentials along with
coulombs transferred

ppm
Coulombs
Transferred

Formic Acid Acetic Acid

96.5 1.1 0
287.3 3.3 0
413.4 3.5 0
493.1 3.7 0
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The results continued to be elusive and reaffirmed the speculation that the reduction

mechanism of CO2 may be a result of a combination of factors. The change in oxidation

state of surface Co2+ to Co3+ ions as well as general electrode stability may be the causes

for inconsistent results. An in-situ analysis is required to understand the exact dynamics

of such redox reactions. However, we contend that the combination of redox potential

reactions between the Co0/Co2+ (which occurs at -0.28 V vs SHE) and Co2+/Co3+ redox

couple reaction (which occurs at more positive potential) results in inconsistency for CO2

reduction. Furthermore, the molar amount of available electrons through Co0/Co2+ and

Co2+/Co3+ redox couples would be limited and dependent on the prior experimental

conditions of the electrode. Therefore it is our conclusion that conventional electron

transfer models may not had played the main role in CO2RR and it was actually the redox

couple reactions which was the source for CO2 reduction into acetic and formic acid.

Table 7.5 FE for the sample at different potentials along with current
density

Acetic Acid

Time (min) pH ppm FE (%)
40 7 21 8.2
80 7 29 7.39
40 7 2 1.4
80 7 5 1.51
180 8.86 1.89 1
40 10 11 4.8
40 10 9 4.5
120 12.9 1.7 <1
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7.5 Summary

The first part of study was related to the electrochemical reduction of CO2 on

micron-sized particles of Cu2O supported on carbon paper substrate. The loading amount

of catalysts was 1 mg/cm2 and 2 mg/cm2 and the size of the catalyst particles was

measured to be 2.5 to 5.5 micron.

1. The CO2RR experiments showed that formic acid was the major product along with

C2H4 and CO.

2. The use of these catalysts with relatively bigger size on a hydrophobic carbon paper

substrate helped to narrow the selectivity of the products in comparison to copper metal,

where more number of products are observed.

3. The carbon paper substrate also produced formic acid during CO2RR experiments

which reflected that the substrate has a higher propensity for bidentate (OCHO)

adsorption.

4. The use of micron-sized cuprous oxide catalysts demonstrates extremely effective

selectivity towards C2 ethylene as compared to other higher-order carbon products.

5. The use of particles with smaller area to volume ratio was able to allow a Cu2O

structure, wherein the reduced Cu0 with oxygen vacant sites had an impact on the grain

boundaries and allowed selective production of C2H4 from among the possible

multi-carbon products.

6. Formic acid production is believed to have originated from the CP substrate, while the

presence of Cu-based catalysts caused a potential dependent enhancement of its faradaic

efficiency.

7. The production of formic acid as liquid product is also more important due to its

higher relative profitability index; a term defined by the ratio of economic value to the

required amount of electrical energy per mole of products.

8. Cuprous oxide catalysts suffered from aggregation and further increasing the loading

amount from 2 mg/cm2 does not significantly change the product distributions.

9. Since energy level calculations have shown that the reduction of the bulk phase is

more likely than surface reduction of Cu2O grains, it was our speculation that the surface

layer may exist as a hybrid structure made up of oxidised Cu at the interface with H2O

molecules, along with a neighboring Cu0 component beneath.
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A similar method was followed for testing the electrochemical reduction of CO2 using

Cobalt oxide with loading amounts of 2 mg/cm2 to 4 mg/cm2. The theoretical calculations

had shown thinner films of the oxide can have enhanced conductivity and density of

states near the conduction (surface) edge.

10. Acetic acid and formic acid were inconsistently produced from the electrochemical

reduction. Acetic acid has never previously been reported for Co3O4 catalyst.

11. The faradaic efficiency remained inconsistent when the electrode size was increased

from 1 cm2 to 4 cm2.

12. The inconsistency in the results for Co3O4 catalysts reflect that the mechanism of

reduction process is not determined by the surface area alone.

13. Co3O4 particles significantly enhanced the current density as compared to carbon

paper or Cu-based catalysts and this was some indication of CO2RR activity. However it

is our contention that the role of Co3O4 is determined by a combination of factors and that

the surface redox reactions of the surface Co ions act as reducing agents for CO2.

Author’s note:Work in this chapter has been accepted and is going through publication
process in the Asian Journal of Nanoscience & Materials.
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Chapter 8

Conclusion
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This dissertation has focused on the comparative study of materials for the

electrochemical reduction of CO2. The first step in this research was to realize a practical

electrocatalysis system, which employed conventional metal electrodes of gold and tin in

combination with concentrated photo-voltaics (CPV) and irradiation under natural

sunlight. A novel MPPT circuit was used to ensure maximum power matching between

the CPVs and electrochemical cells. A 4.3% solar-to-fuel efficiency with formic acid as

the end-product, was achieved which is higher than the efficiency observed in plants and

trees. The study confirmed the practical viability of a CO2-reduction system and the

important results are:

 Multijunction concentrated photovoltaics can be used in combination with

electrochemical cells for the practical application of CO2-reduction systems under

natural conditions.

 The solar-to-fuel efficiency of about 4.3% was achieved with formic acid as the

end-product and this figure is twice more than the efficiency observed in nature.

Since the faradaic efficiency in our previous study had remained low, our next focus was

on the use of nanoparticle-sized metals. The exclusive deposition of metal-based

nanoparticles has been gaining popularity but studies on the co-deposition of such

nanoparticles have been limited. Therefore, the fifth chapter of this dissertation discusses

the role of co-deposited nanoparticles of copper and gold. Gold produces CO while

copper can generate multi-carbon products with CO as an intermediate. It was our

contention that such a co-deposition would produce a composite reaction however the

size of Au nanoparticles employed in this study did not allow the production of CO,

instead favoring hydrogen evolution. Conductive glass material of FTO was used as a

substrate for the first half of this study resulting in formic acid production as the

dominant product while indicating that the co-deposition had lead to an increase in

faradaic efficiency. Consequently, we decided to use alloy structure of In-Sn as a

substrate material with co-deposition and exclusive deposition of copper and gold

nanoparticles. This answered multiple questions; the impact of using an alloy electrode

for formic acid generation, the changes in results as a result of co-deposition of particles

and the individual role of NPs in the CO2RR experiments. The results showed that In-Sn

alloy produced formic acid with a decent faradaic efficiency but the exclusive deposition

of copper nanoparticles was able to significantly improve the faradaic efficiency and

production rates towards formic acid. Gold nanoparticles only favored hydrogen
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generation and so the co-deposited electrode gave a mixed performance during CO2RR

experiments and thus a composite reaction did not take place. The main finding could be

summed up as:

 The use of arc plasma deposited copper-based nano-sized particles can increase the

faradaic efficiency as well as the production rates for the products generated from the

substrate material.

The sixth chapter of this dissertation attempted to focus on the elemental sustainability

for long-term commercial applications in this field and diverted attention towards new

and novel electrode material. Transition‐metal chalcogenides have attracted considerable

interest because of their electrochemical and mechanical properties however the use of

amorphous chalcogenide glasses had never been attempted. Therefore, we employed bulk

germanium-indium-sulfide-based amorphous glasses for CO2 reduction and were able to

show its activity for CO2 reduction. CO was generated as a result of CO2RR with a

faradaic efficiency of about 15% however the particle-form of the same glass material,

supported on carbon paper substrate, generated formic acid as a result of electrochemical

reduction of CO2 with a faradaic efficiency of up to 26%. The use of chalcogenide

glasses showed that this class of material is active towards CO2 reduction and that a

change in product selectivity is also witnessed as a result of difference in geometric

phases. The result from the study can be summed up as:

 Amorphous chalcogenide sulfide glasses are active for CO2 reduction and change in

the geometric form of the material can affect the product selectivity as well as the

faradaic efficiency.

Our subsequent direction was towards finding a chalcogenide-based and particle-form

catalyst but from a different, more active material. Our research had found copper to be

the most active towards producing carbon-intensive products while more recently,

oxide-based chalcogenide catalysts have begun to gain attention due to their decent

faradaic efficiency and selectivity for electrochemical reduction of CO2. Therefore, the

seventh chapter discussed the use of copper-based oxide, with a size distribution in

single-digit microns, for its usability in CO2-reduction studies. The study demonstrated

selectivity towards C2 ethylene with no CH4 presence. It was our assessment that the use
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of particles with smaller area to volume ratio was able to allow a unique Cu2O structure,

wherein the reduced Cu0 with oxygen vacant sites formed beneath the surface oxide layer.

This allowed selective production of C2H4 from among the possible multi-carbon

products. Formic acid production was also observed which is believed to have originated

from the carbon paper substrate while presence of Cu-based catalysts had caused a

potential dependent enhancement of its faradaic efficiency. Thus:

 Use of copper-based oxide particles in micron size can narrow the product range

from CO2RR and increase selectivity towards C2-based C2H4 from among the

higher-order carbon products.

Figure 8.1 below sums up the study titles, results obtained and novelty along with a

comparison with the past reported results for the this doctoral study.

Fig 8.1 Summary of the doctoral research



Page 183

The salient points from the electrochemical response with changing size of the catalyst

materials have been summed up in figure 8.2. and lists the relative advantages and

disadvantages in terms of CO2 activity.

Based on the results presented in this thesis, it can be concluded that the choice of

electrodes can be based on the following factors:

Production of carbon-intensive products:

Copper has been a staple for generating electron-intensive end-products from CO2

reduction however, oxide form of copper can help to narrow the selectivity to C2 product

at the cost of lower faradaic efficiency.

Increasing faradaic efficiency and production rate:

Cu-based arc plasma deposited metal nano-particles can increase the faradaic efficiency

as well as the production rates from the substrate material at the expense of increased

fabrication cost of electrodes.

Fig. 8.2 Comparative difference in activity with change in sizes of electrode material
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Choosing a substrate with limited CO2 activity:

Carbon Paper substrate that is coated with flourine-based hydrophobic polymers can

suppress the CO2 reduction activity which allows catalysts deposited on the substrate to

be the only source towards electrochemical reduction. This results in a lower faradaic

efficiency but allows to test the efficacy of various catalyst materials for CO2 reduction.

Lowering the electrode material cost:

Chalcogenide-based glass electrodes can lower the cost of production for

commercial-scale fabrication of electrode materials active for CO2 reduction.

Comparatively lower faradaic efficiency is the trade-off for fabrication of cheap electrode

materials.

In conclusion, this doctoral research indicates that high efficiency and renewable

energy-source of concentrated photovoltaics (CPV) can be effectively used to power the

electrochemical reduction of CO2. The faradaic efficiency however remains below par if

bulk metals are employed. The use of novel electrode structures can offset this bottleneck

and the comparative analysis of the various reports discussed in this thesis indicate that

the Cu-based powdered catalysts used in tandem with metal alloy based substrate can

allow stable electrochemical reduction within confined experimental parameters. Thus,

an efficient solar-to-fuel system employing concentrated photovoltaics along with

Cu-based nanoparticles deposited on In-Sn substrate can be considered as a viable

solution for creating a carbon-neutral and environmentally sustainable society.

Future Prospects:

The highest faradaic efficiency achieved in this dissertation was with the use of an

alloy-based electrode. Since metals have been extensively studied during the last few

decades, the use of metal alloys can be an interesting avenue for future research direction

since mixed-metal systems have been reported to deviate from a scaling relation of

activities observed in the constituent metals. The coupling effect in alloy systems alter

the binding of intermediates and change the local atomic arrangement at the active sites.

Thus, such systems have the potential to achieve higher efficiency and selectivity in the
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field of CO2 electroreduction catalysis. This doctoral research also indicates that the

deposition of Cu nanoparticles on mixed-metal systems can further improve the faradaic

efficiency as well as production rates. Furthermore, the deposition of powdered catalysts

on the electrochemically-neutral carbon paper substrate, also shows promise for further

research on the exclusive role of the catalysts with limited interaction from substrate.
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