
Doctoral Dissertation
博士論文

Ultrafast transient absorption spectroscopy
using attosecond soft X-ray pulses

in the water window
（「水の窓」領域のアト秒軟X線パルスを用いた

超高速過渡吸収分光）

A Dissertation Submitted for
the Degree of Doctor of Philosophy

December 2019
令和元年１２月博士（理学）申請

Department of Physics, Graduate School of Science,
the University of Tokyo

東京大学大学院理学系研究科物理学専攻

Nariyuki Saito
齋藤成之



ii



Abstract

Eighteen years have passed since the birth of attosecond spectroscopy in 2001, and its
technology has made significant progress. One notable advance is the development of soft
X-ray (SX, 200-2000 eV) attosecond science. The first attosecond pulse was generated
by high-harmonic generation (HHG) with a femtosecond Ti:sapphire (Ti:Sa) laser, and
its photon energy was around 100 eV, in the extreme ultraviolet (XUV) region (10-200
eV). Recently, by using infrared (IR, 1-3 µm) or mid-infrared (MIR, 3-10 µm) optical
parametric amplifiers (OPAs) and optical parametric chirped-pulse amplifiers (OPCPAs)
as drive sources, the photon energy of high harmonics (HHs) has been significantly
extended. So far, the highest photon energy of 1.6 keV was demonstrated in 2012.
Such attosecond pulses can be utilized for element-specific X-ray spectroscopy at various
absorption edges in the SX region. Especially, HHG-based X-ray absorption spectroscopy
(XAS) in the “water window” region, which ranges from the C K-edge (284 eV) to the
O K-edge (543 eV), is intensively investigated. The water window region contains the
K-edges of C, N, and O. If attosecond spectroscopy at these edges becomes possible,
fundamental dynamics of various important materials such as biomolecules, organic solar
cells, and photocatalysis is expected to be revealed. However, until now, HHG-based time-
resolved XAS, or X-ray transient absorption spectroscopy, has only been established up to
the CK-edge. Compared to the highest photon energy of 1.6 keV, this photon energy (284
eV) is much lower. This is because transient absorption spectroscopy requires much more
SX photons than a static XASmeasurement; in a transient absorption measurement, many
absorption spectra have to be measured for many pump-probe delays. Since the photon
flux of IR- or MIR-driven HHG is more than ∼3 orders of magnitude lower than that
of Ti:Sa-driven HHG, it is not easy to obtain sufficient photons for transient absorption
spectroscopy.

In this dissertation, the realization of HHG-based transient absorption spectroscopy
at the N K-edge (400 eV) in the water window is presented. This is achieved by the
combination of a powerful IR light source, an efficient HHG scheme, and a robust and
stable transient absorption beamline. From the measured transient absorption spectra
of nitric oxide (NO) and nitrous oxide (N2O), electronic, vibrational, and rotational
dynamics is successfully extracted, which demonstrates the versatility of HHG-based
transient absorption in the SX region. Moreover, novel ultrafast phenomena such as
intramolecular position-specific electronic dynamics and molecular alignment of cations
are revealed. We believe that these results will deepen the understandings of photoinduced
molecular dynamics, and will be a base to apply transient absorption measurements to
more complex systems such as liquids or solids.

The dissertation comprises eight chapters. In Chapter 1, a general introduction is
given to clarify the motivation and the purpose of the research. In Chapter 2, a detailed
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theoretical and experimental background is described. In Chapter 3, the IR light source
employed in the research is presented. It is a BiB3O6-basedOPCPA system, which delivers
intense, phase-stable, 10-fs pulses at 1.6 µm. In addition to the description of the light
source, a new waveform characterization method of IR pulses is presented. In Chapter 4,
the details of the HHG and the transient absorption beamline are described. The HHG
setup consists of a semi-infinite HHGgas cell and a two-stage differential pumping system,
which enables efficient SX generation. The transient absorption beamline is equipped
with an attosecond delay stabilization system to achieve high delay controllability required
for transient absorption spectroscopy using attosecond pulses. In Chapter 5, measured
properties of the generated SX HHs are presented. In Chapters 6 and 7, the results of
transient absorption experiments at the N K-edge are presented. First, in Chapter 6,
NO is used as the target of transient absorption. From the measured transient absorption
spectra, signatures of electronic dynamics, vibrational dynamics, and rotational dynamics
is extracted. Second, in Chapter 7, N2O is used as the target. Different from NO, N2O
has two absorption edges at the N K-edge which originate from two nitrogen atoms in
the molecule. In the measured transient absorption spectra, different absorption changes
in the two edges are found, implying the existence of intramolecular position-specific
electronic dynamics. Moreover, rotational dynamics of both neutral N2O and N2O+

cation is simultaneously observed. The rotational dynamics of the cation is found to be
largely dependent on the anisotropy in the strong-field ionization process, whichmanifests
the importance of the coupling between electron and nuclear dynamics. Chapter 8 states
the conclusion of the research as well as the future prospect.
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Chapter 1

Introduction

Since the invention of a ruby laser in 1960 [1], laser technology has made a significant
impact on a wide range of scientific and industrial fields. Especially, in science, ultrafast
pump-probe spectroscopy has been one of the most successful applications of lasers. This
is represented by the Nobel Prize in chemistry in 1999, which was awarded to Zewail for
his pioneering works on femtosecond (10−15 s) pump-probe spectroscopy [2]. In a pump-
probe measurement, a sample is irradiated by a pump laser pulse to initiate dynamics,
then it is irradiated by a probe laser pulse with a delay. By observing the interaction
between the sample and the probe pulse (e.g., absorption, reflection, and photoemission),
the real-time evolution of the photoinduced dynamics can be tracked.

Until the 1990’s, the temporal resolution of pump-probe spectroscopy was in the
femtosecond region, where the intrinsic limit of the temporal resolution arises from
the duration of visible (VIS) laser pulses. As one optical cycle of VIS light is a few
femtoseconds, it is difficult to obtain laser pulses with temporal duration of less than one
femtosecond.

A breakthrough in this situationwas the discovery of high-harmonic generation (HHG)
[3,4]. HHG is a highly nonlinear process where an intense laser pulse is strongly focused
into gas atoms to generate an extreme ultraviolet (XUV, 10-200 eV) high-harmonic (HH)
pulse (Fig. 1.1). The required laer intensity is typically ∼1014 W/cm2. As shown in
the next chapter, the temporal duration of the generated HH pulse is naturally in the
attosecond (10−18 s) region.

Figure 1.1: Schematic of the HHG process.

Although the first HHG experiments were conducted with picosecond drive lasers,
femtosecond Ti:sapphire (Ti:Sa) lasers were soon found to be more efficient for HHG.
Ti:Sa is one of the most ideal laser media for high power ultrashort pulse generation
because of its broad gain bandwidth and high thermal conductivity [5]. The chirped-pulse
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2 Introduction

amplification (CPA) technique [6], which received the Nobel Prize in physics in 2018, was
combinedwith the Ti:Sa technology to push the peak power of Ti:Sa laser pulses to the sub-
terawatt region [7]. Furthermore, the emergence of spectral broadening techniques [8],
precise pulse compression techniques [9], and phase stabilization techniques [10] enabled
the generation of few-cycle, phase-controlled, intense laser pulses.

In 2001, by using Ti:Sa-based HHG, the first attosecond pump-probe measurements
were performed [11, 12]. Since then, attosecond spectroscopy has been widely con-
ducted to investigate various dynamics with an unprecedented temporal resolution. While
the picosecond to the femtosecond region is the typical time scale of nuclear rotation
or vibration, the attosecond region is a characteristic time scale of electron motions.
Therefore, electron dynamics, including Auger decay [13], photoionization [14–18],
charge migration [19], electron correlation [20], and electron excitation and coherence in
solids [21–25], has been revealed.

Now, eighteen years have passed since the birth of attosecond spectroscopy, and
tremendous technological progress has been made. Attosecond pulses with various
characteristics can now be generated. For example, the shortest pulse duration has reached
43 attoseconds [26], and the polarization control of HHG has become possible [27, 28].
Intense attosecond pulses for XUV nonlinear optics have also been developed [29, 30].

Among many branches of attosecond technology, the extension of the cutoff energy
of HHs to the soft X-ray region (SX, 200-2000 eV) is one of the hot topics. As shown in
the next chapter, the cutoff energy ~ωcutoff and the wavelength of the drive laser λlaser are
related as

~ωcutoff ∝ λ1.6−1.7
laser . (1.1)

Therefore, by using long-wavelength infrared (IR, 1-3 µm) or mid-infrared (MIR, 3-10
µm) lasers, the cutoff energy can be significantly extended. For example, the typical
cutoff energy of HHG driven by a Ti:Sa laser (λlaser ∼ 0.8 µm) is < 150 eV, but it can
be extended to ∼450-500 eV by using an IR light source with λlaser ∼ 1.6 µm. The
development of such long-wavelength light sources has been challenging because of the
lack of appropriate laser media in the IR or MIR regions. Recently, however, advances
in nonlinear wavelength conversion techniques such as optical parametric amplification
(OPA) and optical parametric chirped-pulse amplification (OPCPA) have enabled the
generation of intense, femtosecond IR or MIR pulses [31–40]. By using these light
sources, HHG in the SX region has been demonstrated [41–51]. In 2012, the highest
cutoff energy of 1.6 keV was reported by using an MIR OPCPA system (λlaser ∼ 3.9
µm) [52]. As shown in Fig. 1.2, OP(CP)A-based HHG has now become a standard
laser-based SX source, which is complementary to X-ray free-electron lasers (XFELs)
or synchrotron facilities. Furthermore, compared to these accelerator-based SX light
sources, HHG has unique properties such as ultrashort pulse duration, table-top size, and
excellent spatial and temporal coherence.

One of the most expected applications of OP(CP)A-based HHG is X-ray absorption
spectroscopy (XAS) at various absorption edges. An absorption edge is a photon energy
which is required to excite a core shell electron to unoccupied orbitals. Because the
position of an absorption edge is specific to each element, XAS can provide element-
specific information of various samples. XAS has been mainly conducted in synchrotron
facilities because most of the absorption edges exist in the SX or in the hard X-ray (HX)
regions, but now, HHG sources can also be utilized. So far, HHG-based XAS has been
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Figure 1.2: Comparison of light sources from the IR to the SX regions. Iflux is the
photon flux presented in photons/s/1%bandwidth. The data in the figure are based on
refs. [30, 46, 50, 53–56].



4 Introduction

demonstrated at the CK-edge (284 eV) [45,48,57–59], the NK-edge (400 eV) [60], the
Sc L-edge (400 eV) [61], the O K-edge (543 eV) [50], and the Fe L-edge (710 eV) [61].
Especially, XAS measurements in the water window region, which ranges from the C
K-edge to the O K-edge, are intensively studied because the water window contains
absorption edges of important elements such as C, N, and O.

However, there is still a challenge in OP(CP)A-based SXHHG: pump-probe measure-
ments using OP(CP)A-based SX HHG sources are much more difficult than those using
Ti:Sa-based XUV HHG sources. In fact, the first HHG-based pump-probe spectroscopy
in the SX region was realized at the C K-edge in 2017 [58, 62–64], but it was nine
years after the first demonstration of OPA-based HHG at the same photon energy [42].
Moreover, until now, the maximum photon energy of published HHG-based pump-probe
X-ray spectroscopy has still been limited to the C K-edge. Although there is a preprint
which reports an attosecond time-resolved pump-probe measurement at the Ti L-edge
(460 eV) [65], there is still an argument over its reproducibility.

The reason why pump-probe measurements are difficult is the low photon flux of
IR- and MIR-driven HHG. Actually, as shown in the next chapter, the HHG photon flux
IHH flux scales with the drive laser wavelength λlaser as

IHH flux ∝ λ
−(8−7.4)
laser . (1.2)

Indeed, the photon flux of IR-OP(CP)A-basedHHG at 300 eV is∼8-9 orders ofmagnitude
lower than that of XFEL or synchrotron radiation, and ∼3 orders of magnitude lower
than that of Ti:Sa-based HHG at 50 eV (Fig. 1.2). This low photon flux is a big
problem when performing pump-probe measurements. For example, in a pump-probe
XAS measurement, an X-ray absorption spectrum has to be recorded for each delay
between the pump and the probe pulse. Therefore, assuming that the number of the delay
points is ∼100, the required total SX photon number is ∼100 times higher than that in a
static XAS measurement.

Considering this, in order to extend the photon energy limit of the pump-probe
measurements beyond the C K-edge, an efficient SX HHG system driven by a powerful
IR light source, and a stable beamline for a long-time data acquisition are required.

Purpose and achievement of research
This study aims to realize HHG-based pump-probe XAS, or X-ray transient absorption
spectroscopy, at the N K-edge (400 eV) in the water window. Because a nitrogen atom
is contained in various organic/inorganic materials and biomolecules, the realization of
transient absorption spectroscopy at the NK-edge has an important meaning for materials
science, chemistry, and biology.

In the experiment, a BiB3O6-based OPCPA (BIBO-OPCPA) system is employed as
an HHG drive source. It delivers phase-stable, intense (1.5 mJ in pulse energy) IR pulses
at 1.6 µm with 10-fs pulse duration at a repetition rate of 1 kHz [57]. The author has
developed an SX beamline for HHG and transient absorption spectroscopy. The beamline
is equipped with an semi-infinite HHG gas cell and a differential pumping system for
efficient SX HHG. Moreover, a vibration isolation and an active delay feedback system
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are developed to realize attosecond stability of the delay between the pump and the probe
pulses for several hours.

By using the developed beamline, ultrafast transient absorption spectroscopy of NO
is demonstrated to capture its electronic, vibrational, and rotational dynamics. Transient
aborption spectroscopy of N2O is also conducted, and novel ultrafast phenomena such as
intramolecular position-specific electronic dynamics and molecular alignment of ions are
revealed.
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Chapter 2

Background of research

In this chapter, we present the theoretical and experimental background of this research.
First, we describe themechanism of HHG and derive how the properties of HHs scale with
the wavelength of the drive laser. Second, we describe the principles of XAS and X-ray
transient absorption spectroscopy, and review some of the previous studies of ultrafast
HHG-based transient absorption spectroscopy. Third, we review previous studies of NO
and N2O molecules, which are the targets of our transient absorption measurements.
Finally, we describe ultrafast X-ray light sources other than HHG, such as XFELs and
laser-slicing sources.

2.1 Mechanism of HHG and scaling laws

2.1.1 Semi-classical three-step model

Figure 2.1: Concept of the three-step model. 1: Tunnel ionization. 2, 3. Acceleration by
the laser electric field. 4. Recombination and emission of an HH photon.

HHG is a wavelength conversion process where an intense femtosecond laser pulse is
focused into gas atoms and attosecond XUV/SX pulses are generated. The mechanism of
HHG can be semi-classically explained by the three-stepmodel proposed by Corkum [66].
As shown in Fig. 2.1, the model comprises the following steps:

7



8 Background of research

1. The valence electron of an atom is tunnel-ionized.

2. The ionized electron is accelerated away from the parent ion by the laser field. After
the direction of the laser field is inverted, the electron is accelerated towards the
parent ion.

3. The accelerated electron is recombined with the parent ion, and the sum of the
ionization potential and the kinetic energy of the electron is converted into an XUV
or an X-ray photon.

In the following, we describe the details of each step.
As for the first step, the Keldysh parameter γ which is defined as

γ =
ω
√

2Ip

E
(2.1)

is an important parameter in the ionization process [67]. Here, ω, Ip, and E are, in
atomic units, the angular frequency of the laser field, the ionization potential, and the
laser electric field amplitude, respectively. If γ is greater than ∼1, the ionization process
is well-described as multiphoton ionization, where an atom absorbs multiple laser photons
to be ionized. On the other hand, if γ is less than ∼1, which is the case in typical HHG
experiments using intense (∼1014 W/cm2) near-IR or IR lasers, the tunnel ionization
picture becomes valid. In tunnel ionization, the Coulomb potential of an atom is distorted
by a quasi-static strong laser field, and the electron wave packet is transmitted through the
distorted potential barrier.

To mathematically formulate the ionization process, several models [67,68] have been
proposed. Among them, theAmmosov-Delone-Krainov (ADK)model [69] is widely used
in simulating tunnel ionization. In the ADK model, the tunnel ionization rate wADK is
expressed in atomic units as

wADK = |Cn∗l∗|2GlmIp

(
2E0

E

)2n∗−|m|−1

exp

(
−2E0

3E

)
. (2.2)

Here, n∗, m, Cn∗l∗ , and Glm are constants which are specific to atomic species, Ip is
the ionization potential, E is electric field amplitude, and E0 is defined as (2Ip)3/2. In
Eq. (2.2), the tunnel ionization rate depends on the exponential of the inverse of the
electric field amplitude, indicating that the tunnel ionization rate has a high nonlinearity.
Therefore, if a strong AC electric field is applied to an atom, the electron is mostly ionized
at the local maxima of the oscillating field, as shown in Fig. 2.2.

As for the second and the third step, the acceleration and the recombination of the
electron can be described by a classical equation of motion. Let E cosω0t and t0 be a
laser electric field and the time of ionization, respectively. The velocity of the ionized
electron v(t) obeys the following equation:

dv(t)

dt
= −E cosω0t. (2.3)

Here, atomic units are used. By solving this equation, we obtain

v(t) = −E
ω0

[sinω0t− sinω0t0] (2.4)

x(t) =
E

ω2
0

[cosω0t− cosω0t0] +
E

ω0

(t− t0) sinω0t0. (2.5)
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Figure 2.2: Calculated tunnel ionization rate of Ne (red curve) irradiated by an AC electric
field with a peak electric field of 300 MV/cm or an intensity of 1.2×1014 W/cm2 (blue
dashed curve).

Here, x(t) represents the position of the electron. The position and the velocity of the
electron at t0 are assumed to be zero. By introducing the recombination time t1, the kinetic
energy of the recombining electron is expressed as v(t1)2/2. Therefore, the photon energy
of the emitted HH photon ωX is

ωX = Ip +
E2

2ω2
0

[sinω0t1 − sinω0t0]2 = Ip + 2Up [sinω0t1 − sinω0t0]2 , (2.6)

where Ip is the ionization potential, and Up is the ponderomotive energy defined as
Up = E2/4ω2

0 . Figure 2.3 plots the calculated electron trajectories with various ionization
times and their recombination energies. In Fig. 2.3(b), it is visible that the maximum

Figure 2.3: (a) Calculated trajectories of the ionized electron with various ionization times
(solid curves). The laser electric field is plotted as a dashed gray curve. (b) Recombination
energy as a function of the recombination time.
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recombination energy is about 3.17Up. Therefore, the cutoff energy of HHG ωcutoff is
expressed as

ωcutoff = 3.17Up + Ip. (2.7)

Because the ionization, the acceleration, and the recombination of the electron are
repeated every half cycle of the laser pulse, HHs are emitted at a period of half the laser
cycle. Therefore, HHs usually form an attosecond pulse train.

2.1.2 Quantum mechanical model
In order to describe the HHG process more quantitatively, a quantum mechanical formu-
lation is required. In this section, the Lewenstein model [70], which is one of the most
simple and widespread quantum mechanical models of HHG, is presented.

In the Lewenstein model, an electron wave function |ψ(x, t)〉 irradiated by a laser
field E(t) obeys the following time-dependent Schrödinger equation (TDSE):

i
d

dt
|ψ(x, t)〉 =

[
−∆

2
+ V (x) +E(t) · x

]
|ψ(x, t)〉. (2.8)

Here, V (x) is the Coulomb potential of the parent ion, and atomic units are used. To
solve Eq. (2.8), the following approximations (Strong Field Approximation; SFA) are
introduced.

1. The bound excited states are ignored.

2. The unbound states (continuum states) do not feel the Coulomb potential of the
parent ion.

These approximations are valid when the laser field is strong and the kinetic energy of
the ionized electron is sufficiently higher than the ionization potential. By using SFA, Eq.
(2.8) can be analytically solved.

The HHs are treated as dipole radiations from the atom. The dipole xn(t) (n: a unit
vector which specifies the direction of the dipole) is defined as

xn(t) = −〈ψ(x, t)|x · n|ψ(x, t)〉. (2.9)

By substituting the solution of the TDSE (Eq. (2.8)) for Eq. (2.9), we obtain

xn(t) = i

∫ t

−∞
dt′
∫

d3p
[
n · d∗(p+A(t))

]
× [E(t′) · d(p+A(t′))] exp[−iS(p, t, t′)] + c.c. (2.10)

Here, p is the momentum of the ionized electron and A(t) is the vector potential of the
laser field. The momentum is defined as p = v −A(t), where v is the velocity of the
electron. d(v) = 〈v|x |0〉 is the atomic dipole matrix element for the transition between
the ground state |0〉 and the continuum state |v〉. S(p, t, t′) is the classical action which
is defined as

S(p, t, t′) =

∫ t

t′
dt′′
[

1

2
(p+A(t′′))2 + Ip

]
. (2.11)
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Equation (2.10) can further be simplified by using the saddle point approximation as

xn(t) = i

∫ t

−∞
dt′
(

π

ε+ i(t− t′)/2

)3/2

[n · d∗(pst +A(t))]

× [E(t′) · d(pst +A(t′))] exp[−iS(pst, t, t
′)] + c.c.,

(2.12)

where

pst = −
∫ t
t′

dt′′A(t′′)

t− t′
. (2.13)

The physical interpretation of Eq. (2.12) can be associated with the semi-classical three-
step model. Firstly, [E(t′) · d(pst +A(t′))] represents the tunnel ionization at time t′.
Secondly, exp[−iS(pst, t, t

′)] corresponds to the acceleration of the ionized electron from
t′ to t. At the same time, ((π/(ε+ i(t− t′)/2))3/2 represents the spreading of the electron
wave packet during the acceleration process. Lastly, [n · d∗(pst +A(t))] represents the
recombination of the accelerated electron to the parent ion.

The HH spectrum IHHG(ω) is calculated from the dipole as

IHHG(ω) ∝
∣∣∣∣ω2

∫
xn(t)eiωtdt

∣∣∣∣2 . (2.14)

2.1.3 Half-cycle cutoff and isolated attosecond pulse generation
By using the models presented in the previous sections, we can discuss the mechanism of
the generation of isolated attosecond pulses by HHG.

When the pulse duration of a laser pulse is sufficiently short, its waveform dramatically
changes within one or two half cycles. Because the cutoff energy of HHG is proportional
to the laser intensity according to Eq. (2.7), it means that different half cycles have
different cutoff energies [71, 72]. The cutoff energy for each half cycle of the laser pulse
is called the “half-cycle cutoff” (HCO) [72]. Figure 2.4 plots the calculated HH spectra
generated by a sub-two-cycle laser pulse (temporal duration: 10 fs FWHM, wavelength:
1.7 µm, peak intensity: 1×1014 W/cm2), clearly showing the HCO structures. Here, the
Lewenstein model is employed for the calculation.

In order to obtain isolated attosecond pulses, it is important that the carrier-envelope
phase (CEP) of the laser pulse is set to an appropriate value. The CEP is defined as the
phase of the carrier wave with respect to the maximum of the envelope. When the laser
electric field is expressed as E0(t) cos(ω0t + φ), E0(t) is the envelope, cos(ω0t + φ) is
the carrier wave, and φ is the CEP. The left and right columns of Fig. 2.4 show HH
spectra generated by a laser pulse with a “cosine-like” CEP (φ=0) and a “sine-like” CEP
(φ = π/2), respectively. In the case of the cosine-like CEP, only one HCO is present
around 100 eV. Therefore, isolated HH pulses are obtained around this energy region.
However, in the case of the sine-like CEP, two HCOs coexist around 100 eV, resulting in
double HH pulses.

Figure 2.5 shows experimentally recorded CEP-dependent HH spectra driven by a
Ti:Sa laser [72]. For each HH spectrum, there are several “hump” structures in it. These
humps correspond to the HCOs. Recently, CEP-dependent HCO structures have also
been observed in the SX region [44–46,48–50].
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Figure 2.4: Mechanism of the generation of an isolated attosecond pulse. (a, b) The
electric fields of the drive laser pulse (c, d) Time-frequency plots of the generated HH
spectra obtained by a short-time Fourier transform with a 0.66-fs-FWHM-wide Gaussian
window. (e, f) Total HH spectra (black curves) and the HH spectrum from each laser half
cycle (colored curve). The CEP of the drive laser pulse is set to cosine-like in (a, c, e)
and sine-like in (b, d, f).

Figure 2.5: Experimentally observed CEP-dependent HCO structures [72].
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2.1.4 Scaling laws of HHG
One of the important implications of the three-step model and the Lewenstein model is the
scaling laws of HHG with respect to the laser wavelength. In this section, we review two
important scaling laws. Note that we fix the laser intensity and the ionization potential in
the following discussion.

First, according to Eq. (2.7), if the cutoff energy is sufficiently higher than the ion-
ization potential, the cutoff energy is proportional to the ponderomotive energy. Because
the ponderomotive energy is proportional to λ2 (λ: laser wavelength), the cutoff energy
scales with λ2.

Second, the photon flux (∝ spectral intensity) of HHs also scales with the wavelength.
According to Eq. (2.12), the diffusion of the accelerated electron wave packet is repre-
sented as ((π/(ε+ i(t− t′)/2))3/2 (t′: ionization time, t: recombination time). Because
t − t′ is proportional to λ, the diffusion of the wave packet is proportional to λ−3/2.
Therefore, in the photon flux, the effect of the diffusion scales as λ−3. Moreover, because
the cutoff energy scales as λ2, the photon flux, which is proportional to the number of
photons per unit photon energy, scales as λ−2. Considering these two effects, the photon
flux is expected to scale as λ−5. In TDSE calculations [73] and experiments [74], it has
been shown that the actual scaling law is λ−(6.5−5.5).

2.1.5 Phase matching of HHG and modified scaling laws
In the previous sections, theHHGprocess in a single atom is described. However, in actual
experiments, HH emissions from many atoms are superimposed to form a macroscopic
HHbeam. In order to obtain bright HHs, it is important that these emissions are coherently
added without any destructive interferences. Let k1 and kq be the wave numbers of the
drive laser and the q-th harmonic, respectively. If kq = qk1, the phase velocity of the drive
laser and that of the harmonic beam become the same, and the harmonic emission at each
position is added constructively. This condition is called the phase-matching condition.
By introducing the phase mismatch ∆k = kq− qk1, the phase-matching condition can be
expressed as ∆k = 0.

For simplicity, we describe phase matching along the one-dimensional axis which is
parallel to the laser propagation direction. In this case, the phase mismatch ∆k can be
written as the sum of the following four components [75, 76]:

∆k = ∆kgouy + ∆katomic + ∆kneutral + ∆kplasma. (2.15)

Each component is defined as

∆kgouy =
q

zR

(
1 + (z/zR)2) , ∆katomic =

2αI0z(
1 + (z/zR)2)2

z2
R

,

∆kneutral = −qω0

c
P (1− p)(na − 1), ∆kplasma =

qω0

c

e2

2ε0me

N0Pp

ω2
0

. (2.16)

Here, z is the position; zR is the Rayleigh length of the drive laser; α is the derivative of
the phase of the HH emission with respect to the laser intensity; I0 is the maximum laser
intensity; ω0 is the angular frequency of the drive laser; c is the speed of light in vacuum;
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P is the pressure of the gas medium; p is the ionization fraction; na is the refractive
index of a 1-bar gas medium; e is the elementary charge; ε0 is the dielectric constant of
vacuum;me is the mass of an electron; N0 is the number density of a 1-bar gas medium.
∆kgouy represents the increase of the phase velocity of the drive laser by the Gouy phase;
∆katomic arises from the dipole phase of the HHs; ∆kneutral and ∆kplasma represent the
decrease and increase of the phase velocity of the drive laser by the refractive index of
neutral gas and free electrons, respectively.

If the phase-matching condition is required to be fulfilled, it imposes several restric-
tions on the experimental parameters such as the laser intensity and the gas pressure, thus
modifies the scaling laws of HHG. The discussions below are based on ref. [77]. Note
that we focus on the phase-matching condition around the cutoff energy.

First, the scaling of the cutoff energy is modified as follows. If the laser intensity is
very high, the ionization fraction p becomes very large. In this case, due to large∆kplasma,
the phase-matching condition cannot be fulfilled. Practically, the laser intensity is limited
to a range which satisfies |∆kplasma| < |∆kneutral|. The maximum cutoff energy within
this intensity range is called the phase-matching cutoff energy. Because of the 1/ω2

0 term
in ∆kplasma, the limit of the ionization fraction p scales as λ−2. Therefore, as the laser
wavelength becomes longer, the intensity limit becomes smaller. Figure 2.6 shows the
calculated scaling of the phase-matching cutoff energies for various gas species. The
ADK model is used to calculate the ionization fraction. Different from the single atom
response, the phase-matching cutoff energy scales as λ1.6−1.7.

Figure 2.6: Calculated phase-matching cutoff energies as a function of the laser wave-
length for He (red), Ne (deep blue), Ar (green), and Kr (light blue). The solid curves and
the dashed curves represent the calculation results for two- and eight-cycle laser pulses,
respectively.

Second, because of the above-mentioned intensity limit, the scaling law of the photon
flux is affected. Although we skip the details here, it is shown from numerical simulations
that the scaling law becomes λ−(8−7.4) [77].

Lastly, the optimum gas pressure for HHG also scales with the laser wavelength. The
gas pressure P is included in the ∆kneutral and the ∆kplasma terms. Considering the fact
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that ω0 ∝ λ−1 and q ∝ ωHH/ω0 ∝ λ3 (ωHH: angular frequency of the HHs which scales
with λ2), it can be derived that ∆kneutral,∆kplasma ∝ Pλ2. On the other hand, because
zR ∝ λ−1 and α ∝ λ3 [78], ∆kgouy,∆katomic ∝ λ4. Therefore, in order to fulfill ∆k = 0,
the pressure should scale as λ2.

Table 2.1 summarizes the scaling laws of the microscopic (single atom) and the
macroscopic HHG processes. It is evident that, when the laser wavelength becomes
longer, the cutoff energy can be significantly extended. However, at the same time, the
photon flux also dramatically decreases. Moreover, the required gas pressure for efficient
HHG becomes high.

Table 2.1: Scaling laws of HHG

Cutoff energy Photon flux Optimum gas pressure

Single-atom response λ2 λ−(6.5−5.5) -

Macroscopic response λ1.6−1.7 λ−(8−7.4) λ2

Experimentally, these scaling laws have been qualitatively confirmed. Figure 2.7
shows measured HH spectra from He obtained with various drive laser wavelengths [52].
The cutoff energy for each drive laser wavelength roughly agrees with the predicted value
in Fig. 2.6. As for the gas pressure, Fig. 2.8 shows experimentally measured optimum
gas pressures in HHG from He at various wavelengths. It is visible that the measured
optimum gas pressures roughly follow the scaling law.

Figure 2.7: HH spectra from He obtained with various drive laser wavelengths [52].
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Figure 2.8: Experimentally measured optimum gas pressures in HHG from He at various
laser wavelengths [43, 49, 50, 52, 60, 77]. Black dashed curve is a guide for the eye,
showing the quadratic scaling law.
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2.2 X-ray absorption spectroscopy (XAS)
XAS is one of the most powerful techniques to investigate local electronic and structural
information of matter. Figure 2.9 depicts the principles of XAS. In an X-ray absorption
spectrum, there are steep rising edges called absorption edges. The photon energy of an
absorption edge corresponds to the transition energy of a core shell electron to unoccupied
orbitals or continuum states.

Figure 2.9: Schematic of the concept of XAS (XANES and EXAFS).

A spectral structure around an absorption edge is calledX-ray absorption fine-structure
(XAFS), and it is classified to X-ray absorption near edge structure (XANES, or NEX-
AFS) and extended X-ray absorption fine structure (EXAFS). XANES exists around the
absorption edge (∼10-20 eV), and it corresponds to the transitions from a core shell to
unoccupied valence orbitals. XANES is sensitive to local electronic structures such as
electron population, chemical bonding and valence number. On the other hand, EXAFS
spans several hundreds of electron volts from an absorption edge, and it corresponds to
the transitions from a core shell to continuum states. EXAFS is sensitive to local lattice
structures.

An important aspect of XAS is element specificity. Because each element has charac-
teristic absorption edges, one can investigate a specific element by tuning the X-ray photon
energy to an appropriate absorption edge. Element specificity is especially helpful when
the target matter has a complex structure and many elements coexist in it.

Figure 2.10 shows the list of absorption edges in the SX region. Between 100 and 600
eV, there are K-edges (transitions from 1s shells) of light elements, L-edges (transitions
from 2p or 2s shells) of light elements and some transition metals. The region between
the C K-edge (284 eV) and the O K-edge (543 eV) is called the “water window,” where
X-rays are transmitted through water but absorbed by carbon-containing molecules. The
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water window region is important because it contains K-edges of carbon, nitrogen, and
oxygen. These elements are fundamental components of many materials such as oxides,
photocatalytic systems, and organic molecules including biomolecules. Furthermore,
because water is transparent in this region, XAS of aqueous solution is possible in the
transmission mode.

Figure 2.10: Absorption edges in the SX region.

XAS is one of the most suitable techniques for HHG-based attosecond SX spec-
troscopy. As explained below, this is because of the low photon flux and the ultrashort
pulse duration of HHs. For example, HHG-based X-ray emission spectroscopy is difficult
because it requires high photon flux. In the case of X-ray photoelectron spectroscopy,
X-ray has to be monochromatized before irradiated to a sample, but it significantly elon-
gates the pulse duration of the X-ray as well as reduces the photon flux. However, in the
case of XAS, these problems can be solved by irradiating non-monochromatized X-ray
to a sample and dispersing its spectrum after the sample. This measurement method is
called dispersive XAFS (DXAFS) [79]. In DXAFS, the short pulse duration of HHs is
preserved on the sample. Furthermore, an absorption spectrum can be measured without
scanning anything, thus the measurement time can be shortened. Note that DXAFS is
different from usual XAS measurements in synchrotron, where monochromatized X-ray
beam is irradiated to the sample and the total (partial) photoelectron or fluorescence yield
is detected while scanning the X-ray photon energy.

Mathematical formulation of XANES

The X-ray absorption process can be analytically formulated as follows. The X-ray
absorption cross section σx of the transition from an initial state |i〉 can be written as [80],

σx =
∑
f

4π2e2

m2cω
| 〈f |ex · p|i〉 |2ρf (E), (2.17)

where |f〉 is a final core-excited state, e is the elementary charge, m is the mass of an
electron, c is the speed of light in vacuum, ω is the angular frequency of the X-ray, ex is
the polarization vector of the X-ray, p is the momentum operator, and ρf (E) is the energy
density of the final state. The actual absorption spectrum is broadened by a few hundreds
of milli-electron volts from that obtained by Eq. (2.17) due to the finite lifetime of the
core-excited states.

In the case of XANES of atoms or molecules, ρf (E) is proportional to (1− n)δ(E −
Ef + Ei) (n: electron population in the unoccupied orbital, Ef : total energy of the final
state, Ei: total energy of the initial state). Considering the above discussions, XANES of
atoms or molecules can provide the following information:
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1. The electron population in the unoccupied orbital n [81].

2. The transition energy Ef − Ei.

3. The transition dipole moment | 〈f |ex · p|i〉 |2.

Here, it is known that the transition energy and the transition dipole moment contain the
information of chemical bondings and the orientation of molecules, respectively [82,83].

2.3 X-ray transient absorption spectroscopy
A major advantage of using HHs for XAS is that ultrafast pump-probe measurements
can be performed. Pump-probe XAS is called X-ray transient absorption spectroscopy.
Figure 2.11 shows a schematic of transient absorption spectroscopy. A pump laser pulse
and a probe X-ray pulse are irradiated to a sample with a delay, and the spectrum of the
absorbed X-ray pulse is observed by a spectrometer. By scanning the delay, one can track
the dynamics of the sample via the change of the absorption spectrum.

Figure 2.11: Concept of X-ray transient absorption spectroscopy.

Based on the formulation of XANES in the previous section, an X-ray transient
absorption spectrum of atoms and molecules can provide the following information:

1. The change of the electron (or hole) population in unoccupied orbitals due to
electron excitation, ionization, or core-hole decay.

2. The change of the transition energy Ef − Ei due to nuclear motions or Stark shift.

3. The change of the transition dipole moment | 〈f |ex · p|i〉 |2 due to nuclear motions.

4. The emergence of new final states due to photoionization, chemical reaction, or the
appearance of laser-dressed states.

Here, we add supplementary explanations for the second and the third information.
Regarding the second one, as the nuclei in a molecule move, the total potential energy of
a molecule changes because of the change of the repulsion and attraction force among the
nuclei and electrons, thus Ef − Ei changes. Aside from nuclear motions, laser-induced
AC Stark shift can also change Ef − Ei. As for the third one, | 〈f |ex · p|i〉 |2 changes
as the nuclei move because of the change of the molecular wave functions. Also, it is
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expected to be sensitive to molecular rotation with respect to the polarization of the X-ray
because of the ex · p term in the transition dipole moment.

In addition to the above information, if there is coherence between two electronic states,
it can also be probed via the oscillation of the intensity of the absorption peaks [84].

2.3.1 Previous studies of XUV transient absorption spectroscopy
Until now, HHG-based transient absorption experiments in the XUV region have been
widely performed to investigate various photoinduced dynamics. In this section, several
representative experiments are reviewed.

First, Fig. 2.12 shows the result of transient absorption spectroscopy of IBr which
reveals its femtosecond molecular dissociation and vibration dynamics. [85]. Here, IBr is
pumped by a few-femtosecond VIS laser pulse, and probed by an attosecond XUV pulse
at the I N -edge and the BrM -edge. Around 0 fs, the absorption peaks of unpumped IBr
(48-51 eV and 68-70 eV) decrease due to photoexcitation. Instead, new absorption peaks
appear below them, which correspond to IBr molecules in their excited states. From 0 to
100 fs, the positions and the intensities of these new absorption peaks gradually change.
This is due to the change of the internuclear distance in the dissociation process. At
the same time, it is visible that the absorption peaks of unpumped IBr have oscillatory
structures with a period of ∼100 fs. This is because of molecular vibration initiated
by impulsive stimulated Raman scattering. After 100 fs, the dissociation process is
completed and the absorption peaks converge to those of the final products, atomic I and
Br.

Figure 2.12: Transient absorption spectroscopy of IBr molecules at the I N -edge and the
Br M -edge [85]. (A) Absorption spectrum of the dissociation products. (B) Transient
absorption spectrum.

Second, examples of attosecond transient absorption spectroscopy are shown in Fig.
2.13. Figure 2.13(a) shows an attosecond transient absorption spectrum of He atoms
pumped by a few-femtosecond Ti:Sa laser pulse. The photon energy of the probe pulse is
set around the ionization potential of He, so there aremany absorption lines corresponding
to the transitions from the valence orbital to the Rydberg orbitals. Around 0 fs, these
Rydberg peaks are significantly modulated, and it oscillates with a period of half the laser
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cycle of the pump pulse (1.3 fs). The modulations of the peaks are due to AC Stark shift
and the emergence of laser-dressed states. The coherence among these states results in
the fast oscillation. Figure 2.13(b) shows an attosecond transient absorption spectrum of
Xe atoms. Xe is pumped by again a few-femtosecond Ti:Sa laser pulse and probed by an
attosecond pulse at the Xe N -edge. The emergence of new absorption peaks around 0
fs (5p−1

1/2 and 5p−1
3/2 peaks) is due to the generation of Xe+ ion by strong-field ionization.

The 1.3-fs-period oscillation in these peaks reflects sub-optical-cycle hole population
dynamics during the ionization process.

Figure 2.13: (a): Attosecond transient absorption spectrum of He atoms around the
ionization threshold [86]. The assignment of the absorption peaks is shown along the left
axis. (b): Attosecond transient absorption spectrum of Xe atoms at the Xe N -edge [18].

The above examples clearly demonstrate that transient absorption spectroscopy is a
powerful tool to observe nuclear and electron dynamics with femtosecond-to-attosecond
temporal resolution. Other than these examples, various transient absorption measure-
ments have been conducted to reveal molecular vibration [87–89], dissociation [89–91],
electron-nuclear coupling [92,93], autoionization [20,94], tunnel ionization [16,95], and
electronic coherence [84,89,95]. Moreover, recently, transient absorption measurements
have been extended to solids [21–25,96].

2.3.2 Previous studies of SX transient absorption spectroscopy
Recently, the development of the OP(CP)A-based HHG technology has enabled transient
absorption spectroscopy in the SX region. Figure 2.14 shows representative results.

In 2017, Pertot et al. demonstrated HHG-based transient absorption spectroscopy at
the CK-edge for the first time [62] (Fig. 2.14(a)). In their study, femtosecond dissociation
of CF4 was observed. In the same year, femtosecond transient absorption spectroscopy of
cyclohexadiene (C6H8) molecules at the C K-edge was reported [63]. Here, a photoin-
duced ring opening reaction was observed. After that, femtosecond transient absorption
spectroscopy at the CK-edge has been applied to various molecules such as acetylacetone
(C5H8O2), furfural (C4H3OCHO), chloroiodomethane (CH2ClI), and dimethyl disulfide
(CH3SSCH3) [97].

As for attosecond transient absorption spectroscopy in the SX region, there are two
previous studies. The first demonstration was in 2018 [98] (Fig. 2.14(b)), and Chew et
al. observed field-induced electron dynamics of Ar at the Ar L-edge (250 eV). The other
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study is transient absorption spectroscopy of TiS2 at the Ti L-edge (460 eV) [65] (Fig.
2.14(c)). They observed electron motions driven by an IR laser pulse in the conduction
band of TiS2. However, this result has not been published in a peer-reviewed journal, and
there is still an argument over its reproducibility.

Figure 2.14: (a) Femtosecond transient absorption spectrum of CF4 at the CK-edge [62].
(b) Attosecond transient absorption spectrum of Ar at the Ar L-edge [98]. (c) Attosecond
transient absorption spectrum of TiS2 at the Ti L-edge [65].

2.4 Previous studies of NO and N2O
In this section, we review previous studies of NO and N2O as these molecules are the
targets of our transient absorption measurements. Especially, we focus on static XAS
experiments in synchrotron facilities and laser-based experiments on ultrafast molecular
dynamics.

XAS

XAS measurements of NO and N2O at the N K-edge were conducted by Kosugi et
al. [99] and Adachi et al. [100], respectively, as shown in Figs. 2.15 and 2.16. In
these measurements, synchrotron radiation was used. For both absorption spectra, peak
assignments were performed based on ab initio calculations. As for NO, the strong peak
at 400 eV corresponds to the transition from the N 1s orbital to the 2π orbital. The
weak peaks above 405 eV correspond to the transitions from the N 1s orbital to the
Rydberg orbitals. As for N2O, two strong peaks exist at 401 eV and 404.5 eV. These
peaks correspond to the transitions from the 1s orbitals of the two nitrogen atoms to the
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3π orbital. As in the case of NO, the weak peaks in the higher energy region correspond
to the transitions from the 1s orbitals to the Rydberg orbitals.

Figure 2.15: XANES of NO at the N K-edge measured in the total electron yield
mode [99].

Figure 2.16: XANES of N2O at the N K-edge [100]. Red and black curves show
absorption spectra measured by collecting photoions emitted parallel and perpendicular
to the polarization of the SX beam, respectively. The total absorption spectrum is obtained
by taking the sum of the two curves.

Observations of ultrafast dynamics

Until now, ultrafast dynamics of NO and N2O has been experimentally investigated by
various techniques.

As for NO, there are several studies which investigated its laser-induced non-adiabatic
rotational dynamics. References [101–103] utilized photoion spectroscopy, high-harmonic
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spectroscopy, and photoelectron spectroscopy, respectively, to observe the rotational dy-
namics. Especially, refs. [102] and [103] observed a coupling between the rotational
dynamics and the electronic coherence.

As for N2O, its dissociation dynamics initiated by an XUV pulse was investigated by
a photoion-photoion coincidence measurement [104]. Another study by Huppert et al.
observed attosecond delays in photoionization of N2O irradiated by an XUV pulse [105].
They employed the reconstruction of attosecond beating by interference of two-photon
transitions (RABBITT) technique.

For both molecules, however, to the best of our knowledge, ultrafast transient absorp-
tion spectroscopy in the XUV or the SX region has not been performed so far.

2.5 Ultrafast SX light sources other than HHG
In this section, we review ultrafast light sources other than HHG.

Accelerator-based femtosecond SX light sources, such as XFELs or laser-slicing
sources, are now available [106, 107]. Also, laser-based plasma sources [108, 109]
provide femtosecond to picosecond X-ray pulses in a table-top manner.

Ultrafast spectroscopy using these sources have been widely conducted. For example,
femtosecond transient absorption spectroscopy has been performed by using XFELs
[110–112] and laser-slicing sources [113]. Figure 2.17 shows a transient absorption
spectrum of thymine molecules at the O K-edge (543 eV) measured with an XFEL.
Absorbance changes at a time scale of ∼100 fs are clearly resolved. Other than transient
absorption spectroscopy, time-resolvedX-raymagnetic circular dichroism (XMCD) [114],
X-ray diffraction [115,116], and photoelectron spectroscopy [117] have been successfully
demonstrated.

Figure 2.17: X-ray transient absorption spectrum of thymine molecules at the O K-edge
measured with an XFEL [111].
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As shown in Fig. 1.2, XFELs or laser-slicing sources have higher photon flux than
HHG, and also cover a wide range of the SX region. However, in terms of tempo-
ral resolution, HHG-based ultrafast spectroscopy is still advantageous. Although the
generation of attosecond pulses in XFELs was recently reported [118, 119], attosecond
pump-probe measurements in XFELs are still challenging due to the difficulty in the
precise synchronization between pump and probe pulses.
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Chapter 3

IR light source and its characterization

In this chapter, we present the BIBO-OPCPA system which is employed in the HHG and
the transient absorption experiments as a drive laser. Firstly, the principles of OPCPA and
the broadband degenerate OPA by a BIBO crystal are briefly described. Secondly, the
technical details of the BIBO-OPCPA system are presented. Finally, the characterization
of the temporal waveform of the output pulses of the BIBO-OPCPA system is presented.

3.1 Principles of OPCPA
OPCPA [120] is a technique to obtain intense ultrashort light pulses by combining OPA
[121] and CPA [6]. A schematic of the setup of OPA is shown in Fig. 3.1(a). A strong
pump beam and a weak signal beam are incident on a nonlinear crystal to obtain an
amplified signal beam. Here, another beam, called an idler beam, is generated. The
photon energy of the idler beam is equal to the difference between the photon energy of
the signal beam and that of the pump beam. Figure 3.1(b) depicts the microscopic OPA
process. A pump photon is split into a signal and an idler photon via virtual excited states
in the nonlinear crystal. Because of the energy conservation law, ωpump = ωsignal + ωidler

is satisfied. In OPCPA (Fig. 3.1(c)), the temporal duration of the signal pulse is stretched
before OPA, and it is compressed after OPA. By doing so, even if the fluence of the pump
pulse is high, damages in the nonlinear crystal can be avoided.

OPCPA has several advantages over conventional light amplification by laser crystals.
First, because of the broad gain bandwidth of OPA, it is relatively easy to generate
ultrashort pulses without extra spectral broadening. Second, because the energy of a pump
photon is fully converted into those of signal and idler photons, the heat accumulated in
a nonlinear crystal is much smaller than that in a laser crystal. Therefore, OPCPA is
scalable to high average power systems.

3.2 Degenerate OPA in a BIBO crystal
For efficient OPA, the wave numbers of the pump (kp), the signal (ks), and the idler (ki)
beams have to fulfill the following phase-matching condition:

kp ' ks + ki. (3.1)

27
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Figure 3.1: Schematics of (a, b) OPA and (c) OPCPA.

Intuitively, if the phase-matching condition is not fulfilled, the relative phases of the three
beams are shifted as they propagate in the nonlinear crystal, resulting in a destructive
interference of the amplified signal beam. Phase matching can be evaluated by the phase
mismatch ∆k which is defined as

∆k = kp − ks − ki. (3.2)

To realize efficient and broadband OPA, the phase mismatch has to be small for a wide
range of the spectrum. However, because the refractive index of a material is dependent
on wavelength, the phase mismatch is also usually largely dependent on wavelength.

The phase mismatch in OPA can be analytically modeled as follows. We assume
that the bandwidth of the pump pulse is narrow and its wavenumber kp can be regarded
as constant. The signal and the idler pulses are assumed to be broadband, and their
central frequencies are represented as ωs0 and ωi0, respectively. Let ωs = ωs0 + ∆ω be a
frequency component of the signal pulse. According to the energy conservation law, the
corresponding frequency component of the idler pulse is ωi = ωi0−∆ω. In this case, the
wave numbers of the signal and the idler pulses, ks and ki can be expressed as

ks(ωs0 + ∆ω) = ks(ωs0) +
dk

dω

∣∣∣
ω=ωs0

∆ω +
1

2

d2k

dω2
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∆ω2 + · · · (3.3)

ki(ωi0 −∆ω) = ki(ωi0)− dk
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The phase mismatch is then calculated as

∆k = kp − k(ωs0)− k(ωi0)
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The first term of the right hand side of Eq. (3.5) is the phase mismatch at the central
frequency, and it can be tuned to zero by adjusting the cut angle of the nonlinear crystal.
The other terms cannot usually be compensated. However, if the central frequencies of
the signal and the idler pulses are the same (i.e., ωs0 = ωi0), all terms with odd powers
of ∆ω vanish, thus the phase mismatch becomes small for a broad range of the spectrum.
This condition is called degenerate OPA. Moreover, if d2k/dω2 is zero at ωs0 ( = ωi0),
the ∆ω2 term also vanishes. Because d2k/dω2 is the group velocity dispersion, such a
wavelength is called a zero-dispersion wavelength.

In the case of BIBO, the zero-dispersion wavelength is around 1600 nm. Therefore,
if the pump wavelength is 800 nm and the signal and the idler wavelengths are 1600 nm,
ultrabroadband degenerate OPA can be realized. Here, the signal wavelength of 1600 nm
is favorable for HHG in the water window. Furthermore, the pump pulse at 800 nm can
be generated with the highly matured Ti:Sa technology.

The gain curve of BIBO pumped by an 800 nm, 10 GW/cm2 pulse is shown in Fig.
3.2. A broad gain spectrum ranging from 1100 nm to the MIR region is obtained. Note
that, because BIBO has strong absorption above ∼2200 nm, the effective gain bandwidth
is approximately one octave (1100-2200 nm).

Figure 3.2: Calculated OPA gain spectrum of a 5-mm-thick BIBO crystal pumped by a
800 nm, 10 GW/cm2 pulse.

3.3 BIBO-OPCPA system
Figure 3.3 depicts a schematic of the BIBO-OPCPA system. This system was designed
and developed by Dr. Nobuhisa Ishii [36, 57].

For the generation of the pump and the seed (unamplified signal) pulses of OPCPA,
Ti:Sa CPA systems are employed. First, the output from a Ti:Sa oscillator (Femtolasers,
INTEGRAL element, 450 mW, < 10 fs) is split into two arms: seed and pump arms.

First, we describe the details of the seed arm. The pulses from the Ti:Sa oscillator
are stretched by a grating pair, then amplified by a Ti:Sa regenerative amplifier (1 kHz),
and compressed by a transmission grating pair (1250 l/mm) [122]. The pulse energy
and the temporal duration of the output pulses are 1 mJ and 45 fs FWHM, respectively.
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Figure 3.3: Schematic of the BIBO-OPCPA system (BSM: band stop mirror, CM:
chirped mirrors, BIBO-DFG: 1-mm-thick BIBO crystal for difference frequency genera-
tion, AOPDF: acousto-optic programmable dispersive filter, BIBO1: 4-mm-thick BIBO
crystal, BIBO2: 6-mm-thick BIBO crystal, FS: 15-cm-long fused silica).

These pulses are loosely focused to a gas cell filled with 1 bar of Kr, where the spectrum
is broadened by self-phase modulation. The broadened white light pulses are reflected
by a band stop mirror (BSM, custom fabricated by Tokai Optical) to remove the central
part of its spectrum around 800 nm. Then they are compressed by a pair of chirped
mirrors (CMs) and focused into a 1-mm-thick BIBO crystal by a concave mirror (f =
250 mm). Here, by the difference frequency generation (DFG) process between the
short and the long wavelength components of the white light, IR seed pulses with a
central wavelength of 1600 nm are generated. In the DFG process, the CEP of the seed
pulses is passively stabilized [123, 124]. The mechanism of the CEP stabilization can
be explained by a frequency comb picture of DFG. Let fn = nfrep + fCEO be the n-th
longitudinal mode of the white light pulses (frep: repetition rate, fCEO: carrier offset
frequency). Then, the difference frequency between the n-th and m-th modes can be
calculated as fn − fm = (n − m)frep. In this way, the carrier offset frequency of the
DFG pulses becomes zero, and their CEP is stabilized. After DFG, the seed pulses are
transmitted through an acousto-optical programmable dispersive filter (AOPDF, Fastlite,
Dazzler HR45-1200-2200) [125]. In the Dazzler, the seed pulses are diffracted by a
grating structure generated by acoustic waves. The spectral phase, including the CEP and
the group delay, of the diffracted seed pulses can be arbitrarily controlled by changing the
patterns of the acoustic waves. In our system, the seed pulses are positively chirped and
stretched to ∼4 ps in the Dazzler.

Next, we describe the details of the pump arm. The output pulses of the Ti:Sa oscillator
are stretched and amplified in a regenerative amplifier as in the seed arm. After that, the
pulses are further amplified by a three-stage multipass amplifier to 17.5 mJ. The amplified
pulses are compressed by a pair of transmission gratings (1740 l/mm) [122]. Here, by
adjusting the spacing between the gratings, the compressed pulses are slightly negatively
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chirped and their pulse duration is adjusted to ∼5 ps. By doing so, the pulse durations
of the pump and the seed pulses become almost the same, and efficient OPA is realized.
The pulse energy of the pump pulse is 14 mJ after the compressor.

Because the seed and the pump Ti:Sa beams are amplified in independent regenerative
amplifiers, the timing drift between the two beams might be a problem. If the timing drift
is very large, it leads to the instability of the output from the BIBO-OPCPA system. In
order to check the timing drift, a balanced optical cross correlation measurement [126]
is performed. Two beams from the pump and the seed arms are picked up for cross-
correlation: a Ti:Sa beam which is transmitted through a BIBO crystal in the first stage of
the OPCPA and a Ti:Sa beam which is transmitted through the BSM. The two beams are
fed into a balanced optical cross correlator shown in Fig. 3.4(a). The measured timing
drift between the two beams for 700 minutes is plotted in Fig. 3.4(b). The drift is a few
tens of femtoseconds, which is much smaller than the pulse duration of the pump and the
seed pulses (∼ 5 ps). Therefore, the timing drift does not so much affect the stability of
the OPCPA.

Figure 3.4: (a) Setup of the balanced optical cross correlator. (b) Measured timing drift
between the pump and the seed arms.

In the OPCPA, the seed pulses are amplified in two stages. In the first stage, the pulse
energy of the pump pulse is set to 250 µJ. The thickness of the BIBO crystal is 4 mm,
and the cut angle is 11.4◦ (type I phase matching). The amplified signal pulse has ∼20
µJ pulse energy. In the second stage, the pulse energy of the pump pulse is 13 mJ. The
thickness of the BIBO crystal is 6 mm, and the cut angle is the same. The amplified signal
pulse is transmitted through a 15-cm-long fused silica (FS) block, where its positive chirp
is compensated by the negative dispersion of FS. The pulse energy of the compressed
output pulse is 1.5 mJ. The spectral phase and the CEP of the output pulse can be finely
tuned by changing the settings of the Dazzler.

The temporal shape of the output pulse is characterized by the third harmonic gener-
ation frequency resolved optical gating (THG-FROG) technique [127], as shown in Fig.
3.5. The pulse duration is measured to be 10.1 fs. The central wavelength in Fig. 3.5
is around 1700 nm, which is longer than the designed value (1600 nm). The central
wavelength depends on the daily alignment of the OPCPA system, and it is typically from
1600 to 1700 nm.

The CEP stability of the BIBO-OPCPA system is evaluated by the single-shot f-to-2f
interferometry. A fraction of the output beam is focused into a 5-mm-thick fused silica
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Figure 3.5: THG-FROG measurement of the output of the BIBO-OPCPA system [57].
(Upper left) Measured (red solid curve) and reconstructed (black solid curve) spectral
intensities together with the reconstructed spectral phase (black dashed curve). (Upper
right) Reconstructed pulse shape. (Lower left) Measured FROG trace. (Lower right)
Reconstructed FROG trace.
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Figure 3.6: f-to-2f measurement of the output pulses of the BIBO-OPCPA. (a) Measured
spectral interference fringes. (b) Relative CEPs extracted from the interference fringes.
(c) Distribution of the measured relative CEPs.

plate to generate a white light. The beam is then refocused into a 100-µm-thick β-BaB2O4

(BBO) crystal to generate the second harmonic (SH). The spectral interference between
the white light and the SH is measured by a spectrometer. The data acquisition time of
the spectrometer is set to 1 ms to realize a single-shot measurement. Here, we do not
synchronize the spectrometer to the accurate repetition rate of the laser, so sometimes we
have two shots or zero shot in a measured spectrum, which we discard when analyzing the
data. The spectra are recorded for 20 minutes with a 200-ms interval between each data
acquisition. Figure 3.6 shows the result. The measured CEP stability is 230 mrad RMS
for 20 minutes. As for the long-term CEP stability, another (not a single-shot) f-to-2f
measurement is performed, and the drift of the CEP is measured to be 240 mrad RMS for
12.8 hours.

3.4 Waveform characterization of IR pulses using plasma
fluorescence

3.4.1 Motivation
In the previous section, the temporal shape of the BIBO-OPCPA output pulse is measured
by THG-FROG. However, although the THG-FROG measurement provides the informa-
tion on the pulse envelope, it cannot measure the carrier wave including the absolute CEP.
This missing information is important for strong field physics, where electron dynamics
is dramatically affected by a small change of CEP. Therefore, it is desirable to measure
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the complete temporal waveform rather than the pulse envelope alone.
Until now, various waveform characterization techniques have been demonstrated,

including attosecond streaking [128], petahertz optical oscilloscope [129], attosecond
resolved interferometric electric-field sampling (ARIES) [130], XUV spatial interfer-
ometry [131], and frequency-resolved optical gating capable of carrier-envelope phase
determination (FROG-CEP) [132]. However, these techniques require either XUV optics
or numerical retrieval procedures, which complicates the waveform measurements.

Recently, a technique called TIPTOE (tunneling ionization with a perturbation for
the time-domain observation of an electric field) has been demonstrated to solve this
problem [133]. A schematic of the TIPTOE measurement is depicted in Fig. 3.7. A
strong, CEP-locked, few-cycle “probe” pulse and a weak, CEP-locked “signal” pulse are
focused into a gas medium. The ion current from the tunnel-ionized gas medium is
measured as a function of the delay between the probe and the signal pulses, as shown in
the gray dashed frame in Fig. 3.7. This ion current (= tunnel ionization yield) directly
reflects the waveform of the signal pulse [134, 135]. In this approach, the measurement
can be performed without a vacuum setup and the waveform can be obtained without a
numerical retrieval procedure.

Figure 3.7: Schematic of the waveform characterization. In TIPTOE, the ion current is
measured as a function of the delay between the probe and the signal pulses (gray dashed
frame), but our method detects the fluorescence from the plasma instead of the ion current
(red dashed frame).

One drawback of TIPTOE is that metal electrodes for collecting the ion current have
to be inserted near the focus of the laser. For example, if one would like to perform other
experiments at the same focus, these electrodes might interfere with other experimental
setups (e.g., a gas cell for HHG). Therefore, it is convenient if waveforms can be measured
from a remote position without disturbing the focal region of the laser. For this, we
have developed a new TIPTOE method. In this method, instead of the ion current, the
fluorescence from the ionized gas molecules is measured by a detector, as shown in the red
dashed frame in Fig. 3.7. Such fluorescence is called “plasma fluorescence” [136]. The
intensity of the plasma fluorescence is expected to be proportional to the tunnel ionization
yield, thus waveforms can be measured as in the ion current measurement.
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3.4.2 Measurement principle
The mechanism of the waveform measurement can be mathematically formulated as
follows. Let Ep(t) and Es(t) be the electric field vectors of the strong probe pulse and
the weak signal pulse, respectively, and w(E) be the tunnel ionization rate at a static field
amplitude E. Note that the probe pulse is linearly polarized and its envelope has a peak
at t = 0; also note that the signal pulse has an arbitrary polarization. The ionization
probability P (τ) under the irradiation by the probe and the signal pulses with a delay of
τ can be written as

P (τ) =

∫
w(|Ep(t) +Es(t+ τ)|)dt

'
∫

dw

dE

∣∣∣
E=|Ep(t)|

Ep(t) ·Es(t+ τ)

|Ep(t)|
dt+ const.

=

∫
dw

dE
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E=|Ep(t)|

Es proj(t+ τ)dt+ const.

(3.6)

Here,Es proj(t) is the projection of the signal electric field along the polarization direction
of the probe pulse. In Eq. (3.6), we assume that the signal pulse is sufficiently weaker
than the probe pulse and extract only the first-order term of Es(t+ τ). Furthermore, we
ignore the depletion of the ground state. Note that, in our experiment, we use N2 as a
target gas medium and use a 1600-nm, 1.28×1014-W/cm2, 11-fs laser pulse as a probe
pulse. In such a situation, as shown below, the ionization probability is calculated to be
less than 1%. Thus, the assumption of the low ground state depletion is reasonable in our
case. Tunnel ionization is highly nonlinear and mostly confined to the regions in which
|Ep(t)| becomes maximal (i.e., the peaks in the probe field occurring every half cycle).
Therefore, if the carrier wave of the probe electric field is proportional to cos(ωt), the
ionization probability can further be approximated as

P (τ) '
∑
n

anEs proj(τ +
nπ

ω
) + const, (3.7)

where an is a constant representing the derivative of the ionization rate with its sign
alternating between adjacent half cycles of the probe pulse. If the probe pulse is short
enough and its waveform is cosine-like, the component at n = 0 becomes dominant in
the summation in Eq. (3.7), andEs proj(τ) becomes proportional to the modulation of the
ionization probability P (τ). In this way, the signal waveform can be directly measured
from the tunnel ionization yield. Note that the Keldysh parameter is 0.5 in our experiment,
which is calculated from the ionization potential of N2 (15.58 eV) and the wavelength and
the peak intensity of the probe pulse (1600 nm and 1.28×1014 W/cm2). Therefore, the
tunnel ionization picture is valid in our experiment.

To verify the validity of the above formulation, a simulation of the waveform mea-
surement is performed. The probe pulse used in the simulation is a Gaussian pulse with a
central wavelength of 1600 nm, a peak electric field of 310 MV/cm (1.28×1014 W/cm2),
and a pulse duration of 11 fs. First, the time evolution of the ionization probability of a
nitrogen molecule irradiated by only the probe pulse is calculated (Fig. 3.8(a)). In the
calculation, the molecular ADK model [137] for randomly oriented nitrogen molecules
is used. Figure 3.8(a) indicates that the ionization is mostly confined to the central part
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Figure 3.8: (a) Calculated temporal evolution of the ionization probability of N2 (red
solid curve) irradiated by a strong probe pulse (black dashed curve). The peak intensity
of the probe pulse is set to 1.28×1014 W/cm2. (b) Calculated final ionization probability
(blue circles) as a function of the delay between the probe pulse (red solid curve in (b))
and the signal pulse (red solid curve). The peak intensities of the probe and the signal
pulses are set to 1.28×1014 W/cm2 and 1.20×1010 W/cm2, respectively.

of the probe pulse. Next, a signal pulse is superimposed on the probe pulse and the
ionization modulation is simulated. The central wavelength and the temporal duration
of the signal pulse are the same as those of the probe pulse; however, the peak electric
field amplitude is reduced to 3 MV/cm (1.20×1010 W/cm2) and a linear chirp is added.
The polarization of the signal pulse is set to the same as the probe pulse. The calculated
ionization modulation and the waveform of the signal pulse are almost perfectly matched
as shown in Fig. 3.8(b).

3.4.3 Experiment
Figure 3.9(a) shows a schematic of the experimental setup of the waveform measurement.
The IR pulses from the BIBO-OPCPA system are split into two arms by a hole-drilled
mirror. The reflected beam serves as the probe beam. It passes through a half-wave plate
(HWP, Thorlabs AHWP10M-1600), a variable neutral density filter (VND), and a 2-mm-
thick FS plate for dispersion compensation. The transmitted beam serves as the signal
beam. It passes through a pair of FS wedges for CEP control, a VND, a quarter-wave
plate (QWP, Thorlabs AQWP10M-1600), and an iris. The temporal delay between the
two beams is controlled by a delay stage in the probe arm. The two beams are recombined
by another hole-drilled mirror and focused into a nitrogen gas cell by a concave mirror (f
= 375 mm). The pressure of nitrogen is set to 50 mbar to suppress nonlinear propagation.
The fluorescence is collected by a BK7 lens, filtered through a band-pass filter (BPF,
Edmund Optics #65-189) and an iris, then detected by a photomultiplier tube (PMT,
Hamamatsu H10720-210). The BPF transmits only the 337-nm line (2P(0, 0)) in the
fluorescence spectrum (Fig. 3.9(b)), which corresponds to the transition from the lowest
vibration level of the C3Πu state to the lowest vibration level of the B3Πg state in a neutral
nitrogen molecule [138]. The electric current from the PMT is measured by a lock-in
amplifier. For lock-in detection, the repetition rate of the signal pulse is reduced to 500
Hz by a chopper.

For accurate waveform measurements, it is important that the CEP of the probe pulse
is set to cosine-like. To detect the CEP of the probe pulse, the SH of the IR pulse is



3.4. Waveform characterization of IR pulses using plasma fluorescence 37

Figure 3.9: (a) Experimental setup of the waveform measurement. (b) Spectrum of the
plasma fluorescence from nitrogen gas (blue curve) and the transmission of the BPF (red
curve). (c) Dependence of the plasma fluorescence yield on the laser intensity (red circles)
and the tunnel ionization yield calculated using the molecular ADK model (blue curve).

introduced as a signal pulse and the intensity of the plasma fluorescence is measured as a
function of the delay between the probe and the SH pulses as described in [133]. In our
setup, the signal arm can be replaced with the SH arm that comprises a BBO crystal to
generate the SH and a CM pair for pulse compression. In this way, the CEP of the probe
pulse can be detected with an error of ∼0.04π rad. Then, the CEP is fixed to cosine-like
using the Dazzler.

Unlike the ion current, it is not trivial that the fluorescence intensity is proportional to
the tunnel ionization yield. To verify this, the laser intensity dependence of the 2P(0, 0)
fluorescence yield ismeasured under irradiationwith only the probe beam (Fig. 3.9(c), red
circles). Note that the absolute intensity in Fig. 3.9(c) is calibrated to match the calculated
ion yield using the ADK model for randomly-oriented nitrogen molecules (Fig. 3.9(c),
blue curve). The calibrated laser intensity agrees with the intensity estimated based on
the pulse energy, pulse duration, and spot size within a factor of two. The agreement
between the measured intensity dependence and the ADK calculation indicates that the
plasma fluorescence is almost proportional to the ionization yield, and thus can be utilized
to measure optical waveforms.

3.4.4 Results
Figure 3.10(a) plots a typical waveform measured with a long delay scan. The estimated
peak electric fields of the probe and the signal pulses are 310MV/cm (1.28×1014 W/cm2)
and 3 MV/cm (1.20×1010 W/cm2), respectively. The spectral intensity and the phase
obtained from the Fourier-transform of the measured waveform are plotted in Fig. 3.10(b)
as the red and the black circles, respectively. The spectral intensity measured by a grating-
based spectrometer is also shown as the blue curve. The good agreement between the
two spectral intensities indicates that the waveformmeasurement covers a broad spectrum
spanning nearly one octave.
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Figure 3.10: (a) A waveform measured by a long delay scan and (b) its spectral intensity
(red circles) and phase (black circles). The spectral intensity measured by a spectrometer
is shown as a reference (blue curve).

In order to check that the measured spectral phase is reliable, a 2-mm-thick FS plate
is inserted in the signal arm, and the waveform is measured. Figures 3.11(a) and (b) plot
the measured waveforms without and with the FS plate. With the FS plate, it is visible
that the waveform is negatively chirped and the pulse duration is elongated. By extracting
the spectral phases of the two waveforms and taking their difference, the spectral phase
induced by the FS plate can be obtained (Fig. 3.11(c), blue circles). The obtained phase
agrees well with the calculated phase of the FS plate by using the Sellmeier equation [139]
(red curve). This result indicates that our method can correctly measure spectral phases.

Figure 3.11: Measured waveforms (a) without and (b) with a 2-mm-thick FS plate inserted
in the signal arm. (c) Spectral phase difference between the two waveforms in (a) and
(b) (blue circles). Calculated spectral phase of the FS plate (red curve) and the spectral
intensity of the signal pulse (gray curve) are also shown.

CEP-dependent waveforms are also measured (Fig. 3.12). In the measurement, the
insertion of the FS wedge in the signal arm is adjusted to change the CEP of the signal
pulse. The red and blue circles in Fig. 3.12 represent two measured waveforms with
a CEP difference of π rad. The solid curves represent the smoothed data after Fourier
filtering and the dashed curves are their envelopes. As expected, the carrier waves are
inverted while their envelopes are almost unchanged. From the waveform measurements,
the temporal duration of the signal pulse is estimated to be 11 fs FWHM.
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Figure 3.12: CEP-dependent waveforms; the red and blue circles represent the data
measured with a CEP difference of π rad. The solid curves are the smoothed data and the
dashed curves are their envelopes.

3.4.5 Discussions
The above results show that the output of the BIBO-OPCPA system has an almost flat
spectral phase and an ultrashort pulse duration of ∼10 fs, which is also observed in the
THG-FROG measurement (Fig. 3.5). Furthermore, the controllability of the CEP is
directly confirmed. This is especially important for the generation of isolated attosecond
pulses.

A difference between the results of the THG-FROG and the TIPTOEmeasurements is
the spectral phases around the edges of the laser spectrum. In the TIPTOE measurement,
the spectral phase is deviated from the flat phase around ∼1200 nm and ∼2000 nm
while it is relatively flat in the THG-FROG measurement. This might be due to different
optimization of the spectral phase of the BIBO-OPCPA system, as the two measurements
are conducted in different days. Another reason might be large errors in determining the
spectral phase around the edges of the laser spectrum in THG-FROG and TIPTOE.

Different from the ion current measurement, the spatial distribution of the ionization
yield can be easily obtained in the fluorescence measurement. Although we skip the
details here, by using a CCD camera as a fluorescence detector, we demonstrate that
the information on the spatial properties of the IR beam such as the Gouy phase can
also be retrieved [140]. Moreover, the space-resolved fluorescence detection can be
applied to a single-shot waveform measurement. Using cylindrical focusing, the probe
pulse can generate a sheet-like plasma distribution. If a large, collimated signal pulse is
superimposed on the probe pulse with a small tilt, the delay between the two pulses can
be mapped to the position in the beam. Thus, by measuring the spatial distribution of
the fluorescence with a CCD camera, the waveform can be retrieved from a single image.
This method would be highly beneficial for low-repetition-rate and high-power few-cycle
lasers.
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Chapter 4

Development of HHG and transient
absorption beamline

In this chapter, we present the HHG and the transient absorption beamline which the
author has developed during the doctoral course. Firstly, an overview of the beamline
is briefly explained. Secondly, the details of each vacuum chamber in the beamline are
described. Finally, the implementation of an attosecond delay stabilization system is
presented.

4.1 System overview
The beamline consists of four vacuum chambers: HHG chamber, toroidal chamber,
sample chamber, and grating chamber, as shown in Fig. 4.1.

The IR pulses obtained from the BIBO-OPCPA system (1.6 µm, 10 fs, ∼1.5 mJ, 1
kHz) are split into pump and probe arms by a broadband beam splitter (custom fabricated
by OptoSigma). We use two kinds of beam splitters: R:T = 10:90 and R:T = 20:80.
The choice of the beam splitter depends on the required pump pulse energy in a transient
absorption measurement.

The IR beam which is transmitted through the beam splitter goes to the probe arm,
where the IR pulses are focused by an AR-coated CaF2 lens (f = 500 mm, f/33) into an
HHG gas cell filled with He or Ne to generate SX HHs. Here, the f-number is calculated
from the focal length and the 1/e2 beam diameter of the IR beam at the lens. The CaF2

lens is mounted on a linear translation stage, so its position along the laser propagation
axis can be adjusted. A two-stage differential pumping system after the gas cell using two
dry pumps (500 l/minute) reduces the gas pressure in the subsequent vacuum chambers
in the beamline. The SX pulses are transmitted through an Al (150 nm) and FS (1 mm)
double filter to remove the fundamental IR component and focused into a sample gas
cell by a gold-coated toroidal mirror (4f = 2 m, fabricated by Kiyohara Optics). The SX
pulses are then sent to an X-ray spectrometer consisting of a slit (50 or 200 µmwide), an
Al filter (150 nm, Lebow Company), a flat-field grating (2400 l/mm, Shimadzu 30-003),
and a Peltier-cooled X-ray CCD camera (ANDOR Newton DO940P-BN-FH).

The IR beam which is reflected by the beam splitter goes to the pump arm. In the
pump arm, the IR pulses are transmitted through an AR-coated 3-mm-thick FS plate and
an AR-coated 3-mm-thick CaF2 plate for dispersion compensation, and then transmitted

41
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through an HWP (Thorlabs AHWP10M-1600) for polarization control. Then, the pump
IR pulses are transmitted through an uncoated CaF2 lens (f = 250 mm, f/17). Again, the
f-number is calculated from the focal length and the 1/e2 beam diameter of the pump
IR beam at the lens. The pump IR pulses are recombined with the probe SX pulses
by a gold-coated flat mirror with a rectangular hole at the center (custom fabricated by
Optosigma). The 1/e2 beam diameter of the pump IR beam at this mirror is 15 mm. The
pump IR pulses and the probe SX pulses are collinearly focused into the sample gas cell.

The delay between the probe SX and the pump IR pulses is scanned either by a
piezo stage (Physik Instrumente P-621.1CD and E-665.CR) or a long range delay stage
(Sigmatech FS-1020PX) in the pump arm. The piezo stage is employed when a high
delay stability is required or when the delay scan range is short. By a feedback system
using a HeNe laser which is propagated in the pump and the probe arms, the piezo stage
can reach a delay stability of a few tens of attoseconds. On the other hand, the long range
delay stage is not compatible with the feedback system, but its scan range is over 100 ps.

4.2 Details of beamline components

4.2.1 HHG chamber
Figure 4.2(a) presents a schematic of the HHG chamber. The HHG chamber consists of
two parts: the HHG gas cell and the differential pumping system.

First, the IR beam is focused into the HHG gas cell by a CaF2 lens (f = 500 mm, f/33)
to generate HHs. The pulse energy of the IR beam at the HHG gas cell is typically 1.1-1.2
mJ without using the beam splitter, 1.0-1.1 mJ with the 10:90 beam splitter, and 0.9-1.0
mJ with the 20:80 beam splitter. Note that these values are lower than those calculated
from the original output pulse energy of the BIBO-OPCPA system (1.5 mJ), but this is due
to the loss of the metallic mirrors for beam handling. Figure 4.3 shows the beam profile
of the focused IR beam measured with a CMOS camera using two-photon absorption. In
the beam profile measurement, the IR beam is significantly weakened by neutral density
filters before focusing and also the 1500-nm-component of the IR beam is selected by an
interference filter. The focused beam profile is almost Gaussian with a 1/e2 diameter of 61
µm. Considering the two-photon absorption process, the true beam diameter is estimated
to be

√
2× 61 = 86 µm.

Our HHG gas cell (deep blue region in Fig. 4.2(a)) is so-called a “semi-infinite”
cell [63, 141–143], which was developed by Prof. Zenghu Chang’s group. The semi-
infinite gas cell is much longer (22 cm) than the confocal parameter of the IR beam (shorter
than 1 cm). The IR beam enters the gas cell through the entrance window and is focused
around the exit pinhole (∅250 µm, 1 mm thick) to generate HHs. The semi-infinite gas
cell design has several practical advantages over a conventional finite gas cell because a
semi-infinite gas cell has only one exit pinhole while a finite gas cell has two entrance
and exit pinholes. First, it is easy to align the laser beam to pass through the gas cell.
Second, the amount of the gas flow from the cell is reduced by half, thus the gas load for
the vacuum pumps is relaxed.

In our gas cell design, the position of the exit pinhole can be adjusted by an XY
motorized stage using picomotors (for the definition of X, Y, and Z, see the upper part
of Fig. 4.2(a)). For this purpose, the front part and the rear part of the cell is connected
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Figure 4.2: Schematic of the HHG chamber viewed from the side (from the X direction).
(a) Overview of the system. Wavy lines represent vacuum bellows. Each differential
pumping area is distinguished by its filling color. (b) Design of the improved HHG gas
cell.

Figure 4.3: Spatial profile of the focused IR beam measured with a CMOS camera using
two-photon absorption.
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by a flexible perfluoroalkoxy alkane (PFA) tube. Later, an improved version of the semi-
infinite gas cell (Fig. 4.2(b)) has also been installed. In the original version of the cell,
the entrance window is attached to the wall of the HHG chamber. However, in the new
version (Fig. 4.2(b)), the entrance window is isolated from the HHG chamber, so the
gas cell can be moved along the Z axis as well as the X and Y axes. This enables us to
optimize the position of the focus of the SX beam around the sample gas cell of transient
absorption. The new gas cell gives almost the same HHG photon flux as the original cell.

After passing through the gas cell, the SX beam goes to the two-stage differential
pumping system which was mainly designed by Mr. Hiroki Sannohe. This differential
pumping stage is necessary because the pressure inside the HHG gas cell is significantly
high in the case of IR-driven HHG according to the scaling law. In order to operate
turbomolecular pumps (TMPs) in the toroidal, sample, and grating chambers, it is required
to pump out the large gas flow from the HHG gas cell using roughing pumps.

The first stage of the differential pumping system is the HHG chamber itself, which
is pumped by a dry pump (500 l/min). The second stage is made of NW16 bellows and
NW25 pipes, and is also pumped by a dry pump (500 l/min). The entrance and the exit
of the second stage are∅1-mm and∅2-mm orifices, respectively. The entrance orifice is
mounted on an XY manual stage, so its position can be finely adjusted to the beam.

Figure 4.4: Pressure in each chamber as a function of the pressure in the HHG gas cell
in the case of (a) Ne and (b) He. Circles are the measured data, and solid curves are the
calculations.

The performance of the differential pumping system is evaluated by measuring the
vacuum pressure in each chamber in the beamline as a function of the pressure inside the
HHG gas cell. Figure 4.4 shows the result. The circles are the measured data and the
solid curves are calculations based on the conductance of the orifices and the pumping
speed of the dry pumps. For both Ne and He, the pressures in the toroidal chamber, the
sample chamber, and the grating chamber do not exceed 10 Pa, thus the TMPs in these
chambers can be safely operated. Note that in actual HHG experiments, the HHG gas cell
pressure is typically set below 2 bar and 4 bar for Ne and He, respectively. It is not clear
why the calculated pressures are deviated from the measured values, but it might be due
to the errors in the estimation of the calculation parameters (e.g., the conductances of the
orifices in the differential pumping system).

The reabsorption of the SX beam after the gas cell is also estimated from the measured
pressures and the literature values of the SX absorption cross section of Ne and He [144]
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Figure 4.5: Calculated transmission spectra of the residual gas in the beamline in the case
of (a) Ne, 2.0 bar and (b) He, 4.0 bar. The black curves and the colored curves represent
the transmission through the overall beamline and each component, respectively.

(Fig. 4.5). The reabsorption by the residual gas in the beamline is smaller than 10% for
both Ne (2.0 bar) and He (4.0 bar) above 200 eV.

4.2.2 Toroidal chamber
The generated HHs are sent to the toroidal chamber, where the fundamental IR beam is
blocked by X-ray filters and the HHs are focused by a toroidal mirror. Figure 4.6(a) shows
a schematic of the toroidal chamber.

The HH beam from the HHG chamber is first transmitted through two filter wheels.
The filter wheels are aluminium disks on which several metal filters can be mounted. The
wheels can be rotated by picomotors to switch the filters. One wheel contains an Al and
FS double filter (Fig. 4.6(b)), and the other wheel contains a Ti filter (Lebow Company)
and a C filter (Lebow Company). The transmission spectra of these filters are plotted
in Fig. 4.7. Note that the actual transmission is reduced to 86% of the plotted values
because of Ni wire meshes which support the filter surfaces.

The double filter consists of an Al thin film (t = 150 nm) and an FS plate (t = 1 mm), as
shown in Fig. 4.6(b). This filter is made from a commercial Al filter (Lebow Company)
by peeling a half of the Al surface by a scotch tape and attaching an FS plate using
Torr Seal and adhesive carbon tapes. In attosecond time-resolved transient absorption
measurements, the double filter is used to separate the SX beam from the fundamental
IR beam. The central part of the IR+SX beam hits the Al filter part, where only the SX
component is transmitted. A part of the outer IR beam and the co-propagating HeNe
beam are transmitted through the FS plate. The HeNe beam is sent to the sample chamber
and used for active stabilization of the pump-probe delay. The role of the FS plate is to
shift the timing between the transmitted IR beam and the SX beam so that the transmitted
IR beam does not interfere with the pump IR beam at the sample gas cell of transient
absorption.

The Ti (t = 150 nm) and C (t = 300 nm) filters are optionally inserted for calibration of
the spectrometer because they have sharp absorption edges at 284 and 460 eV.Moreover, in
femtosecond or picosecond transient absorption measurements, the Ti filter is sometimes
used to separate the SX and the IR beam instead of the Al double filter. This is because
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Figure 4.6: (a) Schematic of the toroidal chamber viewed from the top (from the Y
direction). (b) Photo of the Al and FS double filter.

Figure 4.7: Transmission spectra of various X-ray filters [144].
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femtosecond or picosecond measurements do not require the active delay stabilization
system, and also because Ti has slightly higher transmission than Al below 460 eV.

After the filter wheels, the SX beam is reflected by a gold-coated toroidal mirror
(Kiyohara Optics, 4f = 2000 mm, angle of incidence = 87 deg.). The distance between the
HHG source and the toroidal mirror and that between the toroidal mirror and the sample
gas cell are both set to 1 m. The width and the height of the toroidal mirror are 180 mm
and 15 mm, respectively (corresponding to 10×15 mm beam size). As shown in the next
section, the beam divergence of the HH beam is below 5 mrad (corresponding to ∅5 mm
beam diameter at the toroidal mirror), so the size of the toroidal mirror is large enough
to reflect the HH beam. The toroidal mirror is mounted on a translational and rotational
stage. The XYZ translational position, and the rotation around the X-axis (RX) can be
manually adjusted. The rotation around the Y and Z-axis (RY and RZ) can be adjusted
by picomotors. Here, the definition of the X, Y, and Z axes is shown in the upper part of
Fig. 4.6(a).

Figure 4.8: IR beam profiles measured by the CMOS camera when the toroidal mirror
is (a) perfectly aligned, (b) misaligned in the RY direction, and (c) misaligned in the RZ

direction.

For alignment of the toroidal mirror, the X-ray filters are removed from the beam
path, and a retractable flat mirror is inserted to send the IR beam to a CMOS camera
(Thorlabs DCC1545M) outside the chamber. The CMOS camera is mounted on a manual
translation stage so that the beam profile in front of and behind the focal position can be
tracked. The alignment is performed by adjusting the RY and RZ rotations of the toroidal
mirror to obtain a round beam profile around the focus. Figure 4.8 shows typical beam
profiles measured by the CMOS camera. When the alignment of the toroidal mirror is
perfect, the beam profile becomes almost round. However, when the alignment is not
perfect, the profile is elongated in a certain direction due to astigmatism.

4.2.3 Sample chamber and X-ray spectrometer
After the toroidal chamber, the SX beam goes to the sample chamber, where the SX beam
interacts with the target sample of transient absorption. The SX beam is then sent to the
grating chamber and an X-ray CCD camera to observe its spectrum. A schematic of the
sample chamber and the grating chamber is depicted in Fig. 4.9(a).

The probe SX beam and the pump IR beam are recombined by a gold-coated hole-
drilled mirror (Fig. 4.9(b)), where the probe SX beam passes through the rectangular
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Figure 4.9: (a) Schematic of the sample chamber and the grating chamber viewed from
the top (from the Y direction). (b) Schematic of the hole-drilled mirror.

hole and the pump IR beam is reflected. The hole is tapered at 45 degrees so that
the central part of the pump IR and the HeNe beams can pass through the hole for the
active delay stabilization. This passed pump IR and HeNe beams are recombined with
the IR and HeNe beams from the probe arm which are reflected by the surface of the
mirror. These two beams are filtered by a short-pass filter (Thorlabs FGS900) to remove
the IR component and focused into a CMOS camera (CMOS1 in Fig. 4.9(a), Thorlabs
DCC1545M) to observe interference fringes by the two HeNe beams (more details are
given in Section 4.3).

The probe SX beam and the reflected pump IR beam are focused into the sample gas
cell filled with the target gas of transient absorption. The typical pulse energy of the
reflected pump IR beam is 70 µJ when using the 10:90 beam splitter, and 140 µJ when
using the 20:80 beam splitter. Figure 4.10 shows the beam profile of the focused pump IR
beam measured by a CMOS camera using two-photon absorption. The profile is almost
round, but there is a small side peak. This side peak appears because the central part
of the pump IR beam is clipped by the rectangular hole in the hole-drilled mirror. The
1/e2 diameter of the beam profile in Fig. 4.10 is 38 µm. This corresponds to the actual
diameter of 54 µm considering the two-photon absorption process. Note that the IR beam
is significantly attenuated before focused into the camera by using neutral density filters.

A photo of the sample gas cell is shown in Fig. 4.11(a). The sample cell can hold
solid samples as well as gas samples, but we only use gas samples in this study. Its cross-
sectional view is shown in Fig. 4.11(b). The sample gas is provided from a stainless tube
which is attached to the body of the cell by Torr Seal. The SX and the IR beams pass
through mechanically drilled two pinholes in the gas cell. The diameter of the pinholes
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Figure 4.10: Spatial profile of the focused pump IR beammeasured with a CMOS camera
using two-photon absorption. Note that the pixel size of the CMOS camera is 5.2 µm,
and the image is smoothly interpolated.

is set to 100 µm. This is sufficiently large to pass both the pump IR (∅54 µm) and the
probe SX (∅78 µm) beams. Note that if the diameter of the pinholes is too large (e.g.,
> 200 µm), it becomes difficult to ensure the spatial overlap between the pump and the
probe beams because the spatial overlap is confirmed by the fact that both beams pass
through the pinholes. The thickness of the gas cell (1.5 mm) is chosen so that it matches
the confocal parameter of the pump IR beam (1.2 mm).

Figure 4.11: (a) Photo of the front view of the sample gas cell. (b) Cross-sectional view
of the sample gas cell.

The gas cell is mounted on a motorized X, Y, and Z translational stage. Here, the
definition of the X, Y, and Z axes is shown in the lower part of Fig. 4.9(a). The Y and
Z directions are adjusted by picomotors, while the X direction is adjusted by a NewStep
actuator (Newport). The alignment procedure of the gas cell is as follows. Firstly, the
tilt angle of the gas cell is adjusted so that the entrance and the exit pinholes are aligned
parallel to the IR beam from the probe arm. This procedure is conducted manually at the
atmospheric pressure. Secondly, the beamline is evacuated and filled with∼100 Pa of Kr
gas. Then, the gas cell is retracted from the beam path and its Z position is adjusted to
match the Z position of the plasma filament formed by the pump IR beam. Thirdly, the Kr
gas is evacuated and the SX HHs are generated. The gas cell is inserted to the beam path,
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and the X and Y position of the gas cell is adjusted to maximize the throughput of the SX
beam. Finally, the position of the pump IR beam is adjusted so that it passes through the
pinholes of the gas cell.

The temporal overlap between the pump and the probe pulses is detected by observing
a cross-correlation signal between the two IR pulses from the pump and the probe arms.
For that, a retractable flat mirror in the sample chamber is inserted to the beam path to send
the two IR beams to a CMOS camera (CMOS2 in Fig. 4.9(a), Thorlabs DCC1545M),
where an interference pattern is observed. Here, the X-ray filters in the probe beam path
are removed. From the delay dependence of the intensity of a part of the interference
pattern, a cross-correlation signal is obtained. Figure 4.12 plots the measured cross-
correlation signal. The peak position of the cross-correlation signal indicates the coarse
delay origin.

Figure 4.12: Measured cross-correlation signal between the two IR pulses from the pump
and the probe arms.

After passing through the sample gas cell, the SX beam passes through a slit. In this
slit, most of the pump IR beam is blocked because its beam divergence is much larger than
that of the SX beam. Two slits with different widths (50 and 200 µm) can be switched by a
motorized translational stage attached to the wall of the chamber. In transient absorption
measurements, where the energy resolution of the spectrometer is required to be high, the
50-µm slit is employed. The 200-µm slit is used when the entire SX beam needs to be
measured.

The SX beam is then filtered by an Al filter (t = 150 nm, Lebow Company) to remove
the residual IR and VIS stray light. This Al filter is mounted on a retractable translation
stage attached on the wall of the grating chamber.

After the Al filter, the SX beam is dispersed by a flat-field X-ray grating (2400 l/mm,
Shimadzu 30-003). The designed spectral range of the grating is 177-1240 eV (λ = 1-7
nm). The other parameters of the grating are presented in Appendix A. Aside from
the main grating, another grating can be mounted as a backup and can be switched by
using a motorized translational stage. To obtain the maximum energy resolution of the
spectrometer, it is important to adjust the tilt of the grating precisely. For that, in the
grating chamber, a ruler is equipped which can be inserted between the grating and an
X-ray CCD camera. By using this ruler, one can observe the reflection angle of the HeNe
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beam from the probe arm at the grating. While observing the reflection angle, the grating
chamber itself is rotated manually to adjust the reflection angle to the designed value.

Finally, the dispersed SX spectrum is observed by an X-ray CCD camera (ANDOR
Newton DO940P-BN-FH). The CCD camera has a 27.6×6.9-mm image area with a pixel
size of 13.5 µm (2048×512 pixels). The position of the CCD camera can be manually
adjusted by an XY translational stage. The CCD camera is cooled to -40◦C to suppress
thermal noises.

When the CCD camera is cooled, there is a risk that carbon-containing contamination
molecules in the chamber get adsorbed to the surface of the CCD camera, resulting in the
deterioration of the SX detection efficiency above the CK-edge. To prevent this, a liquid
nitrogen cold finger is installed next to the grating chamber. Whenever the CCD camera
is cooled, the cold finger is also cooled with liquid nitrogen to catch the contamination
molecules. The cold finger can keep the liquid nitrogen temperature for more than twelve
hours, which is sufficient for transient absorption measurements.

There are three valves connecting the sample chamber, the grating chamber, and the
cold finger (valve 1, 2, and 3 in Fig. 4.9(a)). When an SX measurement is performed, the
valves 1 and 3 are opened and the valve 2 is closed. When the measurement is finished, the
valves 1 and 2 are opened and the valve 3 is closed to isolate the grating chamber from the
cold finger. This is because when the cold finger gets back to room temperature, it emits
the adsorbed contamination molecules to the chamber. When the temperature of the cold
finger is fully back to room temperature, the valve 3 is opened and the valve 2 is closed.
When the sample chamber or the toroidal chamber needs to be vented for alignment, the
valve 3 is opened and the valves 1 and 2 are closed. By doing so, the grating chamber can
be kept in high vacuum, which is important to avoid the contamination of the gratings
and the CCD camera.

4.2.4 Vibration isolation
Because the vibration from the vacuum pumps is one of the largest sources to deteriorate
the stability of the pump-probe delay, several vibration isolation systems are installed in
the beamline.

Figure 4.13: Schematic of the mechanism of vibration isolation.

The first one is the vibration isolation of the optical table. In our beamline, the
vacuum chambers are mounted on the same optical table as the pump-probe optics, so
the isolation between the chambers and the optical table is important. As depicted in the
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left side of Fig. 4.13, in order to absorb the vibration from the pumps, rubber legs are
inserted between the chambers and the optical table.

The second one is the vibration isolation of the optics inside the vacuum chambers.
In the toroidal chamber and the sample chamber, there are some reflective optics for the
SX and the IR beams (i.e., the toroidal mirror and the hole-drilled mirror), which are
sensitive to vibration. Therefore, these optics are directly mounted on the optical table
via solid stainless legs. As depicted in the right side of Fig. 4.13, the stainless legs are
connected to the chambers via flexible bellows so that the vibration of the chambers is
not transmitted to the optical table. This vibration isolation has another benefit. As our
chambers are rectangular, they tend to be slightly distorted when evacuated. By isolating
the optics from the chambers, the optics are not affected by this distortion.

4.3 Attosecond stabilization of pump-probe delay
In attosecond time-resolved spectroscopy, it is important that the delay jitter and the drift
are sufficiently small compared to the time scale of the observed physical phenomena. For
example, in attosecond time-resolved transient absorption measurements, oscillations of
absorbance at a period of τ/2 (τ : one cycle of the pump laser electric field) are typically
observed [20, 21, 86, 98]. In our case, τ/2 is approximately 2.7 fs. Therefore, if we can
stabilize the delay within several hundreds of attoseconds, it is sufficient to observe this
type of oscillations. In the following, the details of the active feedback system in our
beamline are described.

4.3.1 Delay fluctuation measurement without active stabilization
Before constructing the feedback system, the free-running delay fluctuation is measured
to understand the characteristics of the pump-probe delay line.

First, the fast delay jitter (2-2500 Hz) is measured as depicted in Fig. 4.14(a). Two
HeNe beams from the pump and the probe arms are noncollinearly focused onto a single-
mode fiber and sent to a photodiode. The photodiode signal is recorded by an oscilloscope.
The measured signal is shown in Fig. 4.14(b) (deep blue curve). Note that during the
measurement, all the vacuum pumps in the beamline are turned on, and the HHG gas cell
and the sample gas cell are filled with Ne (1.5 bar) and Ar (50 mbar), respectively. In
order to confirm that this signal really reflects the delay jitter, the piezo stage in the pump
arm is scanned and the signal is measured again (Fig. 4.14(b), light blue curve). It clearly
shows that the delay is directly mapped to the photodiode signal.

In order to investigate the effect of the vibration of the TMPs and the dry pumps,
we compare the delay jitters when these pumps are turned on and off. The red and the
blue curves in Fig. 4.15(a) are the results. There is no significant change between the
two curves, indicating that the vibration of the pumps does not affect the delay stability
so much. This is probably because of the vibration isolation systems described in the
previous section. The power spectra of the delay jitters (Fig. 4.15(b)) also show that the
effect of the pumps is small. The measurements were performed several times, and the
root mean square delay jitter is calculated to be 49±2 as when the pumps are on, and
50±5 as when the pumps are off. These values are sufficiently smaller than the required
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Figure 4.14: Measurement of the fast delay jitter. (a) Schematic of the setup. (b)Measured
delay jitter (deep blue curve). Delay jitter when the piezo stage is scanned is also shown
as a reference (light blue curve).

delay stability, thus we can conclude that the fast delay jitter is not a problem in our case.

Figure 4.15: (a) Measured fast delay jitters and (b) its power spectra with the vacuum
pumps on (red) and off (blue). The inset in (b) shows the magnified power spectra in the
low frequency range.

Second, the slow delay drift is measured as depicted in Fig. 4.16(a). Instead of the
photodiode and the oscilloscope, a CMOS camera is employed to observe the interference
fringes between the two HeNe beams. The signal acquisition rate of the CMOS camera is
set to 20 Hz. The contour plot in Fig. 4.16(b) represents the measured interference fringes
as a function of time. The delay drift is extracted from the spatial phase of the fringes and
plotted as a white curve in Fig. 4.16(b). It shows that the drift is a few femtoseconds over
1500 s. Considering that one transient absorption measurement may take several hours,
this drift has to be compensated.

Figure 4.17 plots the power spectrum of the measured slow delay drift (red curve)
combined with that of the fast delay jitter (blue curve). It is visible that the major part of
the delay fluctuation is concentrated below 10 Hz.
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Figure 4.16: Measurement of the slow delay drift. (a) Schematic of the setup. (b)
Measured interference fringes as a function of time (contour plot). The delay drift
extracted from the fringes is plotted as a white curve.

Figure 4.17: Power spectrum of the fast delay jitter (blue) and the slow delay drift (red)
measured with a photodiode and a CMOS camera, respectively. The two measurement
results are smoothly connected around 10 Hz.
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4.3.2 Implementation of delay stabilization system
There are several ways to stablize the delay with a sub-femtosecond precision. Some
methods utilize CMOS cameras to detect interference fringes [145,146], while other ones
utilize photodiodes [143, 147, 148]. The CMOS-camera method is easy to implement,
but the feedback bandwidth is limited by the acquisition rate of the camera. In our case,
as discussed above, the delay fluctuation is mostly below 10 Hz and a fast feedback is not
needed. Therefore, we adopt the CMOS-camera method.

Figure 4.18: Schematic of the delay stabilization system.

A schematic of the setup of the feedback system is depicted in Fig. 4.18. The
interference fringes formed by the two HeNe beams from the pump and the probe arms
are recorded by a CMOS camera at a 10-Hz acquisition rate. The CMOS image is then
sent to a LabVIEW software, where the delay is extracted from the spatial phase of the
fringes and a feedback signal is calculated by the PID control toolkit library in LabVIEW.
Here, only the proportional (P) and the integral (I) terms are used for the feedback.
The feedback signal is converted into an analog voltage by a digital-to-analog converter
(National Instruments USB-6002) and sent to the piezo stage controller. The piezo stage
controller amplifies the input voltage and sends the amplified voltage to the piezo stage to
change the delay.

Typical CMOS images of the HeNe beams during the delay stabilization are shown in
Fig. 4.19. As shown in Fig. 4.19(a, b), the beam profiles of the two HeNe beams are very
noisy due to unwanted interferences caused by multiple reflections in the transmissive
optics in the beamline. However, by properly selecting a region where the two HeNe
beams overlap (Fig. 4.19(c)), a clear interference pattern which is sensitive to the pump-
probe delay is observed as in Fig. 4.19(d). This interference pattern is used for generating
the feedback signal.

Figure 4.20(a) shows the delay fluctuation measured by the CMOS camera with (red
curve) and without (blue curve) the delay stabilization. The delay drift is 493 as over
18 minutes without the delay stabilization, but it is reduced to 33 as when the delay
stabilization is turned on. Note that these values do not include the fast delay jitter.
However, even if the fast delay jitter is taken into account, the total delay stability is
expected to be below 100 as, which is sufficient for attosecond time-resolved transient
absorption measurements. The power spectra of the delay fluctuations are plotted in Fig.
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Figure 4.19: Measured CMOS images of the HeNe beams during the delay stabilization.
The vertical and horizontal axes represent the pixels of the CMOS camera. Beam profile
of the HeNe beam from (a) the pump arm only, (b) the probe arm only, and (c) both pump
and probe arms. The rectangular area surrounded by white lines (340-430 pixels in the
horizontal direction, and 570-585 pixels in the vertical direction) in (c) is magnified and
shown in (d), which contains clear interference fringes.

Figure 4.20: (a) Measured delay drifts and (b) their power spectra with (red curve) and
without (blue curve) the active delay stabilization.
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4.20(b). It is shown that the feedback system successfully suppresses the low frequency
noise.

Figure 4.21: (a) Scanned delay for three hours. The delay values are extracted from the
spatial phase of the interference fringes of the HeNe beams. (b) The first one minute of
(a).

By using the delay feedback system, it is also possible to scan the delay by changing
the set point of the PI control. Figure 4.21 shows the scanned delay measured by the
CMOS camera for three hours. Here, the delay is swept from 0 to 30 fs with a step of 0.4
fs every 4 seconds.



Chapter 5

Measured characteristics of water
window HHs

In this chapter, the measured properties of the HHs are presented. Note that the measure-
ment results in this chapter are obtained with slightly different experimental conditions
from the transient absorption measurements. First, the IR beam splitter in the beamline
(Fig. 4.1) is removed to use all the pulse energy of the IR beam for HHG because we do
not use pump IR pulses in this chapter. Second, the slit width of the X-ray spectrometer
is set to 200 µm instead of 50 µm to maximize the throughput of the X-ray spectrometer
at the expense of energy resolution. In Section 5.5, however, we set the slit width to 50
µm to measure high-resolution XAS spectra.

5.1 Pressure dependence

Figure 5.1: Gas pressure dependence of HH spectra from (a) Ne and (b) He. The CEP of
the drive laser is randomized in this measurement.

Figure 5.1 shows the measured gas pressure dependence of HHs generated from Ne
and He. The dip structure around 284 eV (C K-edge) is due to the carbon-containing
contamination in the SX optics. The exposure time of the CCD camera for one pressure
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point is set to 10 s (Ne) and 5 s (He). In Fig. 5.1, it is visible that the HH photon fluxes
from Ne and He are maximal around 1.5-2.0 bar and 3.4-3.7 bar, respectively. If the
phase-matching condition is fulfilled in all pressure regions, the photon flux scales with
the square of the gas pressure [149]. The observed gas pressure dependence of HHs
is strongly deviated from this scaling, suggesting that the phase-matching condition is
fulfilled in the limited pressure regions and it is not fulfilled in the other regions.

Figure 5.2 compares the optimum gas pressure in HHG from He in our experiment
(3.6 bar) with those in previous studies [43, 49, 50, 52, 60, 77]. It can be seen that the
optimum pressures in our experiment and in the previous studies roughly fit the λ2 scaling
law.

Figure 5.2: Comparison of the optimum gas pressure in HHG from He in our experiment
with those in previous studies [43, 49, 50, 52, 60, 77]. Black dashed curve is a guide for
the eye, showing the quadratic scaling law.

During the measurement of the gas pressure dependence of HHs, the CEP of the drive
laser is increased by 0.1π every laser shot by using the Dazzler. Considering the repetition
rate of the laser (1 kHz) and the exposure time of the CCD camera (> 1 s), this CEP sweep
can be regarded as the “randomization” of the CEP. The CEP randomization is useful
to remove the pressure-dependent HCO structures [150] and to clarify the optimum gas
pressures.

Finally, note that the pressure limit in Fig. 5.1(b) (3.7 bar) is due to the fact that the
pumping speed of the dry pumps in the differential pumping system at the time of the
measurement was smaller (250 l/min.) than that of the current system (500 l/min.). In
the current system, we can increase the gas pressure up to ∼4.5 bar.

5.2 HH spectra at optimum pressures and their CEP de-
pendence

Figure 5.3(a) plots the HH spectra at the optimum pressures (Ne: 1.9 bar, He: 3.6 bar).
The CEP of the drive laser is randomized as in Fig. 5.1. The exposure time of the CCD
camera is 200 s for Ne and 100 s for He. The vertical axis is the photon flux at the CCD
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Figure 5.3: HH spectra and their CEP dependence at the optimum gas pressures (Ne: 1.9
bar, He: 3.6 bar). (a) CEP-randomized HH spectra from Ne (blue curve) and He (red
curve). CEP-dependent HH spectra from Ne (b) and He (c).
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ICCD, which is calculated from the measured CCD count per second in a CCD pixel Icount,
the quantum efficiency of the CCD camera η, the well depth of the CCDN (the maximum
number of electrons which one CCD pixel can accumulate), the ADC resolution of the
CCD 2nADC , the number of electrons generated by one X-ray photon in the CCD camera
n, the preamp gain of the CCD camera g, and the photon energy interval between adjacent
pixels ∆E as ICCD = (Icount/η) × (N/2nADC)/n/g/∆E. Here, η = 0.8, N = 100000,
2nADC = 65536, n = 0.267×(Photon energy (eV)), and g = 4. In Fig. 5.3(a), it can be
seen that the HHG cutoff energy reaches 520 eV in the case of He, which is significantly
lower than the O K-edge.

The CEP dependence of the HH spectra is shown in Fig. 5.3(b) and Fig. 5.3(c) for
Ne and He, respectively. Here, the CEP is not randomized, and the CEP is scanned with
a step of 0.1π by using the Dazzler. The exposure time of the CCD camera for one CEP
is 10 s for Ne and 5 s for He. In Figs. 5.3(b, c), the HCO structures are clearly visible.

Figure 5.4: HH spectra generated from (a) Ne and (b) He with a fixed CEP (relative CEP
of 0 rad in Figs. 5.3(b, c)).

Figure 5.4 plots the HH spectra with a fixed CEP (relative CEP = 0 rad in Fig. 5.3(b,
c)). The estimated positions of the HCOs are also shown. Here, note that, to the best of our
knowledge, a standard procedure to determine the positions of HCOs is not established.
We estimate the positions of the HCOs from the inflection points of the HH spectra. In the
energy region between the first and the second HCOs, only one attosecond burst exists,
thus an isolated attosecond pulse is expected to be obtained. The energy bandwidth of
the isolated attosecond pulse region is estimated to be > 50 eV for both Ne and He. This
bandwidth is wide enough to cover an entire XANES structure, thus attosecond transient
absorption measurements are possible without using additional gating techniques such as
the polarization gating [151].

As for the temporal duration of the isolated attosecond pulse, although we cannot
measure the exact value in the current setup, it is estimated to be less than one fem-
tosecond from an SFA calculation (see Section 6.3.2 for details). In the future, the pulse
duration should be measured by the attosecond streaking technique [128] by installing a
photoelectron spectrometer in the sample chamber.
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5.3 Photon flux at HHG source
In the previous section, the photon flux at the surface of theCCDcamera ICCD is presented.
However, due to the loss in the SX optics in the beamline, this photon flux ismuch different
from that at the HHG source Isource. Estimating Isource is important for comparing the flux
with other experiments, as well as for evaluating the conversion efficiency of the HHG
process. Isource can be calculated from ICCD as

Isource =
ICCD

ηgrating × ηfilter × ηtoroidal × ηcontamination

. (5.1)

Here, ηgrating is the diffraction efficiency of the grating [152], ηfilter is the transmission
of the two Al filters [144], ηtoroidal is the reflectivity of the toroidal mirror [144], and
ηcontamination is the transmission or reflectivity of the carbon contamination layers on the
SX optics. Although the actual source of ηcontamination is difficult to specify, we assume
that it is a thin layer of epoxy (C21H25ClO5). Its thickness is estimated to be 60 nm to
match the depth of the dip at the C K-edge in the measured HH spectra. Figure 5.5(a)
shows Isource (solid curves) and ICCD (dashed curves) for Ne and He. Figure 5.5(b) plots
each η employed for the calculation. From the figures, it is evident that Isource is 2-3
orders of magnitude higher than ICCD due to the loss of the SX optics.

Figure 5.5: Photon flux of the HH beam from (a) Photon flux at the HHG source (solid
curve) and the CCD camera (dashed curve) for Ne (blue) and He (red). (b) Efficiency,
reflectivity, and transmission curves of the SX optics.

From the obtained Isource, the total photon flux of our HHG source in the water window
is calculated to be 3.7×107 photons/s (1.8 pJ/pulse) for Ne, and 3.6×107 photons/s (2.0
pJ/pulse) for He. Considering the fact that the IR pulse energy employed for HHG is
1.1 mJ, the conversion efficiency is estimated to be ∼2×10−9. This number is much
lower than the typical conversion efficiency of Ti:Sa-driven HHG (∼10−6) [30, 149],
but it is roughly consistent with the λ−(8−7.4) scaling of the HHG yield: when the
wavelength of the drive laser becomes two times longer, the HHG flux is expected to
become 2−(8−7.4) = (4− 6)× 10−3 times lower.
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Our photon flux is compared with those obtained in other SX sources in Table 5.1. For
both Ne and He, our flux is comparable to the highest HHG flux ever reported [43,46,50].
However, it is interesting to compare the HHG photon flux with XFELs or synchrotron
radiation. These accelerator-based SX sources have ∼7-9 orders of magnitude higher
photon flux than HHG.

Table 5.1: Comparison of SX photon flux in the water window from various exper-
iments. The data are presented as photons/s/1%bandwidth for 300 eV and 400 eV
(the bandwidths for 300 eV and 400 eV are 0.01 × 300 = 3 eV and 0.01 × 400 = 4
eV, respectively [153]). All the HHG sources except for ref. [43] generate isolated
attosecond pulses.

Ref. SX source 300 eV 400 eV Entire water window

This work HHG (Ne) 2.5×106 0 3.7×107 photons/s
(1.8 pJ/pulse)

This work HHG (He) 1.1×106 6.0×105 3.6×107 photons/s
(2.0 pJ/pulse)

[46] HHG (Ne) 2.8×106 - 7.3×107photons/s
(2.9 pJ/pulse)

[46] HHG (He) 1.8×105 - 0.9 pJ/pulse

[50] HHG (Ne) 3.0×106 5.6×104 -

[50] HHG (He) 1.6×105 4.5×104 -

[58] aHHG (Ne) - - > 1×105 photons/s

[43] HHG (He) - - 6×107 photons/s

[53] XFEL (LCLS) >1015 >1015 -

[56] Synchrotron (SPring-8) >1013 >1013 -

a Polarization gating is applied
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5.4 Spatial properties

5.4.1 Beam divergence
Figures 5.6(a, b) show the measured divergence of the HH beams from Ne and He. The
mean divergence of the entire HH beam is 2.0 mrad FWHM for Ne and 0.9 mrad FWHM
for He. In Fig. 5.6(a), there is a horizontal dip, but this is an artifact originating from the
Ni wire meshes in the Al filters in the SX beam path. In Fig. 5.6(b), this artifact is small
but can still be found around 2 mrad. The position of the artifact is different between
Figs. 5.6(a) and (b) because we slightly move the positions of the Al filters between the
two measurements.

Figure 5.6: Beam divergence of the HHs from (a) 1.9 bar of Ne and (b) 3.6 bar of He.
The contour plots show the photon-energy-resolved the beam profiles, and the line plots
show the beam profiles integrated over the whole spectrum.

5.4.2 Spot size of focused SX beam
The focal spot size of the SX beam at the sample position is important in transient
absorption measurements. This is because if the SX spot size is too large, the pump
IR beam cannot cover the entire probed area of the sample, resulting in a decrease of
the effective pump intensity. To investigate the SX spot size, we employ the knife edge
method. Figure 5.7(a) presents a schematic of the measurement. A razor blade is inserted
into the focus of the SX beam generated with He. A fraction of the SX beam is blocked
by the blade, and the remaining beam goes to the SX spectrometer. By scanning the X
position of the blade and measuring the HH intensity around 400 eV, a knife edge scan
trace (blue circles in Fig. 5.7(b)) is obtained. By fitting the measured data with the error
function, the spot size of the SX beam is estimated. The knife edge scan is repeated
for various Z positions to obtain Fig. 5.7(c). The minimum spot size in Fig. 5.7(c) is
78±1 µm. This spot size is 1.4 times bigger than that of the pump IR beam (54 µm), so
the decrease of the effective pump intensity might occur. However, it is expected that a
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large portion of the probed area is still covered by the pump beam. Therefore, we have
concluded that transient absorption measurements are possible with these spot sizes.

Figure 5.7: Knife edge measurement of the spot size of the SX beam. (a) Schematic of the
setup. (b) Typical knife edge scan trace. The circles are the measured data and the curve
is the fitting. (c) 1/e2 diameters of the SX beam as a function of the Z position of the razor
blade. Blue circles are the measured data. Orange and green curves are the calculated
data assuming the source size of the SX beam Rs to be 0 µm and 78 µm, respectively.

In Fig. 5.7(c), the measured spot sizes are compared with a calculation by ray tracing.
Here, the ray tracing assumes that the SX beam is a top hat beamwith a 1mrad divergence.
In our experiment, the source size of the SX beam is unknown, so the source size is treated
as a free parameter to obtain a calculation result which fits the experimental data well. It
is shown in Fig. 5.7(c) that the calculated beam diameters assuming a source size of 78
µm qualitatively agree with the measured data. Finally, note that our calculation does not
consider the imperfect alignment or the limited surface accuracy of the toroidal mirror,
which might affect the beam diameters.

5.5 Static XAS measurement
By using the generated HHs, static XAS measurements around the water window region
are performed. The target samples of the XAS measurements are Ar gas (at Ar L2,3-edge,
250 eV), N2 gas (at N K-edge, 400 eV), TiO2 solid (at Ti L2,3-edge, 460 eV), and Ti
solid (at Ti L2,3-edge, 460 eV). The TiO2 sample is an amorphous thin film deposited by
magnetron sputtering on a 100-nm-thick Si3N4 membrane (custom fabricated by NTT-
AT). The thickness of the TiO2 layer is estimated to be ∼100 nm. The Ti sample is a
commercial X-ray filter with a thickness of 150 nm (purchased from Lebow Company).

HHs from Ne is used for Ar, and HHs from He is used for N2, TiO2, and Ti. The slit
width of the X-ray spectrometer is set to 50 µm to obtain high energy resolution. The
CEP is randomized during the measurements. In the case of Ar and N2, the sample cell
is filled with the gas and the transmitted HH spectrum Isample is measured. After that, the
sample cell is emptied and the transmitted HH spectrum I0 is measured. The absorption
spectrum is obtained by 1− Isample/I0. In the case of the TiO2 and the Ti films, Isample is
measured with the sample inserted to the beam path, and I0 is measured with the sample
retracted from the beam path. Figure 5.8 plots the measured Isample and I0 for N2. A
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sharp absorption line at the NK-edge is clearly observed. In some energy regions (<390
eV and >460 eV), it is visible that Isample is greater than I0, but this is due to the intensity
fluctuation of the HHs.

Figure 5.8: Measured Isample and I0 for N2.

Fig. 5.9 plots the measured absorption spectra of Ar, N2, TiO2, and Ti (blue circles).
The red dashed curves are the reference curves obtained with high-resolution spectrom-
eters in synchrotron facilities. The references for Ar, N2, TiO2, and Ti are ref. [154]
(total electron yield mode), ref. [155] (transmission mode), ref. [156] (total electron yield
mode), and ref. [157] (transmission mode), respectively. The reference curves are convo-
luted with rectangular windows to fit our measured data (red solid curves). The widths of
the rectangular windows are 0.35 eV for Ar, (250 eV), 1.0 eV for N2 (400 eV), 3.0 eV for
TiO2 (460 eV), and 3.3 eV for Ti (460 eV).

The widths of the rectangular windows can be used to determine the energy resolution
of theX-ray spectrometer. The red circles in Fig. 5.10 show the obtained energy resolution,
which is plotted as E/∆E, where E is the photon energy and ∆E is the window width
in Fig. 5.9.

The energy resolution can also be numerically calculated according to ref. [158].
Assuming that the aberration and slope error of the grating are small enough, the resolvable
energy difference ∆E can be obtained as

∆E =
√

∆E2
slit + ∆E2

CCD, (5.2)

where ∆Eslit and ∆ECCD are the smearing of photon energy due to the finite width of the
entrance slit and the spatial resolution of the X-ray CCD camera, respectively.

∆Eslit can be calculated as

∆Eslit = ∆xslit
cosα

rNλ
E, (5.3)

where ∆xslit is the width of the entrance slit, and α, r, and N are the geometrical
parameters of the X-ray grating defined in Fig. A.1 in Appendix A, and λ is the X-ray
wavelength. In our experiment, ∆xslit is set to 50 µm.

Meanwhile, ∆ECCD can be calculated as

∆ECCD = ∆xCCD
cos β

r′Nλ
E, (5.4)
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Figure 5.9: X-ray absorption spectra of (a) Ar, (b) N2, (c) TiO2, and (d) Ti. The blue
circles are the measured data in our beamline, the red dashed curves are the reference data
from synchrotron [154–157], and the red solid curves are the reference data convoluted
with rectangular energy windows (0.35 eV wide for Ar, 1.0 eV wide for N2, 3.0 eV wide
for TiO2, and 3.3 eV wide for Ti).
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where ∆xCCD is the spatial resolution of the X-ray CCD camera, and β and r′ are again
the geometrical parameters defined in Fig. A.1. ∆xCCD is set to 24 µmaccording to
ref. [159].

The blue dashed curve in Fig. 5.10 plots the calculated energy resolution. The agree-
ment between the measurement and the calculation is good at 250 eV. However, above 400
eV, the measured energy resolution is worse than the calculated values. Possible reasons
for the disagreement might be small misalignment of the spectrometer, or the aberration
and the slope error of the grating.

Figure 5.10: Measured (red circles) and calculated (blue dashed curve) energy resolution
of the X-ray spectrometer.
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Chapter 6

Transient absorption spectroscopy of
NO molecules at 400 eV

In this chapter, transient absorption spectroscopy of NO molecules at 400 eV performed
in our beamline is presented. This result is, to the best of our knowledge, the first
demonstration of HHG-based transient absorption spectroscopy at the N K-edge in the
world. Moreover, we simultaneously observe all the electronic, vibrational, and rotational
dynamics by transient absorption spectroscopy. These results will pave the way towards
complete tracking of photoinduced processes using element-specific SX pulses in the
water window with attosecond temporal resolution.

6.1 Motivation

After finishing the development of the beamline, the first thing to do is to demonstrate
its capability for transient absorption spectroscopy. Our SX HHG source covers various
absorption edges in the water window, namely, the C K-edge (284 eV), the N K-edge
(400 eV), the Ca L2,3-edge (350 eV), the Sc L2,3-edge (400 eV), and the Ti L2,3-edge (460
eV). The M -edges of transition metals are also covered. Among these candidates, we
choose the NK-edge (400 eV) as our target for the following reasons. One reason is that
it is easy to obtain gaseous samples for transient absorption spectroscopy which contain
light elements such as nitrogen or carbon (transient absorption measurements of solid
samples are much more difficult than gaseous samples because of sample preparation and
damage problems). The other reason is that HHG-based transient absorption spectroscopy
above the CK-edge has never been performed for gaseous samples (transient absorption
spectroscopy at the C K-edge has already been demonstrated by other groups [62, 63]).
As a target molecule, we choose NO. NO is one of the simplest nitrogen-containing
molecules, so its dynamics is expected to be clear. Therefore, it is an ideal sample for the
first demonstration of transient absorption spectroscopy at the NK-edge. Although N2 is
also simple, its ionization energy is much higher than that of NO (N2: 15.6 eV, NO: 9.26
eV), thus it is relatively difficult to trigger ionization-induced molecular dynamics in N2.

71
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6.2 Static absorption spectrum of NO
The static absorption spectrum of NO is measured before conducting transient absorption
measurements. The HHs from He is used as an SX source, the pressure of NO is set to
0.1 bar, and the thickness of the sample cell is 1.5 mm. The measurement procedure is
the same as that in Section 5.5.

Figure 6.1(a) plots the measured (circles) and reference (dashed curve) absorbance
spectra of NO. Here, the absorbance is calculated as − log10(Isample/I0) (Isample and I0

represent the HH intensities which pass through the sample gas cell with and without NO,
respectively). Note that Fig. 5.9 in the previous chapter plots “absorption,” while Fig.
6.1(a) plots “absorbance.” The reference curve is taken from a synchrotron measurement
(total electron yield mode) [99]. The assignment of the absorption peaks is also cited
from [99] and shown in Fig. 6.1(a). Note that the assignment for some minor absorption
peaks is omitted for simplicity. The strong peak at 400 eV corresponds to the transition
from the N 1s core shell to the valence 2π orbital (LUMO/SOMO) as depicted in Fig.
6.1(b). The weak peaks around 406-410 eV correspond to the transitions from the N 1s
shell to the Rydberg orbitals (3sσ, 3pπ, . . .).

Figure 6.1: (a) Measured (circles) and reference [99] (dashed curve) static absorbance
spectrum of NO at the N K-edge. (b) Energy level diagram of NO.

6.3 Experimental conditions and data acquisition proce-
dure

6.3.1 Beamline setup
The experimental conditions for the transient absorption measurements are as follows.
The split ratio of the beam splitter for the separation of the pump and the probe beams is
R:T = 10:90. The IR beams in the pump and the probe arms contain ∼70 µJ and ∼1 mJ
pulse energies, respectively.

As for the intensity of the pump IR pulse, it is estimated by fitting the simulated
molecular-rotation-induced SX absorbance changes to the measured values as described
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later in Section 6.4.3. In that simulation, the pump intensity is calculated to be 1.3×1014

W/cm2. Considering possible existence of unknown errors, we round the calculated value
to one significant digit, and obtain an estimated pump intensity of 1×1014 W/cm2. The
reason why we do not estimate the pump intensity from the pulse energy, spot size, and
the pulse duration is that the spatial averaging effect can significantly lower the effective
pump intensity, as the spot size of the probe SX beam is larger than that of the pump IR
beam. At the pump intensity of 1×1014 W/cm2, the Keldysh parameter is calculated to
be ∼0.4.

As the HHG gas, He is chosen to generate HHs at 400 eV. The pressure of the
NO sample gas cell is set to 0.1 bar. The delay stabilization system is employed in
the attosecond time-resolved transient absorption measurement (Section 6.4.1), but it is
turned off in other measurements. The CEP of the drive laser is fixed in the attosecond
time-resolved measurement to obtain isolated attosecond pulses, but it is randomized in
other measurements.

Figure 6.2(a) shows the CEP dependence of the HH spectra recorded with the experi-
mental conditions of the attosecond time-resolved transient absorption measurement. The
HH spectrum employed in the attosecond time-resolved transient absorptionmeasurement
is shown in Fig. 6.2(b). Here, the NO gas cell is inserted in the SX beam path, so the
absorption line of NO is visible. The HH spectrum has the first and the second HCOs at
∼450 and ∼370 eV, respectively. Therefore, around the absorption line of NO at 400 eV,
isolated attosecond pulses are expected to be generated.

Figure 6.2: (a) CEP-dependent HH spectra. (b) HH spectrum employed in the attosecond
time-resolved transient absorption measurement. The sample NO gas cell is inserted in
the beam path, so the absorption line of NO at 400 eV is visible.

6.3.2 Estimation of SX pulse duration
The temporal duration of the SX pulse is a critical parameter to determine the temporal
resolution of the transient absorption measurement. Although we cannot directly measure
the SX pulse duration with the current setup, we perform an SFA (Lewenstein model)
simulation to estimate it.
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In the simulation, an IR pulse with a peak electric field amplitude of 640 MV/cm, a
central wavelength of 1.6 µm, a pulse duration of 10 fs FWHM, and a cosine-like CEP
is used as an HHG driver (Fig. 6.3(a)). The ionization potential of a He atom is set to
24.6 eV. The calculated HHs, including both long and short trajectories, are plotted in
Fig. 6.3(b) as a time-frequency spectrogram obtained by a short-time Fourier transform.
Then, the isolated attosecond pulse region of the HH spectrum (370-450 eV) is extracted,
and its pulse shape is plotted in Fig. 6.3(c). The calculated temporal duration of the
SX pulse is 820 as FWHM. However, of course, this value may be different from the
actual pulse duration as we use many assumptions in the calculation. In the following,
we discuss possible factors which can affect the pulse duration.

Figure 6.3: Simulation of the SX pulse shape considering both short and long trajectories.
(a) Laser electric field employed in the SFA simulation. (b) Time-frequency spectrogram
of the simulated HHs. (c) Pulse shape of the simulated HHs in the isolated attosecond
pulse region (370-450 eV).

First, we consider the macroscopic response of HHG, namely, the phase matching.
An important effect of the phase matching on the SX pulse duration is the selection of
the quantum trajectory [160, 161]. In fact, the HH spectrum observed in our experiment
in Fig. 6.2(b) shows a signature of the selection of the quantum trajectory. In Fig.
6.2(b), interference fringes with an oscillation period of ∼5-10 eV are visible between
the first and the second HCOs. These fringes are due to the interference between the HH
radiations emitted from the short and the long trajectories. If the modulation depth of the
fringes is 100%, it means that both trajectories equally contribute to the HH spectrum.
However, the observedmodulation depth is roughly <30%, indicating that one trajectory is
dominant. Althoughwe cannot determine which trajectory is dominant in our experiment,
it is expected that the SX pulse duration becomes shorter than the calculated value (820
as) as a result of the selection of the trajectory.

Second, we consider the group delay dispersion of the 150-nm-thick Al filter through
which the SX beam is transmitted. It is known that the dispersion of such a metal filter
affects the SX pulse duration in some cases [58]. We calculate the group delay of the Al
filter by using the refractive index of Al in the SX region [144]. Figure 6.4 shows the
result. It is visible that the change of the group delay from 300 eV to 500 eV is a few
attoseconds, which means the Al filter hardly affects the SX pulse duration in our case.
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Figure 6.4: Calculated group delay of a 150-nm-thick Al filter around 400 eV.

Finally, we consider the Coulomb potential of the parent ion and the multi-electron
effects, which are not considered in the SFA. As for the Coulomb potential of the parent
ion, it is not relavant to the SX pulse duration so much. This is because the SFA is highly
valid in our HHG scheme as the Keldysh parameter is γ ∼0.3 (wavelength: 1.6 µm,
electric field amplitude: 640 MV/cm) and the HH photon energy is much larger than the
ionization potential. As for the multi-electron effects, they are not expected to change the
pulse duration. This is because the multi-electron effects hardly change the acceleration
process of the ionized electron, thus the shapes of the short and long trajectories are not
affected.

To summarize, the actual SX pulse duration might be shorter than that estimated
by the SFA calculation (820 as), but it is unlikely that the former is longer than the
latter. Therefore, we conclude that the SX pulses in our experiment have at least a
sub-femtosecond temporal duration.

6.3.3 Data acquisition procedure
The data acquisition procedure of transient absorption is as follows. During the whole
measurement, the NO sample gas cell is always inserted to the SX beam path and the
pump IR beam is always irradiated to the sample gas cell. Let τi (i = 0, 1, . . .) be the
delay points. The piezo stage is moved to each τi, and the HH spectrum transmitted
through the sample gas cell I0(Ej, τi) (j = 0, 1, . . ., Ej: photon energy at the CCD pixel
j) is recorded. Here, the exposure time of the CCD camera at one delay step is set to
3∼5 seconds depending on the HH flux (once the exposure time is determined, it is kept
during the whole transient absorption measurement). The delay scan is repeated for a few
tens of times to obtain Ik(Ej, τi) (i, j, k = 0, 1, . . .). Then, the averaged HH spectra are
calculated as

Iavg(Ej, τi) =
1

Nscan

∑
k

Ik(Ej, τi) (i, j = 0, 1, . . .), (6.1)

where Nscan is the number of delay scans. Next, the threshold delay index iref for the
reference HH spectrum is determined. iref is chosen such that τiref becomes a delay before
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which no molecular dynamics takes place (typically, ∼-100 fs). Then, the reference HH
spectrum is calculated as

Iref(Ej) =
1

iref

∑
i<iref

Iavg(Ej, τi) (j = 0, 1, . . .). (6.2)

The differential absorbance ∆A(Ej, τi) is then calculated as

∆A(Ej, τi) = − log10

Iavg(Ej, τi)

Iref(Ej)
. (i, j = 0, 1, . . .). (6.3)

In order to further improve the signal-to-noise ratio by removing the fluctuation of the
HH intensity, a background correction procedure is applied to ∆A(Ej, τi). First, two
background energy regions, Ej1bg1 ∼ Ej1bg2 and Ej2bg1 ∼ Ej2bg2 (j

1
bg1 < j1

bg2 < j2
bg1 < j2

bg2)
are chosen. These two energy regions should be lower or higher than the XANES region
so that they do contain any absorbance change. Typically, they are chosen around 396
eV and 413 eV in the case of NO molecules. Second, two sets of background differential
absorbance, ∆A1

bg(τi) and ∆A2
bg(τi), are calculated as

∆A1
bg(τi) =

1

j1
bg2 − j1

bg1

∑
j1bg2≤j<j

1
bg1

∆A(Ej, τi) (6.4)

∆A2
bg(τi) =

1

j2
bg2 − j2

bg1

∑
j2bg2≤j<j

2
bg1

∆A(Ej, τi) (i = 0, 1, . . .). (6.5)

Finally, the background-corrected differential absorbance ∆Acor(Ej, τi) is obtained as

∆Acor(Ej, τi) = ∆A(Ej, τi)−
Ej − E1

bg

E2
bg − E1

bg

(∆A2
bg(τi)−∆A1

bg(τi)) (i, j = 0, 1, . . .).

(6.6)
Here, E1

bg and E2
bg are defined as (Ej1bg2 + Ej1bg1)/2 and (Ej2bg2 + Ej2bg1)/2, respectively.

6.4 Results and discussions
Figure 6.5(a) shows the measured transient absorption trace of NO at the N K-edge.
The total measurement time is ∼2 hours. The polarizations of the SX and IR pulses are
parallel. For reference, the static absorbance spectrum of NO is plotted in Fig. 6.5(b).
In the measured transient absorption trace, there are several features originating from
ultrafast molecular dynamics.

First, there are weak absorbance modulations in the Rydberg peaks around 408 eV.
These modulations are commonly observed in transient absorption spectroscopy of Ryd-
berg states, which can be explained by the emergence of laser-dressed states and AC Stark
shift [20, 86, 92, 93, 98]. Here, we do not discuss this phenomenon further.

Second, the absorbance around 400 eV is decreased and the absorbance around 403
eV is increased at the positive delays. According to ab initio configuration-interaction
calculation, these energies are assigned to the 1s-2π transitions of NO and NO+. There-
fore, the observed feature indicates that NO molecules are ionized to NO+ molecular ions
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Figure 6.5: (a) Measured transient absorption trace of NO. The dashed ellipses indicate
the regions where three different kinds of dynamics are imprinted. (b) Static absorbance
spectrum of NO measured in our beamline (circles) and in a synchrotron facility (solid
curve) [99].

by strong-field ionization. Here, the ab initio calculation is performed by Prof. Nobuhiro
Kosugi by using the GSCF3 software [162,163]. The basis functions are (73/7) contracted
Gaussian-type functions with two d-type polarization functions.

Interestingly, from the absorbance changes of these 1s-2π peaks, we can extract three
different kinds of dynamics which are associated with different degrees of freedom:

1. Attosecond time-resolved electronic dynamics during strong-field ionization

2. Femtosecond vibrational dynamics of NO+

3. Sub-picosecond rotational dynamics of NO

These three kinds of dynamics are observed in the dashed regions in Fig. 6.5. In the
following sections, each dynamics is discussed in detail.

6.4.1 Attosecond time-resolved electronic dynamics
In this section, the attosecond time-resolved electronic dynamics in the strong-field ion-
ization process is described. Figure 6.6(a) shows the measured attosecond time-resolved
transient absorption trace of NO around the delay origin with fine delay steps (400 as). It is
visible in the NO and the NO+ 1s-2π peaks that there are oscillatory structures in addition
to the monotonic absorbance decrease or increase. The oscillations become more evident
when the differential absorbance of these peaks is shown as a line plot (Fig. 6.6(b)). The
period of the oscillation is extracted to be 2.7 fs, which equals half a cycle of the pump
IR pulse. This type of oscillation is called “2ω oscillation.” Note that there might be
other high-frequency oscillations in the measured data, but considering the noise level in
our experiment (shaded areas in Fig. 6.6(b) represent the error), it is difficult to discuss
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such oscillations. In our results, it is noteworthy that the phase of the 2ω oscillation is
opposite for the NO and the NO+ peaks. This phase relationship can be explained if the
origin of the 2ω oscillation is the oscillation of the ion population; when the population of
the cations increases, the population of the neutral molecules decreases, and vise versa.
Note that the total ion population is estimated to be approximately 3%, which is obtained
by deviding the total absorbance decrease of the NO 1s-2π peak averaged from 401.7 to
403.6 eV (0.015, as can be seen in Fig. 6.6(b)) by the static absorbance averaged in the
same energy region (0.46).

Figure 6.6: (a) Attosecond time-resolved transient absorption trace of NO around the
delay origin. (b) Line plot of the differential absorbance of the NO 1s-2π peak (blue
circles, averaged from 398.7 to 400.6 eV) and the NO+ 1s-2π peak (red circles, averaged
from 401.7 to 403.6 eV). The solid curves are their 3-point moving averages, and the
shaded areas indicate the errors.

Figure 6.7: Concept of the ground-state polarization effect.

The 2ω oscillation of the ion population during the strong-field ionization process
has previously been observed in Xe atoms [18], and called the ground-state polarization
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effect. Figure 6.7 depicts its concept. In normal tunnel ionization, the ion population
increases stepwise during ionization because the ionization predominantly occurs at the
local maxima of the laser electric field (blue dashed curve in Fig. 6.7). However, when
the ground-state polarization takes place, a small part of the tunnel-ionized electron wave
packet cannot escape from the Coulomb potential of the parent ion and is pulled back to
it. As a result, the ion population shows not only monotonic increase but also periodic
decrease.

Although the ground-state polarization effect has been reported for atoms, it has never
been observed in molecules. Our observation of the signature of ground-state polarization
in NO will give a clue to understand sub-cycle electronic dynamics in molecular systems.

6.4.2 Femtosecond vibrational dynamics
Next, the femtosecond vibrational dynamics of NO+ triggered by strong-field ionization
is discussed. The vibration signal is imprinted in the modulation of the peak position
of the NO+ 1s-2π peak as shown in Fig. 6.8(a). By fitting the NO+ 1s-2π peak with
a Gaussian function for each delay and extracting its central photon energy, red circles
in Fig. 6.8(b) are obtained. Here, the delay origin is determined by fitting the temporal
evolution of the peak height of the NO+ 1s-2π peak with a sigmoid function and extracting
the inflection point of the fitted sigmoid function. The temporal evolution of the extracted
central photon energies is fitted with a cosine function plus a Gaussian function (red solid
curve in Fig. 6.8(b)). Here, the Gaussian function represents the upper shift of the central
photon energies around the delay origin in Fig. 6.8(b). Although the exact reason for the
upper shift is not clear, it might be explained by the AC Stark shift of the NO+ 1s-2π peak
or an artifact in the extraction process of the central photon energies due to the existence
of the laser-dressed Rydberg states (404–406 eV in Fig. 6.6(a)) above the NO+ 1s-2π
peak. The result of the fitting is shown as a red solid curve in Fig. 6.8(a). From the
fitting, the oscillation period of 14.5±0.1 fs is obtained. This oscillation period agrees
well with the literature value of the vibration period of NO+ (14.23 fs) [164]. Moreover,
the initial phase of the vibration is determined to be (0.17±0.08)π rad, where 0π and
0.5π mean perfect “cosine-like” and “sine-like” phases, respectively. This indicates that
the observed molecular vibration is close to “cosine-like.”

The mechanism of the observed vibration, including its initial phase, can be explained
by the potential energy curves of NO and NO+ obtained by the ab initio calculation
performed by Prof. Nobuhiro Kosugi (Fig. 6.8(c)). After strong-field ionization of
NO molecules, a vibrational wave packet is created on the potential energy curve of the
electronic ground state of NO+. Because the equilibrium internuclear distances of NO and
NO+ are different (NO: 1.15 Å, NO+: 1.06 Å), the created wave packet is displaced from
the bottom of the potential energy curve, thus starts vibration. The molecular vibration is
directly mapped to the change of the transition energy between the 1s and the 2π levels,
as the transition energy monotonically decreases with respect to the internuclear distance.
This mechanism [87, 88] is consistent with the experimentally observed “cosine-like”
initial phase.
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Figure 6.8: (a) Transient absorption trace around the NO+ 1s-2π peak. (b) Extracted
central energy of the NO+ 1s-2π peak (circles), together with the fitting by a cosine plus
a Gaussian function (red solid curve). The red dashed curve is the cosine component of
the fitting. (c) Potential energy curves calculated of NO calculated by Prof. Nobuhiro
Kosugi and the mechanism of the molecular vibration.
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6.4.3 Sub-picosecond rotational dynamics
Finally, the sub-picosecond rotational dynamics of neutral NO molecules is presented.
The rotational dynamics can be observed by changing the polarizations of the pump IR
and the probe SX pulses. Figures 6.9(a, b) show the measured transient absorption traces
with different polarization combinations. It is visible that, when the polarizations of the
IR and the SX pulses are parallel, the absorbance of the NO 1s-2π peak decreases around
∼1×102 fs. On the other hand, when the polarizations are perpendicular, the absorbance
of the NO 1s-2π peak increases around ∼1×102 fs.

Figure 6.9: Transient absorption traces of NO when the polarizations of the IR and the
SX pulses are (a) parallel and (b) perpendicular. (c) Static absorbance spectrum of NO
measured in our beamline (circles) and in a synchrotron facility (solid curve) [99].

Figure 6.10: Schematic of the mechanism of the SX absorption change upon molecular
alignment.

The mechanism of the polarization-dependent absorption change can be explained
by the laser-induced molecular alignment process and the relative angle between the SX
polarization and the 1s-2π transition dipole moment vector as depicted in Fig. 6.10.
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When an NO molecule is irradiated by an IR laser pulse, the molecule begins to align
with the IR polarization via the interaction between the induced dipole moment and the
laser electric field [165,166]. In this process, the 1s-2π transition dipole moment, which
is perpendicular to the molecular axis, becomes antialigned with the IR polarization.
Therefore, when the SX polarization is parallel to the IR polarization, the inner product
between the SX polarization and the 1s-2π transition dipole moment decreases as the NO
molecules align, resulting in the decrease of the SX absorption. Conversely, when the SX
polarization is perpendicular to the IR polarization, the SX absorption increases.

In order to numerically reproduce the observed absorbance change, we perform a
TDSE simulation for the molecular alignment dynamics [165]. When a molecule can be
regarded as a rigid rotor (i.e., ignore vibronic and electronic excitations) and it interacts
with a laser electric field, its Hamiltonian H(t) in atomic units can be written as

H(t) = BJ2 − µ · ε(t)− 1

2
ε2(t)

[
(α‖ − α⊥) cos2 θ + α⊥

]
. (6.7)

Here,B is the rotational constant,J is the angularmomentumoperator,µ is the permanent
dipole, ε(t) is the the laser electric field, α‖ and α⊥ are the components of the static
polarizability which are parallel and perpendicular to the molecular axis, and θ is the
angle between the molecular axis and the laser electric field. This Hamiltonian can be
simplified using several approximations as follows. First, although µ · ε(t) is responsible
for molecular orientation, it can be ignored when calculating only molecular alignment.
Second, the fast oscillation of the carrier wave of ε(t) does not affect the slow molecular
alignment process. Therefore, if the envelope function of the laser electric field is a(t),
ε(t)2 can be approximated as a(t)2/2. Finally, the second term in the square bracket in
Eq. (6.7) does not couple with the alignment angle θ, so it does not affect molecular
alignment. By using these approximations, and by introducing ∆α as ∆α = α‖ − α⊥,
the Hamiltonian can be simplified to

H(t) = BJ2 − 1

4
a2(t)∆α cos2 θ. (6.8)

The TDSE for this Hamiltonian is first solved for the following wave function

|ψJi,Mi
(t)〉 =

∑
J≥|Mi|

cJ,Ji,Mi
(t) |J,Mi〉 , (6.9)

where |J,Mi〉 is a rotational eigenstate. The initial state of this wave function is set to
|Ji,Mi〉 (i.e., cJ,Ji,Mi

(0) = 1 (J = Ji) and cJ,Ji,Mi
(0) = 0 (J 6= Ji)). This procedure is

repeated for every Ji and Mi. Practically, the maximum Ji is set to 50-60. Then, the
degree of alignment, 〈cos2 θ〉 is calculated from |ψJi,Mi

(t)〉 as

〈cos2 θ〉 =
1

Z

∑
Ji,Mi

e−BJi(Ji+1)/T 〈ψJi,Mi
(t)| cos2 θ |ψJi,Mi

(t)〉 , (6.10)

where T is the temperature of the molecules, and Z is the partition function which is
defined as

Z =
∑
Ji,Mi

e−BJi(Ji+1)/T . (6.11)
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The above calculation procedure is applied to NO molecules. The rotational constant
and the polarizability anisotropy are set toB = 1.696 cm−1 [167] and ∆α = 0.84 Å3 [168],
respectively. As an excitation IR pulse, we use aGaussian pulsewith a pulse duration of 10
fs FWHMand a peak intensity of 1.3×1014 W/cm2. This peak intensity is chosen such that
the calculated absorbance changes fit the experimental data as shown later in Fig. 6.12.
The calculated degrees of alignment are plotted in Fig. 6.11 for various temperatures.
As the temperature increases, the maximum degree of alignment decreases. This is
due to the dephasing among rotational eigenstates with high Ji at high temperatures.
In the experiment, the temperature is 300 K because the NO molecules are filled in a
room-temperature gas cell.

Figure 6.11: Calculated degrees of alignment of NO molecules irradiated with an IR
pulse (pulse duration: 10 fs FWHM, peak intensity: 1.3×1014 W/cm2).

The relationship between the degree of alignment 〈cos2 θ〉 and the SX absorption A
is formulated as follows. We assume that the transition dipole moment between the inner
shell and the valence orbital is perpendicular to the molecular axis, which is the case
for the 1s-2π transition in NO. The molecular axis vector rmol and the IR polarization
vector eIR can be written as rmol = (sin θ cosφ, sin θ sinφ, cos θ) and eIR = (0, 0, 1),
respectively. Here, note that the definition of the coordinates is different from that in
Chapter 4. In this chapter and in the next chapter, it is assumed that the IR polarization
axis is fixed to the z axis, and the laser propagation axis is fixed to the y axis. In this
coordinate system, if the polarizations of the IR and the SX pulses are parallel, the SX
polarization vector eSX can be written as eSX = (0, 0, 1). In this case, the inner product
between the transition dipolemomentd and the SX polarization vector eSX is proportional
to
√

1− (rmol · eSX)2 = sin θ. Therefore,

A ∝ |d · eSX|2 = |d|2 〈sin2 θ〉 = |d|2(1− 〈cos2 θ〉). (6.12)

On the other hand, if the polarizations of the IR and the SX pulses are perpendicular,
the SX polarization vector can be written as eSX = (1, 0, 0). In this case, d · eSX is
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proportional to
√

1− (rmol · eSX)2 =
√

1− sin2 θ cos2 φ. Therefore,

A ∝ |d · eSX|2 = |d|2 〈1− sin2 θ cos2 φ〉 (6.13)

= |d|2
∫

dφ(1− 〈sin2 θ〉 cos2 φ)∫
dφ

(6.14)

= |d|2 1 + 〈cos2 θ〉
2

. (6.15)

To summarize,

A ∝


|d|2(1− 〈cos2 θ〉) (SX ‖ IR)

|d|2 1 + 〈cos2 θ〉
2

(SX ⊥ IR).
(6.16)

At random alignment, 〈cos2 θ〉 = 1/3. Therefore, the absorbance change caused by
molecular alignment ∆Aalignment can be expressed using the static absorbance Astatic as

∆Aalignment =


Astatic(−〈cos2 θ〉+

1

3
) (SX ‖ IR)

Astatic(
1

2
〈cos2 θ〉 − 1

6
) (SX ⊥ IR).

(6.17)

Figure 6.12 compares the measured (circles) and calculated (solid curves) differential
absorbance of the NO 1s-2π peak (averaged from 398.7 to 400.6 eV). The calculation
includes two terms: ∆Aalignment and the absorbance decrease due to strong-field ioniza-
tion. The former term is obtained by the above calculation procedure. The latter term
is obtained by a sigmoid fitting of the sudden absorbance increase of the NO+ 1s-2π
peak around the delay origin. Figure 6.12 clearly shows that the calculation and the
measurement are in good agreement.

Figure 6.12: Measured (circles) and calculated (solid curves) differential absorbance
of the NO 1s-2π peak averaged from 398.7 to 400.6 eV. Blue and red mean that the
polarizations of the SX and the IR pulses are perpendicular and parallel, respectively.
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To the best of our knowledge, the observation of rotational dynamics by XUV or SX
transient absorption spectroscopy using p or d core shells has never been demonstrated
so far. One of the possible reasons for this is that p or d core shells are energetically
degenerate and the transition dipole moment vector from each degenerate core shell is
oriented differently. In this case, ∆Aalignment from different transitions might partially
cancel with each other, resulting in a small alignment signal. However, in our case, the
1s core shell is not degenerate. Therefore, the alignment signal can be clearly observed.

6.5 Summary
In summary, we demonstrate HHG-based transient absorption spectroscopy at the N
K-edge. We also demonstrate electronic, vibrational, and rotational dynamics can si-
multaneously be traced by transient absorption spectroscopy. This result opens up new
possibilities for SX transient absorption spectroscopy as a method for the complete track-
ing of photoinduced chemical or physical reactions. The target sample in our experiment
is a prototypical diatomic molecule, NO, but the same technique can be applied to more
complex molecules in the gas phase or in solvents, where the element specificity of SX
absorption can be fully utilized to understand molecular dynamics that occurs in multiple
degrees of freedom at different time scales.
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Chapter 7

Transient absorption spectroscopy of
N2O molecules at 400 eV

In this chapter, transient absorption spectroscopy of N2Omolecules at 400 eV is presented.
As in the case of NO, electronic, vibrational, and rotational dynamics is simultaneously
observed. Furthermore, each dynamics contains more complex physics, which we discuss
in detail below.

7.1 Motivation
In the previous chapter, we present transient absorption spectroscopy of a simple diatomic
molecule, NO, at theNK-edge. The result clearly shows the capability of our beamline for
transient absorption in thewater window. The next challenge is to extend the demonstrated
technique to more complex systems: polyatomic molecules, liquids, and solids, where
element specificity of SX pulses can be fully utilized. As a step toward this goal, we
choose a triatomic molecule, N2O, as a target. Compared to NO, N2O has complex
electronic structures and nuclear degrees of freedom, which provide rich dynamics.

7.2 Static absorption spectrum of N2O
The static absorption spectrum of N2O ismeasured before conducting transient absorption
experiments. The molecular structure of N2O is depicted in Fig. 7.1(a). The two nitrogen
atoms in an N2Omolecule are called the “terminal” nitrogen Nt and the “central” nitrogen
Nc. Figure 7.1(b) shows the measured (circles) and reference (dashed curve) absorbance
spectra of N2O. The pressure of N2O is set to 0.1 bar, and the thickness of the sample
gas cell is 1.5 mm. The reference curve is taken from a synchrotron measurement (total
ion yield mode) [100]. The assignment of the absorption peaks is taken from the same
literature. Note that the assignment for some minor absorption peaks is omitted for
simplicity. Interestingly, it can be seen that there are two absorption peaks for one valence
orbital. This is because N2O has two nitrogen core shells, and their orbital energies
are separated by ∼3.5 eV, as shown in Fig. 7.1(c). The strong peaks at 401 eV and
405 eV correspond to the transitions from the Nt 1s orbital and the Nc 1s orbital to the

87



88 Transient absorption spectroscopy of N2O molecules at 400 eV

3π (LUMO) orbital, respectively. The other weak peaks are transitions to the Rydberg
orbitals.

Figure 7.1: (a) Structure of an N2O molecule. (b) Measured (circles) and reference
(dashed curve) static absorbance spectrum of N2O at the NK-edge [100]. The transition
energies from the Nt and Nc 1s core levels are shown as blue and red lines, respectively.
(c) Energy level diagram of N2O.

7.3 Experimental conditions
The experimental conditions are mostly the same as transient absorption spectroscopy of
NO. One difference is that the splitting ratio of the beam splitter is changed to R:T = 20:80
from R:T = 10:90 to increase the pump intensity. The pump intensity is estimated to be
2×1014 W/cm2 (rounded to one significant digit) from the molecular-rotation-induced
SX absorbance changes as described later in Section 7.4.3. At this intensity, the Keldysh
parameter is calculated to be ∼0.4. The reason we increase the pump intensity is that the
ionization potential of N2O is higher than that of NO (N2O: 12.89 eV, NO: 9.26 eV), so
N2O requires more pump intensity to be ionized. The pressure of N2O inside the sample
gas cell is set to 0.1 bar. The data acquisition procedures are the same as those for NO.

7.4 Results and discussions
Figures 7.2(a, b) show themeasured transient absorption spectra ofN2O.The polarizations
of the SX and the IR pulses are set to parallel in (a) and perpendicular in (b). Figure
7.2(c) plots the static absorbance spectrum of N2Omeasured in our beamline (circles) and
in a synchrotron facility (solid curve) [100]. The assignment of the absorption peaks is
calculated by using the GAMESS software [169]. In the calculation, the molecular orbital
energies are obtained by the density functional theory (DFT) with the B3LYP functional
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and the 6-311+G(d) basis functions (B3LYP/6-311+G(d)). The same functional and
basis functions are used for all the DFT calculations in this chapter. Then, the energy
difference between the core and the valence orbitals is calculated to obtain the absorption
peak positions. Because of the difficulty in treating the 1s core orbitals in the simulation,
the calculated peak positions are shifted by 9.5 eV from the actual values. This shift is
corrected to obtain the final peak positions. In Fig. 7.2(c), the calculated peak positions
are indicated as blue lines for neutral N2O and red lines for N2O+ cation.

Figure 7.2: (a, b) Measured transient absorption spectra of N2O. In (a) and (b), the polar-
izations of the SX and the IR pulses are parallel and perpendicular, respectively. Dashed
ellipses indicate the regions where characteristic molecular dynamics is imprinted. (c)
Static absorbance spectrum of N2Omeasured in our beamline (circles) and in synchrotron
(solid curve) [100].

As in the transient absorption spectra of NO, Figs. 7.2(a, b) contain signatures of
strong-field ionization. Right after 0 fs, the absorbance of the N2O Nc, Nt1s-3π peaks
decreases, and instead, the N2O+ Nc, Nt1s-3π peaks and the N2O+ Nt1s-2π peak appears.
Note that the N2O+ Nc1s-2π peak does not appear. This is because the transition dipole
moment between the Nc1s and the 2π orbitals is small; as shown in Fig. 7.1(c), the node
of the 2π orbital is located around the Nc atom, so the overlap between the Nc1s orbital
and the 2π orbital is small. The ionization fraction is estimated to be 20% by comparing
the measured transient absorbance with the static absorbance.

As in the case of NO, electronic, vibrational, and rotational dynamics is observed
in the transient absorption spectra. The dashed ellipses in Figs. 7.2(a, b) represent the
regions where these three kinds of dynamics are imprinted. In the following sections, we
analyze each dynamics in detail.

Again, we do not discuss the modulation of the Rydberg peaks around 405-407 eV.
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7.4.1 Attosecond time-resolved electronic dynamics
First, we describe the attosecond time-resolved electronic dynamics. Figure 7.3(a) plots
the measured attosecond time-resolved transient absorption spectrum of N2O around the
delay origin. Here, the delay step is set to 400 as and the polarizations of the SX and the IR
pulses are set to parallel. As in the case of NO, clear 2ω oscillations are observed. Figure
7.3(b) shows the line plots of the temporal evolutions of the changes in the differential
absorbance at the N2O Nc1s-3π peak (404.9 eV, green), the N2O Nt1s-3π peak (400.8 eV,
blue), and the N2O+ N 1s-3π peak (402.6 eV, red). Note that the photon energy region
from 402 to 404 eV consists of the N2O+ Nt1s-3π peak (lower energy part) and the N2O+

Nc1s-3π peak (higher energy part). However, there is not a large difference in the 2ω
oscillation throughout this region. Therefore, we represent the two peaks as the N2O+ N
1s-3π peak.

The phase of the 2ω oscillation is opposite for the N2O+ N 1s-3π peak to that for the
N2O Nt1s-3π peak. This feature is similar to NO, where the phase of the 2ω oscillation is
anti-correlated for the NO 1s-2π peak and the NO+ 1s-2π peak. This again implies that
the possible origin of the observed 2ω oscillation in N2O is ground-state polarization.

Figure 7.3: (a) Measured attosecond time-resolved transient absorption spectrum of N2O.
The positions of the absorption peaks are noted at the right side of the figure. (b) Temporal
evolutions of the changes in the differential absorbance at the N2O Nc1s-3π peak (404.9
eV, green), the N2ONt1s-3π peak (400.8 eV, blue), and the N2O+ N 1s-3π peak (402.6 eV,
red). The circles are the raw data, and the solid curves are the 3-point moving averages.
The shaded areas indicate the errors of the solid curves.

In Fig. 7.3(b), it can be seen that the 2ω oscillation exists even before the tunnel ion-
ization process starts, but it can be explained by the fact that the ground-state polarization
effect takes place at lower intensities than the tunnel ionization process [18].

Another interesting feature in N2O is that the 2ω oscillation in the N2O Nt1s-3π peak
and that in the N2O Nc1s-3π peak are largely different. As can be seen in Fig 7.3(b), the
amplitude of the 2ω oscillation is much smaller in the N2ONc1s-3π peak compared to the
N2O Nt1s-3π peak. The difference becomes clearer when the 2ω oscillation components
of the measured differential absorbance are extracted (Fig. 7.4).
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Figure 7.4: 2ω oscillation components of the differential absorbance shown in Fig. 7.3(b).
The slow change in the differential absorbance (obtained by the 9-point moving average)
is subtracted from the total differential absorbance (3-point moving average).

A possible origin of this phenomenon is that the Nc and the Nt 1s cores are located at
different positions in an N2Omolecule; the two cores might probe the electronic dynamics
at specific positions. For example, in the ground-state polarization process, it is expected
that the change of the hole population is larger at the edge of the molecule than the center
of the molecule. In this picture, it is natural that the 2ω oscillation probed by the Nt1s
core is larger than that by the Nc1s core. However, this hypothesis is difficult to be proved
by the experiment alone. Especially, there are many Rydberg peaks above 404 eV, and
these peaks might affect the observed 2ω oscillations. Therefore, TDSE simulations are
now in progress to elucidate the origin of the observed features.

Finally, in Fig. 7.3(b), it is visible that the the 2ω oscillations in the N2O Nt1s-3π
and the N2O+ N 1s-3π peaks are deviated from the perfect anti-correlation around ∼10
fs. Although the reason for this phenomenon is not clear yet, it is possible that a small
fraction of N2Omolecules is excited to the bound excited states (e.g. Rydberg states), and
it breaks the perfect anti-correlation between the population of N2O in its ground state
and that of N2O+.

7.4.2 Femtosecond vibrational dynamics
The molecular vibration signals are observed in the Nc, Nt1s-3π peaks of neutral N2O.
This makes a good contrast with the transient absorption spectra of NO, where the
vibration of NO+ cation, not neutral NO, is observed. This difference can be qualitatively
explained by the characteristics of the HOMOs of NO and N2O. The HOMO of NO has a
node in its center, so it is an antibonding orbital. Therefore, if an electron is removed from
the HOMO by tunnel ionization, the bonding is stabilized and the bond length shrinks. In
fact, the equilibrium bond lengths are 1.15 Å and 1.06 Å for NO and NO+, respectively.
This shrink causes the vibration in the cation. Meanwhile, the HOMO of N2O has a
node in the NO bond, but does not have a node in the NN bond. Therefore, it has both
anti-bonding and bonding nature, making it almost nonbonding [170]. Figure 7.5 shows
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the equilibrium bond lengths of N2O and N2O+ calculated by DFT using GAMESS.
Different from NO, the change of the bond lengths is shorter than 0.01 Å. Therefore, it is
expected that the molecular vibration of N2O+ is small.

Figure 7.5: Equilibrium bond lengths of N2O and N2O+ calculated by DFT.

To obtain the vibration signals from the N2O Nc, Nt1s-3π peaks, their central photon
energies are extracted using Gaussian fitting. Note that the Gaussian fitting is applied to
the total absorbance, which is defined as Astatic + ∆A (Astatic: static absorbance, ∆A:
absorbance change). The obtained vibration signals are Fourier-transformed to identify
the vibration modes. The result is shown in Fig. 7.6(b). N2O has three vibrational modes
as shown in Fig. 7.6(a). The observed vibrational mode is v1, which is the symmetric
stretch between the central nitrogen atom and the oxygen atom. The other modes are not
detected within the current signal-to-noise ratio level. Furthermore, it is found that the
vibration signal is strong in the Nc1s-3π peak, but weak in the Nt1s-3π peak.

Figure 7.6: (a) Vibrational modes of N2O [171]. (b) Fourier-transformed vibration signals
at the Nc, Nt1s-3π peaks.

Next, in order to obtain the initial phase of the vibration, a cosine fitting is applied
to the temporal evolution of the extracted central photon energy of the Nc1s-3π peak.
Figure 7.7 plots the result of the fitting. Here, the delay origin is determined by a sigmoid
fitting of the temporal evolutions of the peak heights of the N2O Nc, Nt1s-3π peaks and
the N2O+ Nc, Nt1s-3π peaks. The initial phase of the vibration is determined to be
(0.00±0.07)π rad and (0.17±0.05)π rad for the parallel and perpendicular SX and IR
polarizations, respectively. This indicates that the initial phase is close to “cosine-like.”
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Figure 7.7: Temporal evolutions of the central energies of the Nc1s-3π peak with the
polarizations of the IR and the SX pulses (a) parallel and (b) perpendicular. Blue circles
are the measured data, and the red curves are the results of cosine fitting.

Figure 7.8: Temporal evolutions of the central energies of the Nc1s-3π peak with a pump
intensity of (a) 1×1014 W/cm2 and (b) 2×1014 W/cm2. The polarization between the IR
and the SX is set to parallel.



94 Transient absorption spectroscopy of N2O molecules at 400 eV

The pump intensity dependence of the vibration signal is also investigated by per-
forming a transient absorption measurement with a reduced pump intensity of 1×1014

W/cm2. Figure 7.8 shows the comparison of the vibration signals obtained with 1×1014

W/cm2 and 2×1014 W/cm2 pump intensities. It is observable that, even though the pump
intensity is changed by twice, the observed vibration amplitude does not change so much
(∼25 meV for both intensities).

Identifying the mechanism of vibration

There are three mechanisms which can trigger molecular vibration in a neutral molecule
irradiated by a strong, ultrashort laser pulse: Lochfraß, bond softening, and impulsive
stimulated Raman scattering (ISRS) [88]. Figure 7.9 depicts schematics of the three
mechanisms. Firstly, Lochfraß is so-called the “R-dependent ionization” mechanism.
Because the ionization potential of a molecule is dependent on the bond length, some part
of the ground state vibrational wave packet is easy to be ionized while the other part is
not. As a result, when the molecule is tunnel-ionized, the wave packet left in the neutral
molecule is displaced from its equilibrium position, thus starts vibration. Secondly, in
bond softening, the potential energy curve of the neutral molecule is distorted by the
strong laser field, and the ground state wave packet moves along the distorted potential
energy curve. After the laser pulse is gone, the displaced wave packet starts vibration.
Lastly, ISRS is a special case of the stimulated Raman scattering process. The laser
photon excites the neutral molecule to a virtual state, and another photon with lower
photon energy brings it to a vibrationally excited state. These photons come from one
laser pulse, as the laser pulse is ultrashort and its spectrum is broad.

Among these three mechanisms, bond softening and ISRS describe the same phe-
nomenon in different pictures [172]. Bond softening treats the laser pulse as a quasistatic
electric field while ISRS treats it as photons. Because ISRS includes only the two-photon
process, it is valid only when the laser is not so strong. On the other hand, bond softening
is valid for a strong, low frequency laser field.

Figure 7.9: Possible mechanisms of vibration in a neutral molecule. (a) Lochfraß, (b)
bond softening, and (c) ISRS.R andE represent the bond length and the potential energy,
respectively.

The three mechanisms can be distinguished by several characteristics. First, Lochfraß
has a “cosine-like” initial phase while bond softening and ISRS have a “sine-like” initial
phase. Second, when the pump intensity is increased, the vibration amplitude of bond
softening and ISRS increases. However, in the case of Lochfraß, the vibration amplitude



7.4. Results and discussions 95

does not necessarily increase [173]. This is because as the pump intensity becomes
higher, the ionization potential dependence of the tunnel ionization rate becomes weaker.
In our experiment, the observed initial phase is close to “cosine-like.” Also, the vibration
amplitude does not change so much when the pump intensity is changed. These facts
indicate that the mechanism of the vibration is Lochfraß.

To numerically reproduce the experimentally observed vibration, a simulation of
Lochfraß is performed. First, the potential energy curve of N2O Eneutral(R) and that of
N2O+Ecation(R) are calculated along the normal coordinate of each vibrationalmodeR by
usingDFT.Here,R is scaled so thatEneutral(R)matches the harmonic potentialMω2

0R
2/2

(M : reduced mass, ω0: vibration angular frequency) around the equilibrium position. By
using Eneutral(R), the probability density of the vibrational ground state of N2O Pgs(R)
is first calculated (blue dashed curves in Figs. 7.10(a-c)). Note that the vibrationally
excited states are not populated at room temperature before tunnel ionization. Then, the
R-dependent ionization potential is obtained as Ip(R) = Ecation(R)−Eneutral(R) (black
dashed curves in Figs. 7.10(a-c)), and theR-dependent ionization rate,w(R) is calculated
by using the molecular ADK model [137]. Here, the laser intensity is set to 2 × 1014

W/cm2. The probability density of the tunnel-ionized vibrational wave packet Pion(R)
is then calculated as Pion(R) = Pgs(R)w(R) (red curves in Figs. 7.10(a-c)). The wave
packet left in the neutral molecule after ionization Pleft(R) is calculated as Pleft(R) =
Pgs(R)− rPion(R), where r is a constant to match the ionization fraction to 20%. Then,
the centers of mass of Pgs(R) and Pleft(R), Rgs and Rleft, are calculated. From these
calculations, the spatial displacement ofPleft(R) from the equilibrium position is obtained
as ∆RLf = Rleft − Rgs. This ∆RLf represents the vibration amplitude by Lochfraß. In
the actual experiment, because the IR pulse has a finite pulse duration, the vibration is
smeared to some extent. Assuming that the intensity of the IR pulse is proportional to
e−(t/τ)2 , the smeared vibration amplitude ∆R′Lf is calculated as ∆R′Lf = ∆RLfe

−τ2ω2
0/4,

where ω0 is the angular frequency of the vibration. Here, τ is set to 10/2 ln 2 = 7.2
fs. In order to compare the measurement and the calculation, it is necessary that the
smeared vibration amplitude ∆R′Lf is mapped to the SX absorption energy. To do so,
the R-dependent central photon energies of the Nc, Nt1s-3π peaks are calculated (Figs.
7.10(d-i)). By using ∆R′Lf and the R-dependent central photon energies of the Nc, Nt1s-
3π peaks, the amplitude of the vibration of the central photon energy of the Nc1s-3π peak
∆ELf, c and that of the Nt1s-3π peak ∆ELf, t are obtained.

Table 7.1 summarizes the results of the calculations. As observed in the experiment,
the v1 mode at the Nc1s-3π peak has the largest vibration amplitude. Figure 7.11 plots
the ratios of the vibration intensities (∝ ∆E2

Lf,Nc and ∆E2
Lf,Nt) of the v1, v2, and v3

modes. The calculated intensity ratios agree well with Fig. 7.6(b). Also, the initial
phase of the vibration is consistent with the experiment; the vibration starts from the
high-photon-energy side. However, compared to the experiment, the calculated vibration
amplitude of the v1 mode at the Nc1s-3π peak is very small. The calculated value is 0.77
meV while the observed value is 25 meV. This large discrepancy indicates that some of
the assumptions in the calculations, as listed in the next paragraph, are not valid.

Although we do not identify the correct reason for the discrepancy, there are several
possible reasons. First, the modifications of the potential energy curves under the strong
electric field may change the vibration amplitudes. To investigate this effect, we calculate
∆ELf,Nc of the v1 mode under a static electric field of 390 MV/cm (corresponding to
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Figure 7.10: Simulation of Lochfraß for the three vibrational modes (v1, v2, v3). (a-c):
Ground state wave packets in neutral N2O (blue dashed curve) and tunnel-ionized wave
packets (red solid curve). Ionization potentials are also shown (black dashed curve).
(d-f): Central photon energies of the Nc1s-3π peak. (g-i): Central photon energies of the
Nt1s-3π peak.

Table 7.1: Calculated vibration amplitudes by Lochfraß. For the v1 mode, the experi-
mentally measured ∆ELf,Nc is also shown.

Vibrational mode ∆R′Lf (pm) ∆ELf,Nc (meV) ∆ELf,Nt (meV)

v1 Symmetric stretch -0.0088 0.77
(Experiment: 25) 0.17

v2 Bending 0 0 0

v3 Asymmetric stretch -0.0018 0.057 0.13
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Figure 7.11: Calculated relative intensity of the vibration for each mode.

2×1014 W/cm2 in intensity). The calculation procedure is as follows. First, the potential
energy curves of N2O and N2O+ under the static electric field are calculated by using
DFT. The angle between the electric field and the molecular axis is set to the average
angle of the ionizion anisotropy (37◦) calculated by the molecular ADK theory. Then,
using the obtained potential energy curves, ∆RLf is calculated by the same procedure
presented above. Finally, ∆RLf is converted to ∆ELf,Nc using the R-dependent central
photon energies of the Nc1s-3π peaks. Here, the R-dependent central photon energies
of the Nc1s-3π peaks are calculated without applying the static electric field. As a
result, ∆ELf,Nc under the static electric field is calculated to be 1.2 meV. However, this
amplitude is still much smaller than the measured value. Therefore, the modifications
of the potential energy curves by the strong electric field is not the main reason for the
discrepancy between the measured and the calculated ∆ELf,Nc. Second, the molecular
ADK model might not be accurate enough. Because the ionization potential dependence
of the tunnel ionization rate strongly affects the vibration amplitude of Lochfraß, the
choice of the tunnel ionization model is important. A more rigorous model such as
weak-field asymptotic theory (WFAT) [174] and TDSE might improve the accuracy of
the calculation. Finally, the SX transition energy is currently calculated as the difference
between the 3π orbital energy and the core orbital energy. However, this transition
energy does not necessarily match the energy difference between the ground state and the
core-excited state. The core-excited state should be properly treated in the calculation.

7.4.3 Sub-picosecond rotational dynamics
Finally, we describe the rotational dynamics. As in the case of NO, rotational dynamics, or
molecular alignment, is reflected in the polarization dependence of the transient absorption
spectra. In N2O, molecular alignment signals are found in both neutral N2O and N2O+

cation.

Molecular alignment of neutral N2O

First, the molecular alignment dynamics of neutral N2O is discussed. Circles in Fig.
7.12 plot the measured temporal evolutions of the changes in the differential absorbance
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at the N2O Nc1s-3π peak (averaged from 404.3 to 405.1 eV) and that at the N2O Nt1s-
3π peak (averaged from 400.6-401.3 eV). It is visible that the absorbance changes are
clearly dependent on the polarizations. To reproduce the observed transient absorbance,
a simulation of molecular alignment is performed. The simulation procedure is the same
as that of NO. The polarizability anisotropy and the rotational constant are set to 3.222
Å3 and 0.4189 cm−1, respectively [175]. The IR pulse used in the simulation has 10-fs
FWHM pulse duration. The peak intensity of the IR pulse is chosen to be 2.1×1014

W/cm2 such that the calculated molecular-rotation-induced absorbance changes fit the
experimental data. The calculated degrees of alignment are plotted in Fig. 7.13. The
calculated absorbance changes are plotted as solid curves in Fig. 7.12.

Figure 7.12: Temporal evolutions of the changes in the differential absorbance at (a) the
N2O Nc1s-3π peak (404.3-405.1 eV) and (b) the N2O Nt1s-3π peak (400.6-401.3 eV).
Circles are the measured data and the solid curves are the calculated data. Blue and red
mean that the polarizations of the SX and the IR pulses are perpendicular and parallel,
respectively.

Molecular alignment of N2O+ cation

Figure 7.14 shows the temporal evolutions of the changes in the differential absorbance at
the N2O+ N 1s-3π peak (averaged from 401.7 to 403.6 eV). As in the case of neutral N2O,
a clear polarization dependence is observed, implying that molecular alignment of N2O+

takes place. This polarization dependence is further investigated by a transient absorption
measurement with a long delay scan. Figure 7.15 shows the result. The polarization
dependence is the largest around 100-200 fs, and then disappears after∼400 fs. Note that
the maximum absorbance change in Fig. 7.15 is smaller than that in Fig. 7.14, but this
is due to a small difference in the pump intensity because of a slight misalignment of the
beamline.

From the observed alignment signal of N2O+ cation, its degree of alignment is
estimated to be very high compared to neutral N2O. For example, in the case of neutral
N2O, the absorbance change caused by molecular alignment is ∼0.1 in the case of the
parallel polarization, and it corresponds to ∼25% of the total absorbance. Therefore,
the change in the degree of alignment in neutral N2O is ∼25%. However, in the case
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Figure 7.13: Calculated degrees of alignment of NO molecules at various temperatures
irradiated with an IR pulse (pulse duration: 10 fs FWHM, peak intensity: 2.1×1014

W/cm2).

Figure 7.14: Measured temporal evolutions of the changes in the differential absorbance
at the N2O+ N 1s-3π peak (401.7-403.6 eV).

of N2O+ cation, between the parallel and the perpendicular polarizations, the measured
absorbance changes differ by up to ∼0.03, and it corresponds to ∼50% of the total
absorbance. Therefore, assuming that the polarization dependence of the absorbance
changes is purely due to the molecular alignment dynamics, the change in the degree of
alignment is estimated to be ∼50%.

In order to explain the observed molecular alignment signal of N2O+, a simulation is
performed. Different from a neutral molecule, it is expected that the alignment process of
a molecular cation is strongly affected by the anisotropy of tunnel ionization. Therefore, a
calculation procedure to incorporate the tunnel ionization anisotropy is developed. Figure
7.16 shows the concept of the developed calculation procedure.

First, a rotational state with specific rotational quantum numbers Ji,Mi is pre-
pared (Fig. 7.16(a)). The wave function of this state is a spherical harmonic function
YJi,Mi

(θ, φ). Then, the wave function of the tunnel-ionized rotational stateΨion,Ji,Mi
(θ, φ)
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Figure 7.15: Measured temporal evolutions of the changes in the differential absorbance
at the N2O+ N 1s-3π peak (401.7-403.6 eV) with a long delay scan.

is calculated as
Ψion,Ji,Mi

(θ, φ) =
√
w(θ)YJi,Mi

(θ, φ), (7.1)

with w(θ) being the angle-dependent tunnel ionization rate calculated by the molecular
ADK model. Here, because N2O is an asymmetric molecule, the tunnel ionization rate is
not symmetric; w(θ) 6= w(π−θ). However, in the current experiment, the laser field does
not distinguish this asymmetry for a molecular ensemble. Therefore, in the calculation,
w(θ) is symmetrized as (w(θ)+w(π−θ))/2. The symmetrized tunnel ionization rate for
N2O is shown in Fig. 7.17. Ψion,Ji,Mi

(θ, φ) is then expanded by the spherical harmonics
to obtain its state vector (Fig. 7.16(b)):

|Ψion〉 =
∑
J,M

cion,Ji,Mi,J,M |J,M〉 . (7.2)

Then, the TDSE for the Hamiltonian in Eq. (6.8) is solved with |Ψion〉 as the initial state.
Here, the IR pulse drives molecular alignment via the interaction between the induced
dipole moment and the laser electric field (Fig. 7.16(c)). In an actual molecule, this
process and the tunnel ionization process take place simultaneously, but in the calculation,
it is assumed that tunnel ionization occurs first. This assumption is reasonable because
the pulse duration of the IR pulse is much shorter than the time scale of the molecular
alignment process. When solving the TDSE, the rotational constant of N2O+ is set to
0.41158 cm−1 [176]. The polarizability anisotropy of N2O+ is set to 2.64 Å3 which is
obtained from a DFT calculation in GAMESS (the literature value of the polarizability
anisotropy could not be found). The intensity and the pulse duration of the IR pulse are
set to 2.1×1014 W/cm2 and 10 fs, respectively. Here, the intensity is set to the same as
that in the calculation of the molecular alignment of neutral N2O. The above procedure is
repeated for a sufficiently large set of Ji,Mi (every Ji,Mi with Ji < 50), and the degrees
of alignment are calculated by using Eq. (6.10).

Figure 7.18 plots the calculated degrees of alignment of N2O+ at 300 K. The blue
curve takes the ionization anisotropy into account while the orange curve ignores it. It
demonstrates that the ionization anisotropy significantly increases the degree of alignment.
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Figure 7.16: Concept of the simulation procedure of the molecular alignment process of
a molecular cation incorporating anisotropic tunnel ionization.

Figure 7.17: Calculated tunnel ionization rate of N2O as a function of the angle between
the molecular axis and the laser electric field. The intensity of the field is set to 2×1014

W/cm2.
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Figure 7.18: Calculated degrees of alignment of N2O+ at 300 K. Blue curve takes the
ionization anisotropy into account while the orange curve ignores it.

From the calculated degree of alignment, the changes in the differential absorbance
at the N2O+ N 1s-3π peak are calculated by using Eq. (6.16). Here, the overall height
of the calculated absorbance is manually scaled to obtain the best fit to the experimental
data. Figure 7.19 shows the result. The calculated data which incorporates the ioniza-
tion anisotropy qualitatively agrees with the experiment. Meanwhile, if the ionization
anisotropy is not taken into account, the polarization dependence of the transient ab-
sorbance is significantly underestimated. This result indicates that ionization anisotropy
plays an important role in the molecular alignment process of molecular cations.

Figure 7.19: Comparison of the measured and the calculated changes in the differential
absorbance at the N2O+ N 1s-3π peak. Circles are the measured data. Solid curves
and dashed curves are the calculated data with and without incorporating the ionization
anisotropy, respectively.

We note that around the delay origin of Fig. 7.19, there is a relatively large discrepancy
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between the calculation and the experiment: in the experiment, ∆A is almost the same
for the parallel and the perpendicular polarizations, but in the calculation, ∆A is smaller
for the parallel polarization than the perpendicular polarization. The reason for this
discrepancy is still under investigation. Some physics which is not considered in our
calculation, such as quantum entanglement, might be a possible reason.

We also note that the alignment signal of NO+ is smaller than that of N2O+. This
can be explained by the ionization anisotropy of NO. As shown in Fig. E.1 in Appendix
E, the ionization yield of NO is peaked at θ ∼ 45◦, while that of N2O is peaked at θ ∼
30◦. Therefore, the degree of alignment of NO+ after tunnel ionization is closer to that
of randomly oriented molecules compared to N2O+.

Molecular alignment signal at the N2O+ Nt1s-2π peak

Interestingly, the molecular alignment signal at the N2O+ Nt1s-2π peak and that at the
N2O+ N 1s-3π peak are largely different, even though these two peaks originate from
the same cation species. Figure 7.20 plots the temporal evolutions of the changes in the
differential absorbance of the N2O+ N 1s-2π peak (averaged from 395.4 to 396.1 eV). It
is visible that, for the perpendicular polarization, ∆A slowly increases for the first ∼50
fs. This behavior is different from the N2O+ Nt1s-3π peak, where ∆A instantaneously
increases around the delay zero (Fig. 7.14).

Figure 7.20: Measured temporal evolutions of the changes in the differential absorbance
at the N2O+ Nt1s-2π peak (395.4-396.1 eV).

This phenomenon can be explained by the selective tunnel ionization and the following
hole redistribution process as depicted in Fig. 7.21.

First, in the tunnel ionization process, an electron in the 2πx orbital is selectively
removed (Fig. 7.21(a)), where the 2πx orbital is defined as an orbital whose wave
function is symmetric with respect to the IR polarization. The reason for the selective
ionization is that the robes of the 2πy orbital are antisymmetric with respect to the
polarization of the IR pulse and the tunnel-ionized electron wave packet from these robes
destructively interferes, resulting in a complete suppression of ionization. Due to this
selective ionization, at the delay origin, the electron excitation from the Nt1s to the
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Figure 7.21: Possible mechanism which explains the temporal evolutions of the changes
in the differential absorbance at the N2O+ Nt1s-2π peak. (a) An electron in the 2πx orbital
is selectively tunnel ionized. (b) After ionization, the hole in the 2πx orbital partially hops
to the 2πy orbital, and the hole populations in the two orbitals become the same.

2πx orbital is allowed while the electron excitation from the Nt1s to the 2πy orbital is
completely suppressed. The SX absorbance A in such a situation can be formulated as
follows. Let (sin θ cosφ, sin θ sinφ, cos θ) be the molecular axis vector, and (0, 0, 1) be
the IR polarization vector. Again, note that the definition of the coordinates is different
from that in Chapter 4. Here, it is assumed that the IR polarization axis is fixed to the z
axis, and the laser propagation axis is fixed to the y axis. Then, the dipole moment of the
Nt1s-2πx transition is d = |d|(− cos θ cosφ,− cos θ sinφ, sin θ). When the polarizations
of the SX and the IR are parallel and perpendicular, the SX polarization vector eSX
can be written as (0, 0, 1) and (1, 0, 0), respectively. Therefore, the SX absorbance A is
calculated to be

A ∝


|d|2 〈sin2 θ〉 = |d|2(1− 〈cos2 θ〉) (SX ‖ IR)

|d|2 〈cos2 θ cos2 φ〉 = |d|2 〈cos2 θ〉
2

(SX ⊥ IR).
(7.3)

Compared to Eq. (6.16), the calculated absorbance in Eq. (7.3) is smaller for the
perpendicular polarization, while it is the same for the parallel polarization. This is fully
consistent with the observed behavior of the transient absorbance of the N2O+ Nt1s-2π
peak around the delay origin (Fig. 7.20).

After tunnel ionization, the hole created in the 2πx orbital can hop to the 2πy orbital
via, for example, electron-electron interaction. Because the 2πx and the 2πy orbitals are
equivalent after the IR pulse is gone, the hole populations in these two orbitals are expected
to become the same after a sufficient time (Fig. 7.21(b)). Once this hole redistribution
process is completed, the SX absorption can be described by Eq. (6.16). Therefore, for
the perpendicular polarization, it is expected that the SX absorption increases as the delay
increases, which is consistent with the experimental observation.

7.5 Summary
In summary, we perform transient absorption spectroscopy of a triatomic molecule,
N2O, at the NK-edge. Electronic, vibrational, and rotational dynamics is simultaneously
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observed as in the case ofNO. Furthermore, to the best of our knowledge, we observe novel
phenomena which have never been accessed by other techniques: intramolecular position-
specific electronic dynamics and molecular alignment dynamics of ions. Although we
still need further discussions and theoretical simulations, we believe these observations
will contribute to deepen the understandings of ultrafast dynamics of molecules in strong
laser fields.
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Chapter 8

Conclusion and Outlook

8.1 Conclusion
In this study, we develop an SX beamline for HHG and transient absorption which is
equipped with an efficient HHG system and an attosecond delay stabilization system. By
using the developed beamline, we generate HHs in the water window region driven by
long-wavelength IR pulses, and apply them to transient absorption spectroscopy of NO
and N2Omolecules at the NK-edge (400 eV). The measured transient absorption spectra
contain rich physics of ultrafast electron and nuclear motions. Especially, in N2O, we
observe novel phenomena such as intramolecular position-specific electronic dynamics
and molecular alignment dynamics of ions. We believe that these results extend the
frontier of attosecond science in the SX region, and will be a base to apply attosecond
transient absorption measurements to more complex systems such as biomolecules and
photocatalysis in liquid or solid phases.

8.2 Outlook
Improvement of the beamline

We plan two major upgrades of the HHG and the transient absorption beamline.
First, the X-ray spectrometer is planned to be replaced with a new one with a high

energy resolution. Currently, the energy resolution is∼400 at 400 eV and∼150 at 460 eV.
With this resolution, it is difficult to resolve fine absorption structures such as vibrational
levels in molecules and crystal field splittings in metal complexes, thus dynamics in these
structures cannot be investigated. Moreover, if the photon energy of HHs is increased
in the future, the energy resolution becomes worse. Therefore, it is desirable to install
a new X-ray spectrometer with a higher resolution. In the new spectrometer, we plan
to use a high-resolution grating which is used in SPring-8 provided by Prof. Yoshihisa
Harada [177]. The energy resolution of the new spectrometer is estimated to be over 1000
in the whole water window region.

Second, a photoelectron spectrometer for attosecond streaking is planned to be in-
stalled in the sample chamber. Attosecond streaking measurements provide fundamental
information on the temporal shapes of the pump IR electric field and the probe SX pulse.
By combining attosecond streaking with transient absorption spectroscopy, it will become
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possible to obtain the absolute timing between the pump electric filed and the modulation
of an SX absorption spectrum, which is important to understand sub-cycle dynamics of
matter. As a photoelectron spectrometer, we plan to use a magnetic bottle time-of-flight
spectrometer which has a high detection efficiency.

Extension of target samples

In this dissertation, diatomic and triatomic molecules are used as the target samples
of the transient absorption experiments. However, to utilize element specificity, more
complex systems such as polyatomic molecules, liquids, and solids should be used.
Especially, liquids are suitable for our system because SX pulses in the water window can
be transmitted through water. However, even in the water window region, the absorption
length of water is a few micrometers. In order to realize such a thin liquid target, we plan
to install a special liquid cell consisting of Si3N4 thin films [178].

Development of a new IR light source

Currently, the wavelength and the repetition rate of the BIBO-OPCPA system are 1.6 µm
and 1 kHz, respectively. According to the scaling law, if the wavelength can be extended
to, for example, 2 µm, the cutoff energy can reach 700 eV. Such HHs can cover the O
K-edge (543 eV), V L-edge (515 eV), Cr L-edge (580 eV), and Mn L-edge (640 eV), and
attosecond spectroscopy on various oxides and magnetic materials will become possible.
However, at the same time, due to the scaling law, the photon flux of the HHs is expected
to become low. Therefore, the repetition rate of the light source needs to be high. In
order to realize such a long-wavelength, high-repetition rate light source, a degenerate
OPCPA system pumped by a 1-µm Yb-based thin disk laser is planned. Another plan is
femtosecond Cr-based lasers operating at 2.5 µm. Cr-based lasers can deliver MIR pulses
without using OPA or OPCPA.
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Details of the X-ray grating

In Appendix A, the details of the flat field X-ray grating employed in this study (Shimadzu
30-003) are described. Figure A.1 depicts the geometric setup and the parameters of the
X-ray grating. The X-ray with a wavelength λ comes from the entrance slit at an angle α,
is diffracted at an angle β, and reaches the detector at a position x.

Figure A.1: Geometric setup of the X-ray grating.

The X-ray photon energy E can be calculated from the detector position x as follows.
The first-order diffraction angle β and the X-ray wavelength λ is related by the following
equation:

sinα + sin β = Nλ. (A.1)
Here, because the grating has a variable line spacing, the groove density N depends on
the position of the grating. However, within the designed wavelength range (1-7 nm), the
groove density at the center of the grating (N = 2400 l/mm) can be used for calculation.
Assuming that the detector plane is vertical to the grating surface, β can be calculated
from x as

sin β =
r′i√

r′2i + x2
. (A.2)

Using Eqs. (A.1) and (A.2), λ can be calculated from x as

λ =
1

N

(
sinα +

r′i√
r′2i + x2

)
. (A.3)
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The photon energy E can also be calculated as

E =
hcN

sinα + r′i/
√
r′2i + x2

, (A.4)

where h and c are the Planck constant and the speed of light in vacuum, respectively.



Appendix B

Transient absorption spectroscopy of
N2 molecules

Besides NO and N2O, we also tried N2 as a target of transient absorption spectroscopy.
The experimental setup is almost the same as the transient absorption experiments of NO
and N2O, but the target gas cell is filled with 0.15 bar of N2. The pump intensity is set to
1×1014 W/cm2. This pump intensity is estimated by the fact that the experimental setup
of the pump beam is set to the same as that of NO. The polarizations of the pump IR and
the probe SX pulses are set to parallel.

Figure B.1(a) presents the measured transient absorption spectrum of N2. Figure
B.1(b) plots the static absorbance spectrum measured in our beamline (gray circles) and
in a synchrotron facility (gray curve) [155]. The strong peak around 401 eV corresponds
to the transition from the N 1s orbital to the 2π orbital (LUMO). The weak peaks around
407 eV correspond to the transitions from the N 1s orbital to the Rydberg orbitals.

Figure B.1: (a) Measured transient absorption spectrum of N2. (b) Static absorbance
spectrum of N2 measured in our beamline (circles) and in synchrotron (solid curve) [155].

The main feature in Fig. B.1(a) is the modulations of the 1s-Rydberg peaks. Such a
feature is also observed in the transient absorption spectra of NO and N2O, and can be
explained by the emergence of laser-dressed states and AC Stark shift.
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Appendix C

Noise source in transient absorption
measurements

In order to obtain precise differential absorbance in a transient absorption measurement,
it is important to reduce its noise as much as possible. Therefore, it is meaningful to
specify the sources of the noise, or the limiting factor of the signal-to-noise ratio. In
Appendix C, we show that the main limiting factor of the signal-to-noise ratio in our
transient absorption measurements is the shot noise which originates from the low photon
flux of the HHs.

First, we derive the formula to describe the the shot noise ∆Anoise(Ej, τi) in the
corrected differential absorbance ∆Acor(Ej, τi). Here, ∆Acor(Ej, τi) is obtained from
∆A(Ej, τi) by applying a background correction process (for the detailed definition, see
Section 6.3.3).). ∆A(Ej, τi) is calculated from the averaged HH intensity Iavg(Ej, τi) at
the delay τi and the reference HH intensity Iref(Ej) as

∆A(Ej, τi) = − log10

Iavg(Ej, τi)

Iref(Ej)
. (C.1)

Because the background signal for the calculation of ∆Acor(Ej, τi) is taken from the
averaged differential absorbance of 10∼20 CCD pixels, its shot noise is much smaller
than that of∆A(Ej, τi). Therefore, ∆Anoise(Ej, τi) can be approximated by the shot noise
of ∆A(Ej, τi). Moreover, because Iref(Ej) is obtained from the averaged HH intensity
of several delay points, its shot noise is much smaller than that of Iavg(Ej, τi). Therefore,
∆Anoise(Ej, τi) mainly originates from the noise in Iavg(Ej, τi), and it can be written as

∆Anoise(Ej, τi) =

∣∣∣∣∆Iavg(Ej, τi)
∂

∂Iavg(Ej, τi)

[
− log10

Iavg(Ej, τi)

Iref(Ej)

]∣∣∣∣ (C.2)

=
∆Iavg(Ej, τi)

Iavg(Ej, τi)

1

loge 10
, (C.3)

where ∆Iavg(Ej, τi) is the shot noise of Iavg(Ej, τi). Let Ntotal(Ej, τi) be the number
of total photons measured at a photon energy of Ej and a delay of τi. Its shot noise
∆Ntotal(Ej, τi) is obtained as

√
Ntotal(Ej, τi). Then, ∆Anoise(Ej, τi) can be rewritten as

∆Anoise(Ej, τi) =
∆Ntotal(Ej, τi)

Ntotal(Ej, τi)

1

loge 10
=

1√
Ntotal(Ej, τi)

1

loge 10
. (C.4)
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Thus, ∆Anoise(Ej, τi) can be calculated from Ntotal(Ej, τi). Ntotal(Ej, τi) is calculated
from the measured total CCD count in a CCD pixel Icount(Ej, τi), the quantum efficiency
of the CCD η, the well depth of the CCD N , the ADC resolution of the CCD 2nADC , the
number of electrons generated by one X-ray photon in the CCD n, and the preamp gain
of the CCD g as Ntotal(Ej, τi) = (Icount(Ej, τi)/η) × (N/2nADC)/n/g. Here, η = 0.8,
N = 100000, 2nADC = 65536, n = 0.267×(Photon energy (eV)), and g = 4.

Figure C.1: Comparison between the calculated shot noise and the measured noise at τ
= -41.83 fs in the transient absorption spectrum in Fig. 6.5. (a) Total number of photons
recorded in each pixel in the CCD. (b) Calculated shot noise (blue shaded area) and
measured noise (red curve) of the differential absorbance.

By using Eq. (C.4), we calculate the shot noise for actual experimental results. First,
the shot noise for the transient absorption spectrum in Fig. 6.5 is calculated. We take a
delay point of -41.83 fs. At this delay point, no absorbance change is induced by the pump
pulse, thus the measured differential absorbance is purely dominated by noise. Figure
C.1(a) shows the total number of photons in each CCD pixel recorded at this delay. A dip
around 400 eV is the 1s-2π absorption peak of NO. From the total number of photons, the
shot noise is calculated as shown in the blue shaded area in Fig. C.1(b). It is compared
with the measured differential absorbance (red curve). The red curve falls within the blue
shaded area, indicating that the noise in the measured differential absorbance is dominated
by the shot noise.

Next, the shot noise for the attosecond transient absorption spectrum in Fig. 6.6 is
calculated. We take a delay point of -11.0 fs, where no absorbance change is induced by
the pump pulse. Figure C.2 shows the comparison between the calculated shot noise and
the measured noise in the differential absorbance. Again, it can be seen that the measured
noise is dominated by the shot noise. Compared to Fig. C.1, some part of the measured
noise are out of the shot noise limit. This might be because the CEP is locked in the
attosecond transient absorption measurement: when the CEP is locked, the HH spectrum
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Figure C.2: Comparison between the calculated shot noise and the measured noise at τ
= -11.0 fs in the transient absorption spectrum in Fig. 6.6. (a) Total number of photons
recorded in each pixel in the CCD. (b) Calculated shot noise (blue shaded area) and
measured noise (red curve) of the differential absorbance.

tends to have complex structures and the fluctuation of such structures deteriorates the
signal-to-noise ratio.

In summary, it is shown that the main noise source in our transient absorption mea-
surements is the shot noise. Therefore, in order to improve the signal-to-noise ratio, the
photon flux of the HHs has to be increased.
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Appendix D

Development of 400-nm pump light
source

In the main chapters, the pump pulse of transient absorption spectroscopy is the IR pulse
obtained from a BIBO-OPCPA system. However, to trigger photochemical reactions,
short-wavelength pump pulses are more suitable. Therefore, we develop a 400-nm pump
light source.

Figure D.1: Schematic of the setup for the generation of 400-nm pump pulses.

Figure D.1 depicts a schematic of the setup for the generation of 400-nm pump pulses.
First, the output from a Ti:Sa regenerative amplifier (800 nm, 35 fs, 1 mJ) in the seed arm
is split into two beams by a beam splitter. The transmitted beam (80%) goes to the seed
generation for OPCPA. The reflected beam (20%) is used for the 400-nm pulse generation.
The pulse energy of the reflected beam is 130 µJ. The Ti:Sa beam is then propagated for
∼10 m to compensate the delay, and the beam size is shrunk by a telescope consisting of
a concave and a convex mirror. The beam passes through a BBO crystal (500-µmthick) to
generate a 400-nm SH pulse. After that, the beam is reflected by dielectric mirrors for 400
nm for several times to remove the 800-nm component. A delay stage in the beam path
(Sigma-tech, FS-1050PX) controls the pump-probe delay. Finally, a silver convex mirror
magnifies the beam size and a silver concave mirror focuses the beam into the sample of
transient absorption. Here, a hole-drilled mirror is not used for the recombination of the
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pump and the probe beam. Instead, the two beams are noncollinearly recombined with
an angle of 10 mrad. The pulse energy of the 400-nm pulse at the sample is 25 µJ.

Figure D.2: (a) Spectrum and (b) spatial profile of the 400-nm beam.

Figure D.2(a) plots the spectrum of the generated 400-nm beam. The central wave-
length is 403 nm. Figure D.2(b) shows the spatial profile at the sample position. The
profile is nearly Gaussian, and its 1/e2 diameter is 150 µm.

Figure D.3: (a) Schematic of the cross-correlation measurement. (b) Measured DFG
cross correlation signal as a function of delay. (c) Integrated cross-correlation signal.

The duration of the 400-nm pulse is estimated by a cross-correlation measurement
using the IR pulse from the BIBO-OPCPA system. Figure D.3(a) shows a schematic of
the setup. The IR and the 400-nm pulses are focused into a BBO crystal (100-µm thick)
which is placed at the sample position of transient absorption. In the BBO, a 533-nm
pulse is generated by the DFG process. While scanning the delay between the IR and the
400-nm pulse, the spectrum of the 533-nm pulse is recorded by a spectrometer. Figures
D.3(b, c) present the measured cross-correlation signal. The temporal width of the signal
is 82 fs FWHM. Considering that the pulse duration of the IR pulse is 10 fs, the pulse
duration of the 400-nm pulse is estimated to be 70∼80 fs.
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Figure D.4: (a) Measured transient absorption spectrum of Ar at the L-edge (250 eV)
pumped by a 400-nm pulse. (b) Measured static absorbance spectrum of Ar (circles) and
the reference curve from a synchrotron measurement (solid curve) [154]. (c) Measured
temporal evolution of the differential absorbance at 247.1 eV (circles) and its Gaussian
fitting (solid curve).

In order to test the 400-nmpump source in an actual transient absorptionmeasurement,
transient absorption spectroscopy of Ar at the L-edge (250 eV) is performed. Here, HHs
from Ne are used as the probe pulses. 30 mbar of Ar is filled in a sample gas cell with a
thickness of 4 mm. Note that this cell is different from that used in transient absorption
spectroscopy of NO and N2O. Considering the beam diameter, pulse energy, and the
pulse duration, the peak intensity of the 400-nm pump pulse is estimated to be 3.8×1012

W/cm2. The total measurement time is 1 hour. Figures D.4(a) and (b) show the measured
transient absorption spectrum and the static absorbance spectrum, respectively. There are
absorbance modulations at the 2p3/2−4s and the 2p3/2−5s/3d peaks around 0 fs. This is
very similar to a previously reported UV-pump transient absorption spectrum of Ar [63],
and it can be interpreted as the AC Stark shift induced by the strong 400-nm pulse. Figure
D.4(c) plots the temporal evolution of the differential absorbance at 247.1 eV (circles).
By fitting it with a Gaussian function, the temporal width of the absorbance change
is calculated to be 72±9 fs FWHM. This value is consistent with the cross-correlation
measurement in BBO.

In the future, we plan to use this setup to observe chemical reactions in molecules in
gas or in liquid phases.
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Appendix E

Molecular ADK theory

The molecular ADK theory [137] is employed several times in this dissertation. In
Appendix E, the calculation procedure of the molecular ADK theory is briefly described.

First, the asymptotic wave function of the HOMO orbital of a molecule at a large
distance from the nuclei is expanded as

Ψm(r) =
∑
l

ClFl(r)Ylm(r̂). (E.1)

Here, themolecular axis is assumed to be aligned with the laser polarization. m represents
amagnetic quantumnumber, which is 1 for aπ orbital and 0 for aσ orbital. l is an azimuthal
quantumnumber. Cl is a coefficient. Fl(r) is a radial distribution functionwhich is defined
as Fl(r) = rZC/κ−1e−κr, where ZC is the effective Coulomb charge and κ =

√
2Ip. ZC

is 1 for tunnel ionization of a neutral molecule. Ip is the ionization potential. Ylm
is a spherical harmonic function. In order to obtain the coefficient Cl, the HOMO
wave function is calculated by using a software such as GAMESS, and then its angular
distribution Ψm(Ω) at a large r is extracted. Then, by calculating

∫
Ψm(Ω)Ylm(Ω)dΩ,

ClFl(r) is obtained.
Once the asymptotic expansion of theHOMOwave function is obtained, the ionization

rate under a static electric field F can be calculated as

wstat(F, 0) =
B(m)2

2|m||m|!
1

κ2ZC/κ−1

(
2κ3

F

)2ZC/κ−|m|−1

e−2κ3/3F . (E.2)

Here, B(m) is defined as
B(m) =

∑
l

ClQ(l,m), (E.3)

and Q(l,m) is defined as

Q(l,m) = (−1)m

√
(2l + 1)(l + |m|)!

2(l − |m|)!
. (E.4)

If the molecular axis is tilted from the laser polarization with an arbitrary Euler angleR,
B(m) is modified as

B(m′) =
∑
l

ClD
l
m′,m(R)Q(l,m′), (E.5)
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where Dl
m′,m is the rotation matrix, which can be obtained by using a software such as

SHTOOLS [179]. With B(m′), the ionization rate is calculated as

wstat(F,R) =
∑
m′

B(m′)2

2|m′||m′|!
1

κ2ZC/κ−1

(
2κ3

F

)2ZC/κ−|m′|−1

e−2κ3/3F . (E.6)

This formula is intended for a static electric field. In the case of a low frequency AC
electric field, the ionization rate is multiplied by (3F/πκ3)1/2.

In order to verify the validity of the molecular ADK theory, the ionization anisotropy
of an NO molecule irradiated by a 1×1014-W/cm2 laser electric field is calculated and
compared with a more accurate theory. In the calculation, the HOMO wave function of
NO is obtained by using GAMESS (DFT, B3LYP/6-311+G(d)). Then, using Eq. (E.6),
the ionization rate w(θ) for each angle between the molecular axis and the electric field
θ is calculated. Because NO is an asymmetric molecule, the tunnel ionization rate is not
symmetric;w(θ) 6= w(π−θ). However, here,w(θ) is symmetrized as (w(θ)+w(π−θ))/2.
The red curve in Fig. E.1 shows the result. The blue curve in Fig. E.1 plots the ionization
anisotropy taken from ref. [180], which is obtained by the weak-field asymptotic theory
(WFAT). WFAT is a more rigorous theory to describe tunnel ionization. The agreement
between the two curves in Fig. E.1 indicates that the molecular ADK theory is, at least
qualitatively, useful to understand the tunnel ionization process in molecules.

Figure E.1: Anisotropy of the tunnel ionization rate of NO irradiated by a 1×1014-W/cm2

laser electric field. The blue curve is obtained by WFAT, taken from ref. [180]. The red
curve is calculated by the molecular ADK theory.
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