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Abstract

Adiabatic charge pumping in quantum dot systems has been studied for long time as one
of fundamental dynamical phenomena using time-dependent parameter driving. We study
adiabatic charge pumping in the context of a possible probe clarifying detailed processes
of electron transport via a quantum dot. We focus on two effects on the adiabatic charge
pumping; (i) effect of the band structure of electron reservoirs, and (ii) quantum many-body
effect due to strong Coulomb interaction.

First, we study the relation between the adiabatic pumping and the band structure of
the reservoirs. We consider the adiabatic charge pumping via a non-interacting quantum
dot coupled to electron reservoirs with an arbitrary band structure when the dot-reservoir
couplings are driven. We show that, when the area enclosed by the contour in the driving
parameter space is sufficiently large, the pumped charge in one cycle can be quantized to
a fractional value depending on the ratio of the Lamb shift to the level-broadening which
reflects the band structure of reservoirs. We call this pumping as almost topological pumping,
because the pumped charge is quantized up to small corrections when the Berry curvature of
adiabatic pumping is entirely enclosed by the driving contour in the driving parameter space.

Second, we study the effect of the Coulomb interaction on the adiabatic charge pumping.
We consider a single-level quantum dot with the Coulomb interaction connected to electron
reservoirs with time-dependent temperatures and electrochemical potentials. We introduce
the thermomechanical field to describe the time-dependent temperature modulation in the
quasi-static limit. Using the perturbation expansion with respect to the Coulomb interaction,
we derive a general formula of the Berry connection which describes the pumped charge.
Our formula is written in terms of one- and two-particle Keldysh Green’s functions, so it is
applicable to arbitrary strength of the Coulomb interaction and the dot-reservoir coupling. We
show that the present pumping is induced by a rectification effect due to the delayed response
of the quantum state of the quantum dot, such as the occupation number, and that one can
probe the energy differential of the spectrum function of the quantum dot by measuring the
pumped charge. We also show that the delay time can be estimated as a relaxation time of
the quantum dot by considering the equivalent RC-circuit of the quantum dot. To see the
interaction dependence on the pumped charge, we employ the renormalized perturbation
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theory and consider the first-order perturbation with respect to the renormalized Coulomb
interaction. As a result, we point out that the pumped charge reflects the renormalization
effects due to the Coulomb interaction and that the Coulomb blockage effect is most strongly
observed.



Table of contents

1 Introduction 1
1.1 Adiabatic pumping in a quantum dot . . . . . . . . . . . . . . . . . . . . . 1
1.2 Almost topological aspects of adiabatic pumping . . . . . . . . . . . . . . 3
1.3 Kondo problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Purpose of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4.1 General formalism for the adiabatic pumping . . . . . . . . . . . . 5
1.4.2 Quantization of adiabatic pumping in non-interacting quantum dot . 5
1.4.3 Coulomb interaction effect on adiabatic pumping . . . . . . . . . . 6

1.5 Construction of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Review of theoretical methods 7
2.1 Model for a single-level quantum dot . . . . . . . . . . . . . . . . . . . . . 7
2.2 Scattering theory for a quantum dot system . . . . . . . . . . . . . . . . . 8

2.2.1 Steady state transport . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Brouwer’s formula . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Keldysh formalism for quantum dot system . . . . . . . . . . . . . . . . . 13
2.3.1 Keldysh time contour . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Green’s function . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.3 Keldysh component . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.4 Langreth rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.5 Charge current through a single-level quantum dot . . . . . . . . . 18

2.4 Kondo effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Overview of the Kondo effect . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Perturbation with respect to U . . . . . . . . . . . . . . . . . . . . 22
2.4.3 Renormalized perturbation theory (RPT) . . . . . . . . . . . . . . 26

3 Adiabatic approximation in the Keldysh formalism 29
3.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29



viii Table of contents

3.2 Derivation of the dynamic conductance and the Berry connection . . . . . . 30

4 Almost topological pumping in non-interacting quantum dot system 35
4.1 Model Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Adiabatic almost-topological pumping of a fraction of an electron per cycle 38

4.2.1 Half an electron per cycle . . . . . . . . . . . . . . . . . . . . . . 40
4.2.2 Seeing the topology . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.3 Different fractions of an electron per cycle . . . . . . . . . . . . . 43
4.2.4 Requirements for experimental observation . . . . . . . . . . . . . 44

4.3 Detailed results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.1 Low temperature pumping . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Comparison with dot occupation . . . . . . . . . . . . . . . . . . . . . . . 48
4.5 Short summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5 Charge pumping in interacting quantum dot system 51
5.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Thermomechanical field method . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Berry connection for the interacting quantum dot . . . . . . . . . . . . . . 54
5.4 Pumping Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.4.1 U = 0 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4.2 Delayed response . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4.3 AC response: the single-reservoir case . . . . . . . . . . . . . . . 60
5.4.4 AC response: the two-reservoir case . . . . . . . . . . . . . . . . . 61

5.5 Evaluation of the Pumped Charge . . . . . . . . . . . . . . . . . . . . . . 63
5.5.1 Renormalized parameters . . . . . . . . . . . . . . . . . . . . . . . 63
5.5.2 Electrochemical-potential-driven pumping . . . . . . . . . . . . . . 65
5.5.3 Temperature-driven pumping . . . . . . . . . . . . . . . . . . . . . 67

5.6 Short summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6 Summary and Perspectives 71
6.1 Summary and Future problems . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Perspective: Towards steady state thermodynamics . . . . . . . . . . . . . 72

References 75

Appendix A Keldysh Green’s functions 79

Appendix B Bethe anzats 81



Table of contents ix

Appendix C Overcounting problem and counter term 85

Appendix D Derivation of Eq. (3.8) 87

Appendix E Brief review of excess heat and extended Clausius relation 89





Chapter 1

Introduction

1.1 Adiabatic pumping in a quantum dot

When a quasi-static and time-periodic operation is applied to a system, electron and heat
are pumped from one reservoir to other reservoirs. This transport phenomenon is known as
adiabatic pumping. Since adiabatic pumping was proposed by Thouless in his pioneering
work [1], adiabatic pumping has been gathering attention in condensed matter physics for
several decades. Adiabatic pumping has been also discussed intensively in mesoscopic
physics in the context of single electron pumping [2, 3], dynamic conductance of mesoscopic
capacitors [4], and adiabatic charge pumping via a quantum dot [5]. Brouwer’s formula [6]
is a milestone in the research of adiabatic pumping. This formula, which is derived from the
scattering theory, describes the pumped charge in one cycle in terms of an integral of the
Berry curvature on an area enclosed by a driving contour.

Adiabatic charge pumping can be considered as a process which observes a electronic
signal induced by a quasi-static driving. From this viewpoint, adiabatic charge pumping
can be regarded as a probe of electron transport. In addition, adiabatic pumping can be
considered as a quasi-static and cyclic operation in thermodynamics. Therefore, studying
adiabatic pumping is helpful for understanding of thermodynamic property in nanoscale
quantum engines.

A number of theories have been developed so far to clarify pumping phenomena in
general situations. Here we briefly summarize three developments, i.e., (i) non-adiabatic
effect, (ii) heat transport, and (iii) Coulomb interaction effect.
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Non-adiabatic effect

In order to discuss a non-adiabatic effect, the Floquet theory is a useful theoretical framework,
which can describe time-dependent transport under a periodic driving. In the Floquet theory,
one can estimate the driving frequency dependence of physical quantities and can discuss
adiabatic pumping and its non-adiabatic correction by considering the zero-frequency limit.
In mesoscopic physics, the Floquet theory was used in combination with other analytical
methods such as the scattering matrix theory [4, 7–9] and the Keldysh formalism [10, 11].

Heat transport

Most of the early studies on adiabatic pumping have focused on only charge transport because
it is easier to measure charge transport than heat flow. However, after heat transport via a
nanoscale system was experimentally observed recently [12], adiabatic heat pumping has
been attracting a lot of attention. In the case of a weak system-reservoir coupling where the
system is sufficiently separated from the reservoirs, heat transfer is well-defined so that it is
not difficult to generalize the theory of charge pumping to that of heat pumping. Actually, heat
pumping has been discussed in several theoretical works such as heat pumping in molecular
junctions [13], thermoelectric performance in quantum dots [14], and entropy production in
quantum dots [15, 16] (see also Appendix E). On the other hand, heat pumping in the system
strongly coupled to reservoirs has not been discussed so far because the standard definition of
heat transfer is not well-defined. A proper definition of heat transfer is necessary to discuss
heat pumping with the strong coupling.

Coulomb interaction effect

In theoretical treatment of nanoscale devices such as quantum dots, we need to consider
the Coulomb interaction between electrons more or less. When the reservoir temperature is
much larger than the dot-reservoir coupling, electron transport is well described by the master
equation derived from the second-order perturbation with respect to the system-reservoir
coupling. Transport in this weak dot-reservoir coupling region is referred to as the incoherent
transport. In the incoherent region, the energy levels of the isolated quantum dot is affected
by the Coulomb repulsion. When the Coulomb interaction is strong, the additional energy,
which is an energy needed to add one more electron into the system, becomes large, and
therefore charge transport via a quantum dot is suppressed except for specific values of
gate voltages. This is called the Coulomb blockade. To analyse the Coulomb blockade, the
generalized master equation approach is a better option [17, 18]. Based on the generalized
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master equation approach, adiabatic charge pumping via a quantum dot with strong Coulomb
interaction was discussed [14, 19, 20].

When the temperature is comparable to or smaller than the dot-reservoir coupling,
hybridization between a quantum dot and reservoirs becomes important. Electron transport in
this strong dot-reservoir coupling region is referred to as coherent transport. In the presence
of strong Coulomb interaction, the Kondo effect emerges in the coherent transport. At low
temperatures, electrons in a quantum dot forms the Kondo state, which is a spin-singlet state
with reservoir electrons due to many-body effect. Understanding of adiabatic pumping via the
Kondo state is important to clarify the quantum many-body effect on SST and establishing
the new framework. In section 1.3, we give a brief introduction of the Kondo effect, and
summarize unsolved problems in adiabatic pumping via the Kondo state.

1.2 Almost topological aspects of adiabatic pumping

Brouwer’s formula provides a basis of a geometrical aspect of the adiabatic pumping: As
already explained, the pumped charge in one cycle is calculated by a surface integral of the
Berry curvature on an area enclosed by a driving contour. The amount of the pumped charge
normally depends on the driving contour. However, when the Berry curvature is a delta
function of driving parameters, the pumped charge depends only on topology of the contour,
i.e., on whether the contour encloses the singular point or not. This is called quantized
pumping or topological pumping. Topological pumping is favorable in experiments because
it is robust against small changes of the contours. However, “exact” topological pumping is
difficult to be realized in mesoscopic devices.

Instead of “exact” topological pumping, one can consider the “almost” topological
pumping: When the Berry curvature has a sharp peak structure in the parameter space, the
pumped charge on different contours become almost the same as long as the contours do
not impinge on the peak. This pumping referred to as “almost” topological pumping and
has been studied in a single-level quantum dot without Coulomb interaction [21, 22]. The
number of the pumped electrons, however, depends on the model; the number of the pumped
electrons is almost one half for a flat density of states of the reservoir [22], while it is almost
one for the tight-binding model [21]. These two results indicate that the number of pumped
electrons strongly depends on the density of states of the reservoirs. In the quantum dot
system, the energy level of the quantum dot is shifted and broadened by the hybridization
effect due to the tunnel coupling between the quantum dot and the reservoirs. The density
of states of the reservoirs affects this energy shift and broadening. Therefore, it is expected
that the number of pumped charge can be characterized by the energy shift and broadening.
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However, there was no research on classification of the number of pumped charge in terms
of the energy shift and broadening.

1.3 Kondo problem

Brief introduction of the Kondo effect

The Kondo effect was first considered to explain the local minimum of resistance in low
temperature using a model of a magnetic impurity coupled to conduction electrons via
exchange coupling, which was later called the Kondo model [23]. While the magnetic
impurity keeps its magnetic moments at high temperatures, it disappears at low temperatures
with the formation of a spin-singlet state with conduction electrons. The characteristic
temperature of the screening of the magnetic moment at the impurity is known as the
Kondo temperature. The Kondo temperature was first recognized through logarithmic
divergence in the original perturbation theory. The entire picture of the Kondo physics, i.e.,
the crossover from the high-temperature paramagnetic behavior following the Curie law to
the Pauli paramagnetism at low temperatures was clarified by the numerical renormalization
group [24]. The low-temperature properties of the Kondo model is understood by the local
Fermi liquid theory [25, 26]. Based on the concept of the Fermi liquid theory, a useful
framework named the renormalized perturbation theory (RPT) has been developed [27, 28].

The Kondo effect has also been studied in the research field of mesoscopic physics.
Electron transport through a single-level quantum dot is described by the impurity Anderson
model, which can be mapped into the Kondo model for large Coulomb interaction. Actually,
the Kondo effect in quantum dots was observed by measuring the temperature and gate-
voltage dependence of the conductance [29–31]. There are a number of theoretical studies
on the Kondo effect in quantum dots [32]. For electron transport via the Kondo state at low
temperatures, it is useful to employ the local Fermi liquid theory [33, 34] and its variants such
as the renormalized perturbation theory [27, 28, 35]. In particular, experimental measurement
of the effective charge in the Kondo state [36–38] stimulated theoretical works [39–41].

Adiabataic pumping in the Kondo regime

Although adiabatic pumping in the Kondo regime is still a challenging problem, it provides a
good first step to construct SST for interacting electron systems. Adiabatic charge pumping in
the Kondo quantum dot was already investigated by the second-order perturbation theory [42]
and the slave boson mean filed approximation [43]. These theoretical works are, however,
applicable only to the limited range of strength of Coulomb interaction. A framework of
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the adiabatic charge pumping applicable to an arbitrary strength of Coulomb interaction
was proposed in the Keldysh formalism [44]. However, the theory was still not satisfactory
because it is applicable only when the dot-reservoir coupling and the energy level of the
quantum dot are driven. For construction of SST, the theoretical framework for adiabatic
pumping of heat and particles by driving the reservoir parameters such as the electro-chemical
potentials and temperatures are preferable.

1.4 Purpose of this thesis

1.4.1 General formalism for the adiabatic pumping

In this thesis, we consider two problems related to adiabatic pumping via a quantum dot:
(i) quantization of adiabatic pumping in non-interacting quantum dot and (ii) Coulomb
interaction effect on adiabatic pumping. In order to discuss these problems, it is necessary to
construct a general formalism which can treat the energy shift and broadening affected by
the density of states of the reservoirs and time-dependent temperature of the reservoirs. To
overcome such difficulties, we construct the perturbation theory in the infinite-order with
respect to Coulomb interaction and formulate the adiabatic pumping in terms of one- and
two-particle Green’s function in the Keldysh formalism. This formalism is utilized to discuss
two problems mentioned above.

1.4.2 Quantization of adiabatic pumping in non-interacting quantum
dot

To clarify the nature of the almost topological adiabatic pumping, we consider charge
pumping in a single-level non-interacting quantum dot when the dot-reservoir couplings are
driven [22]. In this model, the Berry curvature is sharply peaked in the parameter space,
and therefore so long as the pumping contour does not touch the peak, the pumped charge
depends only on how many times the contour winds around the peak (up to exponentially
small corrections). We show that the pumped charge averaged over many cycles is quantized
at a fraction of an electron per cycle, determined by the ratio of the Lamb shift to level
broadening; this ratio is imposed by the reservoir band structure. Finally, we formulate the
adiabatic charge pumping for general types of reservoirs and discuss its almost topological
feature and the relation between the number of pumped electron and the reservoir band
structure.
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1.4.3 Coulomb interaction effect on adiabatic pumping

We consider adiabatic charge pumping via a single-level quantum dot induced by the reservoir
parameters, i.e., temperature and electrochemical potential driving [45]. We construct
a general framework for the arbitrary strength of dot-reservoir coupling and Coulomb
interaction, which is applicable also to the Kondo regime. We also calculate the pumped
charge by the renormalized perturbation theory and discuss how the Coulomb interaction
affects the charge pumping.

1.5 Construction of thesis

This thesis is composed as follows: In Chapter 2, we give a brief review of theoretical
methods related to this thesis. The main results of this thesis are given in Chapter 3, 4 and
5. In Chapter 3, we give a common framework for the adiabatic charge pumping, which
are utilized in subsequent two chapters. In Chapter 4, we discuss the almost topological
pumping in the non-interacting quantum dot system. In Chapter 5, we discuss adiabatic
charge pumping induced by reservoir parameter driving via the interacting quantum dot. In
Chapter 6, we give a summary, future problems, and perspectives.



Chapter 2

Review of theoretical methods

In this chapter, we give a brief review of theoretical methods related to adiabatic pumping.
First, we introduce the model of quantum dots in Sec. 2.1. We review the scattering matrix
theory and derive the Brouwer’s formula in Sec. 2.2. We introduce the Keldysh formalism in
Sec. 2.3. We present theoretical treatment of quantum dots with Coulomb interaction, and
briefly explain the Kondo problem in Sec. 2.4. Throughout this thesis we set kB = 1 and
h̄ = 1.

2.1 Model for a single-level quantum dot

We consider the Hamiltonian of a single-level quantum dot (Fig. 2.1), which is known as the
Anderson impurity model:

H = Hd + Â
r=L,R

(Hr +HT,r), (2.1)

Fig. 2.1 A schematic of the model defined in Eq. (2.1).
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where,

Hd = Â
s

edd†
s ds +Ud†

"d"d†
#d#, (2.2)

Hr = Â
k,s

ekc†
rkscrks, (2.3)

HT,r = Â
k,s

gr(d†
s crks + c†

rksds). (2.4)

Here d†
s and ds denote creation and annihilation operators of electrons in the quantum dot

with a spin s 2 {",#} and an energy ed , respectively. c†
rks and crks denote creation and

annihilation operators of electrons in the electron reservoir r 2 {L,R} with an energy ek, a
wavenumber k, and a spin s, respectively. gr denotes a tunnel coupling constant between the
quantum dot and the reservoir r and U denotes a strength of Coulomb interacting inside the
dot.

In Chap. 4, we consider the noninteracting electron model (U = 0). There, we will
consider the spinless model by dropping the spin index s because electrons with different
spins are independent of each other in the absence of the Coulomb interaction.

The coupling between the reservoir r and the quantum dot is represented by a linewidth
function defined as

Gr(w) = 2p|gr|2r(w), (2.5)

where r(w) is the density of states of the reservoirs at an energy w . In the wide-band limit,
for which the density of states is assumed to be constant near the Fermi energy, the linewidth
function becomes

Gr = 2p|gr|2r. (2.6)

We note that referring to the function Gr(w) as the “linewidth" function is a slight abuse
of terminology; the constant quantity in the wide-band limit, Gr, should be called as the
linewidth in the exact sense. However, generalization to the frequency-dependent linewidth
function is reasonable and useful for the present study, so we use this terminology hereafter.

2.2 Scattering theory for a quantum dot system

Although the central calculation of this thesis is done by the Keldysh formalism, the scattering
theory is worth introducing because it is a powerful tool in the study of electron transport
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Fig. 2.2 Relation of transmission and reflection coefficients.

via a quantum dot without Coulomb interaction. We first review the scattering theory for
time-independent transport in Sec. 2.2.1, and subsequently introduce the Brouwer’s formula
for adiabatic pumping in Sec. 2.2.2.

2.2.1 Steady state transport

In the scattering theory, a charge current is expressed by a difference between the amounts of
incoming and outgoing electrons. We denote an annihilation operator of incoming electrons
from the reservoir r with ar(w), and that for outgoing electrons into the reservoir r with
br(w), respectively, where w denotes the energy of electrons. Then, the steady-state charge
current from the reservoir r to a scatter, which is a quantum dot in the present study, is
described as

Ir = e
Z dw

2p

hD

a†
r (w)ar(w)

E

�
D

b†
r (w)br(w)

Ei

. (2.7)

In the scattering theory, incoming and outgoing electrons are related with each other by the
scattering matrix Srr0(w) as

br(w) = Â
r0

Srr0(w)ar0(w), (2.8)

where

SLL(w) = rL(w), SLR(w) = tR!L(w), SRL(w) = tL!R(w), SRR(w) = rR(w). (2.9)

Here rL(w) (rR(w)) denotes a reflection coefficient between a scatterer (a quantum dot)
and the reservoir L (R), and tL!R(w) (tR!L(w)) denote transmission coefficients from the
reservoir L (R) to the reservoir R (L), respectively (see Fig. 2.2). Because of the conservation
of probability, the scattering matrix is a unitary matrix. From this unitarity condition, we
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obtain

|rL(w)|2 + |tL!R(w)|2 = |rR(w)|2 + |tR!L(w)|2 = 1. (2.10)

Substituting Eq. (2.8) into Eq. (2.7), the steady-state charge current is expressed only by the
operators of the incoming electrons as

Ir = e
Z dw

2p Â
r1,r2

h

(dr1rdrr2 �S⇤r1r(w)Srr2(w))
D

a†
r1
(w)ar2(w)

Ei

, (2.11)

where dr1,r2 is the Kronecker delta. Assuming that the reservoir r(= L,R) is in equilibrium
with temperature Tr and chemical potential µr, the ensemble average with respect to the
incoming electrons is given as

D

a†
r1
(w)ar2(w)

E

= dr1,r2 fr1(w), (2.12)

where fr(w) = {1+ exp[(w �µr)/Tr]}�1 is the Fermi distribution function of the reservoir
r. Substituting Eqs. (2.9), (2.10), and (2.12) into (2.11), one obtains

Ir = e
Z dw

2p
⇥

|tr!r̄(w)|2 fr(w)� |tr̄!r(w)|2 fr̄(w)
⇤

, (2.13)

where L̄ = R and R̄ = L. In the wide-band limit, the transmission coefficients for a single
level quantum dot is calculated in a simple form [46]:

|tL!R|2 = |tR!L|2 =
GLGR

G
A(w), (2.14)

A(w) = ImGA(w) =
G

(w � ed)2 +G2/4
. (2.15)

Here G = GL+GR, A(w) is a spectrum function, and GA(w) is the advanced Green’s function
of electrons in the quantum dot. Using Eq. (2.14), the steady state charge current is
summarized into the well-known Meir-Wingreen formula [46] for the quantum dot with
Coulomb interaction:

Ir = e
Z dw

2p
GLGR

G
A(w)[ fr(w)� fr̄(w)]. (2.16)

In the later discussion (Sec. 2.3.5), we will derive Eq. (2.16) again in the Keldysh formalism.
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2.2.2 Brouwer’s formula

We consider charge transport induced by time-dependent slow modulation of parameters such
as dot-reservoir couplings, a quantum level in a dot, and a shape of a dot. In the presence of
the source-drain bias, a steady-state current may flow via a quantum dot during parameter
modulation. In addition to this steady current, there exists an extra charge current due to the
quasi-static parameter driving. The latter transport phenomenon is called adiabatic charge
pumping. Brouwer’s formula [6] describes the amount of pumped charge in one cycle of
parameter driving.

First , we consider adiabatic charge pumping induced by driving of two parameters, X1(t)
and X2(t),1 with infinitesimal small amplitudes:

X1(t) = X1,0 +dX1e�iWt , X2(t) = X2,0 +dX2e�iWt , (2.17)

where Xn,0 (n = 1,2) is a central value of the driving, dXn is a driving amplitude, and W
is a pumping frequency. In the quantum dot system, the driving parameters are typically
supposed to be the coupling strength gr and the dot energy level ed . The amount of charge
carried during one cycle from the reservoir r is defined as

dQr =
Z T

0
dt Ir(t), (2.18)

where T = 2pW�1 is the period of the parameter driving. As the driving amplitude is
infinitesimally small, the time-dependent charge current is approximately written up to the
linear order of amplitude as

Ir(t)' Ist.
r +Gr,1(W)dX1e�iWt +Gr,2(W)dX2e�iWt . (2.19)

Here Ist.
r is the steady-state charge current, and Gr,n(W) is a dynamic conductance obtained

from the linear response theory with respect to dXn, [4, 47]. For simplicity, we consider the
case of TL = TR = 0 and µL = µR = µ . In this case, the steady-state current Ist.

r vanishes.
Because Gr,n(W) approaches zero in the static limit (W ! 0), the leading contribution at low
frequencies is written as

Gr,n(W) =�iWAr,n +O(W2). (2.20)

1X1(t) and X2(t) should be chosen as the parameters defined in the Hamiltonian because the Brouwer’s
formula is derived by the scattering theory.
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…
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Fig. 2.3 A schematic of contour division. Any finite contour can be divided into a summation
of infinitesimally small contours.

The coefficient Ar,n is referred to as the Berry connection and is calculated from the scattering
matrix as [48]

Ar,n =
e

2p Â
r0

Im


S⇤rr0(µ)
∂Srr0(µ)

∂Xn

�

. (2.21)

Using the Berry connection Ar,n, one obtains the adiabatic charge current as

Ir(t)' Â
n

Ar,n
dXn

dt
+O(W2). (2.22)

The charge pumped in one cycle of adiabatic parameter driving is given as

dQr = Â
n

Z T

0
dt Ar,n

dXn

dt

= Â
n

Z

C
dXn Ar,n. (2.23)

Here C = {(X1(t),X2(t))| t 2 [0,T ]} is a closed contour with infinitesimally small amplitude
in the parameter space.

It is straightforward to extend the present discussion for infinitesimally small contours
into an arbitrary contour with a finite amplitude. Using the additivity property of the line
integral

Â
n

Z

C1
dXn(· · ·)+Â

n

Z

C2
dXn(· · ·) = Â

n

Z

C1+C2
dXn(· · ·), (2.24)
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any contour can be divided into a sum of infinitesimal small driving contours (see Fig. 2.3).
Using the Stokes’ theorem, the line integral can be rewritten into a surface integral on an area
A enclosed by C as

dQr =
Z

A
dX1dX2 Pr, (2.25)

Pr =
∂Ar,2

∂X1
�

∂Ar,1

∂X2

=
e
p Â

r0
Im



∂S⇤rr0(µ)
∂X2

∂Srr0(µ)
∂X1

�

, (2.26)

where Pr is referred to as the Berry curvature. Eqs. (2.25) and (2.26) are known as Brouwer’s
formula.

It is straightforward to derive Brouwer’s formula for driving of more than two parameters:

dQr = Â
n,m

Z

A
dXn ^dXm Pnm

r , (2.27)

Pnm
r =

∂Ar,m

∂Xn
, (2.28)

where ^ is the wedge product.

2.3 Keldysh formalism for quantum dot system

Although the scattering theory is powerful in studying transport in quantum dot systems, it is
not applicable to systems with Coulomb interaction. In this section, we give a brief intro-
duction on the Keldysh formalism, which can treat time-dependent transport in interacting
electron systems.

2.3.1 Keldysh time contour

The Keldysh formalism is a generalized quantum filed theory for studying nonequilibrium
states. In the Keldysh formalism, one can use the same procedure as the “ordinary" quantum
field theory, that is, the quantum field theory for zero-temperature systems. The main
difference between the Keldysh formalism and the ordinary quantum field theory appears
in the definition of time contour: In the ordinary quantum field theory, the time contour is
a one-way path which runs from �• to +• (see Fig. 2.4 (a)). On the other hand, in the
Keldysh formalism, the time contour is composed of three contours, the forward contour C+,
the backward contour C�, and the Matsubara contour CM (see Fig. 2.4 (b)).
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Fig. 2.4 Time contours for (a) zero temperature quantum field theory, (b) Keldysh formalism.

The reason to employ this complex time contour is explained as follows. The ensemble
average of an observable O at time t is calculated as

hO(t)i= Tr[O(t)r(t)], (2.29)

r(t) =U(t,�•)r(�•)U(�•, t)

= T

⇢

exp


�i
Z t

�•
dt H

��

r(�•)T̄

⇢

exp


�i
Z �•

t
dt H

��

, (2.30)

where r(t) is a density matrix at time t, U(t, t 0) is an unitary time-evolution operator, and T

and T̄ are a time-ordering operator and an anti-time-ordering operator, respectively. Assum-
ing that the initial state at t =�• is a thermal equilibrium state with inverse temperature b ,
r(�•) is written by the imaginary-time evolution operator as

r(�•) =
e�bH

Tr[e�bH ]
=

exp
h

�i
R�ib

0 dt H
i

Tr
n

exp
h

�i
R�ib

0 dt H
io . (2.31)

Substituting Eqs. (2.30) and (2.31) into Eq. (2.29), the ensemble average is evaluated by the
time integral on the three contours,

hO(t)i=
Tr
h

exp
⇥

�i
R

CM
dt H

⇤

T̄
n

exp
h

�i
R

C� dt H
io

T
n

O(t)exp
h

�i
R

C+
dt H

ioi

Tr
h

exp
⇥

�i
R

CM
dt H

⇤

T̄
n

exp
h

�i
R

C� dt H
io

T
n

exp
h

�i
R

C+
dt H

ioi

=:
Tr
⇥

TK
�

O(t)exp
⇥

�i
R

CK
dt H

⇤ ⇤

Tr
⇥

TK
�

exp
⇥

�i
R

CK
dt H

⇤ ⇤ , (2.32)
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where C+ = [�•,•], C� = [•,�•], CM = [0,�ib ], and CK = C+ �C� �CM. TK is a
time-ordering operator on the Keldysh contour CK .

Here we give two comments: (i) For zero temperature systems, the time contour is
simplified to the one-way time contour. This is because only the ground state is considered
in zero-temperature systems. For the ground state, one can apply the Gell-Mann and Low
theorem and cancel out the time evolution operators each other. (ii) As mentioned above, the
ordinary quantum filed theory and the Keldysh formalism are different only in terms of the
time contour. This indicates that all the techniques in ordinary quantum field theory are still
available in the Keldysh formalism, such as the method of the Feynman diagram.

2.3.2 Green’s function

In the quantum field theory, physical objects are described in terms of Green’s function (GF).
A brief summary of the definitions and results for GFs is given in Appendix A.

One-particle full GF of electrons in the quantum dot is defined as a two-point correlation
function

Gs(t1,t2) = (�i)
D

TK

n

ds(t1)d†
s (t2)

oE

. (2.33)

Here t1 and t2 indicate a “Keldysh time” defined on the time contour CK . Hereafter, we
use the Greek alphabet t for Keldysh time and the Roman alphabet t for real time. The
one-particle full GF can be calculated by Dyson’s equation as follows:

Gs(t1,t2) = G0,s(t1,t2)+
Z

CK
dt3dt4 G0,s(t1,t3)SU,s(t3,t4)Gs(t4,t2), (2.34)

where SU,s(t3,t4) is a one-particle-irreducible(1PI) self-energy induced by the Coulomb
interaction U and G0,s(t1,t2) is a non-interacting one-particle GF defined as

G0,s(t1,t2) = (�i)
D

TK

n

ds(t1)d†
s (t2)

oE

U=0
. (2.35)

The non-interacting one-particle GF can be also calculated by Dyson’s equation,

G0,s(t1,t2) = gs(t1,t2)+
Z

CK
dt3dt4 gs(t1,t3)Sg,s(t3,t4)G0,s(t4,t2), (2.36)
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where Sg,s(t1,t2) is a 1PI self-energy induced by the dot-reservoir tunnel coupling gr (see
Eq. (2.4)), and is defined as

Sg,s(t1,t2) = Â
r

Sr,s(t1.t2), (2.37)

Sr,s(t1,t2) = Â
k
|gr|2grks(t1,t2). (2.38)

gs1(t1,t2) and grks1(t1,t2) are isolated one-particle GFs of electrons in the quantum dot and
the reservoir r, respectively, and are defined as

grks(t1,t2) = (�i)
D

TK

n

crks(t1)c†
rks(t2)

oE

U=gr=0
, (2.39)

gs(t1,t2) = (�i)
D

TK

n

ds(t1),d†
s (t2)

oE

U=gr=0
. (2.40)

We note that these definitions and formulas are the same as those in the ordinary quantum
filed theory except that all the time variables are defined on the Keldysh time contour.

2.3.3 Keldysh component

As shown in the previous section, all the time variables are defined on the Keldysh time
contour in the Keldysh formalism. Here one might have a question: Which of time contours,
C+ and C�, is proper to calculate an ensemble average of physical quantities at a “real”
time t? When one considers an average of an observable, hO(t)i, such question is not
serious, because the ensemble averages on C+ and C� are coincident with each other, that is,
hO+(t)i= hO�(t)i. Here the superscript ± indicates that the time variable t is located on
the contour C±.

On the other hand, the two-point correlation function Gs1s2(t1,t2) has four different
components depending on which time contours t1 and t2 are located on:

G++
s (t1, t2) = (�i)

D

T
n

ds(t1)d†
s (t2)

oE

, (2.41)

G+�
s (t1, t2) = i

D

d†
s (t2)ds(t1)

E

, (2.42)

G�+
s (t1, t2) = (�i)

D

ds(t1)d†
s (t2)

E

, (2.43)

G��
s (t1, t2) = (�i)

D

T̄
n

ds(t1)d†
s (t2)

oE

. (2.44)

Here the first and second superscripts indicate the contour of t1 and t2, respectively. The
components G++ and G�� are called time-ordering and anti-time-ordering components,
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respectively. The components G+� and G�+, which are denoted also with G< and G>, are
called lesser and greater components. When one expresses physical quantities with Keldysh
GFs, one should choose appropriate components of GFs.

Although these four components of GFs include sufficient information, it is useful to use
other two components, a retarded component GR and an advanded component GA defined as
follows:

GR
s (t1, t2) = G++

s (t1, t2)�G+�
s (t1, t2) = G�+

s (t1, t2)�G��
s (t1, t2)

= (�i)Q(t1 � t2)
D

[ds(t1),d†
s (t2)]+

E

, (2.45)

GA
s (t1, t2) = G++

s (t1, t2)�G�+
s (t1, t2) = G+�

s (t1, t2)�G��
s (t1, t2)

= iQ(t2 � t1)
D

[ds(t1),d†
s (t2)]+

E

. (2.46)

Here Q(t) is the Heaviside step function and [·, ·]+ is an anti-commutator. These retarded
and advanced components often make the calculation more transparent.

One might be curious about contour CM. For the problems of steady states, one can
assume that the initial time is infinitely far from the observation time and the information of
the initial state should be completely erased. Under such assumption, the correlation between
the initial state and the steady state realized near the origin (t ' 0) should be infinitely small.
Therefore, a contribution from the contour CM should be neglected as

G+M(t1, t2) = G�M(t1, t2) = GM+(t1, t2) = GM�(t1, t2) = 0. (2.47)

As a result, it is sufficient to focus on C± in calculation of the steady states.

2.3.4 Langreth rules

In the Keldysh formalism, it is necessary to perform convolution integral on the Keldysh
time contour, which is composed of two real-time integrals: 2

Z

CK
dt =

Z

C+

dt +
Z

C�
dt. (2.48)

2One might feel strange that the time integral on Keldysh time contour is composed of two time integrals on
C+ and C�. Strictly speaking, the time integral on the Keldysh time contour should be composed of three time
integrals. However, the time integral on CM does not make any contribution because of Eq. (2.47), so the time
integral on CM can be dropped in the most cases.
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Then, the time integral of a product of two quantities is written as
Z

CK
dt A(t)B(t) =

Z •

�•
dt

⇥

A+(t)B+(t)�A�(t)B�(t)
⇤

. (2.49)

A product of two-point correlation functions

A(t1,t2) =
Z

CK
dt B(t1,t)C(t,t2). (2.50)

is rewritten with real-time integrals by the so-called Langreth rules: Each Keldysh component
of A(t1,t2) is rewritten as follows:

A++(t1, t2) =
Z •

�•
dt

⇥

B++(t1, t)C++(t, t2)�B<(t1, t)C>(t, t2)
⇤

, (2.51)

A<(t1, t2) =
Z •

�•
dt

h

BR(t1, t)C<(t, t2)+B<(t1, t)CA(t, t2)
i

, (2.52)

A>(t1, t2) =
Z •

�•
dt

h

BR(t1, t)C>(t, t2)+B>(t1, t)CA(t, t2)
i

, (2.53)

A��(t1, t2) =
Z •

�•
dt

⇥

B>(t1, t)C<(t, t2)�B��(t1, t)C��(t, t2)
⇤

, (2.54)

AR(t1, t2) =
Z •

�•
dt BR(t1, t)CR(t, t2), (2.55)

AA(t1, t2) =
Z •

�•
dt BA(t1, t)CA(t, t2). (2.56)

We note that simple relations hold for the retarded and the advanced components. This
indicates that it is easier to calculate the retarded and the advanced components of two-point
correlation functions than other components.

2.3.5 Charge current through a single-level quantum dot

For a demonstration, we derive steady-state charge current through a quantum dot in the
Keldysh formalism. The charge current flowing from the reservoir r into the quantum dot is
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defined as

hIr(t)i= (�e)
d
dt

"

Â
k,s

D

c†
rks(t)crks(t)

E

#

= ieÂ
k,s

D

[c†
rks(t)crks(t),H(t)]�

E

= ieÂ
k,s

hD

g⇤r c†
rks(t)ds(t)

E

�
D

grd†
s (t)crks(t)

Ei

= 2eRe

"

g⇤r Â
k,s

G<
ds,c†

rks
(t, t)

#

, (2.57)

where G<
ds,c†

rks
is a GF defined as

Gds,c†
rks
(t1,t2) = (�i)

D

TKds(t1)c†
rks(t2)

E

. (2.58)

Using the equation-of-motion technique [49], this GF is evaluated as

Gds,c†
rks
(t1,t2) = gr

Z

dt Gss(t1,t)grks(t,t2). (2.59)

Substituting Eqs. (2.52) and (2.59) into Eq. (2.57), the charge current is calculated as

hIr(t)i= 2eÂ
s

Z

dt1 Re
h

GR
s (t, t1)S<

r,s(t1, t)+G<
s (t, t1)SA

r,s(t1, t)
i

. (2.60)

This equation holds for arbitrary strengths of U and gr and for arbitrary time-dependent
parameter driving.

In order to compare with the result obtained by the scattering theory (Eq. (2.16)), we
consider the steady-state current for non-interacting systems (U = 0), in which the one-
particle full GFs, Gs, are replaced with the non-interacting ones, G0,s. For time-independent
Hamiltonians, the GF acquires the time-translation invariance, that is,

Gµn
s (t1, t2) =

Z dw
2p

Gµn
s (w)e�iw(t1�t2), (2.61)

where µ,n 2 {+,�} are Keldysh indices. Then the charge current for a non-interacting and
time-independent system becomes

hIr(t)i= 2eÂ
s

Z dw
2p

Re
h

GR
0,s(w)S<

r,s(w)+G<
0,s(w)SA

r,s(w)
i

. (2.62)
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The 1PI self-energy is calculated as follows:

SA
r,s(w) = |gr|2 Â

k

1
w � ek + i0+

= |gr|2
Z

de r(e) 1
w � e + i0+

= Lr(w)+
i
2

Gr(w), (2.63)

SR
r,s(w) = |g|2 Â

k

1
w � ek � i0+

= Lr(w)� i
2

Gr(w), (2.64)

S<
r,s(w) = |g|2 Â

k
i fr(ek)2pd (w � ek) = Gr(w) fr(w). (2.65)

The non-interacting GF G0 can be calculated by Dyson’s equation,

GA
0,s(w) =

h

gA
s (w)�SA

g,s(w)
i�1

=
1

w � ed �Lr(w)� iG(w)/2
, (2.66)

GR
0,s(w) =

h

gR
s (w)�SR

g,s(w)
i�1

=
1

w � ed �Lr(w)+ iG(w)/2
, (2.67)

G<
0,s(w) = GR

0,s(w)S<
g,s(w)GA

0,s(w) = A(w)Â
r

Gr(w)

G(w)
fr(w). (2.68)

Substituting Eqs. (2.63)-(2.68) into Eq. (2.62) and taking the wide-band limit, one obtains
the formula for the charge current in Eq. (2.16).

2.4 Kondo effect

In Chapter. 5, we study adiabatic pumping via a quantum dot, which exhibits the Kondo effect
due to strong Coulomb interaction. First we overview what changes in electron transport
in the Kondo region, especially at the Kondo resonance. We next describe the perturbation
theory with respect to U , which is effective to describe the Kondo effect. In order to include
higher-order perturbations, we introduce the renoramlized perturbation theory (RPT), in
which the renormalized parameters are used instead of the bare parameters. Throughout this
section, we consider only the wide-band limit.
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Fig. 2.5 A schematic of the spectrum function of a quantum dot for (a) a non-interacting case
and (b) an interacting case . In this figure, we consider the particle-hole symmetric case,
ed =�U/2, for simplicity.

2.4.1 Overview of the Kondo effect

To see what changes in electron transport by the Kondo effect, we consider a single-level
quantum dot with strong Coulomb interaction. In the single-level quantum dot system,
electrons are transported from a reservoir to the other through the density of states of the
quantum dot, which is called the spectrum function A(w). Without the Coulomb interaction,
an electron with energy ed , that denotes the height of the energy level of a quantum dot,
can enter the quantum dot by the tunneling effect and its tunneling probability does not
depend on whether another electron with opposite spin already occupies the quantum dot.
In this case, the spectrum function has a Lorentzian shaped peak at the quantum dot energy
level, w = ed , with a finite broadening width (Fig. 2.5 (a)). However, for a finite strength
of Coulomb interaction, U 6= 0, an electron with the energy ed can enter the dot when the
energy level of the dot is vacant, while an electron with energy ed +U can enter the dot due
to the Coulomb repulsion when the energy level of the dot is already occupied by another
electron with opposite spin. Then, one might guess that the spectrum function in this case
would be two Lorentzian peaks, one peak at w = ed and the other at w = ed +U . This is true
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Fig. 2.6 Feynman diagrams representing (a) S(1)
U,s and (b) S(2)

U,s. Solid and wavy lines indicate
the one-particle GF and the Coulomb interaction U .

at high temperatures. However, when the temperature is lower than the typical energy scale
called the Kondo temperature, the third strong peak appears at the Fermi energy between the
two peaks. This new peak reflects electron transport through the Kondo state and called as
the Kondo resonance peak (Fig. 2.5 (b)).

2.4.2 Perturbation with respect to U

We first discuss the perturbation expansion for the one-particle GFs, and subsequently discuss
that for the two-particle GFs.

One-particle Green’s function

The one-particle full GF is calculated by Dyson’s equation (see Eq. (2.34)). In the perturba-
tion theory, the 1PI self-energy is expanded into a series as

SU,s(t1,t2) =
•

Â
n=1

UnS(n)
U,s(t1,t2). (2.69)

The first-order term is known as the Hartree term described as

S(1)
U,s(t1,t2) = (�i)d (t1 � t2)Gs̄s̄(t1,t1 + e), (2.70)

where ·̄ denotes the opposite direction of the spin, i.e., "̄=# and #̄=", and e is an infinitesimal
time on the Keldysh time contour introduced to maintain the order of operators in the Keldysh
time ordering. The second-order term is described as

S(2)
U,s(t1,t2) = Gs(t1,t2)Gs̄s̄(t1,t2)Gs̄s̄(t2,t1). (2.71)

Feynman diagrams of S(1)
U,s(t1,t2) and S(2)

U,s(t1,t2) are shown in Fig. 2.6 (a) and (b), respec-
tively.
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We define the spectrum function as

As(w) = 2Im
h

GA
s (w)

i

=�2Im
⇥

GR
s (w)

⇤

. (2.72)

Since the advanced GF for U = 0 is described in Eq. (2.66), the spectrum function takes a
Lorentzian form:

As(w) =
G

(w � ed)2 +G2/4
. (2.73)

For the interacting case, the spectrum function is modified by the 1PI self-energy as

As(w) =
G̃s(w)

(w � ẽd,s(w))2 + G̃2
s (w)/4

(2.74)

where ẽd,s(w) and G̃s(w) is defined as

ẽd,s = ed +US(1),A
U,s (w)+U2Re

h

S(2),A
U,s (w)

i

+O(U3), (2.75)

G̃s = G+2U2Im
h

S(2),A
U,s (w)

i

+O(U3). (2.76)

In these equations, we have dropped Im
h

S(1),A
U,s (w)

i

because S(1),A
U,s (w) is a purely real

function

S(1),A
U,s (w) = (�i)

Z dw
2p

G<
s (w) =

Z dw
2p

D

d†
s (w)ds(w)

E

=: hnsi . (2.77)

Here hnsi denotes the occupation number of electrons in the dot with spin s. This indicates
that the first-order self-energy S(1)

U,s describes only a shift of the energy-level, known as the
Hartree potential. The Kondo resonance effect is described mainly by the second-order
self-energy S(2)

U,s.

Two-particle Green’s function

Next we consider the perturbation theory for two-particle GFs, whose formulation is used in
Chapter 5. The two-particle GF is a four-point correlation function defined as

Ds1s2s3s4(t1,t2,t3,t4)

= (�i)2
D

TK

n

ds1(t1)d†
s2
(t2)d†

s3
(t3)ds4(t4)

oE

�ds1,s2ds3,s4Gs1(t1,t2)Gs3(t4,t3). (2.78)
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Fig. 2.7 Feynman diagrams representing (a) D(1),a
s1s2s3s4(t1,t2,t3,t4) and (b)

D(1),b
s1s2s3s4(t1,t2,t3,t4). Solid and wavy lines indicate the one-particle GF and the

Coulomb interaction U .

The two-particle GF can be expanded into a series with respect to U as

Ds1s2s3s4(t1,t2,t3,t4) = Â
n

UnD(n)
s1s2s3s4(t1,t2,t3,t4). (2.79)

The first-order term is calculated as

D(1)
s1s2s3s4(t1,t2,t3,t4) = D(1),a

s1s2s3s4(t1,t2,t3,t4)+D(1),b
s1s2s3s4(t1,t2,t3,t4), (2.80)

where,

D(1),a
s1s2s3s4(t1,t2,t3,t4)

= (�i)ds2,s1ds3,s̄1ds4,s̄1

Z

dt5 G0,s1(t1,t5)G0,s1(t5,t2)G0,s̄1(t5,t3)G0,s̄1(t4,t5)

+(�i)ds2,s̄1ds3,s1ds4,s̄1

Z

dt5 G0,s1(t1,t5)G0,s̄1(t5,t2)G0,s1(t5,t3)G0,s̄1(t4,t5), (2.81)
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Fig. 2.8 Feynman diagrams representing the Bethe-Salpeter equation. Squares with sin-
gle lines and doubled lines represent the 2PI vertex function and the full vertex function,
respectively. Solid lines indicate the one-particle GFs.

and,

D(1),b
s1s2s3s4(t1,t2,t3,t4)

= (�i)ds3,s1ds4,s2

Z

dt5 G0,s1(t1,t5)G0,s1(t3,t5)G0,s̄1(t5,t5 + e)G0,s2(t4,t2)

+(�i)ds3,s1ds4,s2

Z

dt5 G0,s1(t1,t3)G0,s2(t5,t2)G0,s̄2(t5,t5)G0,s2(t4,t5). (2.82)

Feynman diagrams of D(1),a
s1s2s3s4(t1,t2,t3,t4) and D(1),b

s1s2s3s4(t1,t2,t3,t4) are presented in Fig.
2.7 (a) and (b), respectively. The higher-order contributions of the two-particle GF can be
constructed in a similar way.

We have seen that for the one-particle GF, the iterative structure in the perturbation series
can be summarized using the self-energy and Dyson’s equation. In a similar way, the iterative
structure in the perturbation expansion for the two-particle GFs can be summarized using the
irreducible vertex functions. We first define the full vertex function for the two-particle GF,
Gs1s2s3s4(t1,t2,t3,t4), as

Ds1s2s3s4(t1,t2,t3,t4)

= ds1,s3ds2,s4Gs1(t1,t3)Gs2(t4,t2)

+ Â
s5···s8

Z

dt5 · · ·dt8 Gs1(t1,t5)Gs3(t7,t3)Gs1s2s3s4(t5,t6,t7,t8)Gs2(t6,t2)Gs4(t4,t8).

(2.83)
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The vertex function Gs1s2s3s4(t1,t2,t3,t4) is related to the two-partible-irreducible (2PI)
vertex function Is1s2s3s4(t1,t2,t3,t4) via the Bethe-Salpeter equation (Fig. 2.8) as

Gs1s2s3s4(t1,t2,t3,t4)

= Is1s2s3s4(t1,t2,t3,t4)

+ Â
s5,s6

Z

dt5 · · ·dt8 Is1s5s3s6(t1,t5,t3,t6)Gs5(t5,t7)Gs6(t8,t6)Gs5s2s6s4(t7,t2,t8,t4).

(2.84)

Solving the Bethe-Salpeter equation iteratively with a given 2PI vertex function, one obtains
the two-particle full vertex function and the two-particle GF.

Although one can calculate the one- and two-particle GFs for an arbitrary strength of U
in principle, solving the Dyson’s equation and the Bethe-Salpeter equation is a hard task and
its calculation cost increases explosively for higher-order perturbation. In order to calculate
the one-particle and the two-particle GFs with smaller calculation cost, one should employ
approximate methods.

2.4.3 Renormalized perturbation theory (RPT)

The renormalized perturbation thoery (RPT) [27, 28] is one of the successful method which
describe the electron transport via the strongly correlated system, such as a quantum dot
in the Kondo region. In the Kondo region, the Kondo resonance peak appears at the Fermi
level in the spectrum function (see Fig. 2.5). When the temperature of the reservoirs and the
chemical potential difference between the reservoirs are sufficiently smaller than the Kondo
temperature, only the Kondo resonance peak contributes to the electron transport. In this
picture, the quasi-particles with renoramlized parameters, such as a renormalized qunatum-
dot level, a renormalized linewidth, and a renormalized Coulomb interaction, are transported
through the Kondo resonance peak. This concept is known as the phenomenological local
Fermi liquid thoery [26]. RPT is a perturbation theory which replaces the parameters of the
Anderson impurity model to the renormalized ones. This method effectively describes the
electron transport via the Kondo impurities at low energies.

In this method, we focus on the low-energy part of the 1PI self-energy as follows:

SA
U,s(w) = SA

U,s(0)+wS0,A
U,s(0)+Srem,A

U,s (w). (2.85)

The first and the second term describe the lower energy part of the 1PI self-energy, while
the third term describes high energy part, Srem,A

s (w) ⇠ O(w2). Once one substitutes Eq.
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(2.85) back into the advanced GF, one finds that SA
s (0) and wS0,A

s (0) can be renormalized
into parameters such as3

GA
s (w) =

z
w � ẽd � iG̃/2� S̃A

U,s(w)
, (2.86)

z = (1�S0,A
s (0))�1 (2.87)

ẽd = z(ed +SA
s (0)) (2.88)

G̃ = zG (2.89)

S̃A
U,s(w) = zSrem,A

U,s (w), (2.90)

where z, ẽd , G̃ and S̃A
U,s are referred to as a wavefunction renormalziation factor, a renor-

malized quantum-dot level, a renormalized linewidth, and a renormalized 1PI self-energy,
respectively.4 The renormalized 1PI self-energy S̃A

U,s can be regarded as the one induced by
a renormalized Coulomb interaction Ũ defined from the 2PI vertex function as

Ũ = z2I++++
sss̄s̄ (0,0,0,0). (2.91)

Using the renormalized parameters, z, ẽd , G̃, and Ũ , one can construct the perturbation
theory called the renormalized perturbation theory (RPT) [27, 28]. In the RPT, the renormal-
ized parameters are evaluated by an alternative method such as the numerical renormalization
group [24] and the Bethe Ansatz [50]. The physics of the Kondo effect such as strong
reduction of the hybridization energy and suppression of the quasi-particle weight is reflected
in the renormalized parameters.

Here, we should note that simple replacement from the bare parameters to the renormal-
ized ones causes an overcounting problems. This problem can be avoided by introducing
counter terms (see Appendix C).

3Here we explicitly exhibit the overall z factor in Eq. (2.86). This overall factor can be cancelled by rescaling
the creation and the annihilation operators, ds,d†

s !p
zds,

p
zd†

s .
4 We note that the renormalized parameters are independent of the spin in the absence of a magnetic field.





Chapter 3

Adiabatic approximation in the Keldysh
formalism

In this chapter, we introduce the adiabatic approximation and derive a general formula
for the Berry connection in the Keldysh formalism. Our new formulation is applicable to
the interacting quantum dot systems with drivings of arbitrary parameters, including the
temperatures of the reservoirs. Adiabatic pumping via the interacting quantum dot was
formulated in the slave-boson mean filed theory [43] and in the perturbation expansion up to
infinite order [44]. Compared with these previous works, our formulation has an advantage
that the effect of the Coulomb interaction is integrated in terms of the one- and two-particle
GFs. The formula derived in this chapter (Eq. (3.21)) is one of the fundamental results of this
thesis and will be utilized to discuss the topological nature of adiabatic pumping in Chapter
4 and the effect of the Coulomb interaction in Chapter 5.

3.1 Outline

In order to estimate the amount of adiabatically pumped charge in one cycle, one should
formulate the adiabatic approximation. In this section, we show an outline of the derivation.
A detailed derivation is given in the next section.

In Sec. 2.2.2, we have derived Brouwer’s formula using the adiabatic approximation.
The present derivation is almost the same as discussed in Sec. 2.2.2. We consider parameter
driving with an infinitesimally small amplitude:

Xn(t) = Xn,0 +dXne�iWt , (3.1)



30 Adiabatic approximation in the Keldysh formalism

where Xn(t) is the n-th driving parameter. The amount of pumped charge in one cycle is
defined as

hdQri=
Z T

0
dt hIr(t)i . (3.2)

Assuming that the driving amplitude is infinitesimally small, the time-dependent charge
current can be approximated up to the linear order as

Ir(t)' Ist.
r +Â

n
Gr,n(W)dXneiWt . (3.3)

Considering the W-linear term of the dynamical conductance, one can define the Berry
connection Ar,n,

Gr,n(W) =�iWAr,n +O(W2), (3.4)

and obtain the Brouwer’s formula,

hdQri= Â
n

Z

C
dXn Ar,n

= Â
n,m

Z

A
dXn ^dXm Pr,nm, (3.5)

Pr,nm =
∂Ar,m

∂Xn
. (3.6)

3.2 Derivation of the dynamic conductance and the Berry
connection

In the scattering theory, we evaluate the Berry connection Ar,n simply by the scattering
matrix without solving specific models. Here, we calculate the dynamical conductance
using the Keldysh formalism. By the Fourier transformation, one can define the dynamical
conductance with time arguments

Gr,n(t1, t2) =
Z dW

2p
Gr,n(W)e�iW(t1�t2). (3.7)
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This dynamical conductance equals to a functional derivative with respect to the driving
parameters (for detail derivation, see Appendix D),

Gr,n(t1, t2) =
d hIr(t1)i
dXn(t2)

�

�

�

�

dXn=0
. (3.8)

For example, let us regard the dot-reservoir coupling driving as a driving parameter:

gr(t) = gr,0 +dgre�iWt . (3.9)

Substituting Eq. (2.57) into Eq. (3.8),

Gr,r2(t1, t2) = 2eRe

"

Â
k,s

dg⇤r (t1)
dgr2(t2)

G<
ds,c†

rks
(t1, t1)+Â

k,s
g⇤r (t1)

d
dgr2(t2)

G<
ds,c†

rks
(t1, t1)

#

. (3.10)

The former term of Eq. (3.10) contains a delta function d (t1 � t2), which comes from dg⇤r (t1)
dgr2(t2)

.
This indicates that its Fourier component is W-independent and does not contribute to the
Berry connection. Therefore, the former term can be neglected. The functional derivative of
the Keldysh GF in the latter term can be calculated as

d
dgr2(t2)

G<
ds,c†

rks
(t1, t1) = T+�+

r,r2
(t1, t1, t2)�T+��

r,r2
(t1, t1, t2), (3.11)

where Tr,r2 is a three-point diagram defined as

Tr,r2(t1,t2,t3) = (�i)2
⌧

TK

⇢

ds(t1)c†
rks(t2)

∂H
∂gr2

(t3)

��

, (3.12)

∂H
∂gr2

= Â
k,s
(d†

s cr2ks + c†
r2ksds), (3.13)

and the superscripts indicates the Keldysh contour which t1, t2, and t3 belong to. Using the
equation-of-motion technique, the triangle diagram can be described by a two-particle GF
and the 1PI self-energy as follows:

(�i)2
⌧

TK

⇢

ds(t1)c†
rks(t2)

∂H
∂gr2

(t3)

��

= Â
k3,s3

(�i)2
D

TK

n

ds(t1)c†
rks(t2)d†

s3
(t3)cr2k3s3(t3)

oE

+(�i)2
D

TK

n

ds(t1)c†
rks(t2)c†

r2k3s3
(t3)ds3(t3)

oE

, (3.14)
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and

Â
k3,s3

(�i)2
D

TK

n

ds(t1)c†
rks(t2)d†

s3
(t3)cr2k3s3(t3)

oE

= Â
k3,s3

(�i)2
D

TK

n

ds(t1)d†
s3
(t3)

oED

TK

n

cr2k3s3(t3)c†
rks(t2)

oE

+ Â
r4,r5,k3,k4,k5,s3,s4,s5

Z

CK
dt4dt5

h

(�i)4gr4g⇤r5

D

TK

n

ds(t1)d†
s3
(t3)d†

s4
(t4)ds5(t5)

oE

c

⇥
D

TK

n

cr4k4s4(t4)c†
rks(t2)

oED

TK

n

cr2k3s3(t3)c†
r5k5s5

(t5)
oEi

= dr,r2 |gr|�2Gss(t1,t3)Sr,s(t3,t2)

+Â
s2

Z

dt4dt5 (g⇤r gr2)
�1Dsss2s2(t1,t4,t5,t3)Sr,s(t4,t2)Sr2,s2(t3,t5), (3.15)

Â
k3,s3

(�i)2
D

TK

n

ds(t1)c†
rks(t2)c†

r2k3s3
(t3)ds3(t3)

oE

= Â
s2

Z

dt4dt5 (g⇤r g⇤r2
)�1Dsss2s2(t1,t4,t3,t5)Sr,s(t4,t2)Sr2,s2(t5,t3). (3.16)

Here Dsss2s2(t1,t4,t3,t5) is the two-particle GF defined in Eq. (2.78). As a result, we obtain

Gr,r2(t1, t2) = 2eÂ
s

Re

"

Â
µ

g�1
r G+µ

s (t1, t2)Sµ�
r,s (t2, t1)dr,r2

+ Â
µ2,µ3,µ4

Â
s2

Z

dt3dt4 g�1
r2

D+µ3µ4µ2
sss2s2 (t1, t3, t4, t2)Sµ3�

r,s (t3, t1)Sµ2µ4
r2s2 (t2, t4)

+ Â
µ2,µ3,µ4

Â
s2

Z

dt3dt4 (g⇤r2
)�1D+µ3µ2µ4

sss2s2 (t1, t3, t2, t4)Sµ3�
r,s (t3, t1)Sµ4µ2

r2s2 (t4, t2)

#

.

(3.17)

Here the summation of Keldysh indices denotes

Â
µ

Aµ = A+�A�. (3.18)
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The Fourier component of the dynamic conductance becomes

Gr,r2(W) = 2eÂ
s

Re

"

Â
µ

Z dw
2p

g�1
r G+µ

s (w)Sµ�
r,s (w �W)dr,r2

+ Â
µ2,µ3,µ4

Â
s2

Z dw1dw2

2p
g�1

r2
D+µ3µ4µ2

sss2s2 (w1,w2,w2 +W)Sµ3�
r,s (w1)Sµ2µ4

r2s2 (w2)

+ Â
µ2,µ3,µ4

Â
s2

Z dw1dw2

2p
(g⇤r2

)�1D+µ3µ2µ4
sss2s2 (w1,w2 �W,w2)Sµ3�

r,s (w1)Sµ4µ2
r2s2 (w2)

#

.

(3.19)

Here we define the Fourier component of the two-particle GF as

Dµ1µ2µ3µ4
s1s1s2s2 (t1, t2, t3, t4)

= Dµ1µ2µ3µ4
s1s1s2s2 (0, t2 � t1, t3 � t1, t4 � t1)

=
Z dw1dw2dw3

(2p)3 Dµ1µ2µ3µ4
s1s1s2s2 (w1,w2,w3)eiw1(t2�t1)e�iw2(t3�t1)eiw3(t4�t1). (3.20)

Considering the W-linear term of the dynamic conductance, we obtain the Berry curvature

Ar,r2 =�2eÂ
s

Im

"

Â
µ

Z dw
2p

g�1
r G+µ

s (w)
∂

∂w
Sµ�

r,s (w)dr,r2

� Â
µ2,µ3,µ4

Â
s2

Z dw1dw2

2p
g�1

r2

∂
∂w3

D+µ3µ4µ2
sss2s2 (w1,w2,w3 = w2)Sµ3�

r,s (w1)Sµ2µ4
r2s2 (w2)

+ Â
µ2,µ3,µ4

Â
s2

Z dw1dw2

2p
(g⇤r2

)�1 ∂
∂w3

D+µ3µ2µ4
sss2s2 (w1,w3 = w2,w2)Sµ3�

r,s (w1)Sµ4µ2
r2s2 (w2)

#

.

(3.21)

Throughout this derivation, we do not make any assumption on the strength of the Coulomb
interaction and the dot-reservoir coupling, so this Berry connection is valid for the interacting
quantum dot system. We note that this formula cannot be derived by the scattering theory.

In our formula, the effect of the Coulomb interaction is expressed in terms of the one-
and two-particle GFs, as shown in Eq. (3.21). Since the one- and two-particle GFs can be
calculated by several methods such as diagrammatic methods, numerical simulations, and
the Fermi liquid theory, the present formalism is suitable to theoretical study on adiabatic
pumping. Actually, we will utilize this formula in Chapters 4 and 5.





Chapter 4

Almost topological pumping in
non-interacting quantum dot system

In this chapter, we focus on the adiabatic charge pumping via a non-interacting single-level
quantum dot with two electron reservoirs [22]. The situation we consider is as follows
(see Fig. 4.1): The energy level of the quantum dot is located above the Fermi level. The
temperature and chemical potential are set to be equal for both reservoirs. The strengths of
tunnel coupling between the reservoirs and the quantum dot are driven separately.

We show that the amount of pumped charge in one cycle is almost quantized to e/2 when
the density of states of the reservoir is constant. We also show that the amount of pumped
charge changes depending on the energy dependence of the density of states in the reservoirs.
We clarify the relation between the quantized value and the reservoir band structure, and
discovered that the qunatized value can be characterized by one parameter l , which is the
ratio of the Lamb shift to the linewidth.

4.1 Model Hamiltonian

To discuss the adiabatic charge pumping induced by the time-dependent tunnel couplings via
the single-level quantum dot without the Coulomb interaction, we consider the Hamiltonian
as follows:

H = Hd + Â
r=L,R

(Hr +HT,r), (4.1)
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Fig. 4.1 (a) A quantum dot with tunnel-couplings KL(t) and KR(t) to the reservoirs, controlled
by gates-voltages, VL(t) and VR(t). These are slowly varied around the cycle in (b), with gate
M ensuring the dot-level is fixed at energy ed . Any contour enclosing the Berry curvature
peak in (b) without touching it (e.g. contours 1 and 2) pumps the same fraction of an electron
per cycle, up to exponentially small corrections. The couplings induce a level-broadening
and a Lamb shift on the dot. Since KL(t) and KR(t) depend exponentially on VL,R(t), contour
1 in (b) maps to contour 1 in (c).
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where

Hd = edd†d, (4.2)

Hr = Â
k

ekc†
rkcrk, (4.3)

HT,r = Â
k

gr(t)(d†crk + c†
rkd). (4.4)

This model is often called the Fano-Anderson model [51, 52]. Here, d† and d are creation
and annihilation operators of electrons in the dot with energy ed , while c†

rk and crk are those
of electrons in the reservoir r = L,R with wavenumber k and energy ek. The tunnel-coupling
between the system and the wavenumber k in reservoir r is gr(t), which is taken to vary slowly
with time. This model neglects electron-electron interactions in the quantum dot; the simplest
experimental implementation is discussed in Sec. 4.2.4. Since this model only includes
quadratic terms with respect to the creation and annihilation operators, it is exactly soluble.
Therefore, we can study adiabatic pumping without making any approximations except
the adiabatic approximation (in particular, it is not necessary to assume weak dot-reservoir
coupling).

We take the reservoirs to have a continuum of states, and assume both of them have
the same density of states r(w). In general, this density of states may have energy (w)
dependence, band-gaps, etc. The couplings between the system and each reservoir is
described in terms of the time-dependent function

Gr(w, t) = Kr(t)r(w) (4.5)

where Kr(t) = |gr(t)|2 is the coupling parameter. A second crucial quantity for the physics of
this model is

Lr(w, t) = Kr(t) P
Z

de r(e)
w � e

, (4.6)

where the integral is the principal value. For compactness, we also define

G(w, t) = GL(w, t)+GR(w, t) (4.7)

L(w, t) = LL(w, t)+LR(w, t) (4.8)

We refer to Gr(w, t) as level-broadening, and to Lr(w, t) as a Lamb shift. This is a slight
abuse of terminology, but it is justified by the dot’s local density of states[51, 52] being
G(w)

�⇥�

w � ed �L(w)
�2

+G2(w)
⇤

. So if G and L are w-independent, then they are the
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level-broadening and the Lamb shift, respectively. We simply keep this terminology for cases
where G and L have an w-dependence.

In what follows, our results become simplest if Kr is written in terms of the dimensionless
coupling Xr, which measures the level-broadening in units of the distance of the dot level
from the Fermi level;

Xr =
r(µ)Kr

2(ed �µ)
for r = L,R, (4.9)

where r(µ) is the density of states at the Fermi level, and the factor of two is introduced to
make formulas compact.

As shown in Fig. 4.1, we realize the time-dependent coupling Kr(t) by driving the gate-
voltages. Typically, the dot is coupled to reservoir r through tunnel-barriers of height Er(Vr)

and width Lr(Vr), which are controlled by the gate-voltages Vr(t). The coupling strength is
estimated by the tunneling probability of the barriers, such as,

Kr ⇠ exp[�kr], (4.10)

where

kr = h̄�1Lr(Vr)
p

2mEr(Vr). (4.11)

By choosing the zero-point of the gate-voltage to coincide with Xr = 1 and linearizing
the kr, one can assume the relation,

Xr = exp[arVr], (4.12)

where ar = �
�

dk
�

dVr
�

> 0. We mainly work with Eq. (4.12) for simplicity. This as-
sumption does not lose any generality of our discussion, because the almost topological
fractional pumping always holds for Xr = exp[ fr(Vr)] as far as fr(Vr) takes a sufficiently
positive(negative) value in the limit of Vr ! • (Vr !�•).

4.2 Adiabatic almost-topological pumping of a fraction of
an electron per cycle

In this section, we briefly overview our main results, though the detailed calculations post-
poned to Sec. 4.3. Firstly, for a dot coupled to reservoirs without a band-structure, there is a
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loading

moving

unloading

(a)

(b)

(c)

Fig. 4.2 Cartoon of the three steps correspond to the loading, the moving, and the unloading
process, described in section 4.2.1, for a system without a Lamb shift (l = 0). The central
region represents the quantum dot, separated from the reservoirs by barriers, whose heights
we can vary to change the tunnel-coupling between the dot and the reservoirs. Although
the dot is a single site, it helps our intuition to show the dot’s hybridization with reservoir L
(R) due to the wavefunction penetrating the dot from the left (right). The pink region shows
that the average occupation of the state increases with time, while the blue one shows that it
decreases. The arrows indicate the average charge flow; the arrows in (b) indicate the charge
DQload is split in two, with DQ0 = DQload�DQ going back to L and a charge DQ0 going from
R. See section 4.4.
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topological pumping at half an electron per cycle. Secondly, one can choose the reservoir
band-structure to ensure the pumped charge is topologically quantized at an arbitrary fraction
of an electron per cycle.

4.2.1 Half an electron per cycle

Here we consider a situation where the reservoir density of states is energy independent (w-
independent), which is known as the wide band limit, and so r(w) = r . Then the reservoir
induces a level-broadening of the quantum dot’s energy level, but induces no Lamb shift;
L(w;KKK) = 0 in Eq. (4.8). Our calculations show that this control of the level-broadening
allows the pumping of half an electron per cycle in the low temperature limit.

The dot level is taken to be above the reservoir’s Fermi level, (ed � µ) > 0, and the
pumping cycle is taken to be the contour 1 in Fig. 4.1b,c, where neither ed nor µ changes
during the pumping cycle. The basic physical process, sketched in Fig. 4.2 is the following:

(a) Loading (segment 1a in Fig. 4.1c): The dot starts to be weakly coupled to the reservoirs
(VL and VR very negative) so the dot’s level-broadening is much less than (ed �µ); as
a result the dot’s occupation is almost zero. The coupling to reservoir L is increased
(VL increased), then the reservoir wavefunctions spread into the dot (as in Fig. 4.2a), as
the dot state hybridizes with reservoir states. The dot thus absorbs a charge of DQload.
Once the level-broadening is much more than (ed �µ), one reaches the limit where
half the broadened level is below the reservoir’s Fermi energy. In this limit, there is
half an electron in the dot, DQload ! e/2; in other words a 50% chance of finding the
dot level occupied.

(b) Moving (segment 1b in Fig. 4.1c): The coupling to reservoir L is slowly reduced to
zero, while that to reservoir R is slowly increased to its maximum value (VL reduced
and VR increased). During this process, the sum of the two couplings remains constant.
Thus, the wavefunctions of reservoir R spread more into the dot, while those of
reservoir L spread less into the dot. The occupation of the dot remains the same, but
the hybridization of the dot state moves from reservoir L to reservoir R.

(c) Unloading (segment 1c in Fig. 4.1c): The coupling to R is reduced (VR reduced) so
the level-broadening again becomes much less than (ed � µ). As a result, the dot
level empties into reservoir R, the reservoir wavefunctions spread into the dot become
negligible, and one returns the dot to its initial state.
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This cycle transfers a charge of DQ from reservoir L to reservoir R. Be sure that DQ 6= DQload.
When the coupling is large enough that the level-broadening in step 1b is much more than
(ed �µ), then DQ ! DQload ! e/2.

4.2.2 Seeing the topology

The adiabatic charge pumped per cycle can be said to be topological when it is the same
for all adiabatic pumping cycles of the gate voltages that have the same topology. We will
show that one can pump the same amount of charge up to exponentially small corrections by
arbitrary cycles of VL and VR under certain conditions, we call it “adiabatic almost-topological”
pumping.

To see what this means, one must write the charge pumped into reservoir R as an integral
over the surface in the VL-VR plane enclosed by the pumping cycle C,

DQR = e
Z

C
dVLdVR PR [VL,VR] . (4.13)

Then one calculates PR [VL,VR], which is referred to as the Berry curvature, for the pumping.
If one finds that this Berry curvature is a Dirac d -function, then the pumping is entirely
topological; the adiabatically pumped charge only depends on how many times the pumping
contour winds around the d -function. Here, our central result, Eq. (4.28), indicates that the
Berry curvature is not a d -function, but it is strongly peaked with an exponential decay away
from the peak, see Fig. 4.3. Then we call the pumping almost topological, because it depends
only on the contours topology (how many times it winds around the peak) if the contour
stays away from the peak, and if we neglect the exponentially small corrections coming
from the tail of the peak. Thus contours 1 and 2 in Fig. 4.1b pump the same charge (up to
exponentially small corrections) because they both have the same topology — each winds
once around the peak.

Fig. 4.3b shows the peak for reservoirs with uniform density of states. The integral over
this peak is 1/2, so the contours in Fig. 4.3b will thus pump the charge

DQquantized = e/2. (4.14)

In the limit of thick tunnel barriers, L ! •, one sees that ar in Eq. (4.12) also goes to
infinity. Then the Berry curvature peak becomes a Dirac d -function in the VL-VR plane. This
means that the adiabatic pumping will becomes entirely topological. However, for L ! •,
the tunnel coupling is exponentially small. In this case, by setting (ed �µ) as small as the
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Fig. 4.3 Plots of the Berry curvature, PR(VL,VR), for the dot-reservoir coupling in Eq. (4.12).
This is given by Eq. (4.28). It is always a sharp peak, but the volume under the peak is highly
l -dependent, and given by Eq. (4.16). Contour 1 from Fig. 4.1b is also shown.
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couplings, one can make XL and XR of order of one. Therefore the pumping contour can
sufficiently enclose the d -function peak.

4.2.3 Different fractions of an electron per cycle

Let us now consider reservoirs with a non-uniform density of states, where r(w) depends
on w . In this case, the Lamb shift in Eq. (4.8) is non-zero; this means that the dot-reservoir
coupling does not only broaden the dot-level into a resonance, it also causes the center of
that resonance to be shifted in energy. Sec. 4.3 will use the Keldysh formalism to show that
the adiabatic almost-topological pumping is quantized at a fraction of an electron (between 0
and 1), which is given by the ratio of the Lamb shift to the level-broadening. We define l as
the following dimensionless measure of this ratio at w = µ ,

l = 2L(µ, t)
�

G(µ, t), (4.15)

where the factor of 2 is introduced to make our results compact. It is surprising that the exact
result for pumping at low-temperatures only depends on the ratio of the Lamb shift at the
Fermi level to the level-broadening at the Fermi level, when many other observables depend
on these quantities integrated over all energies (see e.g. n(KKK) is Sec. 4.4). It is not easy to
explain how this quantity emerges in the exact calculation, but we believe it is because we
are at very low temperature and zero bias, so all charge flow between reservoirs happens
at energies at (or extremely close to) the Fermi level. Hence the pumped charge also only
depends on the physics of the Lamb shift and level-broadening at the Fermi level.

We will show that the almost topological charge pumped by the cycle described in
Sec. 4.2.1 is

DQquantized =
e
p



p
2
� arctan(l )� l

1+l 2

�

. (4.16)

Hence, for this pumping cycle, DQquantized is a monotonically decaying function of l , and
it take values between e and 0. More precisely, DQquantized equals

⇥

1�2
�

(3pl 2)
⇤

e for
l ⌧�1, equals e/2 at l = 0, and equals 2e

�

(3pl 2) for l � 1.
Crucially, l is entirely determined by the reservoir band-structure. From Eqs. (4.7), (4.8)

and (4.15), l can be described only by the density of states of reservoirs and the Fermi level,
such as,

l =
2

r(µ)
P
Z

de r(e)
µ � e

, (4.17)
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so it is independent of KL, KR and t. By choosing a suitable reservoir band-structure and the
Fermi level, one can choose arbitrary fraction between e and 0.

4.2.4 Requirements for experimental observation

There are four requirements for observing this quantized pumping of a fraction of an electron
per cycle.

The first requirement is a quantum dot which mimics the Hamiltonian in Eqs. (4.1)-
(4.4) which neglects electron-electron interactions on the dot. The simplest experimental
implementation of Eqs. (4.1)-(4.4) is an interacting quantum dot (described by an Anderson
impurity Hamiltonian) in a large enough magnetic field that the dot’s spin-state with higher
energy is always empty, which makes the on-dot interaction term negligible.

The second requirement is that kBT is much smaller than (ed �µ), larger temperatures
will destroy the quantization. At the same time (ed �µ) should be small enough that we can
make the dot-reservoir coupling K � (ed �µ)/r(µ). Thus we require that kBT ⌧Kmaxr(µ),
which means the required value of T depends on how strongly the dot can be coupled to the
reservoirs.

The third requirement is related to the fact that the charge pumping is probabilistic, with
only the average charge being quantized. This probabilistic nature of the pumping is typical
whenever there is part of the pumping cycle in which the dot is coupled to both reservoirs at
the same time (segment 1b of the cycle). Thus in any given cycle n = 0,±1,±2, · · · electrons
might flow. The central limit theorem tells us that averaging over many cycles will give an
answer that will converge to the quantized fraction that we predict.

The fourth requirement is due to our assumption that ed is time-independent during the
pumping cycle. Unfortunately, in practice, the electrostatic gates that vary KL and KR, will
also have a capacitive coupling to the dot-level, causing ed to vary. Gate M in Fig. 4.1a
will minimize this capacitive coupling, by partially screening the dot from gates L and R.
Any remaining capacitive coupling to gates L and R will act much like the Lamb shift.
However, this coupling grows linearly in VL and VR, while the level-broadening and Lamb
shift (if present) grow exponentially, as can be seen in Eq. (4.12). Therefore, any effect of the
capacitive coupling on ed will become negligible compared to the broadening at large arVr.
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4.3 Detailed results

For the Hamiltonian in Eqs. (4.1)-(4.4), we find that the Berry connection contains two terms,

AAAr(KKK) = AAAbroad
r (KKK)+AAAshift

r (KKK), (4.18)

because AAAr(KKK) involves a derivative with respect to KKK, and that derivative can act on the
level-broadening (giving AAAbroad) or the Lamb shift (giving AAAshift). If there is no Lamb shift
then AAAshift

r (KKK) = 0, while if the Lamb shift is much greater than the level-broadening, then
Eq. (4.18) is dominated by AAAshift

r (KKK). The Keldysh calculations outlined in Chapter 3 give

h

AAAbroad
r (KKK)

i

r0
=
Z dw

2p

h⇣

B2 � 1
4
A 2

⌘

f Lr �
1
2
A B f Gr �dr,r0B

0 f
i ∂G

∂Kr0
, (4.19)

h

AAAshift
r (KKK)

i

r0
=
Z dw

2p

h

2BA f Lr +
1
4
A 2( f 0Gr � f G0

r)+B2( f Gr)
0 �dr,r0(A f )0

i ∂L
∂Kr0

,

(4.20)

where r and r0 are L or R, and f = [1+e(w�µ)/T ]�1 is the Fermi function. The prime denotes
the partial derivative with respect to w . The quantities Lr and Gr are given in Eqs. (4.5-
4.8), while A = 2Im[GA(w)] and B = Re[GA(w)]. Here GA(w) is the advanced GF for a
non-interacting quantum dot defined as

GA(w) =
1

w � ed �L(w;KKK)� iG(w;KKK)/2
. (4.21)

Turning to the Berry curvature, we see it contains two derivatives (with respect to Kr0),
because [AAAr(KKK)]r0 contained one derivative. Hence Pr(KKK) contains three terms; a “broad-
broad” term due to both derivatives acting on the broadening, a “shift-shift” term due to both
derivatives acting the Lamb shift, and a “shift-broad” term with one derivative on each of
them. The “shift-shift” term turns out to be zero, showing that the Lamb shift alone is not
enough to do pumping. Intuitively, this can be understood as the Lamb shift only moving the
dot level, which is not enough to do pumping. Hence

PR(KKK) = Pbroad-broad
R (KKK)+Pshift-broad

R (KKK), (4.22)
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and PL(KKK) =�PR(KKK), with

Pbroad-broad
R (KKK) =

Z dw
4p

f 0A B
G2(w,KKK)

K2 , (4.23)

Pshift-broad
R (KKK) =

Z dw
4p

f 0A 2 G(w,KKK)L(w,KKK)

K2 . (4.24)

where we have used the fact that L and G are proportional to K = KL +KR. A bit more
algebra gives

PR(KKK)

=
e
2

Z dw
2p

(w � ed)r2(w)G(w;KKK)
�

∂ f
�

∂w
�

h

⇥

w � ed �L(w;KKK)
⇤2
+
⇥1

2G(w;KKK)
⇤2
i2 . (4.25)

This depends on the sum of the couplings, K = (KL +KR), but not on the difference (KL �
KR).

4.3.1 Low temperature pumping

In the limit of low temperature, we can make the approximation
�

∂ f
�

∂w
�

= �d (w �µ)
in Eq. (4.25). To justify this approximation one needs the other terms in the integrand of
Eq. (4.25) to vary little over the window of w given by µ ±kBT . Then, the Berry curvature is

PR(KKK) =
e

4p
(ed �µ)r2(µ)G(µ;KKK)

h

⇥

µ � ed �L(µ;KKK)
⇤2
+
⇥1

2G(µ;KKK)
⇤2
i2 . (4.26)

Writing this in terms of l in Eq. (4.15), the low-temperature result for pumped charge per
cycle (in units of e) is given by the dimensionless integral

DQR

e
=

2
p

Z

C
dXLdXR

X
[(1+lX)2 +X2]2

(4.27)

where Xr defined in Eq. (4.9) with r being r(µ), and X = XL +XR. Here C is a driving
contour in the (XL,XR)-plane.

As explained in Sec. 4.1, we control gate-voltages Vr, in experiments. By substituting
Eq. (4.12) into Eq. (4.27), we find the Berry curvature in the (VL,VR)-plane

PR(VL,VR)

e
=

2
p

aLaR X eaLVLeaRVR

[(1+lX)2 +X2]2

�

�

�

�

�

X=eaLVL+eaRVR

, (4.28)
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Fig. 4.4 The solid curves are the charge pumped per cycle on the triangular pumping cycle,
given by Eq. (4.30). From top to bottom we have l =�3,�0.5,0,0.5,1,3. The horizontal
dashed lines show the large Xmax limit given by Eq. (4.16).

shown in Fig. 4.3. This is our central result, because both the fractional and topological
nature of the adiabatic pumping follow from it, as we now show.

Eq. (4.28) has a peak at small |arVr|, and decays exponentially as |Vr| grows. Hence, any
pumping contour that encloses the peak without encroaching on it will give the same pumped
charge per cycle (up to exponentially small corrections), ensuring quantized pumping.

To calculate the charge pumped by such a cycle, we return to Eq. (4.27) and consider a
triangular contour C explained in Fig. 4.1c. The contour is the triangle defined by (XL,XR)

going from (0,0)! (Xmax,0)! (0,Xmax)! (0.0), where Xmax = rKmax
�⇥

2(ed �µ)
⇤

. We
write

Z

C
dXLdXR ,(· · ·) =

1
2

Z Xmax

0
dX

Z X

�X
dY (· · ·), (4.29)

where Y = XL �XR. Eq. (4.12) means that for large Xmax this triangular contour corresponds
to contour 1 in Fig. 4.1b, that encloses the peak in PR(VL,VR). We transform the integration
variables to X and Y as in Eq. (4.29), then

DQR

e
=

1
p



p
2
� arctan

✓

1+lXmax

Xmax

◆

� Xmax(1+lXmax)

1+X2
max +lXmax(2+lXmax)

�

, (4.30)
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see Fig. 4.4. We take Xmax ! • to get the pumping for a contour that corresponds to one
enclosing the peak of Eq. (4.28); this gives Eq. (4.16).

This gives our main results; the adiabatic pumping is almost topological, and pumps a
fraction of an electron (between 0 and e) given by the value of l , which is determined by the
reservoir’s band-structure and the Fermi level.

To see a gate-voltage dependence defined in Eq. (4.12), we substitute it into Eq. (4.27).
Then Eq. (4.28) changes, but it still remains strongly peaked with exponentially small tails.
This ensures that there is still adiabatic almost-topological pumping. Furthermore, the faction
pumped per cycle is the same for any voltage dependence, since it was calculated directly
from Eq. (4.27).

4.4 Comparison with dot occupation

One might naively guess that the pump is simply due to filling the dot state from L in the
“loading” part of the cycle, and then emptying it into R in the “unloading” part of the cycle.
Then the charge transferred from L to R would equal the charge loaded into the dot, DQload.
We show here that this is not the case; there is no simple relation between the pumped charge
and DQload.

We are considering the adiabatically slow pumping, so electrons are continuously tun-
nelling in and out of the dot from L and R (and tunnelling though the dot from L to R) during
the “moving” part of the cycle. They have too little energy to remain in the dot, but the
uncertainty principle means they can be there for a time of order h̄

�

(ed � µ). Therefore,
there is no reason to assume the pumped charge is related to the dot occupation. Indeed, the
occupation of the dot at low temperatures, see e.g. Ref. [53], is

n(KKK) =
Z µ

�•

dw
2p

G(w;KKK)
⇥

w � ed �L(w;KKK)
⇤2
+
⇥1

2G(w;KKK)
⇤2 .

For a uniform density of states L(w) = 0, the integrand is a Lorentzian, and so n(KKK) =

arctan [X ]
�

p . Then

DQload = e
⇥

n(KKKmax)�n(0)
⇤

=
e arctan [Xmax]

p
. (4.31)

From Eq. (4.30) with l = 0, we see the pumped charge is smaller than DQload by a factor of
DQ0 = eXmax

�⇥

p(1+X2
max)

⇤

, which vanishes when Xmax ! •. This means that the “moving”
part of the pumping cycle in section 4.2.1 involves a small flow, DQ0, from the R to L through
the dot (the dashed arrows in the Fig. 4.2b).
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For a non-uniform density of states, DQload depends on the w-dependence of G(w;KKK) and
L(w;KKK) for all w  µ . In contrast, the pumped charge in Eq. (4.16) depends only on their
values at w = µ . Thus in general DQ and DQload will not be related in any way, although
both will be between 0 and e. Either can be larger, so DQ0 can be of either sign. Indeed, two
different set-ups can have the same DQ and different DQload, or vice-versa.

4.5 Short summary

In this chapter, we discussed the quantization of the pumped charge in one cycle in a non-
interacting quantum dot system, when the dot-reservoir couplings are driven adiabatically.
We clarified the relation between the pumped charge and the density of states of the reservoirs
in detail. By utilizing the general formula for the adiabatic charge pumping derived in
Chapter 3, we calculated the pumped charge in one cycle. As a result, we found that the
pumped charge is quantized to a fraction of an electron (between 0 and e) up to exponentially
small corrections when the driving contour sufficiently encloses the peak of the Berry
curvature in the driving parameter space. We refer to this qunatized adiabatic pumping as the
almost-topological pumping.

We also pointed out that the fractional value of the pumped charge is determined by
only one parameter l (Eq. (4.16)), which is defined as the ratio of the Lamb shift to the
level-broadening at the Fermi level. This parameter depends on both the Fermi level and the
density of states of the reservoirs. For positive (negative) l , which indicates the Lamb shift
is positive (negative), the quantized value of the pumped charge approaches to 0 (e) as |l |
increases. For l = 0, where the density of states of the reservoirs has no energy-dependence,
the pumped charge is quantized to a half of the electron charge.





Chapter 5

Charge pumping in interacting quantum
dot system

In this chapter, we discuss an adiabatic pumping via a quantum dot with the Coulomb
interaction. We formulate adiabatic charge pumping induced by driving of the reservoir
parameters such as electro-chemical potentials and temperatures. To describe time-dependent
temperatures of the reservoirs, we introduce an artificial field called the thermomechanical
field. We also clarify the effect of the Coulomb interaction, especially the Kondo effect, on
adiabatic charge pumping within the renormalized perturbation theory (RPT).

5.1 Model

To clarify the effect of the Coulomb interaction on adiabatic charge pumping induced by
time-dependent temperatures and electrochemical potentials of reservoirs, we consider the
Anderson impurity model with the time-dependent reservoirs. The Hamiltonian is given by

H = Hd + Â
r=L,R

(Hr +HT,r), (5.1)
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where Hd , Hr, and HT,r describe the quantum dot, the electron reservoir r 2 {L,R}, and the
dot-reservoir coupling, respectively:

Hd = Â
s

edd†
s ds +Ud†

"d"d†
#d#, (5.2)

Hr = Â
k,s

ekc†
rkscrks, (5.3)

HT,r = Â
k,s
(grk(t)c

†
rksds +h.c.) (5.4)

Here, d†
s (ds) is the creation (annihilation) operator of an electron in the quantum dot with spin

s 2 {",#}, and c†
rks (crks) is that of an electron in the reservoir r with spin s and wavenumber

k. The electron energies in the quantum dot and the reservoirs are denoted by ed and ek,
respectively. U is the strength of the Coulomb interaction in the quantum dot.

In order to describe time-dependent temperatures and electrochemical potentials, we
introduce the time-dependent tunnel coupling constant defined as

grk(t) = gr
p

Br(t)exp
⇢

�i
Z t

�•
dt 0 [(Br(t 0)�1)ek +µr(t 0)]

�

, (5.5)

where gr is a time-independent coupling constant. Here Br(t) and µr(t) are introduced to
describe the time-dependent temperature and electrochemical potential of the reservoir r,
respectively. We assume that they are periodic functions of t,

Br(t) = Br(t +2pW�1), µr(t) = µr(t +2pW�1), (5.6)

where W is the pumping frequency. One might feel strange about the unfamiliar time-
dependent field Br(t). This field, which is called the thermomechanical field, is introduced to
describe the time-dependent temperature of reservoirs (for details, see Sec. 5.2.)

For simplicity, the Fermi levels of the reservoirs are set to zero in the absence of parameter
driving (Br(t) = 1, µr(t) = 0). We also assume that, without parameter driving, the reservoirs
are in thermal equilibrium with the reference temperature T . Throughout this section, we
consider the wide-band limit,

G = Â
r=L,R

Gr, (5.7)

Gr = 2pr|gr|2, (5.8)

where r is the density of states of reservoirs at the Fermi level.
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Fig. 5.1 Schematic of energy rescaling induced by the thermomechanical field. The left panel
shows the reservoir energy levels and the Fermi distribution for the original setup [Br(t) = 1],
and the right panel shows those modified by a thermomechanical field for Br(t)< 1. By this
energy rescaling, the reservoir temperature effectively decreases.

5.2 Thermomechanical field method

The thermomechanical field method was first proposed by Luttinger [54] and has been
employed in recent theoretical works [45, 55, 56]. In this section, we briefly explain how the
thermomechanical field modifies the temperature of the reservoirs. For a detailed discussion,
see Ref. [45, 56].

For simplicity, we consider the case of µr(t) = 0. As shown in the Hamiltonian given
by Eq. (5.3), the thermomechanical field rescales electron energies in the reservoirs as
ek ! B(t)ek. Figure 5.1 is a schematic of how this energy rescaling modifies the temperature
of the reservoir. First, before the energy scaling (Br(t) = 1), the electron reservoirs are both
in thermal equilibrium with the reference temperature T and their Fermi distribution function
is denoted by fr(e) = f (e,T,0), where f (e,T,µ) = [e(e�µ)/T +1]�1. Then, after the energy
scaling (Br(t) 6= 1), the Fermi distribution functions of the reservoirs are rescaled into f̃r(e)
as

f̃r(Br(t)e) = fr(e), (5.9)

and this energy rescaling can be substituted into the temperature directly as

f̃r(e) = fr(e/Br(t)) = f (e,Br(t)T,0). (5.10)
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As a result, the temperature of the reservoir is rescaled by the thermomechanical field as

Tr(t) = Br(t)T. (5.11)

To keep the temperature positive, the thermomechanical field Br(t) should be positive.
Let’s see how this mechanism works in practical calculation. For simplicity, we consider

time-indpendent case, Br(t) = Br,µr(t) = µr. The lesser component of 1PI self-energy
induced by the tunnel coupling with the thermomechanical field is calculated as

S<
r,s(t1, t2) = Â

k
grk(t1)g<rks(t1, t2)g

⇤
rk(t2)

= iGrBr

Z dw
2p

Z

de f (e,T,0)d (w � e)e�iw(t1�t2)e�i[(Br�1)e+µr](t1�t2)

= iGrBr

Z dw
2p

f (w,T,0)e�i(Brw+µr)(t1�t2)

= iGr

Z dw
2p

f (B�1
r (w �µr),T,0)e�iw(t1�t2)

= iGr

Z dw
2p

f (w,Tr,µr)e�iw(t1�t2). (5.12)

In the fourth line in Eq. (5.12), we use a variable conversion, (Brw +µr)! w . As shown
in the equation, this calculation result is equivalent to the result calculated by the reservoir
with temperature Tr and electrochemical potential µr. This indicates that one can emulate the
electron reservoir with arbitrary temperature by introducing the thermomechanical field.

We should note that the thermomechanical field describes only the rescaling effect of the
Fermi distribution function. Therefore, the thermomechanical field is applicable only to the
system under a time-independent temperature bias or a quasi-static driving of temperature.
Non-adiabatic effect, which strongly disturbs the Fermi distribution function, cannot be
discussed by this method.

5.3 Berry connection for the interacting quantum dot

In this section, we present the Berry connection and curvature for the present model. To
simplify the equations, we use a parameter vector XXX(t) defined by

XXX(t) =
⇣

Xµ(t)
⌘

=
⇣

TL(t),TR(t),µL(t),µR(t)
⌘T

. (5.13)

We can utilize the result in Sec. 3.1 for derivation of the Berry connection. The dif-
ferent point is the driving parameter: What we want to derive is the Berry curvature for
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time-dependent thermomechanical field and electrochemical potential, while the result in
Sec. 3.1 discusses tunnel coupling constant driving. However, as shown in Eq. (5.5), the
thermomechanical field and the electrochemical potential are introduced as a time-dependent
tunnel coupling constant, so we can obtain the result by making a minor modification to Eq.
(3.21).

To see what change should we make, let’s compare the functional derivative with respect
to the thermomechanical field and the electrochemical potential with the functional derivative
with respect to tunnel coupling. The functional derivative with respect to Br(t) which acts on
the action is calculated as

dS
dTr(t1)

=
1
T

dS
dBr(t1)

=
1
T

Z

dt dH(t)
dBr(t1)

=
Z

dt Â
k,s

grk(t)c†
rks(t)ds(t)



1
2Tr(t)

d (t � t1)� i
ek

T
Q(t � t1)

�

+
Z

dt Â
k,s

g⇤rk(t)d†
s (t)crks(t)



1
2Tr(t)

d (t � t1)+ i
ek

T
Q(t � t1)

�

. (5.14)

Here S denotes the action of the present model. In the same way,

dS
d µr(t1)

=�i
Z

dt Â
k,s

grk(t)c†
rks(t)ds(t)Q(t � t1)

+ i
Z

dt Â
k,s

g⇤rk(t)d†
s (t)crks(t)Q(t � t1). (5.15)

As a result, we obtain relations between the functional derivative with respect to Br(t) and
µr(t) and that with respect to grk(t) and g⇤rk(t):

d
dTr(t1)

=
Z

dt Â
k,s



1
2Tr(t)

d (t � t1)� i
ek

T
Q(t � t1)

�

grk(t)
d

dgrk(t)
+(c.c.), (5.16)

d
d µr(t1)

=�i
Z

dt Â
k,s

Q(t � t1)grk(t)
d

dgrk(t)
+(c.c.). (5.17)

This relation holds as long as the functional derivative acts on the action.
Next, let’s derive the Berry connection. As we discussed in Sec. 3.1, we consider

infinitesimally small driving:

Tr(t) = Tr,0 +dTre�iWt = T Br,0 +T dBre�iWt , (5.18)

µr(t) = µr,0 +d µre�iWt . (5.19)
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One can derive the dynamic conductance for Br and µr driving by combining Eq. (5.17) and
Eq. (3.19),

Gr,Tr1
(W)

= 2eÂ
s

Re
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Â
µ1
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and
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(W) = 2eÂ
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Be sure that the W�1 factor appears in the temperature and electrochemical potential driving
case and it leads the second order w-derivative in the Berry connection. Considering W-linear
term, the Berry connection is calculated as
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5.4 Pumping Mechanism 57

and
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Using the following relations:
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one finally obtains
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This is the Berry connection which describes the adiabatic charge pumping induced by the
time-dependent temperatures and electrochemical potentials of the reservoirs. As mentioned
in Chapter 3, this formula is applicable to an arbitrary strength of the Coulomb interaction
and the dot-reservoir coupling. All the effects of the Coulomb interaction are expressed by
the one- and two-particle GFs.

5.4 Pumping Mechanism

In this section, we discuss the mechanism of the adiabatic charge pumping induced by the
reservoir parameter driving. First, we show that the charge can be pumped by temperature
and electrochemical potential driving only when the interaction exists, U 6= 0, in Sec. 5.4.1.
Next, we present that the present charge pumping can be understood in terms of the delayed
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response of the quantum dot to the time-dependent reservoir parameters in Sec. 5.4.2. Finally,
we show that this delay in the response of the quantum dot can also be described in terms of
the dynamic conductance in Sec. 5.4.3 and 5.4.4.

5.4.1 U = 0 case

For U = 0, the two-particle GF becomes a product of two one-particle GFs

D+µ3µ4µ2
sss1s1 (w1,w2,w3) = G+µ2

0,s (w1)G
µ4µ3
0,s (w3)2pd (w1 �w2)ds,s1 , (5.26)

so the Berry connection (Eq. (5.25)) becomes
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Here, to calculate the summation of the Keldysh indices, we use the following relations:

∂
∂Xµ

S++
r,s (w) =

∂
∂Xµ

S<
r,s(w), (5.28)

∂
∂Xµ

S>
r,s(w) =� ∂

∂Xµ
S<

r,s(w), (5.29)

∂
∂Xµ

S��
r,s (w) =

∂
∂Xµ

S<
r,s(w), (5.30)

and

∂
∂Xµ

SR
r,s(w) =

∂
∂Xµ

SA
r,s(w) = 0. (5.31)

Because GA
0,s(w), GR

0,s(w), and SA
0,s(w) in Eq. (5.27) have no dependence on the temperature

and the electrochemical potential of the reservoirs, the Berry connection with U = 0 can be
described as a derivative of a function,

Ar,Xµ =
∂

∂Xµ
F(XXX). (5.32)
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This leads to the fact that the Berry curvature is always zero, because

∂Ar,Xµ

∂Xn
� ∂Ar,Xn

∂Xµ
= 0. (5.33)

This indicates that charges are transferred between the reservoirs throughout the pumping
cycle; however, the total charge transferred from the reservoir to the other is cancelled out in
one cycle for the noninteracting system.

This situation is completely different from that we discussed in Sec. 4.2. While the finite
amount of charge is pumped by tunnel coupling driving without interaction, the interaction
effect is essential for adiabatic charge pumping induced by the reservoir parameter driving.
To understand the mehcanims of pumping in the present case, we should find another scenario
different from what we present in Sec. 4.2.

5.4.2 Delayed response

The most plausible scenario is that the quantum dot state, such as the occupation number,
responses to the change of the temperature and the electrochemical potential of the reservoirs
with a delay time, and charges are rectified by this delayed response. To understand the
charge pumping in this framework, let us consider the steady-state charge current for arbitrary
reservoir parameters XXX(t) delayed with a small time d t(> 0):

Idelay
r (t) = Ist.

r (XXX(t �d t))

' Ist.
r (XXX(t))�Â

µ
∂ µ Ist.

r (XXX(t))Ẋµ(t)d t. (5.34)

It is easy to show that if we take the delay time as

d t =�
Âµ Ar,Xµ (XXX(t))Ẋµ(t)

Âµ ∂ µJst.
r (XXX(t))Ẋµ(t)

, (5.35)

the correction of the steady-state current due to the time delay d t coincides with the adiabatic
correction of the current:

Idelay
r (t) = Ist.

r (XXX(t))+Â
µ

Ar,µ(XXX(t))Ẋµ(t)+O(Ẍµ(t), Ẋ2
µ(t)) (5.36)

We note that the definition of the delay time given in Eq. (5.35) holds for arbitrary strengths of
U and G. This indicates that the transient effect in the adiabatic process is always represented
only by the delay time d t. In our previous work [56], we discussed this delayed response
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effect on the charge pumping within the first-order perturbation with respect to the Coulomb
interaction U .

One might suspect that the definition of delay time d t is something artificial. To support
our definition, we next consider low-frequency AC transport and an equivalent circuit of the
present adaibatic pumping. In the low-frequency AC trasnsport, it is known that the qunatum
dot is effectively equivalent to the RC-circuit. Equivalent circuit elements (a resistance and a
capacitance) are estimated by considering the dynamic conductance in the low-frequency
limit [4, 57, 58]. Using the equivalence to the RC-circuit, one can see that d t coincides with
the relaxation time of the interacting quantum dot.

5.4.3 AC response: the single-reservoir case

Before we discuss the dynamic conductance in the present system, we consider the single-
reservoir case, for which the low-frequency AC transport has been studied well [4, 57, 58].
We show that the time-dependent current under parameter driving can be understood in
terms of the delay time, which can be related directly to circuit elements called a dynamic
capacitance and a dynamic resistance.

We consider a quantum dot coupled to one reservoir, whose temperature and electrochem-
ical potential are modulated as

T (t) = T0 +dTe�iWt , µ(t) = µ0 +d µ e�iWt , (5.37)

where T0 and µ0 are the temperature and the electrochemical potential of the reservoir in
equilibrium, respectively. dT and d µ are the amplitudes of AC driving for the reservoir
parameter with a frequency W. For convenience of description, we define the parameter
vector

XXX(t) = (X1,X2) =
�

T (t),µ(t)
�

(5.38)

and rewrite Eq. (5.37) as

Xµ(t) = Xµ,0 +dXµe�iWt , (µ = 1,2). (5.39)

Here, we assume that the amplitude dXµ is small and consider the current flowing into the
quantum dot up to the linear order of dXµ :

I(t) = Â
µ

G µ(W)dXµe�iWt +O((dXµ)
2), (5.40)
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where Gµ(W;XXX0) is the dynamic conductance. We note that the leading term of the charge
current is proportional to O(dXµ) because the system is in thermal equilibrium for dXµ = 0.
In the low-frequency limit, the dynamic conductance can be expanded with respect to
frequency W as

G µ(W;XXX0) =�iWG µ
1 �W2G µ

2 +O(W3). (5.41)

These coefficients, G µ
1 and G µ

2 , are described by circuit elements as follows:

G µ
1 =Cµ , G µ

2 =�C2
µRµ , (5.42)

where Cµ and Rµ are the dynamic capacitance and dynamic resistance for electrochemical-
potential modulation (µ = 1) or temperature modulation (µ = 2), respectively [4, 58].
Substituting Eqs. (5.41) and (5.42) into Eq. (5.40), we obtain

I(t) =�iWÂ
µ
(G µ

1 � iWG µ
2 )dXµe�iWt +O((dXµ)

2,W3). (5.43)

This current response can be represented by only one parameter, i.e., the delay time d t as

I(t) = I0(t �d t), (5.44)

I0(t) =�iWÂ
µ

G µ
1 dXµe�iWt , (5.45)

where I0(t) is the capacitive current component due to the instant response of the charge in
the quantum dot to the external parameter driving. By comparing Eqs. (5.44) and (5.45) with
Eq. (5.43), the time delay should be taken as

d t =�
Âµ G µ

2 dXµ

Âµ G µ
1 dXµ

=
Âµ C2

µRµdXµ

Âµ CµdXµ
. (5.46)

One can see that d t is just an average of the relaxation time RµCµ of a quantum RC-circuit
weighted by CµdXµ . This relation shows that the time delay d t is closely related to the
transport coefficients in the dynamic AC response of the quantum dot.

5.4.4 AC response: the two-reservoir case

For the present system, i.e., the quantum dot coupled to the two reservoirs, the simple
interpretation by circuit elements described in the previous section is not applicable because
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a steady-state current generally exists. However, we show that there is still a relation between
the dynamic AC response and the delay time.

We first define the parameter vector by Eq. (5.13) and consider the time-dependent
parameter modulation give by

Xµ(t) = Xµ,0 +dXµ(t)e�iWt . (5.47)

The time-dependent current induced by this parameter modulation is described by

Ir(t) = Ist.
r (XXX0)+Â

µ
G µ

r (W)dXµe�iWt +O((dXµ)
2), (5.48)

where Ist.
r (t) is the steady-state current for a fixed parameter XXX = XXX0 and G µ

r (W) is the
dynamic conductance at XXX = XXX0. We expand G µ

r (W) with respect to W as

G µ
r (W;XXX0) = G µ

r,0 � iWG µ
r,1 +O(W2). (5.49)

Here, we can prove that the coefficients Gµ
r,0(XXX0) and Gµ

r,1(XXX0) are related to the stationary
current and the Berry connection as

G µ
r,0 = ∂ µ Ist.

r (XXX0), (5.50)

G µ
r,1 = Ar,Xµ (XXX0), (5.51)

respectively (see Eq. (3.4), for example). This correspondence between the dynamic
conductance and the Berry connection is reasonable because the dynamics of the system
under low-frequency modulation is indeed an adiabatic process.

From this correspondence, we can introduce the delay time of the current under the
parameter modulation and can relate it to the low-frequency response coefficients. Using
Eqs. (5.48)-(5.51), we obtain

Ir(t)' Ist.
r (XXX0)+d Ir(t �d t), (5.52)

d Ir(t) = Â
µ

G µ
r,0dXµe�iWt , (5.53)

where d Ir(t) is a time-dependent current component, which instantly responds to the parame-
ter modulation, and the time delay d t is determined by

d t =�
Âµ G µ

r,1dXµ

Âµ G µ
r,0dXµ

. (5.54)
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This expression for the delay time, which coincides with the one defined in Eq. (5.35),
indicates that the physical picture of the delay time for the charge pumping discussed in
Sec. 5.4.2 is reasonable, because it is written in terms of the linear AC response to small and
slow parameter modulation.

5.5 Evaluation of the Pumped Charge

In this section, we evaluate the adiabatic charge pumping with RPT discussed in Sec. 2.4.3.
We consider the first-order perturbation with respect to the renormalized Coulomb interaction
in the framework of RPT as an approximation. First, we present the interaction dependences
of the renormalized parameters. Next, we calculate the pumped charge as a function of U and
ed under the time-dependent electrochemical potentials of the reservoirs (Sec. 5.5.2) and the
time-dependent tempereatures of the reservoirs (Sec. 5.5.3). For simplicity, we assume the
symmetric coupling, GL = GR = G/2, and consider a symmetrized adiabatic pumped charge
dQ defined as

dQ =
1
2
(dQL �dQR)

=
1
2 Â

µ

Z

C
dXµ(AL,Xµ �AR,Xµ ). (5.55)

5.5.1 Renormalized parameters

Figure 5.2 shows the renormalized parameters determined from the Bethe ansatz solution [50]
for several values of u ⌘ U/G. The effective linewidth G̃ indicates the peak width of the
renormalized spectrum function of the quantum dot and gives the characteristic energy scale
of the system, i.e., the Kondo temperature. In the presence of the Coulomb interaction, G̃ is
strongly suppressed (the Kondo resonace). Actually, as seen in Fig. 5.2(a), the renormalized
linewidth G̃ is reduced in the presence of the Coulomb interaction around the particle-hole
symmetric point, ed = U/2. The renormalized Coulomb interaction Ũ is also shown in
Fig. 5.2(b); the ratio Ũ/G̃ first increases as u increases, and shows a tendency of saturation
for u & 3. The renormalized quantum dot energy level ẽd is shown in Fig. 5.2(c); it becomes
flat near the particle-hole symmetric point due to the pinning effect because the occupation
number of the electron in the quantum dot is fixed almost at one for the strong Coulomb
interaction.

In the following calculation, we consider first-order perturbation theory with respect to
the renormalized Coulomb interaction. In Ref. [56], we calculated the pumped charge up to
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Fig. 5.2 Renormalized parameters are plotted as a function of (ed �U/2)/G for u =U/G =
0.5,1.0,2.0,3.0,4.0. (a) The renormalized linewidth G̃, (b) ratio between the renormalized
Coulomb interaction Ũ and the renormalized line width G̃, and (c) renormalized quantum dot
energy level ẽd .



5.5 Evaluation of the Pumped Charge 65

the first-order perturbation for the bare model parameters. The present result is obtained by
replacing the model parameters in Ref. [56] with the renormalized ones1.

We give some remarks on the limitation of the first-order perturbation based on RPT:
(i) Because the RPT is based on the local Fermi liquid theory, it is applicable when the
temperature and the electrochemical potential are sufficiently small compared with the
renormalized linewidth G̃. (ii) Although the first-order perturbation with the renormalized
parameters still reflects more physics than that with the bare parameters, the higher order
effects of the interaction are ignored. In this chapter, however, we focus on the qualitative
tendency of how the parameter renormalization by the Coulomb interaction modifies the
pumped charge. For this purpose, the first-order perturbation is sufficient, because its major
effect of parameter renormalization is described in the present approximation.

5.5.2 Electrochemical-potential-driven pumping

First, we consider the time-depdent electrochemical potentials. We set the temperatures of
the reservoirs as zero and consider only the time-dependent electrochemical potential in the
near-equilibrium region,

µr(t) = eF +d µr(t), (5.56)

where eF is the Fermi level (set as zero throughout this chapter), and d µr(t) is the time-
dependent part of the electrochemical potential of the reservoir r. We assume that the
amplitude of the time-dependent part is small:

d µ ⌧ G̃ < G, (5.57)

where d µ = max|µ(t)|. By Stokes’ theorem, the symmetrized adiabatic pumped charge
given in Eq. (5.55) is rewritten as

dQ =
1
2

Z

A
dµLdµR



∂ (AL,µR �AR,µR)

∂ µL
�

∂ (AL,µL �AR,µL)

∂ µR

�

, (5.58)

1This approximation does not violate the charge conservation, while the second-order perturbation may
violate the charge conservation.
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where A indicates the integral surface on the µL-µR plane whose boundary is C. For the
small-amplitude driving of electrochemical potentials, d µ ⌧ G̃, dQ can be approximated as

dQ = P0,volt.V (A)+O
�

(d µ/G̃)3� , (5.59)

V (A) = G̃�2
Z

A
dµLdµR, (5.60)

where V (A) is a dimensionless quantity proportional to the area inside the contour C in the
µL-µR plane. The kernel P0,volt., which indicates the strength of the pumping, is calculated
at zero temperature as

P0,volt. = eG2 Â
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(5.61)

Now, we apply the first-order perturbation in the framework of the RPT to Eq. (5.61). The
two-particle GF is written in terms of the renormalized GFs as

D+µ3µ4µ2
sss2s2 (w1,w2,w3) =�iz2Ũ Â

µ1

G̃+µ1
s,0 (w1)G̃

µ1µ3
s,0 (w1 �w2 +w3)G̃

µ4µ1
s0,0 (w2)G̃

µ1µ2
s0,0 (w3),

(5.62)

where G̃µ1µ2
s,0 (w) is the GF with the renormalized parameters. The retarded and advanced one-

particle GFs with renormalized parameters, G̃R
s,0(w) and G̃A

s,0(w), are defined respectively
as

G̃R
s,0(w) =

1
w � ẽd + iG̃/2

, (5.63)

G̃A
s,0(w) =

1
w � ẽd � iG̃/2

. (5.64)

As a result, P0,volt. is written as

P0,volt. =� e
8p2

z2Ũ ẽdG̃6

(ẽ2
d + G̃2/4)4 +O

⇣

�

Ũ/G̃
�2
⌘

. (5.65)

In Fig. 5.3, we plot P0,volt. as a function of ed for several values of U . As seen from the
figure, P0,volt. is an odd function with respect to ed �U/2, which is the deviation from the
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Fig. 5.3 Quantum dot energy level dependence of P0,volt. for different values of the Coulomb
interaction. Five results are plotted for u = U/G = 0.5,1.0,2.0,3.0,4.0. As the Coulomb
interaction becomes stronger, the amplitude is enhanced for u . 1.0 and suppressed for
u & 1.0. The shape becomes increasingly broadened and the peak and dip positions are
shifted to larger values.

particle-hole symmetric point, and changes its sign at ed = U/2. This feature reflects the
energy derivative of the spectrum function of the quantum dot, P0,volt ⇠ A(eF)A0(eF). The
qualitative change in P0,volt. due to the increase of the Coulomb interaction is summarized as
follows: (i) the amplitude of its peak is first enhanced for U . G due to the increase in Ũ/G̃,
(ii) it is suppressed when the Coulomb interaction U exceeds G because the suppression
of the wavefunction renormalization factor z becomes relevant, and (iii) the peak position
moves away from the particle-hole symmetric point because of the pinning effect for the
renormalized quantum dot energy level ẽd . Thus, the whole features of the pumped charge
can be captured qualitatively by the quasi-particle renormalization, which reflects the Kondo
physics.

5.5.3 Temperature-driven pumping

Next, let us consider temperature-driven pumping. We set the electrochemical potentials
to the Fermi energy (set as zero throughout this paper) and consider only the temperature
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driving in the near-equilibrium region,

Tr(t) = T0 +dTr(t), (5.66)

where T0 is the average temperature and dTr(t) is the time-dependent part of the temperature
of reservoir r. We assume that the amplitude of the time-dependent part is small:

dT,T0 ⌧ G̃ < G, (5.67)

where dT = max|dTr(t)|.
In the same manner as for electrochemical potential driving, the symmetrized adiabatic

pumped charge is written as

dQ = P0,temp.V (A)+O((dT/G̃)3,(T0/G̃)3), (5.68)

V (A) = G̃�2
Z

A
dTLdTR

TLTR

T 2
0

. (5.69)

where V (A) is a dimensionless quantity proportional to the area inside the contour C in the
TL-TR plane. As we present in Sec. 5.5.2, the kernel P0,temp., which indicates the strength of
the temperature pumping, is calculated within the first-order perturbation as

P0,temp. =�
ep2z2T 2

0
18G̃2

Ũ G̃8ẽd(G̃2/4�3ẽ2
d )

(ẽ2
d + G̃2/4)6 . (5.70)

In Fig. 5.4, we plot P0,temp. as a function of ed for several values of U . As seen from
the figure, P0,temp. is also an odd function with respect to ed �U/2 and changes its sign
three times, at ed =U/2, and two other values of ed . This feature reflects the higher energy
derivatives of the spectrum function of the quantum dot, P0,temp. ⇠ A0(eF)A00(eF). The
qualitative change in P0,temp. for increasing the Coulomb interaction is summarized as
follows: (i) the amplitude of its peak continues to increase due to the increase in Ũ/G̃, (ii)
its peak growth saturates due to the saturation of Ũ/G̃ for u & 3, and (iii) the peak position
moves away from the particle-hole symmetric point because of the pinning effect for the
renormalized quantum dot energy level ẽd . The behavior (ii) is different from that in the case
of electrochemical potential driving. This is because P0,temp. contains temperature-dependent
factor,

�

T0/G̃
�2, which counters the wavefunction renomalization factor dependence.
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Fig. 5.4 Quantum dot energy-level dependence of P0,temp. for different values of the Coulomb
interaction. Five results are plotted for u =U/G = 0.5,1.0,2.0,3.0,4.0. We set the average
temperature as T0 = 0.01G. As the Coulomb interaction becomes stronger, the amplitude is
enhanced for u . 1.0 and suppressed for u & 1.0. The shape becomes increasingly broadened
and the peak and dip positions are shifted to larger value.

5.6 Short summary

In this chapter, we discussed the adiabatic charge pumping via the quantum dot induced by
the time-dependent temperatures and electrochemical potentials of reservoirs and clarified
the effect of the Coulomb interaction on the pumped charge. We considered the single-
level qunatum dot with the Coulomb interaction coupled to two electron reservoirs with
time-dependent temperatures and chemical potentials. Using the general formula derived in
Chapter 3, we derived the Berry connection for the present adiabatic charge pumping. To
describe the time-dependence of temperatures, we employed the thermomechanical field. Our
result is applicable to an arbitrary strength of the Coulomb interaction and the dot-reservoir
tunnel couplings.

We also clarified that the present pumping is caused by the rectification effect. When
the temperatures and electrochemical potentials of reservoirs are modified, the electronic
state in the quantum dot also changes with a delay time. This delayed response rectifies the
charge current and transfers net charge from one reservoir to the other. This delay time can
be estimated as a relaxation time by considering the equivalent RC-circuit of the quantum
dot.
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To discuss the effect of the Coulomb interaction on the pumped charge, we employed
the renormalized perturbation theory and considered the first-order perturbation with respect
to the renormalized Coulomb interaction for both the temperature driving case and the
electrochemical potential driving case (Figs. 5.3 and 5.4). We calculated the pumped
charge in a unit driving area as a function of the dot level for several values of the Coulomb
interaction. We found that the peak position of the pumped charge is shifted far from the
particle-hole symmetric point. This indicates that the Coulomb blockade effect strongly
suppresses the charge pumping.



Chapter 6

Summary and Perspectives

6.1 Summary and Future problems

In this thesis, we have studied adiabatic charge pumping via a quantum dot. We mainly
discussed two themes: (i) Almost topological feature of adiabatic charge pumping via a non-
interacting quantum dot system and (ii) the effect of the Coulomb interaction on adiabatic
charge pumping via a quantum dot system.

In Chapter 3, we introduced a general formula in the Keldysh formalism which describes
the adiabatic charge pumping via the quantum dot systems. This formalism, which describes
adiabatic charge pumping in terms of the one- and two-particle GFs, is applicable to the
interacting quantum dot with drivings of arbitrary parameters. This result is one of the
fundamental results in our thesis and utilized in Chapters 4 and 5.

In Chapter 4, we discussed the “almost" topological feature of adiabatic charge pumping
in the single-level quantum dot system without the Coulomb interaction. Here “almost
topological" means that the pumped charge in one cycle is insensitive to any change of the
driving contour as long as the driving contour surrounds the whole of the peak of the Berry
curvature. We figured out that the number of pumped electrons in one cycle is quantized into
a fractional value, between zero and one. This fractional value depends on the band structure
of the electron reservoirs. We showed that the fractional value can be characterized by one
parameter, l , defined by the ratio of the Lamb shift to the level-broadening at the Fermi level.
It is an important future problem to clarify how our classification is modified in the quantum
dot with the Coulomb interaction.

In Chapter 5, we discussed the adiabatic charge pumping via a single-level quantum dot
with the Coulomb interaction. Time-dependent temperatures and electrochemical potentials
of reservoirs were considered. We derived an analytical formula of the Berry connection
applicable to an arbitrary strength of the Coulomb interaction and the tunnel coupling. We
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also figured out the mechanism of the adiabatic charge pumping induced by temperature and
elecrochemical potential driving. The quantum dot responses to the change of temperatures
and electrochemical potentials of the reservoirs with the delayed time and this delayed
response rectifies the charge current. By considering the equivalent RC-circuit, the delay
time is estimated as the relaxation time of the quantum dot. Using RPT, we gave some
numerical results (Figs. 5.3 and 5.4) which show the interaction dependence on adiabatic
charge pumping beyond the Hartree approximation. We figured out that the renormalization
effects of the Coulomb interaction are observed in the pumped charge: the peak position of
the pumped charge is shifted far from the particle-hole symmetric point. This indicates that
the charge pumping is strongly suppressed by the Coulomb blockade effect. The present
formalism states that the adiabatic charge pumping can be evaluated by the two-particle
Green’s function of the electrons in the quantum dot, which can be in principle calculated by
numerical methods, such as the numerical renormalization group and the continuous-time
quantum Monte Carlo method. It is an important future problem to compute the pumped
charge accurately in the strong Coulomb interaction region.

In Chapters 4 and 5, we discussed the averaged value of the pumped charge in one cycle.
One can observe our results by repeating the pumping cycle and averaging the amount of
charge transfer. In order to distinguish the charge transfer by the pumping from that by the
steady charge current, one can consider pumping frequency-dependence: The amount of
the pumped charge in unit time is proportional to the pumping frequency, while the steady
charge current is independent of the pumping frequency. Observing the time-dependence
of the occupation number of the quantum dot through the pumping is another option to
distinguish the adiabatic charge pumping from the steady charge current. Especially, it is
possible to observe the difference between the pumping current and the steady current by
discussing the time-correlation of the occupation number. Because the time-correlation of the
occupation number cannot be discussed in our formalism, it is an interesting future problem
in the adiabatic pumping.

6.2 Perspective: Towards steady state thermodynamics

Our results provide a clear description of the physical mechanism of adiabatic charge pumping
in the quantum dot system where the hybridization between the dot and the reservoirs strongly
affects the transport. By generalizing our result to heat transport, we will be able to study the
thermodynamic property of quantum heat engines in nanoscale. For example, understanding
how the strong hybridization effect between the system and the reservoirs affects the entropy
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for a non-equilibrium steady state (NESS) is an important problem, which has been recently
discussed in steady state thermodynamics (SST).

SST [59–63] is a phenomenological proposal to generalize a concept of thermodynamics
toward NESS. When one discusses the thermodynamic property of NESSs, steady flows of
heat and particles under an external bias between the reservoirs are an inevitable problem.
One way to overcome this problem is to introduce a concept of an excess heat, which is
defined as a heat transfer after subtracting the contribution of the steady flow (see Appendix
E for more detail). The excess heat is a key idea to construct the framework of SST for
NESSs based on an operational approach. In SST, one expects that the non-equilibrium
entropy production can be related to the excess heat by the modified Clausius relation. In the
weakly biased case, this extended Clausius relation was proved for classical systems [64, 65]
and quantum systems [66]. In the strongly biased case, it was reported that the excess heat is
related not with the entropy but with the entropy production [15, 16].

In the theoretical frameworks of SST mentioned above, it is assumed that the coupling
between the system and the reservoirs is negligibly small, so the definition of the entropy for
quantum systems with the strong hybridization between the system and reservoirs has been
a mystery. Recently, a new theoretical framework of operational thermodynamics and the
new definition of the entropy for NESS were proposed for single-level quantum dots [67]
and coupled harmonic oscillators [68]. In these framework, the strong hybridization effect
between the system and the reservoirs is taken into account. However, the frameworks are
valid for specific models and it is still unknown they are valid for general quantum systems.

Since adiabatic pumping can be regarded as a quasi-static and cyclic operation, it can
be used as a fundamental operation in construction of SST. Therefore, we will be able to
study strong hybridization effect on the entropy of NESS by generalizing our formalism of
the adiabatic charge pumping to the adiabatic heat pumping.
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Appendix A

Keldysh Green’s functions

In this appendix, we summarize the definition and analytical formulas of one-particle GFs
for the Anderson impurity model.

The one-particle GF of electrons in the quantum dot is defined using the Keldysh time as

Gs(t1,t2) = (�i)
D

TK

n

ds(t1)d†
s (t2)

oE

. (A.1)

Each Keldysh component of the one-particle GF is written as

G++
s (t1, t2) = (�i)

D

T
n

ds(t1)d†
s (t2)

oE

, (A.2)

G<
s (t1, t2) = i

D

d†
s (t2)ds(t1)

E

, (A.3)

G>
s (t1, t2) = (�i)

D

ds(t1)d†
s (t2)

E

, (A.4)

G��
s (t1, t2) = (�i)

D

T̄
n

ds(t1)d†
s (t2)

oE

, (A.5)

GA
s (t1, t2) = iQ(t2 � t1)

Dh

ds(t2),d†
s (t1)

i

+

E

, (A.6)

GR
s (t1, t2) = (�i)Q(t1 � t2)

Dh

ds(t1),d†
s (t2)

i

+

E

, (A.7)

respectively.
For time-independent Hamiltonians, one can calculate the advanced and retarded GFs by

solving the Dyson’s equation as,

GA(w) =
1

w � ed �SA
g,s(w)�SA

U,s(w)
(A.8)

GR(w) =
1

w � ed �SR
g,s(w)�SR

U,s(w)
, (A.9)
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where Sg,s and SU,s are 1PI self-energies induced by the dot-reservoir coupling and the
Coulomb interaction, respectively. The self-energy Sg,s can be written as

SA/R/<
g,s (w) = Â

r
SA/R/<

r,s (w), (A.10)

SA
r,s(w) = Lr(w)+

i
2

Gr(w), (A.11)

SR
r,s(w) = Lr(w)� i

2
Gr(w), (A.12)

S<
r,s(w) = iGr(w) fr(w), (A.13)

where

Lr(w) = |gr|2 P
Z

de r(e)
w � e

, (A.14)

Gr(w) = 2p|gr|2r(w). (A.15)

We note that the other self-energy SU,s cannot be written by a simple form in general.
For U = 0, one can describe one-particle GFs as

GA
0,s(w) =

1
w � ed �L(w)� i

2G(w)
(A.16)

GR
0,s(w) =

1
w � ed �L(w)+ i

2G(w)
(A.17)

G<
0,s(w) = GR

0,s(w)S<
s (w)GA

0,s(w)

= i Âr Gr(w) fr(w)

(w � ed �L(w))2 +G2(w)/4
. (A.18)



Appendix B

Bethe anzats

In this appendix, we briefly introduce the Bethe anzats method for the Anderson impurity
model to calculate the renormalized parameters. Here we just summarize the results. For
detailed derivation, see Ref. [50].

Using the Bethe anzats, one can calculate the occupation number nd , spin susceptibility
cs, and charge susceptibility cc for zero temperature system. The renormalized parameters
can be defined by following simple relations:

nd =
1
2
� 1

p
arctan(2ẽd/G̃), (B.1)

cs =
gµb

2
r̃(1+Ũ r̃), (B.2)

cc = 2r̃(1�Ũ r̃), (B.3)

where

r̃ =
G̃/2p

ẽ2
d + G̃2/4

. (B.4)

Here g and µb are the g-factor and the Bohr magneton, respectively.
The occupation number, spin susceptibility, and charge susceptibility are calculated by

solving a set of integral equations as follows:

nd = 1�
Z a

�•
dL s(L), (B.5)

cs =
G
4

C(a)D(b )r(b )t(b )�1 �C(b )D(a)s(a)s(a)�1

C(a)D(b )�C(b )D(a)
, (B.6)

cc =
G
4

C(a)D(b )s(a)s(a)�1 �C(b )D(a)r(b )t(b )�1

C(a)D(b )�C(b )D(a)
, (B.7)
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where

C(a) = s(a)�1 ∂
∂a



Z a

�•
dLs(L)

�

, (B.8)

D(b ) = t(b )�1 ∂
∂b



Z b

�•
dkt(k)

�

, (B.9)

and

s(L) =
Z a

�•
dL0 R(L�L0)s(L0)�

Z b

�•
dk Q(B(k)�L)r(k)+r i(L), (B.10)

r(k) =�B0(k)


Z b
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dk0 R(B(k)�B(k0))r(k0)+

Z a

�•
dLQ(B(k)�L)s(L)

�
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s(L) =
Z a

�•
dL0 R(L�L0)s(L0)�

Z b

�•
dk Q(B(k)�L)t(k)+

Z •

�•
dk (2p)�1Q(B(k)�L),

(B.12)

t(k) =�B0(k)
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dLQ(B(k)�L)s(L)
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s i(L) =
Z •

�•

dk
2p

G
(k� ed)2 +G2/4

Q(L�B(k)), (B.14)

r i(k) =
1

2p
G

(k� ed)2 +G2/4
+

B0(k)
2p

Z •

�•
dk0

G
(k0 � ed)2 +G2/4

R(B(k)�B(k0)). (B.15)

The functions B(k), R(L), and Q(L) are defined as

B(k) = k(k�U �2ed) (B.16)

R(L) = 1
2

Z •

�•

dw
2p

sech(UGw/2)eiwL, (B.17)

Q(L) =
Z •

�•

dw
2p

1
1+ exp[UG|w|]e

iwL. (B.18)

The parameters a and b are determined by the following condition:

Z a

�•
dL s(L) = U +2ed

2p
, (B.19)

Z b

�•
dk t(k) =

H
2p

. (B.20)
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Here H is a magnetic field. When one considers no magnetic filed case, H = 0, the parameter
b =�•.





Appendix C

Overcounting problem and counter term

In this appendix, we explain the overcounting problem in RPT and how to solve this problem
by introducing the counter terms.

RPT is the perturbation theory based on a quasi-particle picture. In the framework of
RPT, all the GFs are derived from the action of the quasi-particles

Sqp =
Z

K
dt Lqp, (C.1)

where Lqp is the Lagrangian of the quasi-particle defined as

Lqp = Â
r,k,s



c†
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i
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� ẽd

◆

d̃s(t)
�

+Ũ d̃†
"(t)d̃
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h

g̃rd̃†
s (t)crks(t)+ c†

rks(t)d̃s(t)
i

. (C.2)

Here ẽd is the renormalized qunatum-dot level, Ũ is the renoramlized Coulomb interaction,
g̃r =

p
zgr is the renormalized tunnel coupling strength, and d̃†

s and d̃s are creation and
annihilation operators of the quasi-particle with a spin s. Using this Lagrangian, the advanced
GF of the quasi-particles, G̃A

s (w), is derived as

G̃A
s (w) =

1
w � ẽd � iG̃/2� zS̃A

Ũ ,s(w)
, (C.3)

where S̃A
Ũ ,s(w) is the advanced component of the renormalized 1PI self-energy induced.

Except the overall factor z, this GF of quasi-particles should be consistent with the GF of
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original electrons in Eq. (2.86),

zG̃A
s (w) =

z
w � ẽd � iG̃/2�Srem,A

U,s (w)
. (C.4)

To satisfy this equation, S̃A
Ũ ,s(w) should satisfy the conditions as follows:

S̃A
Ũ ,s(0) = zSrem,A

U,s (0) = 0, (C.5)

∂
∂w

S̃A
Ũ ,s(w = 0) = z

∂
∂w

Srem,A
U,s (w = 0) = 0. (C.6)

These two conditions are known as the renormalized condition for the renormalized 1PI
self-energy. In addition to these two conditions, one more condition is required for the
renormalized 2PI four-point vertex function:

Ĩ++++
sss̄s̄ (0,0,0,0) = Ũ . (C.7)

Eqs. (C.5)-(C.7) cannot be satisfied only by considering the Lagrangian of the quasi-
particle. This problem is called the overcounting problem. In order to solve this problem,
one should add the Lagrangian of the counter terms, defined as

LCT = Â
s



d̃†
s (t)

✓

il2
∂

∂t
�l1

◆

d̃s(t)
�

+l3d̃†
"(t)d̃

†
"(t)d̃

†
#(t)d̃#(t), (C.8)

where l1, l2, l3 are counter terms for ẽ = d, z, Ũ . Controlling these three degrees of freedom,
one can satisfy the renormalized conditions, Eqs. (C.5)-(C.7).



Appendix D

Derivation of Eq. (3.8)

In this appendix, we give a detailed derivation of Eq. (3.8). As shown in Eq. (3.3), the
dynamical conductance is defined as a linear response coefficient of dXn

Gr,n(W)e�iWt1 =
∂ hIr(t1)i
∂ (dXn)

�

�

�

�

dXn=0
. (D.1)

The right hand side of Eq. (D.1) is calculated by functional derivative in the Keldysh
formalism, such as,

∂ hIr(t1)i
∂ (dXn)

�

�

�

�

dXn=0
=
Z

dt2 F(t1, t2)e�iWt2 . (D.2)

where a function F(t1, t2) is defined as

F(t1, t2) =
d hIr(t1)i
dXn(t2)

�

�

�

�

dXn=0

=
d hIr(t1)i
dXn(t2,+)

�

�

�

�

dXn=0
� d hIr(t1)i

dXn(t2,�)

�

�

�

�

dXn=0
. (D.3)

Here d
dXn(t2,+)

and d
dXn(t2,+)

denote a functional derivative with respect to Xn(t2) on contour
C+ and C�, respectively (see Fig. 2.4). As we consider the limit of dXn ! 0, the function
F(t1, t2) depends only on the difference of time arguments t1 � t2 and its Fourier component
can be defined as

F(t1, t2) =
Z dw

2p
F(w)e�iw(t1�t2). (D.4)
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Substituting Eqs. (D.2) and (D.4) into Eq. (D.1), one obtains

Gr(W)e�iWt1 =
Z dw

2p
F(w)e�iwt1

Z

dt2 e�i(W�w)t2

=
Z dw

2p
F(w)e�iwt12pd (w �W)

= F(W)e�iWt1 . (D.5)

Using the inverse Fourier transform, we finally conclude

Gr,n(t1, t2) = F(t1, t2)

=
d hIr(t1)i
dXn(t2)

�

�

�

�

dXn=0
. (D.6)



Appendix E

Brief review of excess heat and extended
Clausius relation

In this appendix, we briefly introduce the extended Clausius relation [15, 16, 64–66] which
describes the relation between the entropy production and the heat transfer in SST.

In equilibrium thermodynamics, the Clausius relation describes the inequality between
the entropy production and the heat exchange due to a thermodynamic operation. In the
quasi-static limit, the entropy production exactly equals to the amount of heat transfer due to
the operation, such as

S f �Si = bQtot, (E.1)

where Si and S f are the entropy at the initial and the final state, respectively, Qtot is a total
heat flowing into a system, and b is an inverse temperature.

In SST, this equation does not hold, because the total heat, Qtot, diverges in the quasi-
static limit. In order to overcome this problem, excess heat is considered in SST. The excess
heat, Qex, is defined as an extra heat transfer due to the operation (Fig. E.1). As the heat
transfer due to the steady heat current is subtracted, the excess heat is a proper object in SST
which does not diverge in the quasi-static limit.

To see how the excess heat relates with the entropy production of steady-states, we
employ the Hamiltonian,

H = Hs + Â
r=1,··· ,N

Hr + gHc, (E.2)

where Hs is the Hamiltonian of the system, Hr is that of the reservoir r, and Hc is that of
coupling between the system and the reservoirs. Here g is a dimensionless parameter which
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Fig. E.1 A schematic of the excess heat. An operation starts at a time ti, and ends at a time t f .
During the operation, the heat current changes from Ji to Jf . The excess heat is defined as
the heat obtained by subtracting the steady heat production due to heat current of the final
steady state from the total heat (the grey area in the figure).

indicates the strength of coupling between the system and the reservoirs. We consider the
situation as follows: The reservoir r are set in equilibrium with the inverse temperature br,i

and the system is prepared in the initial steady-state described by the density matrix for the
initial steady state, rSS,i. At the initial time t = ti, the temperature of the reservoirs br,i are
changed to br, f . The system and the reservoirs evolves and finaly relaxes to new steady-state
described by the density matrix rSS, f at time t = t f . Under this situation, the excess heat and
the entropy production between the initial and the final steady-states satisfies the relation
known as the extended Clausius relation:

Ssym(rSS, f )�Ssym(rSS,i) = Â
r

br, f Qex,r +{O(e)+O(g)}2O(d )+O(d 2). (E.3)

Here Ssym(r) is the symmetrized von Neumann entropy defined as

Ssym(r) =�TrS



r ln(r)+ ln(TrT)
2

�

, (E.4)

where TrS[·] is a trace with respect to the degree of freedome of the system and T is the
time-reversal operator. Qex,r is the excess heat flowing from the reservoir r. e is a parameter
of non-equilibirumness defined as

e = Â
r=1···N



|br,i �bi|
bi

�
|br, f �b f |

b f

�

, (E.5)

bi/ f = N�1 Â
r=1···N

br,i/ f , (E.6)
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and d is an parameter describing the amount of chage

d = Â
r=1,··· ,N

br, f �br,i

br,i
. (E.7)
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