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#### Abstract

In this Thesis, we investigate problems of thermalization in closed (or isolated) and open quantum many-body systems, which are deeply tied to the foundations of quantum statistical mechanics. Such studies have attracted growing interest thanks to recent experimental realizations of controllable quantum many-body systems, e.g., cold atoms and ions.

We firstly discuss thermalization in closed quantum many-body systems. The eigenstate thermalization hypothesis (ETH) has been proposed as a sufficient condition for a system to be described by the microcanonical ensemble after a long-time dynamics. The ETH is expected to hold true for generic systems except for some systems such as many-body localized (MBL) systems with strong disorder. On the other hand, the reason why the ETH generically holds true has not yet been fully understood. We here rigorously show that the typicality argument, which has long been thought to justify the ETH, does not hold true for a realistic setup with few-body properties of observables and Hamiltonians.

We secondly discuss thermalization in open quantum many-body systems. State-of-the-art experiments (e.g., experiments under continuous measurement) have now enabled us to control dissipation, which may enrich properties of closed systems. As one of the fundamental problems of thermalization in open quantum systems, we study the MBL in non-Hermitian systems, which are relevant for continuously measured systems. We show that the transition between delocalized (ETH) and MBL phases occurs even for non-Hermitian many-body Hamiltonians and affects spectral and dynamical properties. In particular, we find that a novel real-complex transition occurs upon MBL and affects the dynamical stability in non-Hermitian interacting systems with asymmetric hopping.

Just as delocalized phases in closed systems are characterized by Hermitian random matrices, those in open quantum systems are characterized by nonHermitian random matrices. On the other hand, in contrast with the Hermitian cases, the universality in non-Hermitian random matrices and its relation to symmetries are not well understood. In Hermitian random matrices, there are three universality classes of local spectral statistics dependent on time-reversal symmetry (TRS). However, TRS is known not to alter universality in non-Hermitian random matrices. We here show that three different universal level-spacing distributions appear even for non-Hermitian random matrices when we consider transposition symmetry instead of TRS. This result serves as a basis for characterizing nonintegrability and delocalization in open quantum systems with symmetry.
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## Chapter 1

## Introduction

### 1.1 Problems of thermalization: foundations of quantum statistical mechanics

### 1.1.1 Thermalization in closed quantum systems

Many of the natural phenomena that we see in everyday life appear at the macroscopic level by forming solids, liquids or gases. Statistical mechanics provides a framework to understand such collective phenomena from the perspective of microscopic theories, such as quantum mechanics. Indeed, equilibrium statistical mechanics originally developed by Boltzmann is now indispensable for understanding various fields of science, including chemistry and neural networks, not to mention physics. It allows us to calculate thermodynamic variables and their fluctuations using microscopic Hamiltonians [1] without explicitly solving complicated dynamics.

Equilibrium statistical mechanics asserts that observables at thermal equilibrium can be computed by the microcanonical ensemble $\hat{\rho}_{\text {mic }}$ :

$$
\begin{equation*}
\hat{\rho}_{\text {mic }}(E):=\frac{1}{\operatorname{dim}\left[\mathcal{H}_{E, \Delta E}\right]} \hat{\mathcal{P}}_{E, \Delta E}, \tag{1.1}
\end{equation*}
$$

where $\mathcal{H}_{E, \Delta E}$ denotes the Hilbert space spanned by eigenstates in the microcanonical energy shell with mean $E$ and width $2 \Delta E$, and $\hat{\mathcal{P}}_{E, \Delta E}$ is the projection operator onto the energy shell given as

$$
\begin{equation*}
\hat{\mathcal{P}}_{E, \Delta E}:=\sum_{\left|E_{\alpha}\right\rangle \in \mathcal{H}_{E, \Delta E}}\left|E_{\alpha}\right\rangle\left\langle E_{\alpha}\right| \tag{1.2}
\end{equation*}
$$

with the eigenstates $\left|E_{\alpha}\right\rangle$ of the Hamiltonian. Then, the expectation value of an
operator $\hat{O}$ at thermal equilibrium is given by $\operatorname{Tr}\left[\hat{O} \hat{\rho}_{\text {mic }}\right]$.
Despite the success of equilibrium statistical mechanics, the reason why the microcanonical ensemble correctly describes equilibrium states has not yet been justified in terms of microscopic dynamical laws. One of the most fundamental questions related to this issue is how initially nonequilibrium quantum systems relax to states described by the microcanonical ensemble only by unitary time evolution, i.e., the problem of thermalization in closed quantum systems.

The problem of thermalization in closed quantum systems was first tackled by von Neumann in 1929 [2], just three years after the Schrödinger equation had been proposed. Von Neumann raised the following important questions:

1. How should we characterize thermal equilibrium in terms of the microscopic theory? What is the meaning that "thermal equilibrium is described by the microcanonical ensemble?"
2. What is the condition for any initial states to relax to states described by the microcanonical ensemble only by unitary time evolution?
3. Finally, why should the condition obtained above hold true for macroscopic quantum systems?

He attempted to answer these questions only by using quantum mechanics, but unfortunately, his answers were forgotten for a long time [3] owing to misunderstanding of the results [4, 5, 6]. It is only after around this decade that his answers have been recognized and developed in a modern way along with a support of experiments of almost closed quantum systems using, e.g., cold atomic systems; see the next section.

The answer to the first question is that we should consider some set $\mathcal{S}$ of observables to judge whether the state $\hat{\rho}$ is in thermal equilibrium or not. Namely, if

$$
\begin{equation*}
\operatorname{Tr}[\hat{\rho} \hat{O}] \simeq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right] \tag{1.3}
\end{equation*}
$$

for all $\hat{O} \in \mathcal{S}$ (" $\simeq$ " means that the equality holds true up to subextensive corrections), $\hat{\rho}$ is in thermal equilibrium; otherwise $\hat{\rho}$ is out of equilibrium. This definition of thermal equilibrium depends on $\mathcal{S}$. We often take $\mathcal{S}$ to be a set of local observables or macroscopic observables, which define the so-called "microscopic thermal equilibrium [7, 8, 9, 10]" or "macroscopic thermal equilibrium [2, 11, 3, 9, 12, 10]." In any case, the important thing to note is that thermal equilibrium is defined through experimentally relevant quantities rather than
density matrices themselves. We note that almost all pure states belong to thermal equilibrium [7, 8, 13] for local or macroscopic observables; if we take a random pure state $|\psi\rangle \in \mathcal{H}_{E, \Delta E}$ over the Haar measure, $\hat{\rho}=|\psi\rangle\langle\psi|$ satisfies Eq. (1.3) with unit probability in the thermodynamic limit.

Von Neumann's answer to the second question has now been refined and known as the (strong) eigenstate thermalization hypothesis (ETH) [14, 15, 16, 17, 18]. The ETH essentially states that all eigenstates $\left|E_{\alpha}\right\rangle \in \mathcal{H}_{E, \Delta E}$ of the Hamiltonian are thermal:

$$
\begin{align*}
& \left\langle E_{\alpha}\right| \hat{O}\left|E_{\alpha}\right\rangle \simeq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right]  \tag{1.4}\\
& \left\langle E_{\alpha}\right| \hat{O}\left|E_{\beta}\right\rangle \simeq 0 \quad(\text { for } \alpha \neq \beta) \tag{1.5}
\end{align*}
$$

up to subextensive corrections for all $\hat{O} \in \mathcal{S}$; other possible definitions are reviewed in Chapter2. The ETH provides a sufficient condition for any initial state to relax to thermal equilibrium characterized by $\mathcal{S}$. Many numerical simulations suggest that the ETH is actually a mechanism to explain thermalization in a wide class of closed quantum many-body systems [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. On the other hand, rigorously proving the ETH in specific quantum systems is a formidable task.

Instead of a rigorous proof, von Neumann argued why the obtained condition, which is essentially the ETH, holds true for generic systems, as the answer to the third question above. We here call it a typicality argument [30, 31]. This argument essentially conjectures that energy eigenstates behave as if they were pseudorandom vectors against observables in the microcanonical energy shell [2, 30]; the precise definition is reviewed in Chapter 3. If the typicality argument is correct, we can justify the ETH.

An overview described here will be detailed in Chapters 2 and 3. There we will also review important related concepts, such as random matrix theory and many-body localization.

### 1.1.2 Thermalization in open quantum systems

While the entire universe is expected to be isolated and follow unitary time evolutions, most physical systems are not regarded as being isolated. Such open quantum systems are described by non-unitary time evolutions and there are many distinct properties for their dynamics and stationary states. For example, an external bath often makes the system thermalized at the same temperature by exchanging energies and particles. On the other hand, for ultracold atomic
systems, particle loss usually leads to the vacuum stationary states. More interestingly, stationary states of many open systems may be genuinely nonequilibrium for certain cases. Thus, study of dynamics and stationary states in open quantum many-body systems may unveil nonequilibrium statistical mechanics, which has yet to be understood. We will call this problem thermalization in open quantum systems, where we consider the approach not only to thermal equilibrium but also to other possible nonequilibrium stationary states.

Various microscopic equations of motion are proposed to describe open quantum systems, depending on the relation between the system and bath [32]. The best known example is the Lindblad master equation, which is obtained by tracing out the bath degrees of freedom with several assumptions (e.g., the Markov property and the weak system-bath coupling):

$$
\begin{equation*}
\frac{d \hat{\rho}}{d t}=\mathcal{L}[\hat{\rho}]=-i\left(\hat{H}_{\mathrm{NH}} \hat{\rho}-\hat{\rho} \hat{H}_{\mathrm{NH}}^{\dagger}\right)+\sum_{m} \gamma_{m} \hat{L}_{m} \hat{\rho} \hat{L}_{m}^{\dagger} . \tag{1.6}
\end{equation*}
$$

Here $\hat{H}_{\mathrm{NH}}=\hat{H}-(i / 2) \sum_{m} \gamma_{m} \hat{L}_{m}^{\dagger} \hat{L}_{m}$ is an effective non-Hermitian Hamiltonian, where $\hat{H}$ is the system's Hamiltonian and $\hat{L}_{m}$ is a so-called jump operator with strength $\gamma_{m}$.

In some non-unitary processes represented by the dynamics under continuous quantum measurement, we can trace each stochastic trajectory under measurement backaction by keeping track of every measurement outcome. The dynamics of such trajectories, called quantum trajectories, is described by (I) continuous non-Hermitian dynamics with $\hat{H}_{\mathrm{NH}}$, and (II) a sudden stochastic change of the state (called a quantum jump) characterized by $\hat{L}_{m}$. If we take an average over all quantum jumps (i.e., measurement outcomes), the averaged state obeys the Lindblad master equation given in Eq. (1.6).

Such quantum trajectories, which are, in fact, accessible in experiments [33, 34, 35, 36, 37], uncover richer physics which is not obtained in the conventional Lindblad master equation. For example, we can access to rare quantum trajectories in which the number of quantum jumps is away from the average. For quantum trajectories with few numbers of quantum jumps, the dynamics is almost characterized by non-Hermitian time evolution $\hat{H}_{N H}$. Such non-Hermitian dynamics has been intensively studied recently, and known to exhibit interesting properties such as real-complex transitions of eigenvalues [38, 39].

The overview described here is later detailed in Chapters 2 and 3. We will review the formulations and recent advancement of thermalization in open quantum many-body systems and recent developments in non-Hermitian systems.

### 1.2 Experiments of artificial quantum many-body systems

Thermalization dynamics of many-body systems which we saw in the previous section has now been observed experimentally using artificially controlled quantum many-body systems. The idea of such artificial quantum systems was first proposed by Feynman with the following quote [40]:
"... nature isn't classical, dammit, and if you want to make a simulation of nature, you'd better make it quantum mechanical, and by golly it's a wonderful problem, because it doesn't look so easy."
In other words, since quantum many-body systems have large complexity and it is quite hard to simulate them with a classical computer, it is better to make quantum devices that can simulate them. While Feynman's idea encourages many researchers to create quantum computers [40], here we mainly focus on analogue quantum simulators, which imitate various models and Hamiltonians in a highly controllable way. Indeed, state-of-the-art technologies enable us to simulate quantum models with ultracold atoms, ions, nitrogen-vacancy centers in diamonds, superconducting qubits to name but a few [41, 42]. These quantum simulators have succeeded in verifying the theory on thermalization of manybody systems. Moreover, these artificial quantum many-body systems open up the research of novel dynamical phases of matter (such as discrete time crystals [43, 44]), which cannot be realized by the conventional condensed matter systems. Here, we review some of the experiments that have addressed the thermalization dynamics of quantum many-body systems.

### 1.2.1 Experiments of thermalization in closed systems

Thermalization via unitary time evolutions has often been experimentally verified using cold atomic systems [45, 46] or cold ion systems [47]. One advantage of these systems is that they are almost isolated from the surrounding environment because they are trapped in a high vacuum chamber.

Let us briefly review the basics of these quantum simulators. Neutral atoms are cooled down and trapped in a vacuum chamber using magnetic fields and optical dipole interactions [48,49]. Their short-range interactions can be controlled by the Feshbach resonance, and even long-range interactions come into play by dipoledipole interactions for Rydberg atoms [50]. Various lattice models with different
shapes and dimensions are realized using atoms loaded on an optical lattice [51]. Instead, recent experiments show that more flexible lattice configurations are possible with Rydberg atoms on microtraps created by optical tweezers [50].

Trapped ions are in balance owing to their Coulomb interactions. The phonon modes around this balance mediate the long-range interactions between distant psuedospins (internal degrees of freedom) [52]. The degree of power decay of long-range interactions can be tuned in a rather flexible way [53].

## Relaxation to the thermal state

Let us first discuss relaxation to thermal equilibrium. Although the approach to thermal equilibrium seems ubiquitous, it is not easy to confirm that this is caused only by unitary time evolutions. This task was first accomplished by Trotzky et al. with ${ }^{87} \mathrm{Rb}$ ultracold atoms [45]. They loaded atoms on a one-dimensional optical lattice with on-site interactions, which models a 1D nonintegrable Bose-Hubbard model. Starting from an initial state in which each particle is isolated only on an even site, they suddenly lowered the height of the lattice potential. Then, the atoms spread with time and the expectation value of the atom number in odd sites grows from zero, oscillates, and eventually relaxes to the thermal value, i.e., 0.5 . They found that the experimentally observed relaxation is well described by the numerical simulation of time-dependent density matrix renormalization group, which assumes unitary time evolutions.

Another experimental demonstration of thermalization was done by Kaufman and coworkers [46] with only six ${ }^{87} \mathrm{Rb}$ atoms on six lattice sites. Such a small system can be controlled with the digital micromirror device at a single-site level. They prepared two copies of a 1D six-site Bose-Hubbard model with a unit filling by evaporating the other particles. Starting from a Mott state, they lowered the lattice potential so that the particles may get entangled. After a certain time, they measured the local particle number, the purity, and the Renyi entanglement entropy. Note that the purity and the entanglement entropy can be measured by the interference between the system and its copy [54]. After a sufficiently long time, they found that the local particle number obeys the Boltzmann distribution and that the entanglement entropy becomes the thermal value, while the global purity is almost kept constant. They also confirmed that the reduced density matrix at a local site is almost equal to the thermal density matrix. These results are surprising because six sites are far from the macroscopic limit: thermalization in such a small system is expected to take place owing to the genuinely quantum
property of entanglement, which is also relevant to the ETH.
Relaxation to thermal equilibrium in closed quantum systems has also been observed in other systems. Thermalization of spins through the coupling with the phonon modes was observed by Clos et al. with trapped ions, where the combined system of spins and phonons is almost isolated [47]. As another example, Ref. [55] used a dipolar-interacting Rydberg spin system in 3D to discuss collective dynamics of spins. They found that temporal fluctuations during the relaxation to the thermal state can be well described by the truncated Wigner approximation. Finally, Neill et al. [56] observed thermalization using three superconducting qubits with periodic drivings, which describe approximated unitary dynamics at every period while the energy is not conserved. They found that the entanglement entropy restricted to one qubit after a certain time becomes thermal for an initial state whose classical counterpart ( $S \rightarrow \infty$ ) belongs to a chaotic region in the phase space.

## Absence of thermalization and novel phases of matter

While the relaxation to the thermal state seems natural for large systems, it is known that certain closed systems do not thermalize even in the thermodynamic limit. Such non-thermal characters are also applied to create novel dynamical phases of matter represented by the discrete time-crystalline order.

As detailed in Chapter 2, one of the most important examples is the many-body localized (MBL) system [57,58], in which many-body eigenstates become localized in the Fock space owing to (most commonly) strong disorder. The system in the MBL phase breaks the ETH owing to emergent (quasi-)local conserved quantities.

A series of experiments on the MBL has been performed by using ultracold atoms by the group in Max Planck Insititute. They first demonstrated the MBL for a 1D interacting system with a quasiperiodic potential, which serves as an effective disorder [59]. After that they succeeded in preparing identically coupled 1D chains with quasiperiodic potential [60], 2D systems with genuine disorder [61], and 2D systems with quasiperiodic potential [62]. While they found delocalization in the presence of the interaction in Ref. [60], they found the signature of the MBL in Refs. [61, 62]. They also studied the effect of periodic driving on the localization. Using a 1D interacting system with quasiperiodic potential, they found that localized and delocalized phases are separated as a function of the driving strength and frequency as well as the strength of the interaction and lattice potential [63]. We note that, another group in Harvard succeeded in probing the
logarithmic growth of entanglement using cold atoms [64].
Experiments of the MBL have also been done for other systems. In Ref. [65], they considered a system of trapped ions in one dimension with tunable longrange interactions and on-site potentials. Their system is described by a longranged Ising model with disorder. Starting from the Neel state $|\uparrow \downarrow \cdots \uparrow \downarrow\rangle$, where $|\uparrow\rangle$ and $|\downarrow\rangle$ are the eigenstates of $\hat{\sigma}^{z}$ with an eigenvalue +1 and -1 , respectively, they observed relaxation dynamics of each spin. They found that thermalization of the magnetization observed in the weak-disorder cases ceases to hold in the strong-disorder cases, which indicates the MBL transition as a function of disorder. In Ref. [66], the authors investigated the difference between the MBL and the noninteracting Anderson localization using the time evolution of a measure of the correlation length. References [67, 68] study the MBL using the superconducting qubits. In Ref. [68], they considered a model with long-range interactions and demonstrated the breakdown of thermalization for strong disorder. In Ref. [67], they created the Bose-Hubbard model and found the level-spacing statistics and the inverse-participation ratio for the eigenstates, with which they identified delocalized and MBL phases. Finally, we also note that the nitrogen-vacancy centers in diamonds have been used to demonstrate slow thermalization (dubbed as "critical thermalization") owing to disorder, although it is not an exact MBL [69].

The absence of thermalization (or slow dynamics) enables us to create novel dynamical phases of matter, which are not realized in equilibrium. For example, the periodically driven (=Floquet) MBL [44] and the critical thermalization [43] are used to create discrete time crystals, which spontaneously break discrete timetranslation symmetry. Note that periodic driving rapidly heats the system and destroys such a time-crystalline order unless the system belongs to the MBL or the slowly thermalizing phases.

The MBL is not the only mechanism for absence of thermalization in the long-time limit. Integrable systems are known to approach the so-called generalized Gibbs ensemble (GGE) [70], which takes account of initial information for local conserved quantities, instead of the standard canonical ensemble. Absence of thermalization owing to integrability has experimentally been observed in Refs. [71, 72, 73, 74], and the GGE has also been confirmed in Ref. [74]. Another important mechanism for the absence of thermalization is a quantum many-body scar. The experiment by Bernien et al. [75] used Rydberg atoms trapped by optical tweezers to simulate quantum many-body dynamics with strong next-neighbor interactions. They found that some initial states (such as the Neel states) exhibit
long-time oscillations even though the system is nonintegrable. This unexpected behavior has motivated theorists to come up with a new reason for the absence of thermalization, namely a quantum many-body scar [76], which is a non-thermal eigenstate embedded in thermal eigenstates.

We also note that some long-ranged interacting systems seem to exhibit peculiar relaxation. Reference [77] observed prethermalization [78, 79, 80] of the trapped ions modeled by long-ranged Ising model. They argue that the prethermalized state cannot be described by the GGE. In Ref. [81], the dynamics of transverse Ising model with $r^{-6}$ interaction was reported with Rydberg atoms trapped by optical tweezers in 1D (with linear and zigzag configurations). While the relaxation dynamics was approximated by an effective Fokker-Planck equation, the stationary state is distinct from thermal value because the ETH is broken.

## Other relaxation dynamics

Experiments in closed quantum many-body systems are also important to understand properties of nonequilibrium dynamics. For example, the speed of information propagation is finite owing to the Lieb-Robinson bound, which is confirmed with cold atoms [82] and trapped ions [83, 53]. Trapped ions are also used to study dynamical phase transition after quench [84]. As another example, the scaling dynamics across the phase transition (the Kibble-Zurek mechanism [85, 86]) has been observed in various systems [87, 88, 89]. Scaling dynamics is also observed in the intermediate timescale [90, 91], which is called the non-thermal fixed point. Transport phenomena are directly observed with fermionic [92] and bosonic [93] atoms. Finally, the dynamics of the out-of-time-ordered correlators (OTOC), which probes how the quantum information scrambles in the system, has been observed with the NMR system [94] and the trapped ions [95].

### 1.2.2 Experiments of thermalization in open systems

While we have explained that almost closed quantum many-body systems have been realized, recent experiments also enable us to control dissipation and measurement with high precision. Here we review experiments which involve such non-unitary dynamics.

In some cold atomic systems, dissipation can be introduced by one-body losses [96, 97, 98], for which the jump operator $\hat{L}_{m}$ can be written as an annihilation operator. For example, in Ref. [96], the authors created one-body
localized dissipation by shining an electron beam on an atomic Bose-Einstein condensate. Surprisingly, they found that the loss of atoms was suppressed for strong dissipation, which has been attributed to the quantum Zeno effect. The same group also found a non-equilibrium phase transition of the stationary state for a one-dimensional array of atoms with a local one-body dissipation [97]. Another group succeeded in demonstrating non-Hermitian dynamics using tunable one-body losses mediated by synthetic lattices [98].

We can also tune two-body losses of cold atoms [99] and molecules [100, 101]. For example, in Ref. [99], they considered a 3D ${ }^{174} \mathrm{Yb}$ system, which is described by a Bose-Hubbard model with on-site two-body losses. Such two-body losses are realized by a single-photon photoassociation beam, which converts two atoms at doubly occupied sites into a molecular state that is immediately dissociated from the optical lattice. They found that the melting of the Mott insulator is delayed for strong dissipation, which is a manifestation of the continuous quantum Zeno effect.

Other kinds of measurement of cold atoms also lead to nontrivial consequences. For the setups in which jump operators can be regarded as the number operators, strong dissipation is found to lead to negative differential conductivity [102], suppression of tunneling owing to the quantum Zeno effect [103], and destruction of the MBL [104]. For example, in Ref. [104], the authors create such dissipation by photon scattering. They found that, while the MBL decays with the rate that depends on dissipation, the susceptibility of the rate against dissipation can be a signature for the MBL transition point in the absence of the dissipation.

We note that the real-time feedback control after measurement is also possible [105, 106, 107]. In Ref. [105], they considered a gas of Rydberg atoms in one dimension. After setting optical tweezers, they measured which tweezers trap Rydberg atoms. Then they removed those tweezers that do not trap atoms and moved the position of the remaining tweezers freely using an acousto-optic deflector. Such a fast feedback control (which takes less than 400 milliseconds) enables us to prepare various spatial patterns of initial states, which has been essential for performing subsequent experiments [75, 89].

While we have considered ultracold atoms, we note that dissipation plays an important role for other many-body systems. In Ref. [108], the authors experimentally studied the dissipative preparation of the Greenberger-Horne-Zeilinger state using the trapped ions. In Ref. [109], the authors created a 2D chaotic dissipative billiard with exciton-polaritons and investigate its spectral properties. Finally,
dissipation naturally comes into play in e.g., superconducting qubits and cavity QED systems, where a dissipative phase transition is found [110].

### 1.3 Organization of this thesis

In this thesis, some problems of thermalization in closed and open quantum manybody systems are addressed. The following chapters are organized as follows; see Fig. 1.1.

In Chapter2, the theoretical advancement of thermalization, universality, and localization in closed quantum many-body systems is reviewed. I first review the conditions for a closed quantum system to relax to a state described by a thermal ensemble, with an emphasis on the ETH. Then, I explain the relation between nonintegrability, the ETH and random matrices, which has developed along with the idea of quantum chaos. Some of the known examples for which thermalization is absent, especially the MBL, are discussed. Finally, I briefly comment on the universality of relaxation dynamics in closed quantum systems before complete thermalization.

In Chapter 3, the issue on the origin of the ETH is addressed, revisiting von Neumann's seminal work. He showed that the ETH is justified if we assume that transformation matrices between two eigenbases that diagonalize the observable and the Hamiltonian are randomly (or typically) distributed in the microcanonical energy shell. We rigorously show, however, that such an assumption of typicality does not hold true for most few-body observables and a few-body Hamiltonian, which are of importance for physically relevant setup. This means that we need a different scenario that does not rely on the typicality argument to justify the ETH. This chapter is based on the following reference [31]:

- Atypicality of Most Few-Body Observables, Ryusuke Hamazaki and Masahito Ueda, Phys. Rev. Lett. 120, 080603 (2018).

In Chapter 4 I review the basic theory of open quantum systems, particularly focusing on repeatedly or continuously measured quantum systems. First, the dynamics of quantum trajectories and its relation to the Lindblad master equation in such systems are formulated. I next discuss properties of non-Hermitian systems, which can be regarded as the simplest case of quantum trajectories. Recent developments on thermalization of open quantum many-body dynamics are also briefly reviewed, such as the decay of the MBL in the Lindblad-equation formalism.

In Chapter 5, we discuss how the MBL, which is a distinct phase of closed systems, can appear in open many-body systems described by non-Hermitian systems. We show that non-Hermitian MBL occurs and suppresses the imaginary part of the many-body energy eigenspectrum for a system which possesses time-reversal symmetry. In particular, we find a novel real-complex phase transition of eigenvalues owing to the non-Hermitian MBL in an interacting model with asymmetric hopping and disorder. This transition alters the stability of thermalization dynamics in such open systems. We also show that non-Hermitian MBL still occurs in a system without time-reversal symmetry, while the real-complex transition does not exist. This chapter is based on the following reference [111]:

- Non-Hermitian Many-Body Localization, Ryusuke Hamazaki, Kohei Kawabata and Masahito Ueda, Phys. Rev. Lett. 123, 090603 (2019).

In Chapter 6, motivated by the relationship between thermalization and random matrix theory in Hermitian systems, we formulate fundamental universality classes of non-Hermitian random matrices, which can be applied to nonintegrable open quantum many-body systems. While level-spacing distributions of Hermitian systems become distinct depending on time-reversal symmetry, only one universality class of level-spacing distributions was known for non-Hermitian random matrices, even if we consider time-reversal symmetry. We show that, by considering transposition symmetry which is different from time-reversal symmetry owing to non-Hermiticity, new universality classes of level-spacing distributions appear. This chapter is based on the following reference [112]:

- The Threefold Way in Non-Hermitian Random Matrices, Ryusuke Hamazaki, Kohei Kawabata, Naoto Kura and Masahito Ueda, arXiv:1904.13082(2019).

In Chapter 7, we conclude this Thesis and discuss some future problems.


Figure 1.1: Relations between the chapters in the present thesis. Blue and red texts correspond to closed and open systems, respectively.

## Chapter 2

## Review: thermalization, universality, and localization in closed quantum many-body systems

In this Chapter, we review basic concepts on thermalization, universality, and localization in closed quantum many-body systems, particularly focusing on their theoretical perspectives.

### 2.1 Long-time dynamics and eigenstate thermalization hypothesis

### 2.1.1 Relaxation to thermal equilibrium

Here we define the approach to thermal equilibrium in closed quantum systems. For that purpose, we note the following requirements and properties:

1. We naively expect that an initial state relaxes to some stationary state owing to time evolution in macroscopic systems and stays at that state for all times. On the other hand, closed quantum systems have the following recurrence properties [113, 114]: for an arbitrary small $\epsilon>0$ and an initial state $|\psi(0)\rangle$, an infinite sequence $T_{1}, T_{2}, \cdots$ exists such that

$$
\begin{equation*}
\|\left|\psi\left(T_{i}\right)\right\rangle-|\psi(0)\rangle \|<\epsilon \quad\left(T_{i}=T_{1}, \cdots\right) \tag{2.1}
\end{equation*}
$$

is satisfied. To keep in mind such atypical recurrence times, we require that the state be thermal for almost all (not all) times in the long run.
2. As mentioned in Chapter1, a state is regarded as thermal when it has thermal expectation values for a set of observables of our interest; see Eq. (1.3). Thus, we require that the time evolution of the expectation values of such observables should become thermal in the long run.
3. Macroscopic systems relax to thermal states irrespective of initial conditions with the macroscopically same energy. Thus, we require that the relaxation to thermal states (in the above sense) should hold for any initial states that have certain energy.

In conclusion, we say that the system exhibits thermalization (at certain energy scale $[E-\Delta E, E+\Delta E]$ and for a given set $\mathcal{S}$ ) when the following condition holds: For any initial state satisfying $|\langle\psi(0)| \hat{H}| \psi(0)\rangle-E \mid \leq \Delta E$ and all $\hat{O} \in \mathcal{S}$,

$$
\begin{equation*}
\langle\psi(t)| \hat{O}|\psi(t)\rangle \simeq \operatorname{Tr}\left[\hat{\rho}_{\mathrm{mic}}(E) \hat{O}\right] \tag{2.2}
\end{equation*}
$$

up to subextensive corrections, for almost all times $t$ in the long-time limit. Here, " $\operatorname{Tr}\left[\hat{\rho}_{1} \hat{O}\right] \simeq \operatorname{Tr}\left[\hat{\rho}_{2} \hat{O}\right]$ up to subextensive corrections" means that

$$
\begin{equation*}
\frac{\left|\operatorname{Tr}\left[\hat{\rho}_{1} \hat{O}\right]-\operatorname{Tr}\left[\hat{\rho}_{2} \hat{O}\right]\right|}{\|\hat{O}\|_{\text {op }}} \rightarrow 0 \tag{2.3}
\end{equation*}
$$

in the thermodynamic limit, where $\|\hat{O}\|_{\text {op }}$ denotes the largest absolute value of eigenvalues of $\hat{O}$. Moreover, $" f(t) \simeq F$ almost all times in the long time limit" means that

$$
\begin{equation*}
\operatorname{Prob}_{t \in[0, T]}[f(t) \simeq F] \rightarrow 1 \tag{2.4}
\end{equation*}
$$

in the $T \rightarrow \infty$ limit, where $\operatorname{Prob}_{t \in[0, T]}$ is the probability for which $t$ is uniformly chosen from the interval $[0, T]$.

Let us investigate the condition (2.2) in more detail. Owing to the condition (2.4), we find that the stationary state should give the long-time average of $\langle\psi(t)| \hat{O}|\psi(t)\rangle$ unless $\langle\psi(t)| \hat{O}|\psi(t)\rangle$ exhibits singular behavior for exceptional $t$. Thus, the condition (2.2) can be decomposed into the following two steps:
1.

$$
\begin{equation*}
\langle\psi(t)| \hat{O}|\psi(t)\rangle \simeq \overline{\langle\psi(t)| \hat{O}|\psi(t)\rangle} \tag{2.5}
\end{equation*}
$$

for almost all times in the long-time limit, where

$$
\begin{equation*}
\overline{f(t)}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(t) d t \tag{2.6}
\end{equation*}
$$

denotes the long-time average of $f(t)$.
2.

$$
\begin{equation*}
\overline{\langle\psi(t)| \hat{O}|\psi(t)\rangle} \simeq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right] \tag{2.7}
\end{equation*}
$$

up to subextensive corrections.
The first condition is sometimes called the condition for equilibration.
To study the conditions above, we expand the state $|\psi(t)\rangle$ with respect to the eigenstates $\left|E_{\alpha}\right\rangle(\alpha=1, \cdots, D)$ of $\hat{H}$, where $D$ is the dimensionality of the Hilbert space. To simplify the notation, we define $O_{\alpha \beta}=\left\langle E_{\alpha}\right| \hat{O}\left|E_{\beta}\right\rangle$ and $c_{\alpha}=\left\langle E_{\alpha} \mid \psi(0)\right\rangle$. Then, we obtain

$$
\begin{equation*}
\langle\psi(t)| \hat{O}|\psi(t)\rangle=\sum_{\alpha \beta} c_{\alpha}^{*} c_{\beta} e^{i\left(E_{\alpha}-E_{\beta}\right) t} O_{\alpha \beta} . \tag{2.8}
\end{equation*}
$$

We now make two assumptions about energy eigenvalues. One is the nondegeneracy condition,

$$
\begin{equation*}
E_{\alpha}=E_{\beta} \Rightarrow \alpha=\beta, \tag{2.9}
\end{equation*}
$$

and the other is the non-resonance condition,

$$
\begin{equation*}
E_{\alpha}-E_{\beta}=E_{\gamma}-E_{\delta} \neq 0 \Rightarrow \alpha=\gamma, \beta=\delta . \tag{2.10}
\end{equation*}
$$

Note that these conditions are expected to be satisfied for nonintegrable systems which conserve only energy. We then find, using the non-degeneracy condition,

$$
\begin{equation*}
\overline{\langle\psi(t)| \hat{O}|\psi(t)\rangle}=\sum_{\alpha}\left|c_{\alpha}\right|^{2} O_{\alpha \alpha}=\langle\hat{O}\rangle_{d}, \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\hat{O}\rangle_{d}:=\operatorname{Tr}\left[\hat{\rho}_{d} \hat{O}\right] \tag{2.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\rho}_{d}=\sum_{\alpha}\left|c_{\alpha}\right|^{2}\left|E_{\alpha}\right\rangle\left\langle E_{\alpha}\right|, \tag{2.13}
\end{equation*}
$$

which is called the diagonal ensemble.
Let us consider the first condition for thermalization i.e., Eq. (2.5) holds for almost all times. This condition is satisfied if the temporal fluctuation of $\langle\psi(t)| \hat{O}|\psi(t)\rangle$ around $\langle\hat{O}\rangle_{d}$ is sufficiently small, i.e.,

$$
\begin{equation*}
\Delta O_{T}:=\sqrt{\overline{\left(\langle\psi(t)| \hat{O}|\psi(t)\rangle-\langle\hat{O}\rangle_{d}\right)^{2}}} \simeq 0 \tag{2.14}
\end{equation*}
$$

up to subextensive corrections; i.e., $\Delta O_{T} /\|\hat{O}\|_{\text {op }} \rightarrow 0$ in the thermodynamic limit This is because Chebyshev's inequality leads to

$$
\begin{equation*}
\left.\operatorname{Prob}_{t \in[0, \infty)}\left[\left|\langle\hat{O}\rangle_{d}-\langle\psi(t)| \hat{O}\right| \psi(t)\right\rangle \mid>\epsilon\right] \leq \frac{\Delta O_{T}^{2}}{\epsilon^{2}} \tag{2.15}
\end{equation*}
$$

for any $\epsilon$. Then, using the non-resonance condition, we find the following condition:

$$
\begin{equation*}
\Delta O_{T}=\sqrt{\sum_{\alpha \neq \beta}\left|c_{\alpha}\right|^{2}\left|c_{\beta}\right|^{2}\left|O_{\alpha \beta}\right|^{2}} \simeq 0 \tag{2.16}
\end{equation*}
$$

up to subextensive corrections. On the other hand, Eq. (2.7) becomes

$$
\begin{equation*}
\langle\hat{O}\rangle_{d}=\sum_{\alpha}\left|c_{\alpha}\right|^{2} O_{\alpha \alpha} \simeq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right] \tag{2.17}
\end{equation*}
$$

up to subextensive corrections. Equations (2.16) and (2.17) constitute the conditions for thermalization represented by energy eigenvalues and eigenstates.

### 2.1.2 Eigenstate thermalization hypotesis (ETH)

The eigenstate thermalization hypothesis (ETH) provides a sufficient condition for thermalization. Indeed, Eqs. (2.16) and (2.17) hold true for any initial states with a sufficiently localized energy; the precise meaning is explained below. The ETH intuitively states that all energy eigenstates become thermal. Precisely speaking, we here define the ETH as a statement for matrix elements $O_{\alpha \beta}$ as follows: for all eigenstates $\left|E_{\alpha}\right\rangle,\left|E_{\beta}\right\rangle \in \mathcal{H}_{E, \Delta E}$ and $\hat{O} \in \mathcal{S}$, the matrix elements $O_{\alpha \beta}$ satisfy

$$
\begin{align*}
& O_{\alpha \alpha} \simeq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right]  \tag{2.18}\\
& O_{\alpha \beta} \simeq 0 \quad(\alpha \neq \beta) \tag{2.19}
\end{align*}
$$

up to subextensive corrections.
Before proving the conditions for thermalization with the ETH, we impose one more assumption for the initial state. We demand that the initial state has a sufficiently localized energy around $E$, i.e., the fraction of $\left|c_{\alpha}\right|^{2}$ that is out of the energy shell is negligibly small in the thermodynamic limit:

$$
\begin{equation*}
\sum_{\left|E_{\alpha}\right\rangle \notin \mathcal{H}_{E, \Delta E}}\left|c_{\alpha}\right|^{2} \rightarrow 0 . \tag{2.20}
\end{equation*}
$$

This is expected to be true for a typical quench setup in locally interacting many-
body systems [18]. Indeed, the standard deviation of the energy

$$
\begin{equation*}
\delta E:=\sqrt{\sum_{\alpha}\left|c_{\alpha}\right|^{2}\left(E-E_{\alpha}\right)^{2}} \tag{2.21}
\end{equation*}
$$

only scales as $\delta E=\mathrm{O}\left(V^{1 / 2}\right)$ ( $V$ is the system size) for certain setups [18]. If $\left|c_{\alpha}\right|$ is distributed without high-energy long tails, we expect that taking $\Delta E=\mathrm{O}\left(V^{1 / 2+a}\right)$ for small $a>0$ is enough for Eq. (2.20) to be satisfied.

Now let us discuss Eqs. (2.16) and (2.17). Thanks to the assumption in Eq. (2.20), we have $|\psi(0)\rangle \in \mathcal{H}_{E, \Delta E}$ to good approximation. Then, we find

$$
\begin{align*}
\langle\hat{O}\rangle_{d} & =\sum_{\alpha}\left|c_{\alpha}\right|^{2} O_{\alpha \alpha} \\
& \simeq \sum_{\alpha}\left|c_{\alpha}\right|^{2} \operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right] \\
& =\operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right] \sum_{\alpha}\left|c_{\alpha}\right|^{2} \\
& =\operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right] \tag{2.22}
\end{align*}
$$

using the ETH for diagonal matrix elements. We also find

$$
\begin{align*}
\Delta O_{T} & =\sqrt{\sum_{\alpha \neq \beta}\left|c_{\alpha}\right|^{2}\left|c_{\beta}\right|^{2}\left|O_{\alpha \beta}\right|^{2}} \\
& \leq \sqrt{\max _{\alpha \neq \beta}\left|O_{\alpha \beta}\right|^{2} \sum_{\alpha \neq \beta}\left|c_{\alpha}\right|^{2}\left|c_{\beta}\right|^{2}} \\
& \leq \sqrt{\max _{\alpha \neq \beta}\left|O_{\alpha \beta}\right|^{2}} \simeq 0 \tag{2.23}
\end{align*}
$$

up to subextensive corrections, using the ETH for off-diagonal matrix elements. Thus, the conditions for thermalization can be justified.

We note that the ETH is a sufficient but not a necessary condition for Eqs. (2.16) and (2.17) under additional conditions for initial states [115, 12]. For example, the so-called effective dimension about the initial state

$$
\begin{equation*}
d_{\mathrm{eff}}:=\frac{1}{\sum_{\alpha}\left|c_{\alpha}\right|^{4}} \tag{2.24}
\end{equation*}
$$

is used to suppress the temporal fluctuation as

$$
\begin{align*}
\Delta O_{T}^{2} & =\sum_{\alpha \neq \beta}\left|c_{\alpha}\right|^{2}\left|c_{\beta}\right|^{2}\left|O_{\alpha \beta}\right|^{2} \\
& \leq \operatorname{Tr}\left[\hat{\rho}_{d} \hat{O} \hat{\rho}_{d} \hat{O}\right] \\
& =\operatorname{Tr}\left[\hat{\rho}_{d} \hat{O}\left(\hat{O} \hat{\rho}_{d}\right)^{\dagger}\right] \\
& \leq \sqrt{\operatorname{Tr}\left[\hat{\rho}_{d} \hat{O}\left(\hat{\rho}_{d} \hat{O}\right)^{+}\right] \operatorname{Tr}\left[\left(\hat{O} \hat{\rho}_{d}\right)^{+} \hat{O} \hat{\rho}_{d}\right]} \\
& =\operatorname{Tr}\left[\hat{\rho}_{d}^{2} \hat{O}^{2}\right] \\
& \leq\|\hat{O}\|_{\mathrm{op}}^{2} \operatorname{Tr}\left[\hat{\rho}_{d}^{2}\right] \\
& =\frac{\|\hat{O}\|_{\mathrm{op}}^{2}}{d_{\mathrm{eff}}}, \tag{2.25}
\end{align*}
$$

where we have used the Cauchy-Schwartz inequality and the inequality

$$
\begin{equation*}
\operatorname{Tr}[\hat{A} \hat{B}] \leq\|\hat{A}\|_{\mathrm{op}} \operatorname{Tr}[\hat{B}] \tag{2.26}
\end{equation*}
$$

for positive operators $\hat{A}$ and $\hat{B}$. It is often the case that $d_{\text {eff }}$ grows much larger than $\|\hat{O}\|_{\text {op }}^{2}$ with increasing the system size. In this case, temporal fluctuations vanish without assuming the ETH.

### 2.1.3 Other possible definitions of the ETH

The above definition of the ETH is directly relevant for thermalization in closed quantum systems. On the other hand, some literatures adopt different definitions of the ETH. While many of them are very close to the above definition, some of them are qualitatively different from it, which we explain below.

## Srednicki's ansatz

We first discuss a conjecture proposed by Srednicki [116], which is actually stronger than the ETH defined above. We here call it Srednicki's conjecture, though it is often called the ETH in some literatures. Srednicki's conjecture states that matrix elements take the following form:

$$
\begin{equation*}
O_{\alpha \beta}=\mathcal{A}(E) \delta_{\alpha \beta}+e^{-S_{\mathrm{Th}}(E) / 2} f(E, \omega) R_{\alpha \beta} . \tag{2.27}
\end{equation*}
$$

Here, $E=\left(E_{\alpha}+E_{\beta}\right) / 2, \omega=E_{\alpha}-E_{\beta}, S_{\mathrm{Th}}(E)$ denotes the thermodynamic entropy at energy $E, \mathcal{A}(E)$ and $f(E, \omega)$ are smooth functions of their arguments, and


Figure 2.1: The difference between (a) Eq. (2.18) and (b) Srednicki's conjecture. The former only requires that the difference among diagonal matrix elements should be negligibly small for $\Delta E$ with a subextensive width. The latter requires that the diagonal matrix elements be a smooth function with exponentially small fluctuations, which is stronger than Eq. (2.18).
$\delta_{\alpha \beta}$ is Kronecker's delta. Moreover, $R_{\alpha \beta}$ is a normalized variable that fluctuates quasi-randomly depending on energy eigenstates; namely, the statistics of $R_{\alpha \beta}$ are conjectured to be described by random matrices, as detailed in the next section.

The definition in Eqs. (2.18) and (2.19) is weaker than Srednicki's conjecture. For example, for diagonal matrix elements, the assumption in Eq. (2.18) does not require that the diagonal matrix elements be a smooth function with exponentially small fluctuations unlike Srednicki's conjecture; see Fig. 2.1. The former only requires that the difference among diagonal matrix elements should be negligibly small for $\Delta E$ with a subextensive width.

Let us discuss the consequence of Srednicki's conjecture. First, the second term in Eq. 2.27) is usually exponentially small owing to the $\exp \left(-S_{\mathrm{Th}}(E) / 2\right)$ factor; Note that $S_{\mathrm{Th}}(E)$ is an extensive quantity. Thus, we obtain

$$
\begin{equation*}
O_{\alpha \beta} \rightarrow \mathcal{A}(E) \delta_{\alpha \beta} \tag{2.28}
\end{equation*}
$$

in the thermodynamic limit. Since $\mathcal{A}(E)$ changes smoothly with $E$, this condition leads to the ETH in Eq. (2.18). Here, we find $\mathcal{A}(E) \simeq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right]$. In addition, Eq. (2.19) also holds true because the off-diagonal terms vanish.

Srednicki's conjecture is also relevant for the accuracy of the ETH and thermalization for finite systems. Indeed, since the second term in Eq. (2.27) vanishes exponentially, temporal fluctuations $\Delta O_{T}$ are also known to vanish exponentially
with respect to the system size if we assume this conjecture. In addition, the accuracy of the microcanonical ensemble for small systems can be evaluated using this conjecture [117].

## Weak ETH

Another definition is often called the weak ETH, which states that the variance of diagonal matrix elements vanishes in the thermodynamic limit [118, 20]:

$$
\begin{equation*}
\frac{1}{\operatorname{dim}\left[\mathcal{H}_{E, \Delta E}\right]} \sum_{\alpha \in \mathcal{H}_{E, \Delta E}}\left(O_{\alpha \alpha}-\operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right]\right)^{2} \simeq 0 \tag{2.29}
\end{equation*}
$$

up to subextensive corrections.
The weak ETH is not a sufficient condition for thermalization, unlike the ETH described above. Indeed, even if Eq. (2.29) holds true, there may exist an athermal eigenstate $\left|E_{\gamma}\right\rangle$ satisfying $O_{\gamma \gamma} \neq \operatorname{Tr}\left[\hat{\rho}_{\text {mic }}(E) \hat{O}\right]$. Then, if we take an initial state as $|\psi(0)\rangle=\left|E_{\gamma}\right\rangle$, it trivially does not thermalize because Eq. (2.17) does not hold true.

The weak ETH can be rigorously justified for locally interacting many-body systems with translation invariance and cluster decomposition property [118]. Such systems include integrable systems, for which thermalization does not occur in general.

### 2.2 Nonintegrability and Universality of random matrices

In the previous section we define the ETH and discuss its consequence. Here, we review when and how this hypothesis holds true in quantum many-body systems. We especially discuss the relation between the ETH, nonintegrability, and random matrices, showing numerical and analytical results. The original argument by von Neumann, namely the typicality argument, will be reviewed in the next chapter.

### 2.2.1 Nonintegrability, the ETH and random matrices

The study about the relations among nonintegrability, the ETH, and random matrices, which is called quantum chaos theory, first developed from 1970's to 1990's especially for quantum systems that have well-defined semiclassical limits $(\hbar \rightarrow 0)$. One of the notable achievements is the Bohigas-Giannoni-Schmit (BGS)
conjecture [119], which states that local eigenvalue statistics of semiclassically chaotic (nonintegrable) systems are described by random-matrix theory (RMT). This is in contrast to semiclassically regular (integrable) systems, whose spectral statistics are conjectured to be the Poisson statistics [120]. For eigenstates, Berry proposed [121] that eigenstate statistics of semiclassically chaotic systems are delocalized in the phase space, consistent with RMT, whereas those of regular systems are localized. His proposal was applied to matrix elements [16], which led to the ETH and even Srednicki's conjecture in Eq. (2.27) for semiclassically chaotic systems.

The analogy between nonintegrable systems and RMT also turns out to be true for many-body systems without a well-defined semiclassical limit. In fact, roughly speaking, it is expected that local spectral statistics (represented by level-spacing statistics) are described by RMT and that Srednicki's conjecture including the ETH holds true in nonintegrable systems. Consequently, thermalization occurs in usual nonintegrable systems (while exceptions can be constructed [122]). We note that (non)integrability is not a trivial concept in quantum many-body systems, and that many definitions are proposed [123]. Here we define integrable systems as systems whose eigenstates are determined by a set of local conserved quantities. This definition includes systems that can be mapped to free particles [124, 125, 70 , 126, 127, 128, 129, 74], systems solved by the Bethe ansatz [130, 131, 132, 133, 134, 135, 136, 137, 138], and fully many-body localized systems [139].

Let us briefly discuss how RMT is related to Srednicki's conjecture. For that purpose, we consider statistics of matrix elements of an observable $\hat{O}$ with respect to eigenstates of a $D \times D$ random matrix $\hat{H}$. By diagonalizing the observable as $\hat{O}=\sum_{i} o_{i}\left|o_{i}\right\rangle\left\langle o_{i}\right|$, we have

$$
\begin{equation*}
O_{\alpha \beta}=\sum_{i} o_{i} U_{\alpha i} U_{i \beta}, \tag{2.30}
\end{equation*}
$$

where $U_{\alpha i}=\left\langle E_{\alpha} \mid o_{i}\right\rangle$ denotes a transformation of the bases. When we assume that $\hat{H}$ is drawn from the Gaussian unitary ensemble, i.e., each element of $\hat{H}$ is a complex variable that is independent and identically distributed, the matrix $U$ can be regarded as a random matrix uniformly drawn from the unitary Haar
measure. This fact enables us to calculate the statistics of $U$ as

$$
\begin{align*}
\overline{U_{\alpha i} U_{i \beta}} & =\frac{1}{D} \delta_{\alpha \beta}, \\
\overline{\left|U_{\alpha i}\right|^{2}\left|U_{i \beta}\right|^{2}} & =\frac{1+\delta_{\alpha \beta}}{D(D+1)}, \\
\overline{\left|U_{\alpha i}\right|^{2}\left|U_{j \alpha}\right|^{2}} & =\frac{1+\delta_{i j}}{D(D+1)}, \\
\overline{U_{\alpha i} U_{i \beta} U_{\beta j} U_{j \alpha}} & =-\frac{1}{\overline{D(D-1)(D+1)} \quad(\alpha \neq \beta, i \neq j)}, \tag{2.31}
\end{align*}
$$

where the overline denotes the ensemble average in this subsection. We then find that the average and variance of matrix elements become

$$
\begin{align*}
\overline{O_{\alpha \beta}} & =\frac{\delta_{\alpha \beta}}{D} \sum_{i} o_{i}, \\
\overline{O_{\alpha \alpha}^{2}}-{\overline{O_{\alpha \alpha}}}^{2} & =\frac{1}{D+1}\left[\frac{1}{D} \sum_{i} o_{i}^{2}-\left(\frac{1}{D} \sum_{i} o_{i}\right)^{2}\right] \\
\overline{\left|O_{\alpha \beta}\right|^{2}} & =\frac{D}{(D+1)(D-1)}\left[\frac{1}{D} \sum_{i} o_{i}^{2}-\left(\frac{1}{D} \sum_{i} o_{i}\right)^{2}\right] \quad(\alpha \neq \beta) . \tag{2.32}
\end{align*}
$$

Thus, for large $D$, matrix elements can be written as

$$
\begin{equation*}
O_{\alpha \beta} \sim \frac{\delta_{\alpha \beta}}{D} \sum_{i} o_{i}+\frac{1}{\sqrt{D}} \sqrt{\frac{1}{D} \sum_{i} o_{i}^{2}-\left(\frac{1}{D} \sum_{i} o_{i}\right)^{2}} R_{\alpha \beta}, \tag{2.33}
\end{equation*}
$$

where $\overline{R_{\alpha \beta}}=0$ and $\overline{\left|R_{\alpha \beta}\right|^{2}}=1$. It can also be shown that the distribution of $R_{\alpha \beta}$ becomes Gaussian for typical observables [140]. We note that the some statistics of $R_{\alpha \beta}$ (such as the ratio of diagonal and off-diagonal matrix elements) depend on time-reversal symmetry of a random-matrix ensemble [141, 142, 140, 29].

The formula in Eq. (2.33) reminds us of Srednicki's conjecture in Eq. (2.27). In fact, the second fluctuating term of both equations vanish because of the factor proportional to the square root of the dimensionality of the Hilbert space ( $\sqrt{D}$ or $\left.e^{S_{\mathrm{Th}}(E) / 2}\right)$, while the first term only contains diagonal elements. On the other hand, it is important to note that the RMT description of Srednicki's conjecture only holds within the very narrow energy shell. In Chapter 3, we show that the width of the energy shell should be exponentially small for the RMT to hold for few-body observables and Hamiltonians.

### 2.2.2 Numerical results

In this section, we review previous numerical results of the ETH, Srednicki's conjecture, and the universality described by RMT. The numerical simulation of the ETH was already demonstrated as early as in 1980's with semiclassically chaotic systems [143] and many-body spin chains [15].

One of the beautiful numerical simulations was done by Rigol, Dunjko, and Olshanii in 2008, which motivated subsequent studies. They clearly demonstrated that the ETH and thermalization hold true for nonintegrable systems, but they do not for integrable systems, using models with hardcore bosons. The ETH was then confirmed for various nonintegrable systems, e.g., spinless [19] or spinful [21] fermionic systems, interacting spin systems [23], and Bose-Hubbard systems [20]. Some of them also addressed (a part of) Srednicki's conjecture [22, 24, 26, 141, 27, 142, 29, 28] and other similarities to RMT.

Let us discuss numerical results about the relation between RMT and nonintegrability in detail. In Ref. [29], it was numerically verified that nonintegrable systems exhibit universality of random-matrix ensemble whose symmetry class (called classes A, AI, or AII) corresponds to that of the system. Consider a spin chain with open boundary conditions that includes the Ising interaction, transverse and longitudinal fields, and the Dzyaloshinskii-Moriya (DM) interaction:

$$
\begin{gather*}
\hat{H}=\hat{H}_{\mathrm{I}}+\hat{H}_{\mathrm{F}}+\hat{H}_{\mathrm{DM}}  \tag{2.34}\\
\hat{H}_{\mathrm{I}}=-\sum_{i=1}^{N-1} J\left(1+\epsilon_{i}\right) \hat{\sigma}_{i}^{z} \hat{\sigma}_{i+1}^{z}, \\
\hat{H}_{\mathrm{F}}=-\sum_{i=1}^{N}\left(h^{\prime} \hat{\sigma}_{i}^{x}+h \hat{\sigma}_{i}^{z}\right), \\
\hat{H}_{\mathrm{DM}}=\sum_{i=1}^{N-1} \vec{D} \cdot\left(\vec{\sigma}_{i} \times \vec{\sigma}_{i+1}\right),
\end{gather*}
$$

where $\vec{D}=D\left(\vec{e}_{x}+\vec{e}_{z}\right) / \sqrt{2}, \epsilon_{i}$ is randomly chosen from the uniform distribution $[-\epsilon, \epsilon]$ at each site to break the reflection symmetry of sites, and $N$ is the number of the spins. We fix $J=1$ and $h^{\prime}=-2.1 h$ in the following. While this model is integrable for $h=D=0$, it becomes nonintegrable for other values of the parameters.

This model has different anti-unitary symmetries depending on parameters, which affect its local spectral statistics. In particular, the model respects complex
conjugate symmetry for $D=0$, which means that $[\hat{K}, \hat{H}]=0$ with

$$
\begin{equation*}
\hat{K}_{\hat{\sigma}}^{i} \hat{K}^{-1}=\hat{\sigma}_{i}^{x}, \hat{K} \hat{\sigma}_{i}^{y} \hat{K}^{-1}=-\hat{\sigma}_{i}^{y}, \hat{K} \hat{\sigma}_{i}^{z} \hat{K}^{-1}=\hat{\sigma}_{i}^{z} \tag{2.35}
\end{equation*}
$$

for each $i$. Since $\hat{K}^{2}=1$, this model belongs to "class AI" in Dyson's classification [144]. On the other hand, for $h=0$, the model respects another time-reversal symmetry

$$
\begin{equation*}
\hat{T}_{0}:=\left(\prod_{i=1}^{N}\left[i \hat{\sigma}_{i}^{y}\right]\right) \hat{K}, \tag{2.36}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\hat{T}_{0} \hat{\sigma}_{i}^{x} \hat{T}_{0}^{-1}=-\hat{\sigma}_{i}^{x}, \hat{T}_{0} \hat{\sigma}_{i}^{y} \hat{T}_{0}^{-1}=-\hat{\sigma}_{i}^{y}, \hat{T}_{0} \hat{\sigma}_{i}^{z} \hat{T}_{0}^{-1}=-\hat{\sigma}_{i}^{z} \tag{2.37}
\end{equation*}
$$

and thus $\left[\hat{T}_{0}, \hat{H}\right]=0$. Since $\hat{T}_{0}=(-1)^{N}$, the model belongs to class AI for even $N$ but class AII for odd $N$. Finally, for $h \neq 0$ and $D \neq 0$, the model does not respect additional antiunitary symmetry and thus belongs to class A .

Figure 2.2 shows the level-spacing distribution $P(s)$, which is one of the prime indicators of local spectral statistics, for the models in Eq. (2.34) with different values of parameters and odd $N$. Here, the level spacing $s$ is defined by $s=$ $\tilde{E}_{\alpha+1}-\tilde{E}_{\alpha}\left(E_{0} \leq E_{1} \leq \cdots\right)$, where $\tilde{E}_{\alpha}$ is the unfolded eigenvalue (i.e., the energy is normalized such that the density of states for $\tilde{E}$ becomes constant [145]). In addition, $P(s)$ is normalized such that

$$
\begin{equation*}
\int_{0}^{\infty} P(s) d s=\int_{0}^{\infty} s P(s) d s=1 \tag{2.38}
\end{equation*}
$$

For small $D$ and $h, P(s)$ does not exhibit level repulsions characteristic of random-matrix universality, which means that the system is close to the integrable point $(h=D=0)$. On the other hand, for sufficiently large $h$ and $D=0$, the levelspacing distribution obeys the universality of the Gaussian orthogonal ensemble (GOE) of random matrices, which is approximately given by

$$
\begin{equation*}
P_{\mathrm{GOE}}(s)=\frac{\pi}{2} s e^{-\frac{\pi}{4} s^{2}}, \tag{2.39}
\end{equation*}
$$

which corresponds to class AI. For sufficiently large $D$ and $h=0, P(s)$ obeys the universality of the Gaussian symplectic ensemble (GSE), which is approximately given by

$$
\begin{equation*}
P_{\mathrm{GSE}}(s)=\frac{\delta(s)}{2}+\frac{4096}{729 \pi^{3}} s^{4} e^{-\frac{16}{9 \pi} s^{2}} \tag{2.40}
\end{equation*}
$$

which corresponds to class AII (note that the delta peak at $s=0$ reflects the


Figure 2.2: Level-spacing distributions $P(s)$ for the models in Eq. (2.34) with different values of parameters and $N=13$. For small $D$ and $h, P(s)$ does not exhibit level repulsions, which demonstrates the closeness to the integrability. With increasing the parameters, $P(s)$ shows the universality behavior described by random matrices (GUE: blue, GOE: green, or GSE: cyan), which reflects the nonintegrability of the system in classes A, AI, or AII, respectively. Reproduced from Fig. 3 of Ref. [29]. ©2019 American Physical Society.
presence of the Kramers degeneracies). Finally, for sufficiently large $D$ and $h$, $P(s)$ obeys the universality of the Gaussian unitary ensemble (GUE), which is approximately given by

$$
\begin{equation*}
P_{\mathrm{GUE}}(s)=\frac{32}{\pi^{2}} s^{2} e^{-\frac{4}{\pi} s^{2}}, \tag{2.41}
\end{equation*}
$$

which corresponds to class A. In the intermediate parameters, level-spacing distributions exhibit crossover between these universal distributions.

Reference [29] also investigated the statistical fluctuations of matrix elements $O_{\alpha \beta}$, i.e., the $R_{\alpha \beta}$ factor in Eq. (2.27). It was found that the statistics of $R_{\alpha \beta}$ for nonintegrable systems depend on the symmetry of the Hamiltonian and the observable, and are described by the universality of random matrices. For example, the ratio of the standard deviations between diagonal and off-diagonal matrix elements becomes unity for class A, which is predicted by the GUE calculation; see Eq. (2.32). However, it becomes $\sqrt{2}$ for the Hamiltonian in class AI and even observables under time-reversal transformation, which is predicted by the GOE calculation.

### 2.2.3 Analytical results

While we have explained that a vast amount of numerical results support the relation among nonintegrablity, random matrices, and the ETH, its rigorous justification is very difficult and only few results exist. Up to now, there are no analytical proof of the ETH, Srednicki's conjecture, or the random-matrix universality of level-spacing distributions for any system.

On the other hand, several analytical results have been obtained for another local spectral statistics, i.e., the spectral form factor (SFF), which is defined by the inverse Fourier transform of the two-point correlation function of the density of states, which is the function of energy. The SFF depends on a variable with the dimension of time, since the density of states depends on energy. For random matrices, the SFF $K(\tau)$ ( $\tau$ is a rescaled time with respect to the inverse of the mean level spacing) is given by

$$
\begin{equation*}
K(\tau)=\tau \tag{2.42}
\end{equation*}
$$

for GUE and

$$
\begin{equation*}
K(\tau)=2 \tau-\tau \ln (1+2 \tau)=2 \tau-2 \tau^{2}+2 \tau^{3}-\cdots \tag{2.43}
\end{equation*}
$$

for GOE. The SFF of nonintegrable systems has numerically been known to ex-
hibit random-matrix universality that corresponds to the same symmetry class, consistent with the BGS conjecture [145].

The first step toward the proof of this conjecture for the SFF was made for semiclassically chaotic systems by Berry [146], who employed Gutzwiller's trace formula, which connects the quantum spectral property and classical periodic orbits. While he obtained only the leading term of the SFF with respect to $\tau$, subsequent works [147, 148] completed the full-order calculations for $\tau$, demonstrating the success of the BGS conjecture for the SFF in certain semiclassical systems (such as chaotic billiards).

Only recently has the SFF been investigated for many-body nonintegrable systems. In Ref. [149], the authors imitated Berry's method based on the periodicorbit theory and derived the GOE universality of the SFF (up to the $\tau^{2}$ term) semi-analytically. The same group also derived more rigorously the randommatrix universality of the GOE-type SFF (up to the leading order) in the following Floquet nonintegrable model [150]:

$$
\begin{align*}
\hat{H}_{\mathrm{KI}} & =\hat{H}_{\mathrm{I}}+\sum_{m=-\infty}^{\infty} \delta(t-m) \hat{H}_{\mathrm{K}}, \\
\hat{H}_{\mathrm{I}} & =\sum_{j=1}^{L}\left\{J \sigma_{j}^{z} \hat{\sigma}_{j+1}^{z}+h_{j} \hat{\sigma}_{j}^{z}\right\}, \quad \hat{H}_{\mathrm{K}}=b \sum_{j=1}^{L} \hat{\sigma}_{j}^{x} \tag{2.44}
\end{align*}
$$

at some specific parameters (e.g. $|J|=|b|=\pi / 4$ ) with arbitrary on-site disorder $h_{j}$, utilizing the emergent spacetime duality of the model at these parameters. It was also investigated what happens when the parameters are away from the dual point [151].

Another type of nonintegrable models for which the SFF is analytically known is the random unitary circuits, where randomness ensures the chaotic behavior [152, 153, 154] while the systems keep locality and unitarity. In Ref. [155], the authors considered a one-dimensonal circuit chain composed of $L$ qudits (i.e. quantum spins with $q$ states). Its dynamics is described by a Floquet operator $W=W_{2} W_{1}$, where $W_{1}=U_{1} \otimes U_{2} \otimes \ldots U_{L}$ generates independent random rotations at each site ( $U_{j}$ is given by $q \times q$ random unitary matrices), and $W_{2}$ couples neighboring sites $j$ and $j+1$ by multiplying a random phase factor. Then, the SFF is exactly calculated in the $q \rightarrow \infty$ limit, which turns out to obey the universality of the GUE. Similar results were obtained in another circuit model which conserves the local charge [156].

Note that these analytical techniques for many-body systems are also used
to justify some dynamical signatures of nonintegrable models. For example, the dynamics of bipartite entanglement entropy, which is expected to grow linearly before saturation for generic nonintegrable models, is analytically demonstrated for a spacetime-dual model [157] and random unitary circuits [158].

### 2.3 Many-body localization (MBL) and non-thermalization

While we have explained the scenario for thermalization in generic nonintegrable systems, some systems are known not to exhibit thermalization. As mentioned in the introduction, one of the most important examples is many-body localization (MBL), for which the ETH breaks down owing to (typically) strong disorder. Here, we review MBL and some other important concepts that challenge thermalization.

### 2.3.1 Many-body localization and its phenomenology

Many-body localization is often said to be an interacting version of the Anderson localization in noninteracting systems. Indeed, while the Anderson localization is a phenomenon in which energy eigenstates become localized in real space, eigenstates become localized in the Fock space for MBL. Such localization typically occurs owing to a strongly disordered potential; hopping of particles between neighboring sites is suppressed owing to a large potential difference. Consequently, the ETH is violated and thermalization does not occur in general.

Let us consider the prototypical example of the MBL,i.e., the Heisenberg model with a disordered magnetic field in one dimension:

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{L} \hat{\vec{S}}_{i} \cdot \hat{\vec{S}}_{i+1}-h_{i} \hat{S}_{i}^{z} \tag{2.45}
\end{equation*}
$$

where $\hat{\vec{S}}_{i}=\left(\hat{S}_{i}^{x}, \hat{S}_{i}^{y}, \hat{S}_{i}^{z}\right)=\hat{\vec{\sigma}}_{i} / 2$ and the periodic boundary condition is assumed. Here, $h_{i}$ is uniformly and randomly chosen from the range $[-h, h]$ depending on site $i$. The property of this model becomes completely different for small and large $h$. For small $h$, sufficiently highly excited states satisfy the ETH: this is in contrast with the Anderson localization, where arbitrary small disorder is enough to localize the system in one dimension. On the other hand, for $3.6 \simeq h_{c} \leq h$, all eigenstates are numerically found to become localized, which is called the "fully MBL [139]." This critical value defines the MBL transition.

We first discuss the phenomenology of the fully MBL phases. In such strongly
localized systems, we expect that there is no transport, which indicates that a set of local conserved quantities exists. Then, the Hamiltonian in Eq. (2.45) for large $h$ can be diagonalized in the following form:

$$
\begin{equation*}
\hat{H}=E_{0}+\sum_{i} h_{i}^{\prime} \hat{\tau}_{i}^{z}+\sum_{i j} J_{i j}^{\prime} \hat{\tau}_{i}^{z} \hat{\tau}_{j}^{z}+\sum_{n=3} \sum_{i_{1} \cdots i_{n}} K_{i_{1} \cdots i_{n}}^{(n)} \hat{\tau}_{i_{1}}^{z} \cdots \hat{\tau}_{i_{n}}^{z} \tag{2.46}
\end{equation*}
$$

with some constants $E_{0}, h_{i^{\prime}}^{\prime}, J_{i j}^{\prime}, K_{i_{1} \cdots i_{n}}^{(n)}$. Here, $J_{i j}^{\prime}$ and $K_{i_{1} \cdots i_{n}}^{(n)}$ exponentially decrease with increasing $|i-j|$ and $\left|i_{1}-i_{n}\right|$. The new Pauli operators $\hat{\tau}_{i}^{\alpha}(\alpha=x, y, z)$ (called l-bits) are quasi-localized; they have a large overlap with $\hat{\sigma}_{i}^{\alpha}$ and an exponentially small overlap with $\hat{\sigma}_{j}^{\alpha}(|i-j| \gg 1)$. Put differently, $\hat{\tau}_{i}^{\alpha}$ can be obtained by a quasi-local unitary transformation of $\hat{\sigma}_{i}^{\alpha}$ for sufficiently large disorder.

From the expression in Eq. (2.46), the energy eigenstates are known to be characterized by a set of quasi-localized conserved quantities as $\left|E_{\alpha}\right\rangle=\left|\tau_{1}, \cdots, \tau_{N}\right\rangle$, where $\tau_{i}= \pm 1$. These conserved quantities lead to the breakdown of the RMT picture, such as the ETH [57] and Srednicki's conjecture [27]. In addition, the level-spacing distributions in the MBL phase obey the Poisson distribution

$$
\begin{equation*}
P_{\mathrm{Po}}(s)=e^{-s}, \tag{2.47}
\end{equation*}
$$

which reflects the fact that each neighboring eigenstate becomes uncorrelated owing to the conservation law. Another important feature is the area law of the entanglement entropy [159], as detailed in the next subsection.

These spectral properties of the MBL profoundly affect its dynamics. For example, the expectation values of local observables retain the information of initial values for a long time, as indicated by the breakdown of the ETH. As mentioned in the introduction, they are experimentally observed using e.g., cold atoms [59, 61]. Disorder is also known to affect transport properties [160].

On the other hand, we need a more sophisticated probe to distinguish between the Anderson localization and MBL. One of the candidates is the half-chain entanglement entropy, which is defined as

$$
\begin{equation*}
S=-\operatorname{Tr}\left[\hat{\rho}_{L / 2} \ln \hat{\rho}_{L / 2}\right], \tag{2.48}
\end{equation*}
$$

where $\hat{\rho}_{L / 2}=\operatorname{Tr}_{L / 2}[\hat{\rho}]$ is the reduced density matrix for a state $\hat{\rho}$. After a quench starting from a product state, the state $\hat{\rho}(t)=\left|\psi_{t}\right\rangle\left\langle\psi_{t}\right|$ gets entangled and $S(t)$ starts to grow. If the system belongs to the delocalized (ETH) phase, $S(t)$ typically linearly grows first and shows saturation to a thermal value [161]. If the system exhibits the Anderson localization, $S(t)$ quickly becomes some constant [162]. Finally, if the system exhibits MBL, $S(t)$ shows nontrivial logarithmic growth,
$S(t) \simeq \log t$ [162] (see Fig. 2.3]. To intuitively understand this behavior for the MBL, we consider an initial product state in the basis of $\hat{\tau}_{j}^{z}$ for simplicity:

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\prod_{j}\left(A_{j}\left|\tau_{j}=+1\right\rangle+B_{j}\left|\tau_{j}=-1\right\rangle\right) \tag{2.49}
\end{equation*}
$$

where $\left|A_{j}\right|^{2}+\left|B_{j}\right|^{2}=1$ (although many works consider product states in the basis of the physical spins $\hat{\sigma}_{j}^{z}$ ). Owing to the Hamiltonian in Eq. (2.46), $\left|\psi_{0}\right\rangle$ acquires a phase. For the spin $i$ to be entangled with the distant spin $j$, the phase owing to the interaction that connects these spins (e.g., $K_{i, \cdots, j}^{(n)} \hat{\tau}_{i}^{z} \cdots \hat{\tau}_{j}^{z}$ ) should become large. Since the strength of such interactions decays exponentially, we need an exponentially long time to entangle distant spins. In turn, we have a logarithmic growth of entanglement as function of time.

Another dynamical probe with which we can distinguish the Anderson localization from MBL is an out-of-time-ordered correlator [163, 164, 165, 166], which is given by

$$
\begin{equation*}
C(t)=\left\langle[\hat{A}(t), \hat{B}]^{\dagger}[\hat{A}(t), \hat{B}]\right\rangle \tag{2.50}
\end{equation*}
$$

for two local observables $\hat{A}$ and $\hat{B}$. For example, $C(t)$ is known to distinguish the way of information propagation of the system, which is linear, logarithmic and zero for the delocalized, MBL, and Anderson localized phases [167, 168, 169], respectively.

The absence of the ETH in many-body localized phases means that even highly excited states can possess quantum order, which is not allowed in thermal equilibrium, as mentioned in the introduction. For example, excited states can exhibit a phase transition within MBL phases, such as a transition between paramagnetic and spin-glass phases [170]. This is also the case for a Floquet system, where MBL prevents the system from heating. In a Floquet MBL system, another interesting phenomenon, i.e., a discrete time-crystalline (DTC) phase appears. In a DTC-phase of a system which is periodically driven with a period $T$, the expectation value oscillates with the period $n T(n=2,3, \cdots)$. It is known that the transition into a DTC phase is a consequence of the phase transition of the Floquet eigenstates that remain localized [171].

Since MBL is not easy to study analytically, many of the works aim to reveal its property with numerical simulations. Many numerical simulations rely on exact diagonalization [57, 162, 172, 139, 173], which gives complete information of the system but is limited to small system sizes. Another possible method is to use matrix-product states, which can simulate large systems as long as the state has


Figure 2.3: (Top) Half-chain entanglement entropy $S(t)$ of a 1D XXZ spin system. The strength of the interaction is given by $J_{z} / J_{\perp}$, where $J_{z}$ and $J_{\perp}$ are coupling strengths of zz and $x x$ (yy) components, respectively. For zero interaction (namely, in the case of the Anderson localization) $S(t)$ is saturated quickly. On the other hand, for nonzero interactions (in the case of MBL) $S(t)$ exhibits a logarithmic unbounded growth. Inset shows the same data with rescaled time, for which $J_{z}=0$ values are subtracted. (Bottom) Saturation values of the entanglement entropy. Reprinted figure with permission from Fig. 1 of [Jens H. Bardarson, Frank Pollmann, and Joel E. Moore. Unbounded growth of entanglement in models of many-body localization. Phys. Rev. Lett., 109:017202, Jul 2012 (Ref. [162])] Copyright 2012 by the American Physical Society.
low entanglement. Since energy eigenstates satisfy the area law of entanglement entropy and growth of entanglement is slow, matrix-product states are expected to be useful to simulate eigenstates and dynamics of MBL systems [174, 175]. We also note that state-of-the-art-techniques such as machine learning techniques are also utilized to identify MBL phases [176, 177].

While MBL is actively investigated for the above reasons, it is still under debate in what conditions the MBL phase exists [178]. In fact, the MBL is analytically proven only for the one-dimensional transverse Ising model with disorder on the basis of the picture of quasi-local conserved quantities discussed above [179, 180]. The existence of MBL in higher dimensions is more controversial. Semi-analytical arguments indicate that a small delocalized region, which exists owing to the fluctuation of disorder, is enough to delocalize the entire system in the thermodynamic limit for dimensions $d \geq 2$ [181]. On the other hand, experimental [61] and numerical [182] studies of about $10 \times 10$-site lattice in two dimensions show the signature of MBL. Another ingredient that affects the existence of MBL is the symmetry of the system. Indeed, if the Hamiltonian respects a non-Abelian symmetry, the energy eigenstates cannot be MBL unless the system exhibits spontaneous symmetry breaking [183].

### 2.3.2 Characterizing the MBL transition

One of the most interesting challenges is to investigate the phase transition between delocalized and MBL phases. Indeed, such a transition is very different from the usual thermal or ground-state phase transitions, since the transition is defined by excited eigenstates. Reference [173] numerically investigated the transition point between delocalized and MBL phases by using several different measures such as the level-spacing distributions. Let us consider here the entanglement entropy of energy eigenstates. As shown in Fig. 2.4(top), the variance of the half-chain entanglement entropy $\sigma_{E}$ is expected to have a peak near the critical point [170, 173] and exhibit a scaling behavior. Figure 2.4(middle) shows that the entanglement entropy $S_{E}$ obeys the volume law (i.e., $S_{E} / L$ is almost constant for large $L$ ) for delocalized phases and the area law (i.e., $S_{E} / L$ is decreasing as $\propto L^{-1}$ for large $L$ ) for localized phases; note that they considered a one-dimensional system. Moreover, Fig. [2.4(bottom) shows that $S_{E}$ obeys a critical scaling as

$$
\begin{equation*}
\frac{S_{E}}{L}=f\left(L\left|h-h_{c}\right|^{v}\right), \tag{2.51}
\end{equation*}
$$

where $v$ is a critical exponent. Note that it is still a controversial problem to precisely evaluate $v$ [184].

Another interesting criterion of the MBL transition was proposed in Ref. [185], which studied the distribution of matrix elements of a local observable between the eigenstates of the system. The authors of Ref. [185] consider the following measure:

$$
\begin{equation*}
\mathcal{G}(L)=\ln \frac{\left|V_{\alpha, \alpha+1}\right|}{E_{\alpha+1}^{\prime}-E_{\alpha}^{\prime}} \tag{2.52}
\end{equation*}
$$

for some local observable $\hat{V}$, where $E_{\alpha}^{\prime}=E_{\alpha}+V_{\alpha \alpha}$. This indicator measures the stability of energy eigenstate $\left|E_{\alpha}\right\rangle$ of the original Hamiltonian $\hat{H}$ against a local perturbation $\hat{V}$. Indeed, if we consider

$$
\begin{equation*}
\hat{H}+\hat{V}=\sum_{\alpha} E_{\alpha}^{\prime}\left|E_{\alpha}\right\rangle\left\langle E_{\alpha}\right|+\sum_{\alpha \neq \beta} V_{\alpha \beta}\left|E_{\alpha}\right\rangle\left\langle E_{\beta}\right| \tag{2.53}
\end{equation*}
$$

and use the first-order perturbation theory on the right-hand side, the perturbed eigenstates can be written as

$$
\begin{equation*}
\left|E_{\alpha}\right\rangle+\sum_{\beta(\neq \alpha)} \frac{V_{\beta \alpha}}{E_{\beta}^{\prime}-E_{\alpha}^{\prime}}\left|E_{\beta}\right\rangle+\cdots \tag{2.54}
\end{equation*}
$$

Thus, for the leading correction to be small, we require

$$
\begin{equation*}
\left|\frac{V_{\beta \alpha}}{E_{\beta}^{\prime}-E_{\alpha}^{\prime}}\right| \ll 1 \tag{2.55}
\end{equation*}
$$

On the other hand, the perturbation breaks down (i.e., eigenstates are unstable against the perturbation) when

$$
\begin{equation*}
\left|\frac{V_{\beta \alpha}}{E_{\beta}^{\prime}-E_{\alpha}^{\prime}}\right| \gg 1 . \tag{2.56}
\end{equation*}
$$

By taking the logarithm and setting $\beta=\alpha+1$, we obtain the indicator in Eq. (2.52).
The crucial finding in Ref. [185] is that $\mathcal{G}(L)$ considerably changes its behavior at the delocalized-MBL transition. Indeed, the authors found that $\mathcal{G}(L) \sim \alpha L$ for the delocalized phase but $\mathcal{G}(L) \sim-\beta L$ for the MBL phase $(\alpha, \beta$ are some positive constants). At the transition point, $\mathcal{G}(L)$ becomes independent of $L$. In other words, the eigenstates are unstable in the thermodynamic limit only for the delocalized phase.

The above behavior is understood as follows. For the delocalized (ETH) phase, matrix elements $V_{\alpha, \alpha+1}$ are expected to be proportional to $e^{-S_{\mathrm{Th}}(E) / 2}$ according to


Figure 2.4: Transition between delocalized and MBL phases. The left and right columns show the results for different energy scales. (top) Rescaled standard deviation of the half-chain entanglement entropy for different system sizes. The scaling behavior is observed for appropriate $v$ and $h_{c}$. (middle) $L$-dependence of the half-chain entanglment entropy $S_{E}$ devided by $L$ for different $h$. We find a crossover transition from the volume law to the area law with increasing $h$. (bottom) The critical scaling of $S_{E} / L$. We can see the data collapse for different $h$ by using the same $v$ and $h_{c}$ as in the top figures. Reprinted figure with permission from Fig. 3 of [David J. Luitz, Nicolas Laflorencie, and Fabien Alet. Many-body localization edge in the random-field heisenberg chain. Physical Review B, 91:081103(R), Feb 2015 (Ref. [173])] Copyright 2015 by the American Physical Society.

Srednicki's conjecture in Eq. (2.27). On the other hand, the typical level spacing decreases as $E_{\alpha+1}^{\prime}-E_{\alpha}^{\prime} \sim e^{-S_{\mathrm{Th}}(E)}$. Thus, $\mathcal{G}(L) \sim \alpha L$ is expected for positive $\alpha$. For the MBL phase, however, $V_{\alpha, \alpha+1}$ is far more suppressed because energy eigenstates $\left|E_{\alpha}\right\rangle$ and $\left|E_{\alpha+1}\right\rangle$ are characterized by different sets of quasi-local conserved quantities. The perturbation $\hat{V}$ only acts on a local region and can little affect the quasi-local conserved quantities in the distance. Consequently, $\left|E_{\alpha+1}\right\rangle$ and $\hat{V}\left|E_{\alpha}\right\rangle$ have an exponentially small overlap, leading to $\mathcal{G}(L) \sim-\beta L$ for positive $\beta$. Strictly speaking, there can be higher-order perturbation effects that alters the nature of the localization [180], but we neglect this for simplifying the discussion.

Phenomenologically, the critical phenomenon is understood by the growth of the delocalized (resonant) clusters. While they cannot grow enough to delocalize the entire system for the localized phase, they can encompass the entire system at and below the critical point. To describe this process, different renormalizationgroup methods are employed [186, 187, 188]. Such schemes predict the critical exponent $v$ in large systems as well as the anomalous subdiffusive transport in the delocalized phase near criticality, namely the Griffiths phase [160].

### 2.3.3 Other systems where thermalization is absent

We here briefly review systems in which thermalization is absent even without localization.

## Integrable systems

One of the important classes is integrable systems, whose importance on thermalization was known before the MBL. Let us consider semiclassical systems whose classical counterparts are integrable, i.e., an extensive set of integrals of motion exists. In that case, the level-spacing distributions obey the Poisson distribution according to the Berry-Tabor conjecture [120] and the eigenstates do not obey RMT [121].

A similar result is expected to hold true for integrable quantum many-body systems. Here, we define integrable systems as those whose eigenstates are uniquely determined by an extensive number of local conserved quantities, although other definitions can also be made [123]. In particular, we focus on systems that are mapped to free particles [124, 125, 70, 126, 127, 128, 129, 74] or solved by the Bethe ansatz [130, 131, 132, 133, 134, 135, 136, 137, 138]. It is known that such integrable systems have the level-spacing distributions obeying the Poisson dis-
tribution, although a system that does not obey this principle has recently been found [189]. Moreover, the ETH and Srednicki's conjecture do not hold, and thus thermalization is absent [16, 18]. Instead, these systems is expected to relax to the so-called generalized Gibbs ensemble (GGE) [190, 191, 124, 70],

$$
\begin{equation*}
\hat{\rho}_{\mathrm{GGE}}=\frac{e^{-\sum_{m} \lambda_{m} \hat{I}_{m}}}{\operatorname{Tr}\left[e^{-\sum_{m} \lambda_{m} \hat{I}_{m}}\right]}, \tag{2.57}
\end{equation*}
$$

where $\hat{I}_{m}$ denote a set of conserved quantities that retain the initial information about the system in the course of time evolution. We note that the GGE appears owing to an extensive number of local conserved quantities and complete integrability is not necessarily needed [192].

Let us comment on the main difference between the clean integrable systems (free systems and Bethe-ansatz-solvable systems) and the (fully) MBL, both of which have integrable structures in that their eigenstates are uniquely determined by an extensive number of local conserved quantities. Firstly, while "local conserved quantities" denote an extensive sum of local operators (macroscopically conserved quantities) for the clean case, they are (quasi)locally conserved without taking the sum for the MBL. Secondly, while the clean integrable systems may not be robust under additional perturbations in the Hamiltonian parameters, MBL systems robustly exist for generic parameters if the disorder is strong.

## Quantum many-body scars

Another notable example without thermalization that have attracted much attention recently is a quantum many-body scar. A quantum scar was originally studied in semiclassical systems [193]; even when the classical limit is chaotic, there exist rare excited energy eigenstates that violate the RMT description, which reflects the unstable periodic orbits in classical chaotic systems.

Similarly, it has recently been found that non-thermal excited eigenstates can exist even in nonintegrable systems. These eigenstates are called quantum manybody scars and largely affect the dynamics for some specific initial states [75, 76]. One of the most important examples is the so-called PXP model, which effectively describes the blockade effect in Rydberg atoms [76, 194, 195, 196]:

$$
\begin{equation*}
\hat{H}=\hat{Q}_{i-1} \hat{\sigma}_{i}^{x} \hat{Q}_{i+1}, \tag{2.58}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{Q}_{i}=\frac{1-\hat{\sigma}_{i}^{z}}{2}=|\downarrow\rangle\langle\downarrow| \tag{2.59}
\end{equation*}
$$

is the projection operator, and we consider the periodic boundary condition for simplicity. The dynamics of this model is constrained owing to the projections. Indeed, configurations including neighboring up states are not allowed. Then, the dimensionality of the Hilbert space essentially grows following the Fibonacci sequence. Importantly, the level-spacing distribution of this model obeys the Wigner-Dyson statistics, which indicates the nonintegrability of the system.

Reference [76] showed that the model in Eq. (2.58) hosts non-thermal rare eigenstates in the middle of the spectra, while most of the eigenstates obey the ETH. Owing to these non-thermal states, some initial state, such as the Neel state $|\uparrow \downarrow \uparrow \downarrow \cdots\rangle$, exhibits an unusual long-time oscillation, while most of the initial states rapidly relax to thermal equilibrium. These eigenstates, called "quantum manybody scars," have been investigated in terms of the proximity of integrability [197], the forward-scattering approximation [194], and the semiclassical periodic orbits defined by the time-dependent variational principle [198]. It is also known exactly that these scar states can break the ETH in the thermodynamic limit [199]. Let us consider a matrix-product state

$$
\begin{equation*}
\left|\Phi_{s}\right\rangle \propto \sum_{\{\sigma\}=\uparrow, \downarrow} \operatorname{Tr}\left[B^{\sigma_{1}} C^{\sigma_{2}} \ldots B^{\sigma_{L-1}} C^{\sigma_{L}}\right]\left|\sigma_{1} \ldots \sigma_{L}\right\rangle \tag{2.60}
\end{equation*}
$$

with

$$
\begin{gather*}
B^{0}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad B^{1}=\sqrt{2}\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & 0 & 1
\end{array}\right),  \tag{2.61}\\
C^{0}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0 \\
0 & 0
\end{array}\right), C^{1}=\sqrt{2}\left(\begin{array}{cc}
1 & 0 \\
0 & 0 \\
-1 & 0
\end{array}\right) . \tag{2.62}
\end{gather*}
$$

Note that the state in Eq. (2.60) satisfies $\hat{H}\left|\Phi_{s}\right\rangle=0$. Thus, $\left|\Phi_{s}\right\rangle=0$ is an eigenstate of $\hat{H}$ with $E_{\alpha}=0$, which corresponds to the state at the infinite temperature. We can calculate that $\left\langle\Phi_{s}\right| \hat{\sigma}_{1}^{z}\left|\Phi_{s}\right\rangle \neq \operatorname{Tr}\left[\hat{\rho}_{T=\infty} \hat{\sigma}_{1}^{z}\right]$, which means that $\left|\Phi_{s}\right\rangle$ breaks the ETH.

Such non-thermal states embedded in the middle of the spectra of nonintegrable systems are actively investigated in several situations. Indeed, they are found to exist in systems including the Affleck-Kennedy-Lieb-Tasaki model [200, 201], Ising models with certain parameters of transverse and longitudinal fields [202],
a spin-ladder model [203], a spin-1 XY magnets [204], and "fractonic circuits [205]".
It is also known that the embedding can be done systematically [122, 206]. Reference [122] considered a Hamiltonian in the following form

$$
\begin{equation*}
\hat{H}=\sum_{j} \hat{P}_{j} \hat{h}_{j} \hat{P}_{j}+\hat{H}^{\prime} \tag{2.63}
\end{equation*}
$$

where $\hat{P}_{j}$ is a local projector which eliminates the state in a set $\mathcal{T}$ (i.e., $\hat{P}_{j}|\Phi\rangle=0$ for $|\Phi\rangle \in \mathcal{T}$ ) for any $j, \hat{h}_{j}$ is an arbitrary local operator and $\hat{H}^{\prime}$ is the Hamiltonian satisfying $\hat{H}^{\prime}|\Phi\rangle \in \mathcal{T}$ if $|\Phi\rangle \in \mathcal{T}$. Since $\hat{h}_{j}$ can be arbitrarily complex, $\hat{H}$ is in general nonintegrable. On the other hand, $\hat{H}^{\prime}$ determines eigenstates that are diagonalized in the $\mathcal{T}$-space regardless of $\hat{h}_{j}$, which means that the eigenstates in $\mathcal{T}$ and the complement of $\mathcal{T}$ are uncorrelated. This absence of the correlation leads to the breakdown of the ETH.

### 2.4 Relaxation dynamics in closed quantum manybody systems

We have mainly discussed long-time dynamics and relaxation to thermal states, which are understood by the ETH. On the other hand, there are a lot of universal phenomena before the complete relaxation, which are not explained by the ETH. Here we briefly discuss some recent topics on non-equilibrium dynamics of closed quantum many-body systems.

One interesting subject is dynamical chaos, probed by, e.g., the out-of-timeordered correlator (OTOC) defined in Eq. (2.50). To see the essence of the OTOC, let us consider a semiclassical system with one particle, which is described by canonical variables $\hat{q}$ and $\hat{p}$. Then, with the semiclassical approximation, $C(t)$ can be written as

$$
\begin{equation*}
C(t)=\left\langle[\hat{p}(t), \hat{q}]^{\dagger}[\hat{p}(t), \hat{q}]\right\rangle \rightarrow-\hbar^{2}\left(\frac{\partial p_{t}}{\partial p}\right)^{2} \sim e^{2 \lambda t} \tag{2.64}
\end{equation*}
$$

for a chaotic system. Here $q$ and $p$ are the corresponding classical variables, $p_{t}$ is a momentum at time $t$ obtained from the classical equation, and $\lambda$ is the Lyapunov exponent, which characterizes classical chaos through its exponential sensitivity. Maldacena and coauthors [166] conjectured that $\lambda$ obeys a nontrivial bound, $\lambda \leq 2 \pi k_{B} T / \hbar$ for a thermal state at temperature $T$. Such a bound is achieved by the Sachdev-Ye-Kitaev model, which consists of all-to-all Majorana many-body interactions and has a property analogous to that of some Black-
hole models [165, 164, 207, 208]. The OTOC is not only relevant to quantum chaos and the Black holes, but also related to quantum information [209, 153], characterization of static and dynamical phases of matter [167, 168, 169], and irreversibility [210].

Another important subject is whether or not the universality in nonequilibrium phenomena known in classical systems emerges in closed quantum many-body systems. For example, emergence of Kardar-Parisi-Zhang universality [211] or Edwards-Wilkinson universality [212] has been investigated in quantum manybody systems [213, 214, 215, 216, 217], inspired by fluctuation hydrodynamics [218, 219] and surface growth [220] in classical systems.

Another example of the universal phenomena appears in the coarsening dynamics of symmetry-broken domains, which shows a self-similar behavior during time evolution. To be more precise, the equal-time correlation function $C(x=|i-j|, t)=\left\langle\hat{O}_{i}(t) \hat{O}_{j}(t)\right\rangle$ at time $t$ obeys the scaling form

$$
\begin{equation*}
C(x, t) \propto f(x / L(t)), \tag{2.65}
\end{equation*}
$$

where the growth of $L(t)$ determines the universality of the coarsening dynamics. Though such scaling behavior is well known in dissipative classical systems [221], it has recently been known that closed quantum systems can obey this scaling law [222, 223, 224, 225, 216]. For instance, $L(t) \propto t^{2 / 3}$, namely binary liquid universality is obtained for the Ising-type domain in ferromagnetic spin-1 spinor gases in two dimensions [224], but $L(t)$ is characterized by the exponential integral in one dimension [225]. A similar concept is a notion of the non-thermal fixed point, which states that certain initial states should be attracted to a long-lived nonequilibrium state and show the critical behavior there. Specifically, a nonthermal fixed point is expected to be diagnosed by the correlation function which behaves as $C(x, t)=t^{\gamma} f\left(x / t^{\beta}\right)$ for some critical exponents $\gamma$ and $\beta$. Originally proposed in Ref. [226], the non-thermal fixed points are actively investigated as a unifying mechanism for the scaling behavior in nonequilibrium systems.

## Chapter 3

## Atypicality of most few-body observables

### 3.1 Motivation

In the previous chapter, we have explained that the ETH is the most promising candidate to justify thermalization in closed quantum systems. While localization, integrability, and some other mechanisms (such as quantum many-body scars) can violate the ETH, it is still believed that the ETH holds true for generic few-body or local quantum many-body systems without such special reasons.

Interestingly, von Neumann already addressed analytically why the ETH seems to hold true for generic macroscopic systems in his paper in 1929 [2], relying on the "typicality argument". As detailed in the next section, the typicality argument essentially consists of two steps. First, we mathematically prove the typicality on the matrix elements; for almost all (i.e., typical) unitary transformations of the bases between the Hamiltonian $\hat{H}$ and observable $\hat{O}$ over the uniform Haar measure, the maximum fluctuation of the matrix elements within the microcanonical energy shell becomes exponentially small. Secondly, we conjecture that the unitary transformation between physically relevant $\hat{H}$ and $\hat{O}$, i.e., few-body (or local) Hamiltonians and observables, is actually typical, i.e., satisfies the above property on the maximum fluctuation, unless some special reason exists, such as integrability and localization. Note that while the first step is rigorous, the second step is a physical conjecture. The typicality argument is a sufficient condition for the ETH, since an exponentially small fluctuation of the matrix elements in the microcanonical shell implies the condition in Eqs. (2.18) and (2.19).

While the typicality argument has been a promising candidate to justify the

ETH for generic systems and followed by recent works [3, 30], whether this argument is really true for the experimentally relevant setups was not sufficiently discussed. In this chapter, we show that the typicality argument cannot be applied to the setup with most few-body observables and a few-body Hamiltonian, which is a natural setup for experiments. Indeed, the diagonal matrix elements for most few-body observables are shown not to behave typically if the width of the energy shell decreases at most polynomially as we increase the size of the system.

We first review the mathematical formulation of the typicality argument, following Ref. [30]. We then show our main results of the atypicality of most few-body observables, although near $N$-body observables can be consistent with the typicality argument, where $N$ denotes the system size. We also prove atypicality in another setup with locality. Finally, we discuss the relation with previous related works and conclude the chapter with outlook.

### 3.2 Review on the typicality argument

We first review the rigorous formulation of the typicality argument on the basis of Ref. [30], which generalizes von Neumann's argument on macroscopic observables to arbitrary observables. We introduce the Hilbert space $\mathcal{H}_{E, \Delta E}$ of an energy window with median $E$ and width $2 \Delta E$. The projection operator onto this Hilbert space is given by

$$
\begin{equation*}
\hat{\mathcal{P}}_{E, \Delta E}=\sum_{\left|E_{\alpha}-E\right| \leq \Delta E}\left|E_{\alpha}\right\rangle\left\langle E_{\alpha}\right| . \tag{3.1}
\end{equation*}
$$

We consider the spectral decomposition of the observable $\hat{O}$ projected onto $\mathcal{H}_{E, \Delta E}$ :

$$
\begin{equation*}
\hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}=\sum_{i=1}^{d_{E, \Delta E}} a_{i}\left|a_{i}\right\rangle\left\langle a_{i}\right|, \tag{3.2}
\end{equation*}
$$

where $d_{E, \Delta E}=\operatorname{dim}\left[\mathcal{H}_{E, \Delta E}\right]$ denotes the dimensionality of the energy shell. The matrix elements of $\hat{O}$ are then described by

$$
\begin{equation*}
\mathcal{O}_{\alpha \beta}=\left\langle E_{\alpha}\right| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}\left|E_{\beta}\right\rangle=\sum_{i} a_{i} U_{\alpha i} U_{\beta i}^{*} \tag{3.3}
\end{equation*}
$$

where the basis transformation $U_{\alpha i}=\left\langle E_{\alpha} \mid a_{i}\right\rangle$ constitutes a $d_{E, \Delta E} \times d_{E, \Delta E}$ unitary matrix $U$.

Let us focus on the diagonal matrix elements in the following. If the fluctuation of such diagonal matrix elements within the energy shell vanishes in the
thermodynamic limit, then the ETH holds true in the energy shell (which is often taken as the microcanonical energy shell obeying $\Delta E \propto \sqrt{N}$, where $N$ is the number of lattice sites). The magnitude of the fluctuation can be quantified by the comparison of

$$
\begin{equation*}
\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \tag{3.4}
\end{equation*}
$$

and $\|\hat{O}\|_{\text {op, }}$, where $\|\cdot\|_{\text {op }}$ denotes an operator norm. Let us denote $\mathcal{U}_{\left\{a_{i}\right\}, \eta}(\eta>0)$ as a set of all $U$ that satisfy the inequality

$$
\begin{equation*}
\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \leq\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta} \tag{3.5}
\end{equation*}
$$

Note that $U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}$ means that the ETH holds true within $\mathcal{H}_{E, \Delta E}$ because the maximum fluctuation of $O_{\alpha \alpha}$ vanishes exponentially (remember $d_{E, \Delta E} \propto e^{s N}$ for the entropy density $s$ ), but that the converse is not true.

We can show that, for almost all (typical) $U$ over the Haar measure, the fluctuation becomes exponentially small. Indeed, we can show the following inequality

$$
\begin{equation*}
\mathbb{P}_{U}\left[U \notin \mathcal{U}_{\left\{a_{i}\right\}, \eta}\right] \leq 2 d_{E, \Delta E} \exp \left[-\frac{d_{E, \Delta E}^{1-2 \eta}}{72 \pi^{3}}\right], \tag{3.6}
\end{equation*}
$$

where $\mathbb{P}_{U}$ denotes the probability over the unitary Haar measure. Since the righthand side becomes zero in the thermodynamic limit for $0<\eta<1 / 2$, almost all $U$ satisfy $U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}$. Then, we may assume that $U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}$ for $U$ which is obtained from a physically relevant set of $\hat{H}$ and $\hat{O}$ unless some special reasons exist, which is the statement of the typicality argument.

Let us prove Eq. (3.6). We use the following Levy's lemma [7, 227]:

$$
\begin{equation*}
\operatorname{Prob}\left[\left|g(\psi)-\langle g(\psi)\rangle_{\psi}\right| \geq \epsilon\right] \leq 2 \exp \left[-\frac{\epsilon^{2}(d+1)}{9 \pi^{3} \xi^{2}}\right] \tag{3.7}
\end{equation*}
$$

where $\psi \in \mathbb{S}^{d} \subset \mathbb{R}^{d+1}$ is a point on a $d$-dimensional unit sphere, $g(\psi): \mathbb{S}^{d} \rightarrow \mathbb{R}$ is a Lipshitz continuous function with a Lipshitz constant $\xi$, "Prob" means the uniform probability for $\psi$ over the unit sphere, and $\langle\cdots\rangle_{\psi}$ is the expectation value for the uniform measure. We here consider $|\psi\rangle \in \mathcal{H}_{E, \Delta E}$ as a point $\psi$ on a $\left(2 d_{E, \Delta E}-1\right)$ dimensional unit sphere $\left(d=2 d_{E, \Delta E}-1\right)$. Then, $g(\psi)=\langle\psi| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}|\psi\rangle$ is a Lipshitz continuous function with

$$
\begin{equation*}
\xi=\Delta_{\hat{O}}:=\max _{i} a_{i}-\min _{i} a_{i} \tag{3.8}
\end{equation*}
$$

because

$$
\begin{align*}
&\left.\left|\langle\psi| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}\right| \psi\right\rangle-\left\langle\psi^{\prime}\right| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}\left|\psi^{\prime}\right\rangle \mid \\
&\left.=\left|\langle\psi| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}-X_{\hat{O}} / 2\right| \psi\right\rangle-\left\langle\psi^{\prime}\right| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}-X_{\hat{O}} / 2\left|\psi^{\prime}\right\rangle \mid \\
&=\frac{1}{2}\left|\left(\langle\psi|+\left\langle\psi^{\prime}\right|\right) \hat{O}^{\prime}\left(|\psi\rangle-\left|\psi^{\prime}\right\rangle\right)+\left(\langle\psi|-\left\langle\psi^{\prime}\right|\right) \hat{O}^{\prime}\left(|\psi\rangle+\left|\psi^{\prime}\right\rangle\right)\right| \\
& \leq\left\|\hat{O}^{\prime}\left|\|_{\text {op }} \cdot\right||\psi\rangle-\left|\psi^{\prime}\right\rangle|\cdot||\psi\rangle+\left|\psi^{\prime}\right\rangle \mid\right. \\
& \leq 2| | \hat{O}^{\prime}\left|\|_{\text {op }} \cdot\right||\psi\rangle-\left|\psi^{\prime}\right\rangle \mid \\
&\left.=\Delta_{\hat{O}} \cdot| | \psi\right\rangle-\left|\psi^{\prime}\right\rangle \mid \tag{3.9}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{O}^{\prime}=\hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}-\frac{X_{\hat{O}}}{2} \tag{3.10}
\end{equation*}
$$

and $X_{\hat{O}}=\max _{i} a_{i}+\min _{i} a_{i}$. In addition, we can show that $\langle g(\psi)\rangle_{\psi}=\operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right]$. Thus, noticing that randomizing $\psi$ is equivalent to randomizing $U$ for some state (for which we take as the eigenstate of $\hat{H}$ ), we obtain

$$
\begin{equation*}
\left.\mathbb{P}_{U}\left[\left|\left\langle E_{\alpha}\right| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}\right| E_{\alpha}\right\rangle-\operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right] \mid \geq \epsilon\right] \leq 2 \exp \left[-\frac{2 \epsilon^{2} d_{E, \Delta E}}{9 \pi^{3} \Delta_{\hat{O}}^{2}}\right] \tag{3.11}
\end{equation*}
$$

for any $\left|E_{\alpha}\right\rangle \in \mathcal{H}_{E, \Delta E}$.

We next notice

$$
\begin{equation*}
\mathbb{P}\left[\max _{k}\left(f_{k}\right) \geq a\right] \leq \sum_{k} \mathbb{P}\left[f_{k} \geq a\right] \tag{3.12}
\end{equation*}
$$

for an arbitrary set of functions $\left\{f_{k}\right\}_{k}$. Then, using $\left\langle E_{\alpha}\right| \hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}\left|E_{\alpha}\right\rangle=O_{\alpha \alpha}$, we have

$$
\begin{equation*}
\mathbb{P}_{U}\left[\max _{\left|E_{\alpha}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-\operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right]\right| \geq \epsilon\right] \leq 2 d_{E, \Delta E} \exp \left[-\frac{2 \epsilon^{2} d_{E, \Delta E}}{9 \pi^{3} \Delta_{\hat{O}}^{2}}\right] . \tag{3.13}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{1}{2} \max _{\left|E_{\alpha}-E\right| \leq \Delta E,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \leq \max _{\left|E_{\alpha}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-\operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right]\right| \tag{3.14}
\end{equation*}
$$

we have
$\mathbb{P}_{U}\left[\max _{\left|E_{\alpha}-E\right| \leq \Delta E,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|>2 \epsilon\right] \leq \mathbb{P}_{U}\left[\max _{\left|E_{\alpha}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-\operatorname{Tr}\left[\hat{\rho}_{\text {mic }} \hat{O}\right]\right|>\epsilon\right]$,
where we have used the relation

$$
\begin{equation*}
\mathbb{P}[a>c] \leq[b>c] \tag{3.16}
\end{equation*}
$$

for $a \leq b$. Substituting $2 \epsilon=\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta}$ into Eq. (3.15) and using Eq. (3.13), we obtain

$$
\begin{equation*}
\mathbb{P}_{U}\left[\max _{\left|E_{\alpha}-E\right| \leq \Delta E,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|>\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta}\right] \leq 2 d_{E, \Delta E} \exp \left[-\frac{\|\hat{O}\|_{\mathrm{op}}^{2} d_{E, \Delta E}^{1-2 \eta}}{18 \pi^{3} \Delta_{\hat{O}}^{2}}\right] . \tag{3.17}
\end{equation*}
$$

Finally, using

$$
\begin{equation*}
\Delta_{\hat{O}} \leq 2\left\|\hat{\mathcal{P}}_{E, \Delta E} \hat{O} \hat{\mathcal{P}}_{E, \Delta E}\right\|_{\mathrm{op}} \leq 2\|\hat{O}\|_{\mathrm{op}} \tag{3.18}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathbb{P}_{U}\left[\max _{\left|E_{\alpha}-E\right| \leq \Delta E,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|>\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta}\right] \leq 2 d_{E, \Delta E} \exp \left[-\frac{d_{E, \Delta E}^{1-2 \eta}}{72 \pi^{3}}\right] . \tag{3.19}
\end{equation*}
$$

This is equivalent to Eq. (3.6).

### 3.3 Atypicality of most few-body observables

In the previous section, we have proven Eq. (3.6), which states that $U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}$ for almost all unitary matrices $U$. On the other hand, it is only an assumption that $U$ obtained from the physically relevant $\hat{H}$ and $\hat{O}$ belongs to $\mathcal{U}_{\left\{a_{i}\right\}, \eta}$. Indeed, little work has existed which investigated the validity of this conjecture.

Here, we show that the typicality argument does not hold for realistic setups that possess the few-body property. Indeed, we prove that, for $H$ with fewbody interactions and most few-body $\hat{O}, U \notin \mathcal{U}_{\left\{a_{i}\right\}, \eta}$ holds true, as schematically illustrated in Fig. 3.1.

### 3.3.1 Setup

We assume that the energy width $\Delta E$ behaves as $\Delta E \propto N^{-p}$ for a real number $p$ and that $d_{E, \Delta E}$ increases exponentially with $N$. Note that the microcanonical energy width (which Refs. [2, 30] focus on) is subextensive and thus satisfies $-1<p<0$. For simplicity, we also assume that the energy eigenvalues exist at the edges of the energy shell. This is in general made possible by changing the original width in


Figure 3.1: Space of unitary matrices and atypicality of most few-body observables. Almost all (i.e., typical) unitary matrices $U$ over the Haar measure belong to $\mathcal{U}_{\left\{a_{i}\right\}, \eta}$, which also implies the ETH. On the other hand, for $H$ with few-body interactions and most few-body $\hat{O}$, the corresponding $U$ behaves atypically and satisfies $U \notin \mathcal{U}_{\left\{a_{i}\right\}, \eta}$. Reproduced from Fig. 1 of Ref. [31]. ©2018 American Physical Society.
an exponentially small way, which does not change the essence of the following discussion. Then $\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|(\hat{H})_{\alpha \alpha}-(\hat{H})_{\beta \beta}\right|=2 \Delta E$ holds.

We consider a system with $N$ spins on a lattice. The Hilbert space can be written as a product of local Hilbert spaces at site $x$ as

$$
\begin{equation*}
\mathcal{H}=\bigotimes_{x=1}^{N} \mathcal{H}_{x} \tag{3.20}
\end{equation*}
$$

We denote $\mathcal{L}(\mathcal{H})$ and $\mathcal{L}\left(\mathcal{H}_{x}\right)$ as operator spaces that respectively act on $\mathcal{H}$ and $\mathcal{H}_{x}$. The orthonormal basis of $\mathcal{L}\left(\mathcal{H}_{x}\right)$ is given by

$$
\begin{equation*}
\left\{\hat{\lambda}_{x}^{0}:=\hat{\mathbb{I}}_{x}, \hat{\lambda}_{x}^{1}, \cdots, \hat{\lambda}_{x}^{S^{2}-1}\right\} \tag{3.21}
\end{equation*}
$$

Here, $S=\operatorname{dim}\left[\mathcal{H}_{x}\right]$ and $\hat{\lambda}_{x}^{\mu}\left(0 \leq \mu \leq S^{2}-1\right)$ are $S \times S$ Hermitian matrices that satisfy the orhthonormality condition $\operatorname{Tr}_{x}\left[\hat{\lambda}_{x}^{\mu} \hat{\lambda}_{x}^{\mu^{\prime}}\right]=S \delta_{\mu \mu^{\prime}}$. For example, for a spin- $1 / 2$ system, $S=2$ and $\lambda_{x}^{\mu}$ can be taken as $\left\{\hat{\mathbb{I}}, \hat{\sigma}^{x}, \hat{\sigma}^{y}, \hat{\sigma}^{z}\right\}$. Then, the basis of
$\mathcal{L}(\mathcal{H})$ can be expressed as

$$
\begin{equation*}
\mathcal{B}_{N}=\left\{\hat{\Lambda}_{\mu_{1}, \cdots, \mu_{N}}^{\prime}=\bigotimes_{x=1}^{N} \hat{\lambda}_{x}^{\mu_{x}} \mid 0 \leq \mu_{x} \leq S^{2}-1\right\} \tag{3.22}
\end{equation*}
$$

with $\operatorname{Tr}\left[\hat{\Lambda}_{\mu_{1}, \cdots, \mu_{N}}^{\prime} \hat{\Lambda}_{\mu_{1}^{\prime}, \cdots, \mu_{N}^{\prime}}^{\prime}\right]=S^{N} \prod_{x=1}^{N} \delta_{\mu_{x} \mu_{x}^{\prime}}$. For example, for the spin-1/2 system, we can take

$$
\begin{equation*}
\mathcal{B}_{N}=\left\{\hat{I}, \hat{\sigma}_{\mathbb{I}}^{x}, \hat{\sigma}_{1}^{y}, \hat{\sigma}_{1}^{z}, \hat{\sigma}_{2}^{x}, \cdots, \hat{\sigma}_{N}^{z}, \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x}, \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{y}, \cdots, \hat{\sigma}_{N-1}^{z} \hat{\sigma}_{N}^{z}, \cdots, \hat{\sigma}_{1}^{z} \cdots \hat{\sigma}_{N}^{z}\right\} . \tag{3.23}
\end{equation*}
$$

Let us now define the notion of $m$-body operators. We consider a subset $\mathcal{B}_{m}$ of $\mathcal{B}_{\mathrm{N}}$ as a basis set whose elements nontrivially act on at most $m$ sites:

$$
\begin{equation*}
\mathcal{B}_{m}=\left\{\bigotimes_{i=1}^{q} \hat{\lambda}_{x_{i}}^{\alpha_{x_{i}}} \mid 1 \leq q \leq m, 1 \leq x_{i} \leq N, 1 \leq \alpha_{x_{i}} \leq S^{2}-1\right\} \tag{3.24}
\end{equation*}
$$

for $m \geq 1$ and $\mathcal{B}_{0}=\left\{\bigotimes_{x=1}^{N} \hat{\lambda}_{x}^{0}\right\}$. For example, for the spin- $1 / 2$ system and $m=2$, we can take

$$
\begin{equation*}
\mathcal{B}_{m=2}=\left\{\hat{I}_{1}, \hat{\sigma}_{1}^{x}, \hat{\sigma}_{1}^{y}, \hat{\sigma}_{1}^{z}, \hat{\sigma}_{2}^{x}, \cdots, \hat{\sigma}_{N}^{z}, \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x}, \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{y}, \cdots, \hat{\sigma}_{N-1}^{z} \hat{\sigma}_{N}^{z}\right\} . \tag{3.25}
\end{equation*}
$$

Then, we define $m$-body operators that can be written as a linear combination of elements in $\mathcal{B}_{m}$ but not in $\mathcal{B}_{m-1}$, and at-most $m$-body operators that can be written as a linear combination of elements in $\mathcal{B}_{m}$. For example, for the spin- $1 / 2$ system,

$$
\begin{equation*}
\sum_{i=1}^{N} \hat{\sigma}_{i}^{z}+\hat{\sigma}_{1}^{x} \hat{\sigma}_{5}^{y}, \sum_{i=1}^{N-1} \hat{\sigma}_{i}^{z} \hat{\sigma}_{i+1}^{z}, \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x}+\hat{\sigma}_{1}^{x}+2 \tag{3.26}
\end{equation*}
$$

are two-body observables, whereas

$$
\begin{equation*}
\sum_{i=1}^{N} \hat{\sigma}_{i}^{z}, \hat{\sigma}_{3}^{z}+1 \tag{3.27}
\end{equation*}
$$

are at most two-body observables but not two-body observables. Few-body operators are defined as $m$-body operators where $m(m \ll N)$ does not depend on $N$.

We next define randomly chosen observables from at most $m$-body operators. Consider a set $\mathcal{L}_{m}$ of at most $m$-body observables. If we let $\hat{\Lambda}_{1}, \cdots, \hat{\Lambda}_{n}$ be elements in $\mathcal{B}_{m}$, where

$$
\begin{equation*}
n=\sum_{q=0}^{m} \frac{N!}{q!(N-q)!}\left(S^{2}-1\right)^{q} \tag{3.28}
\end{equation*}
$$

is the number of the bases and $\operatorname{Tr}\left[\hat{\Lambda}_{f} \hat{\Lambda}_{g}\right]=S^{N} \delta_{f g}$, elements in $\mathcal{L}_{m}$ are written as
a linear combination of $\hat{\Lambda}_{f}$. Then we can define the random observables from $\mathcal{L}_{m}$ as follows:

Definition (Randomly chosen observables from $\mathcal{L}_{m}$ ). We take an observable $\hat{G} \in$ $\mathcal{L}_{m}$ expanded as

$$
\begin{equation*}
\hat{G}=\sum_{f=1}^{n} G_{f} \hat{\Lambda}_{f} \tag{3.29}
\end{equation*}
$$

where real random variables $\vec{G}=\left(G_{1}, \cdots, G_{f}, \cdots, G_{n}\right)$ are chosen over a given probability distribution $P(\vec{G})$. If $P(\vec{G})$ is unchanged under any $n \times n$ orthogonal transformations, $\hat{G}$ is called an observable randomly chosen from $\mathcal{L}_{m}$.

This definition depends on how we choose $\left\{\hat{\Lambda}_{f}\right\}$ and $P(\vec{G})$. The following discussion holds true for an arbitrary choice of $P(\vec{G})$ as long as $\left\{\hat{\Lambda}_{f}\right\}$ possesses orthonomarlity and Hermiticity, and $P(\vec{G})$ is invariant under orthogonal transformations. Thus, we may choose $P(\vec{G})$ to suit our purpose with the invariant property. In contrast, if $U$ is chosen from a unitary Haar measure as in the typicality argument, it is not clear from what kind of probability distributions an observable is chosen. In this sense, the operational meaning of our sampling strategy of observables is well-defined.

### 3.3.2 Proof of atypicality of most few-body observables

We now study diagonal matrix elements of random observables which we define above and compare it with the typicality argument. We consider a few-body Hamiltonian (i.e., Hamiltonian that consists of few-body interactions) as well as few-body observables. Then, most few-body observables randomly chosen from $\mathcal{L}_{m}$ behave atypically, i.e, $U \notin \mathcal{U}_{\left\{a_{i}\right\}, \eta}$, which is understood from the following theorem:

Theorem. Consider a $k$-body Hamiltonian and sufficiently large $N$, and assume that $m(k \leq m \ll N)$ is independent of $N$. We now choose a random observable $\hat{O}=\sum_{f} G_{f} \hat{\Lambda}_{f}$ from $\mathcal{L}_{m}$. We obtain the corresponding $\left\{a_{i}\right\}$ and $U$ from $\hat{H}$ and $\hat{O}$. Then,

$$
\begin{equation*}
\mathbb{P}_{\mathcal{L}_{m}}\left[U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}\right] \leq \frac{\sqrt{\pi n}\|\hat{H}\|_{\mathrm{op}} \Lambda}{2 \Delta E} \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} d_{E, \Delta E}^{-\eta} . \tag{3.30}
\end{equation*}
$$

Here, $\mathbb{P}_{\mathcal{L}_{m}}$ means the probability with respect to $P(\vec{G})$, and $\Lambda=\max _{f}\left\|\hat{\Lambda}_{f}\right\|_{\text {op }} \leq$ $S^{m / 2}$. If $\|\hat{H}\|_{\text {op }}$ does not increase exponentially with increasing $N$, the right-hand


Figure 3.2: Key idea for the proof of Eq. (3.30). (Left) As a first step, we show that $|\vec{\Gamma}|$ does not decay exponentially as we increase $N$ unless $|\vec{H}|$ is exponentially large. This is proven from the observation that $|\vec{\Gamma} \cdot \vec{H}|$ does not decrease exponentially with increasing $N$. (Right) Next, $\vec{G}$ has to be almost orthogonal to $\vec{\Gamma}$ for $|\vec{\Gamma} \cdot \vec{G}|$ to be exponentially small, i.e., $|\vec{\Gamma} \cdot \vec{G}| \leq\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E^{-}}^{-\eta}$, if we assume that $|\vec{G}|$ is not exponentially large. The probability of such an event is exponentially small $\left(\propto d_{E, \Delta E}^{-\eta}\right)$ as long as the dimensionality $n$ of the hypersphere is not exponentially large, which is the case for few-body observables. Reproduced from Fig. 2 of Ref. [31]. ©2018 American Physical Society.
side of the inequality (3.30) vanishes for large $N$, since $d_{E, \Delta E}$ grows exponentially whereas $n$ and $1 / \Delta E \propto N^{p}$ do not.

The inequality 3.30 means that $\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|$ does not decrease as a power of $d_{E, \Delta E}$ for physical Hamiltonians and most few-body observables; remember the definition of $\mathcal{U}_{\left\{a_{i}\right\}, \eta}$ given in Eq. (3.5). This shows that the corresponding unitary $U$ is atypical. Note that atypicality holds for arbitrary $m$ that satisfies $m \geq k$ and is independent of $N$.

The main idea is that the Hamiltonian $\hat{H}$ is obviously an atypical operator, since maximum difference of diagonal matrix elements within the energy shell becomes equal to the energy width $2 \Delta E$, which is assumed to decay at most polynomically. Then, since most of $\hat{O}$ have sufficiently large overlap with $\hat{H}$ through the few-body property, maximum difference of diagonal matrix elements for $\hat{O}$ also behaves atypically owing to the atypicality of the Hamiltonian. This idea is quantitatively formulated in the proof below.

Proof of Eq. 3.30) (see Fig. 3.2 for the key idea of the proof)

As a first step, note that $\hat{H} \in \mathcal{L}_{m}$ satisfies the following condition for a $k$-body Hamiltonian:

$$
\begin{equation*}
\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|(\hat{H})_{\alpha \alpha}-(\hat{H})_{\beta \beta}\right|=2 \Delta E=\xi_{\mathrm{d}} . \tag{3.31}
\end{equation*}
$$

Here $\xi_{\mathrm{d}}=2 \Delta E$ does not decay faster than polynomial in the system size $N$. We define $\gamma$ and $\delta$ as labels of eigenstates satisfying $(\hat{H})_{\gamma \gamma}-(\hat{H})_{\delta \delta}=\xi_{\mathrm{d}}$. If we define $\Gamma_{f}=\left(\hat{\Lambda}_{f}\right)_{\gamma \gamma}-\left(\hat{\Lambda}_{f}\right)_{\delta \delta}$, we obtain the expansion $\hat{H}=\sum_{f=1}^{n} H_{f} \hat{\Lambda}_{f}$, which leads to $\vec{H} \cdot \vec{\Gamma}=\xi_{\mathrm{d}}$ with $\vec{H}=\left(H_{1}, \cdots, H_{n}\right)$ and $\vec{\Gamma}=\left(\Gamma_{1}, \cdots, \Gamma_{n}\right)$. Using

$$
\begin{equation*}
|\vec{H}|=\sqrt{\frac{\operatorname{Tr}\left[\hat{H}^{2}\right]}{S^{N}}} \leq\|\hat{H}\|_{\mathrm{op}} \tag{3.32}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
|\vec{\Gamma}| \geq \frac{\xi_{\mathrm{d}}}{\|\hat{H}\|_{\mathrm{op}}} \tag{3.33}
\end{equation*}
$$

Next,

$$
\begin{equation*}
\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \geq|\vec{G} \cdot \vec{\Gamma}| \tag{3.34}
\end{equation*}
$$

leads to

$$
\begin{equation*}
\mathbb{P}_{\mathcal{L}_{m}}\left[\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \leq\|\hat{O}\|_{\mathrm{op}} \epsilon\right] \leq \mathbb{P}_{\mathcal{L}_{m}}\left[|\vec{G} \cdot \vec{\Gamma}| \leq\|\hat{O}\|_{\mathrm{op}} \epsilon\right] \tag{3.35}
\end{equation*}
$$

for any $\epsilon>0$, where we use $\mathbb{P}[a \leq c] \geq \mathbb{P}[b \leq c]$ for $a \leq b$.
To evaluate Eq. 3.35 , we note that the probability $P(\vec{G}) d \vec{G}$ is expressed as

$$
\begin{equation*}
P^{\prime}(|\vec{G}|)|\vec{G}|^{n-1} d|\vec{G}| d \Omega \tag{3.36}
\end{equation*}
$$

owing to the invariance under any orthogonal transformations, where $\Omega$ is the high-dimensional solid angle. Defining the angle between $\vec{G}$ and $\vec{\Gamma}$ as $\theta$, we obtain

$$
\begin{align*}
\mathbb{P}_{\mathcal{L}_{m}}\left[|\vec{G} \cdot \vec{\Gamma}| \leq\|\hat{O}\|_{\mathrm{op}} \epsilon\right] & \leq \mathbb{P}_{\mathcal{L}_{m}}\left[|\cos \theta| \leq \frac{\sqrt{n}\|\hat{H}\|_{\mathrm{op}} \Lambda \epsilon}{\xi_{\mathrm{d}}}\right] \\
& \leq \frac{\sqrt{\pi n}\|\hat{H}\|_{\mathrm{op}} \Lambda \epsilon}{2 \Delta E} \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} . \tag{3.37}
\end{align*}
$$

Here, we have used Eq. (3.33) and

$$
\begin{align*}
\|\hat{O}\|_{\mathrm{op}} & \leq \sum_{f=1}^{n}\left|G_{f}\right| \mid \hat{\Lambda}_{f} \|_{\mathrm{op}} \\
& \leq \Lambda \sum_{f=1}^{n}\left|G_{f}\right| \cdot 1 \\
& \leq \Lambda|\vec{G}| \sqrt{n} \tag{3.38}
\end{align*}
$$

Note that we have used the property of an operator norm as well as the CauchySchwartz inequality. We also used

$$
\begin{align*}
\mathbb{P}_{\mathcal{L}_{m}}[|\cos \theta|<x] & \leq \mathbb{P}_{\mathcal{L}_{m}}\left[\frac{\pi}{2}(1-x)<\theta<\frac{\pi}{2}(1+x)\right] \\
& \leq \frac{\int_{\frac{\pi}{2}(1-x)}^{\frac{\pi}{2}(1+x)} S_{n-2}(\sin \theta) d \theta}{\int_{0}^{\pi} S_{n-2}(\sin \theta) d \theta} \\
& \leq \frac{\int_{\frac{\pi}{2}(1-x)}^{\frac{\pi}{2}(1+x)}(\sin \theta)^{n-2} d \theta}{\int_{0}^{\pi}(\sin \theta)^{n-2} d \theta} \\
& \leq \sqrt{\pi} x \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} \tag{3.39}
\end{align*}
$$

where $S_{m}(r)=\sqrt{\pi} \Gamma[(m+1) / 2] r^{m} / \Gamma[(m+2) / 2]$ is an area of an $m$-dimensional hypersphere. For $\epsilon=d_{E, \Delta E}^{-\eta}$, the left-hand side of 3.35 becomes $\mathbb{P}_{\mathcal{L}_{m}}\left[U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}\right]$. Then, with Eq. (3.37), the proof of Eq. (3.30) is completed.

We note that our theorem applies to any $k$-body Hamiltonians. If we take $\hat{H}$ as a Hamiltonian with spatially local interactions, we expect $\|\hat{H}\|_{\text {op }} \propto N$. Thus, for the right-hand side of Eq. (3.37) to vanish, $\epsilon$ can instead be taken as

$$
\begin{equation*}
\epsilon \propto N^{-z} \sim n^{-\frac{z}{m}}(z>1+p+m) \tag{3.40}
\end{equation*}
$$

for $\Delta E \propto N^{-p}$, since $\sqrt{n} \Lambda \Gamma[n / 2] / \Gamma[(n-1) / 2] \rightarrow n \sim N^{m}$ for $N \gg 1$. This means that the maximum fluctuation of most few-body observables actually decreases slower than

$$
\begin{equation*}
\sim N^{-z} \sim n^{-\frac{z}{m}}(z>1+p+m) \tag{3.41}
\end{equation*}
$$

### 3.4 Typicality of most $N$-body observables

Our theorem of atypicality only holds true for few-body systems, where $m$ is independent of $N$. If we instead consider many-body observables, the typicality argument may hold true. We here show that most random $N$-body observables behave typically. Indeed, we can show the following proposition:

Proposition. Let us consider a randomly chosen observable $\hat{O}=\sum_{f} G_{f} \hat{\Lambda}_{f}$ from $\mathcal{L}_{N}$. We then obtain the corresponding $\left\{a_{i}\right\}$ and $U$. In this case, we can show that

$$
\begin{equation*}
\mathbb{P}_{\mathcal{L}_{N}}\left[U \notin \mathcal{U}_{\left\{a_{i}\right\}, \eta}\right] \leq 2 d \exp \left[-\frac{d d_{E, \Delta E}^{-2 \eta}}{72 \pi^{3}}\right] \tag{3.42}
\end{equation*}
$$

where $d=\operatorname{dim}[\mathcal{H}]=S^{N}$. The right-hand side vanishes for $N \rightarrow \infty$ when $\eta<1 / 2$.

This proposition indicates that most observables randomly chosen from $\mathcal{L}_{N}$ satisfy the ETH in the energy shell. We note that recent numerical simulations indeed suggest that many-body observables can satisfy the ETH [209, 31, 28, 29], in contrast with the picture that relies on the spatial entanglement for the validity of the ETH [58].

Proof of Eq. (3.42)
First, we show that a random observable $\hat{G}=\sum_{f} G_{f} \hat{\Lambda}_{f}$ chosen from $\mathcal{L}_{N}$ has eigenstates which are distributed over the uniform Haar measure. For any $S^{N} \times S^{N}$ transformation $\hat{R}$ which is unitary, we have

$$
\begin{align*}
\hat{R} \hat{G} \hat{R}^{+} & =\sum_{f=1}^{S^{2 N}} G_{f} \hat{R} \hat{\Lambda}_{f} \hat{R}^{\dagger} \\
& =\sum_{f=1}^{S^{2 N}} G_{f} \sum_{g=1}^{S^{2 N}} \mathcal{R}_{f g} \hat{\Lambda}_{g} \\
& =\sum_{f=1}^{S^{2 N}} \tilde{G}_{f} \hat{\Lambda}_{f}, \tag{3.43}
\end{align*}
$$

where $\mathcal{R}_{f g}$ is defined by

$$
\begin{equation*}
\hat{R} \hat{\Lambda}_{f} \hat{R}^{\dagger}=\sum_{g=1}^{S^{2 N}} \mathcal{R}_{f g} \hat{\Lambda}_{g} \tag{3.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{G}_{f}=\sum_{g=1}^{S^{2 N}} G_{g} \mathcal{R}_{g f} . \tag{3.45}
\end{equation*}
$$

Here, $\mathcal{R}$ is an $S^{2 N} \times S^{2 N}$ orthogonal matrix. Indeed, the normalization condition of $\hat{\Lambda}_{f}, \operatorname{Tr}\left[\hat{\Lambda}_{f} \hat{\Lambda}_{g}\right]=S^{N} \delta_{f g}$, leads to $\sum_{h} \mathcal{R}_{f h} \mathcal{R}_{g h}=\delta_{f g}$ owing to the operator expansion of $\hat{R} \hat{\Lambda}_{f} \hat{R}^{\dagger} \hat{R} \hat{\Lambda}_{g} \hat{R}^{\dagger}$. In addition, $\mathcal{R}_{f g}=\mathcal{R}_{f g}^{*}$ holds true because of the Hermiticity condition $\hat{\Lambda}_{f}^{\dagger}=\hat{\Lambda}_{f}$, which is known from the operator expansion of $\left(\hat{R} \hat{\Lambda}_{f} \hat{R}^{\dagger}\right)^{\dagger}$. Consequently, for randomly chosen observables from $\mathcal{L}_{N}$, the probabilities of choosing $\hat{G}$ and $\hat{R} \hat{G} \hat{R}^{\dagger}$ are equal to each other because $P(\vec{G})$ is invariant under any orthogonal rotation, i.e., $P(\vec{G})=P(\mathcal{R} \vec{G})$. Thus, the eigenstates of a randomly chosen $\hat{G}$ are uniformly distributed over the unitary Haar measure.

Now, we bound the right-hand side of Eq. (3.42). In a manner similar to the derivation of Eq. (3.6), we obtain

$$
\begin{equation*}
\mathbb{P}_{\mathcal{L}_{N}}\left[\max _{\alpha, \beta}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|>\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta}\right] \leq 2 d \exp \left[-\frac{d d_{E, \Delta E}^{-2 \eta}}{72 \pi^{3}}\right], \tag{3.46}
\end{equation*}
$$

where we have considered the unitary Haar measure for the entire Hilbert space. Because of the inequality $\max _{\alpha, \beta}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \geq \max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|$, we finally obtain

$$
\begin{align*}
& \mathbb{P}_{\mathcal{L}_{N}}\left[\max _{\left[\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E\right.}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|>\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta}\right] \\
& \leq \mathbb{P}_{\mathcal{L}_{N}}\left[\max _{\alpha, \beta}\left|O_{\alpha \alpha}-O_{\beta \beta}\right|>\|\hat{O}\|_{\mathrm{op}} d_{E, \Delta E}^{-\eta}\right] . \tag{3.47}
\end{align*}
$$

Thus, Eq. (3.42) is proven.

### 3.5 Extension of the setup with locality

Our discussion so far has focused on the few-body setup. Our results thus apply to spatially nonlocal but few-body observables, such as momentum distributions [18, 228] and structure factors [229], which are also expected to obey the standard statistical mechanics [141]. On the other hand, we may specifically be interested in spatially local observables in some cases. We here extend our theorem of atypicality for $O_{\alpha \alpha}$ to most local observables for translation-invariant locally
interacting systems.
In the following, we consider $N$ lattice spins in one dimension, for which the label of each site is denoted as $x=1, \cdots, N$, for simplicity. It is straightforward to generalize the discussion to higher dimensions. Let us consider a subregion $\mathrm{S}_{l}$ which is composed of neigboring sites labeled by $x=1, \cdots, l$. Here, we start from $x=1$ without loss of generality, since we will consider a translation-invariant system in the following. If $l(\ll N)$ is independent of $N, \mathrm{~S}_{l}$ is defined as a local subsystem. Next, we define $\mathcal{H}_{S_{l}}$ as the Hilbert space of $\mathrm{S}_{l}$ and $\mathcal{L}_{l}^{\text {loc }}=\mathcal{L}\left(\mathcal{H}_{\mathrm{S}_{l}}\right)$ as the operator space that acts on $\mathrm{S}_{l}$. An orthonormal basis set for $\mathcal{L}_{l}^{\text {loc }}$ is given as

$$
\begin{equation*}
\mathcal{B}_{l}^{\text {loc }}=\left\{\otimes_{x=1}^{l} \hat{\lambda}_{x}^{\mu_{x}} \mid 0 \leq \mu_{x} \leq S^{2}-1\right\}=:\left\{\hat{\Lambda}_{f}^{\text {loc }}\right\}_{f=1}^{r}, \tag{3.48}
\end{equation*}
$$

where $r=S^{2 l}$. The orthonormality condition is chosen as $\operatorname{Tr}_{s_{l}}\left[\hat{\Lambda}_{f}^{\text {loc }} \hat{\Lambda}_{g}^{\mathrm{loc}}\right]=S^{l} \delta_{f g}$.
Next we define local observables randomly chosen from $\mathcal{L}_{l}^{\text {loc }}$ :
Definition (Randomly chosen local observables from $\mathcal{L}_{l}^{\text {loc }}$ ). Consider an observable $\hat{G} \in \mathcal{L}_{l}^{\text {loc }}$ written as

$$
\begin{equation*}
\hat{G}=\sum_{f=1}^{r} g_{f} \hat{\Lambda}_{f}^{\mathrm{loc}} \tag{3.49}
\end{equation*}
$$

where $\vec{g}=\left(g_{1}, \cdots, g_{f}, \cdots, g_{r}\right)$ are random real variables chosen from a probability distribution $P^{\text {loc }}(\vec{g})$. If $P^{\text {loc }}(\vec{g})$ is unchanged under an arbitrary $r \times r$ orthogonal transformation, $\hat{G}$ is defined as an observable randomly chosen from $\mathcal{L}_{l}^{\text {loc }}$.

Next we define an $l^{\prime}$-local, translation-invariant Hamiltonian $\hat{H}$ as an operator expressed as $\hat{H}=\sum_{i=1}^{N} \hat{h}_{i, l^{\prime}}$, where $\hat{h}_{1, l^{\prime}}$ only acts on $x=1,2, \cdots, l^{\prime}$ and $\mathcal{T}\left[\hat{h}_{i, l^{\prime}}\right]=$ $\hat{h}_{i+1, l^{\prime}}$, with $\mathcal{T}$ denoting the one-site translation.

We now prove the following theorem:
Theorem. Consider an $l^{\prime}$-local translation-invariant Hamiltonian, and assume that $l\left(l^{\prime} \leq l \ll N\right)$ is independent of $N$ which is sufficiently large. We choose a random observable $\hat{O}=\sum_{f} g_{f} \hat{\Lambda}_{f}^{\text {loc }}$ from $\mathcal{L}_{l}^{\text {loc. }}$. We then obtain the corresponding $\left\{a_{i}\right\}$ and $U$ from $\hat{H}$ and $\hat{O}$. Then,

$$
\begin{equation*}
\mathbb{P}_{\mathcal{L}_{l}^{\mathrm{loc}}}\left[U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}\right] \leq \frac{\sqrt{\pi r} N\|\hat{h}\|_{\mathrm{op}} \Lambda}{2 \Delta E} \frac{\Gamma\left(\frac{r}{2}\right)}{\Gamma\left(\frac{r-1}{2}\right)} d_{E, \Delta E^{\prime}}^{-\eta} \tag{3.50}
\end{equation*}
$$

where $\mathbb{P}_{\mathcal{L}_{l}^{\text {loc }}}$ means a probability over $P^{\text {loc }}(\overrightarrow{\mathcal{g}})$ and $\Lambda=\max _{f}\left\|\hat{\Lambda}_{f}\right\|_{\mathrm{op}} \leq S^{\frac{l}{2}}=r^{1 / 4}$. If $\|\hat{h}\|_{\text {op }}=\left\|\hat{h}_{1, l}\right\|_{\text {op }}$ does not increase exponentially with increasing $N$, the righthand side vanishes in the thermodynamic limit.

Proof of Eq. 3.50
We first note that $\hat{h}_{1, l^{\prime}}$ belongs to $\mathcal{L}_{l}^{\text {loc }}$ and satisfies the following:

$$
\begin{align*}
\left(\hat{h}_{1, l^{\prime}}\right)_{\gamma \gamma}-\left(\hat{h}_{1, l^{\prime}}\right)_{\delta \delta} & =\frac{1}{N} \sum_{i}\left[\left(\hat{h}_{i, l^{\prime}}\right)_{\gamma \gamma}-\left(\hat{h}_{i, l^{\prime}}\right)_{\delta \delta}\right] \\
& =\frac{1}{N}\left[(\hat{H})_{\gamma \gamma}-(\hat{H})_{\delta \delta}\right]=\frac{2 \Delta E}{N} \tag{3.51}
\end{align*}
$$

where $\gamma$ and $\delta$ label the maximum and minimum eigenvalues within the energy shell, respectively. Let us define

$$
\begin{equation*}
\gamma_{f}=\left(\hat{\Lambda}_{f}^{\mathrm{loc}}\right)_{\gamma \gamma}-\left(\hat{\Lambda}_{f}^{\mathrm{loc}}\right)_{\delta \delta} \tag{3.52}
\end{equation*}
$$

Then, $\hat{h}_{1, l^{\prime}}=\sum_{f=1}^{r} h_{f} \hat{\Lambda}_{f}^{\text {loc }}$ leads to

$$
\begin{equation*}
\vec{h} \cdot \vec{\gamma}=\frac{2 \Delta E}{N} \tag{3.53}
\end{equation*}
$$

where $\vec{h}=\left(h_{1}, \cdots, h_{r}\right)$ and $\vec{\gamma}=\left(\gamma_{1}, \cdots, \gamma_{r}\right)$. Since

$$
\begin{equation*}
|\vec{h}|=\sqrt{\frac{\operatorname{Tr}_{s_{l} l}\left[\hat{h}_{1, l}^{2}\right]}{S^{l}}} \leq\left\|\hat{h}_{1, l}\right\|_{\mathrm{op}}=\|\hat{h}\|_{\mathrm{op}} \tag{3.54}
\end{equation*}
$$

we have

$$
\begin{equation*}
|\vec{\gamma}| \geq \frac{2 \Delta E}{N| | \hat{h} \|_{\mathrm{op}}} \tag{3.55}
\end{equation*}
$$

We now discuss the right-hand side of Eq. (3.50). Since

$$
\begin{equation*}
\max _{\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \geq|\vec{g} \cdot \vec{\gamma}| \tag{3.56}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathbb{P}_{\mathcal{L}_{l}^{\text {loc }}}\left[\max _{\left|\left|E_{\alpha}-E\right|,\left|E_{\beta}-E\right| \leq \Delta E\right.}\left|O_{\alpha \alpha}-O_{\beta \beta}\right| \leq\|\hat{O}\|_{\mathrm{op}} \epsilon\right] \leq \mathbb{P}_{\mathcal{E}_{l}^{\text {loc }}}\left[|\vec{g} \cdot \vec{\gamma}| \leq\|\hat{O}\|_{\mathrm{op}} \epsilon\right] \tag{3.57}
\end{equation*}
$$

Defining the angle between $\vec{g}$ and $\vec{\gamma}$ as $\phi$, we have

$$
\begin{align*}
\mathbb{P}_{\mathcal{L}_{l}^{\text {loc }}}\left[|\vec{g} \cdot \vec{\gamma}| \leq\|\hat{O}\|_{\mathrm{op}} \epsilon\right] & \leq \mathbb{P}_{\mathcal{L}_{l}^{\text {loc }}}\left[|\cos \phi| \leq \frac{\sqrt{r} N\|\hat{h}\|_{\mathrm{op}} \Lambda \epsilon}{2 \Delta E}\right] \\
& \leq \frac{\sqrt{\pi r} N| | \hat{h} \|_{\mathrm{op}} \Lambda \epsilon}{2 \Delta E} \frac{\Gamma\left(\frac{r}{2}\right)}{\Gamma\left(\frac{r-1}{2}\right)} \tag{3.58}
\end{align*}
$$

Note that we have used

$$
\begin{equation*}
\|\hat{O}\|_{\mathrm{op}} \leq \Lambda|\vec{g}| \sqrt{r} \tag{3.59}
\end{equation*}
$$

as in Eq. (3.38) and that $P^{\text {loc }}(\vec{g})$ is invariant under orthogonal transformations.
Using Eqs. (3.57) and (3.58) and taking $\epsilon=d_{E, \Delta E^{\prime}}^{-\eta}$, we can show that the lefthand side of 3.57 becomes $\mathbb{P}_{\mathcal{L}_{l}^{\text {loc }}}\left[U \in \mathcal{U}_{\left\{a_{i}\right\}, \eta}\right]$, which completes the proof of Eq. (3.50).

Equations (3.57) and (3.58) also tell us how slowly the maximum fluctuation of $O_{\alpha \alpha}$ decays. Let us choose $\Delta E=\|\hat{h}\|_{\mathrm{op}} N^{-p}(-1<p)$. Since $\sqrt{\pi r} \Lambda \Gamma(r / 2) / 2 \Gamma((r-1) / 2)$ is independent of $N$, we can choose $\epsilon=N^{-z}(z>1+p)$ so that the left-hand side of (3.57) may vanish for $N \rightarrow \infty$.

### 3.6 Discussions

We have examined the validity of the typicality argument, which is based on the unitary Haar measure, for the few-body (or local) setting. We have rigorously proven that diagonal matrix elements $O_{\alpha \alpha}$ behave atypically for most few-body observables when the energy width decreases at most algebraically with increasing $N$, which is demonstrated by Eq. (3.30) (or Eq. (3.50). We have also shown, on the other hand, that the typicality argument can hold true for many-body observables (see Eq. (3.42)).

We now discuss the meaning of our atypicality and the relation between previous works. The results that we have obtained suggest that the typicality argument does not hold true for physical Hamiltonians and few-body observables when the width of the energy shell decays at most polynomially. Thus, the typicality argument cannot explain the ETH in realistic nonintegrable systems, contrary to the arguments in e.g., Ref. [30]. We note, however, that we do not deny the ETH itself. Indeed, we do not exclude the possibility that the maximum fluctuation of $O_{\alpha \alpha}$ decays algebraically with increasing $N$. Our results thus indicate that a different approach which does not rely on the typicality argument is required for justifying the ETH. We also note that our present study does not judge whether the original work by von Neumann [2] is valid. In fact, he considered modified observables that are obtained from the coarse-graining of the original macroscopic observables. This procedure adds subextensive corrections to the observables, which are negligible in discussing thermalization in macroscopic systems but Eq. (3.30) becomes no longer applicable.

We next discuss the relation with Srednicki's conjecture in Eq. (2.27). If we assume that the "slope" $d \mathcal{A}(E) / d E$ in this conjecture does not decay exponentially, the atypicality holds true. Indeed, Srednicki's conjecture with this assump-
tion leads to the maximum fluctuation of the diagonal matrix elements that is estimated to be $d \mathcal{A}(E) / d E \times 2 \Delta E$ in the thermodynamic limit, which does not decrease exponentially small for $\Delta E \propto N^{-p}$. However, our proof of atypicality is rigorously obtained solely from quantum mechanics without relying on any conjecture or assumption about matrix elements. From a different perspective, our results rigorously show that the random-matrix behavior of matrix elements $O_{\alpha \beta}$ should not hold for few-body observables unless the energy width decays exponentially with the system size. Note that the previous numerical simulations that argued random-matrix-type (exponentially small) fluctuation of diagonal matrix elements do not contradict with our results because they used a different measure of fluctuations of $O_{\alpha \alpha}$, which essentially subtracts the effect of the slope $d \mathcal{A}(E) / d E$ that causes atypicality. Recent numerical simulation [230] indeed demonstrated that the random-matrix-type behavior appears only after we get rid of atypical structures of $O_{\alpha \alpha}$ that is expressed as an overlap of the Hamiltonian and observables, which is consistent with our discussion.

Our results in Eq. (3.30) (or Eq. (3.50) and Eq. (3.42) explicitly demonstrate that few-body properties of observables and the Hamiltonian are very important for the statistics of matrix elements. This fact was not pointed out in the previous literatures. It is indicated from our results that the assumption for the slope $d \mathcal{A}(E) / d E$ in the previous paragraph usually seems to hold in numerics [70, 25] because they mainly consider few-body observables. On the other hand, if many-body observables are concerned, the slope can be much smaller as a function of energy [31]. We also note that the slope can be small even for fewbody observables [231, 232] in Floquet nonintegrable systems (E represents the quasienergy), for which the energy is not conserved and our results do not apply.

## Chapter 4

## Review: theory of open quantum systems

While there are systems which are nearly isolated such as cold atom systems, no systems are perfectly isolated because of the existence of couplings with external environments. Such open quantum systems obey non-unitary time evolutions, which cannot be understood within the framework discussed in the previous chapters. Indeed, dissipation can drive systems; the obtained state may be trivial (e.g., maximally mixed) states, but in turn it can be highly out-of-equilibrium states (e.g., non-equilibrium steady states). It is a long-standing and challenging problem to establish nonequilibrium statistical mechanics, which may emerge as a consequence of external environments. The ETH, though being successful in closed quantum systems, is apparently not sufficient to explain such complicated situations.

In a modern perspective, dissipation and measurements have been controlled in recent experiments of many-body systems using cold atoms, trapped ions, etc., as mentioned in Chapter 1. These experiments provide a suitable setup to pursue statistical mechanics and thermalization in open quantum many-body systems. For example, as detailed later, decay of the MBL obeying the Lindblad master equation with a dephasing type of dissipation has been investigated both theoretically and experimentally.

It is also important to note that certain experimental setups, represented by continuously measured open quantum systems, can access each quantum trajectory that keeps individual measurement outcomes [233]. Dynamics of such a quantum trajectory may behave differently from the conventional dynamics, for which all measurement outcomes are averaged out. This will be clarified in Sec-
tion 4.1. where we discuss the dynamics of non-Hermitian systems as a special case of quantum trajectories. In addition, we comment that quantum trajectories are necessary to discuss closed-loop feedback control depending on measurement outcomes, which has experimentally been realized in quantum many-body systems using Rydberg atoms [105, 106].

In this chapter, we review the basic theory and recent developments in open quantum systems. In Section 4.1, we formulate dynamics of quantum trajectories in repetitively or continuously measured open quantum systems. In Section 4.2, we review properties of non-Hermitian systems, which can be regarded as the simplest case of quantum trajectories. In Section 4.3, we discuss recent developments on thermalization of open quantum many-body dynamics.

### 4.1 Repeatedly or continuously measured open quantum systems

### 4.1.1 Repeatedly measured quantum systems

We here formulate time evolution of quantum systems under indirect repeated measurements. Here, we model the indirect measurement as the following cycle:

1. (Preparation) We attach an ancilla state $\hat{\rho}_{\mathrm{A}}$ (such as photons) to the system $\hat{\rho}_{\mathrm{S}}$ (such as bosons). The total state $\hat{\rho}_{\text {tot }}$ is given by

$$
\begin{equation*}
\hat{\rho}_{\mathrm{tot}, 0}=\hat{\rho}_{\mathrm{S}} \otimes \hat{\rho}_{\mathrm{A}} . \tag{4.1}
\end{equation*}
$$

2. (Interaction) We let the system and the ancilla interact with a unitary time evolution operator $\hat{U}_{\mathrm{SA}}$. Then the entire system becomes

$$
\begin{equation*}
\hat{\rho}_{\mathrm{tot}, 0} \rightarrow \hat{U}_{\mathrm{SA}}\left(\hat{\rho}_{\mathrm{S}} \otimes \hat{\rho}_{\mathrm{A}}\right) \hat{U}_{\mathrm{SA}}^{\dagger} . \tag{4.2}
\end{equation*}
$$

3. (Measurement) We perform a projective measurement on the ancilla. We introduce a set of projective operators $\hat{P}_{\mathrm{A}}(\eta)$ depending on a measurement result $\eta$. The normalization condition is given by $\sum_{\eta} \hat{P}_{\mathrm{A}}(\eta)=\hat{\mathbb{I}}_{\mathrm{A}}$, where $\hat{\mathbb{I}}_{\mathrm{A} / \mathrm{S}}$ is the identity operator of the ancilla/system Hilbert space.

The state after the measurement with an outcome $\eta$ can be written as

$$
\begin{equation*}
\hat{\rho}_{\text {tot }, \eta}=\frac{\hat{P}_{\mathrm{A}}(\eta) \hat{U}_{\mathrm{SA}}\left(\hat{\rho}_{\mathrm{S}} \otimes \hat{\rho}_{\mathrm{A}}\right) \hat{U}_{\mathrm{SA}}^{+} \hat{P}_{\mathrm{A}}(\eta)}{p_{\eta}} \tag{4.3}
\end{equation*}
$$

with the probability of the measurement result $\eta$ given by

$$
\begin{equation*}
p_{\eta}=\operatorname{Tr}\left[\hat{P}_{\mathrm{A}}(\eta) \hat{U}_{\mathrm{SA}}\left(\hat{\rho}_{\mathrm{S}} \otimes \hat{\rho}_{\mathrm{A}}\right) \hat{U}_{\mathrm{SA}}^{\dagger} \hat{P}_{\mathrm{A}}(\eta)\right] . \tag{4.4}
\end{equation*}
$$

4. (Detachment of the ancilla) Finally, we trace out the Hilbert space of the ancilla and obtain

$$
\begin{equation*}
\hat{\rho}_{\mathrm{S}, \eta}=\tilde{\mathcal{E}}_{\eta}\left(\hat{\rho}_{\mathrm{S}}\right)=\operatorname{Tr}_{\mathrm{A}}\left[\hat{\rho}_{\mathrm{tot}, \eta}\right] \tag{4.5}
\end{equation*}
$$

for the measurement outcome $\eta$. Therefore, the state after the ensemble average over the measurement outcome $\eta$ is given by

$$
\begin{equation*}
\hat{\rho}_{\mathrm{S}}^{\prime}=\sum_{\eta} p_{\eta} \hat{\rho}_{\mathrm{S}, \eta}=\sum_{\eta} p_{\eta} \tilde{\mathcal{E}}_{\eta}\left(\hat{\rho}_{\mathrm{S}}\right)=\sum_{\eta} \operatorname{Tr}_{\mathrm{A}}\left[\hat{P}_{\mathrm{A}}(\eta) \hat{U}_{\mathrm{SA}}\left(\hat{\rho}_{\mathrm{S}} \otimes \hat{\rho}_{\mathrm{A}}\right) \hat{U}_{\mathrm{SA}}^{+} \hat{P}_{\mathrm{A}}(\eta)\right] . \tag{4.6}
\end{equation*}
$$

The map $\hat{\rho}_{S} \rightarrow \hat{\rho}_{\mathrm{S}}^{\prime}=\mathcal{E}\left(\hat{\rho}_{\mathrm{S}}\right)$ defines one cycle of the measurement process.
Next, let us perform the spectral decompositions of $\hat{\rho}_{\mathrm{A}}$ and $\hat{P}_{\mathrm{A}}(\eta)$ as follows:

$$
\begin{align*}
\hat{\rho}_{\mathrm{A}} & =\sum_{a} \rho_{\mathrm{A}, a}\left|\rho_{\mathrm{A}, a}\right\rangle\left\langle\rho_{\mathrm{A}, a}\right|, \\
\hat{P}_{\mathrm{A}}(\eta) & =\sum_{b}\left|\pi_{\mathrm{A}, \eta, b}\right\rangle\left\langle\pi_{\mathrm{A}, \eta, b}\right|, \tag{4.7}
\end{align*}
$$

where $a$ and $b$ are the labels of eigenstates that diagonalize $\hat{\rho}_{\mathrm{A}}$ and $\hat{P}_{\mathrm{A}}(\eta)$, respectively. Then, introducing the operators

$$
\begin{equation*}
\hat{M}_{\eta, c}=\sqrt{\rho_{\mathrm{A}, a}}\left\langle\pi_{\mathrm{A}, \eta, b}\right| \hat{U}_{\mathrm{SA}}\left|\rho_{\mathrm{A}, a}\right\rangle \tag{4.8}
\end{equation*}
$$

with $c=(a, b)$, we obtain

$$
\begin{equation*}
\hat{\rho}_{\mathrm{S}, \eta}=\tilde{\mathcal{E}}_{\eta}\left(\hat{\rho}_{\mathrm{S}}\right)=\frac{\sum_{c} \hat{M}_{\eta, c} \hat{\rho}_{\mathrm{S}} \hat{M}_{\eta, c}^{+}}{p_{\eta}} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\rho}_{\mathrm{S}}^{\prime}=\mathcal{E}\left(\hat{\rho}_{\mathrm{S}}\right)=\sum_{\eta, c} \hat{M}_{\eta, c} \hat{\rho}_{\mathrm{S}} \hat{M}_{\eta, c}^{+} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{\eta, c} \hat{M}_{\eta, c}^{+} \hat{M}_{\eta, c}=\hat{\mathbb{I}}_{S} \tag{4.11}
\end{equation*}
$$

is satisfied. Note that the map $\mathcal{E}$ is completely positive and trace-preserving.
Suppose that we repeat the above measurement cycles $n$ times. A quantum
trajectory with the outcomes $\eta_{1}, \eta_{2}, \cdots \eta_{n}$ can be written as

$$
\begin{equation*}
\tilde{\mathcal{E}}_{\eta_{n}}\left(\cdots\left(\tilde{\mathcal{E}}_{\eta_{1}}\left(\hat{\rho}_{\mathrm{S}}\right)\right) \cdots\right) \tag{4.12}
\end{equation*}
$$

On the other hand, the averaged dynamics over all quantum trajectories can be simply written as

$$
\begin{equation*}
\mathcal{E}^{n}\left(\hat{\rho}_{\mathrm{S}}\right) . \tag{4.13}
\end{equation*}
$$

### 4.1.2 Continuously measured quantum systems

Next, we assume that each of the above cycles is performed in a very short time $d t$. We consider a situation in which the initial state of the ancilla is $\hat{\rho}_{\mathrm{A}}=|0\rangle\langle 0|$. Then, $\eta=0$ corresponds to the case for the null measurement outcome and $\eta \geq 1$ corresponds to the case for which some signal is observed. We also assume that the measurement process is characterized by the operators $\hat{M}_{0}, \hat{M}_{1}, \cdots$ given by

$$
\begin{align*}
\hat{M}_{0} & =\hat{\mathbb{I}}_{S}+(\hat{K}-i \hat{H}) d t \\
\hat{M}_{\eta \geq 1} & =\hat{L}_{\eta} \sqrt{d t} . \tag{4.14}
\end{align*}
$$

Here, $\hat{H}$ and $\hat{K}$ are Hermitian and we have omitted $c=(a, b)$ in Eq. (4.8) by assuming that the initial ancilla state is pure and that each of the projective operators $\hat{P}_{\mathrm{A}}(\eta)$ has rank 1. It follows from the normalization condition in Eq. (4.11) that

$$
\begin{equation*}
\hat{K}=-\frac{1}{2} \sum_{\eta \geq 1} \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta} . \tag{4.15}
\end{equation*}
$$

As we mentioned above, $\eta=0$ corresponds to the case for which no outcome is obtained, and $\eta \neq 0$ corresponds to the case with outcome $\eta$. Indeed, for $\eta=0$, the state evolves as

$$
\begin{align*}
\hat{\rho}_{0}(t+d t) & =\frac{\hat{M}_{0} \hat{\rho}(t) \hat{M}_{0}^{+}}{p_{\eta=0}} \\
& =\hat{\rho}(t)+(-i[\hat{H}, \hat{\rho}(t)]+\{\hat{K}, \hat{\rho}(t)\}-2 \operatorname{Tr}[\hat{\rho}(t) \hat{K}]) d t+\mathrm{o}(d t) \tag{4.16}
\end{align*}
$$

with

$$
\begin{equation*}
p_{\eta=0}=\operatorname{Tr}\left[\hat{\rho}(t) \hat{M}_{0}^{\dagger} \hat{M}_{0}\right]=1+2 \operatorname{Tr}[\hat{\rho}(t) \hat{K}] d t+\mathrm{o}(d t) \tag{4.17}
\end{equation*}
$$

Thus, the state evolves continuously as a function of time. On the other hand, for
$\eta \geq 1$, the state becomes

$$
\begin{align*}
\hat{\rho}_{\eta \geq 1}(t+d t) & =\frac{\hat{M}_{\eta} \hat{\rho}(t) \hat{M}_{\eta}^{+}}{p_{\eta}} \\
& =\frac{\hat{L}_{\eta} \hat{\rho}(t) \hat{L}_{\eta}^{+}}{\operatorname{Tr}\left[\hat{\rho}(t) \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}\right]} \tag{4.18}
\end{align*}
$$

with probability

$$
\begin{equation*}
p_{\eta}=\operatorname{Tr}\left[\hat{\rho}(t) \hat{M}_{\eta}^{\dagger} \hat{M}_{\eta}\right]=\operatorname{Tr}\left[\hat{\rho}(t) \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}\right] d t . \tag{4.19}
\end{equation*}
$$

Thus, the state evolves discontinuously as a function of time, which is called the quantum jump.

The dynamics for which all measurement outcomes $\eta$ are averaged out can be written as

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}(t)}{\mathrm{d} t} & =-i[\hat{H}, \hat{\rho}(t)]-\frac{1}{2}\left\{\sum_{\eta \geq 1} \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}, \hat{\rho}(t)\right\}+\sum_{\eta \geq 1} \hat{L}_{\eta} \hat{\rho}(t) \hat{L}_{\eta}^{\dagger} \\
& =-i \hat{H}_{\mathrm{NH}} \hat{\rho}(t)+i \hat{\rho}(t) \hat{H}_{\mathrm{NH}}^{+}+\sum_{\eta \geq 1} \hat{L}_{\eta} \hat{\rho}(t) \hat{L}_{\eta^{\prime}}^{\dagger} \tag{4.20}
\end{align*}
$$

where we have introduced a non-Hermitian Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{NH}}=\hat{H}-\frac{i}{2} \sum_{\eta \geq 1} \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta} . \tag{4.21}
\end{equation*}
$$

The equation Eq. (4.20) is nothing but the Lindblad equation.
When we instead focus on quantum trajectories with individual measurement outcomes, the dynamics can be written as the stochastic time evolution. If we assume that the state is pure, its dynamics is given by

$$
\begin{equation*}
d|\psi\rangle=\left(\hat{\mathbb{I}}_{S}-i \hat{H}_{\mathrm{NH}}+\frac{1}{2} \sum_{\eta \geq 1}\langle\psi| \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}|\psi\rangle\right)|\psi\rangle d t+\sum_{\eta \geq 1}\left(\frac{\hat{L}_{\eta}|\psi\rangle}{\langle\psi| \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}|\psi\rangle}-|\psi\rangle\right) d N_{\eta} . \tag{4.22}
\end{equation*}
$$

Here, the event of quantum jump $d N_{\eta}$ is defined as a stochastic calculus satisfying

$$
\begin{align*}
d N_{\eta} d N_{\eta^{\prime}} & =\delta_{\eta \eta^{\prime}} d N_{\eta}, \\
\mathbb{E}\left[d N_{\eta}\right] & =\langle\psi| \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}|\psi\rangle d t, \tag{4.23}
\end{align*}
$$

where $\mathbb{E}$ denotes the average over samples. The quantum trajectory is composed of no-jump intervals, where the dynamics is governed by the non-Hermitian Hamiltonian in Eq. (4.21), and the quantum jumps, at which the state suddenly
changes owing to the second term in Eq. (4.22). Note that the averaged dynamics of $\hat{\rho}(t)=\mathbb{E}[|\psi\rangle\langle\psi|]$ satisfies the Lindblad equation in Eq. (4.20).

When there are no quantum jumps, i.e., $d N_{\eta}=0$, the dynamics of the quantum trajectory is simply given by

$$
\begin{equation*}
\frac{\mathrm{d}|\psi\rangle}{\mathrm{d} t}=\left(-i \hat{H}_{\mathrm{NH}}+\frac{1}{2} \sum_{\eta \geq 1}\langle\psi| \hat{L}_{\eta}^{\dagger} \hat{L}_{\eta}|\psi\rangle\right)|\psi\rangle, \tag{4.24}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
|\psi(t)\rangle=\frac{e^{-i \hat{H}_{N H} t}|\psi(0)\rangle}{\| e^{-i \hat{H}_{N H} t}|\psi(0)\rangle \|} \tag{4.25}
\end{equation*}
$$

Thus, the dynamics of a quantum trajectory with no jump processes is determined by the non-Hermitian Hamiltonian $\hat{H}_{\mathrm{NH}}$.

### 4.2 Non-Hermitian systems

We have seen above that the non-Hermitian dynamics is important for the dynamics of quantum trajectories. In fact, non-Hermitian Hamiltonians generally show up in various types of open systems, both in classical and quantum systems. In this section, we review basic properties and applications of non-Hermitian Hamiltonians.

### 4.2.1 Basic aspects of non-Hermitian matrices

Let us consider a very simple example. We take a non-Hermitian matrix

$$
H=\sigma^{z}+i g \sigma^{y}=\left(\begin{array}{cc}
1 & g  \tag{4.26}\\
-g & -1
\end{array}\right)
$$

with $g \in \mathbb{R}(g \neq 0)$. The matrix has eigenvalues

$$
\begin{equation*}
\lambda_{+}=\sqrt{1-g^{2}}, \quad \lambda_{-}=-\sqrt{1-g^{2}} \tag{4.27}
\end{equation*}
$$

which correspond to two right eigenstates (i.e., $H \vec{\phi}_{ \pm}=\lambda_{ \pm} \vec{\phi}_{ \pm}$),

$$
\begin{equation*}
\vec{\phi}_{+} \propto\binom{-g}{1-\sqrt{1-g^{2}}}, \quad \vec{\phi}_{-} \propto\binom{-g}{1+\sqrt{1-g^{2}}} . \tag{4.28}
\end{equation*}
$$

On the other hand, left eigenstates, which satisfy $\vec{\chi}_{ \pm}^{\dagger} H=\lambda_{ \pm} \vec{\chi}_{ \pm}^{\dagger}$, are given by

$$
\vec{\chi}_{+}^{\dagger} \propto\left(\begin{array}{ll}
g & 1-\sqrt{1-g^{2}}
\end{array}\right), \quad \vec{\chi}_{-}^{\dagger} \propto\left(\begin{array}{ll}
g & 1+\sqrt{1-g^{2}} \tag{4.29}
\end{array}\right) .
$$

There are some important properties to note:

1. Left and right eigenstates are in general different, i.e., $\vec{\phi}_{\alpha}$ and $\vec{\chi}_{\alpha}$ are not proportional to each other.
2. Three normalization conditions $\vec{\chi}_{\alpha}^{\dagger} \vec{\phi}_{\alpha}=1, \vec{\phi}_{\alpha}^{\dagger} \vec{\phi}_{\alpha}=1$, and $\vec{\chi}_{\alpha}^{\dagger} \vec{\chi}_{\alpha}=1$ cannot simultaneously be satisfied. In the following, we assume $\vec{\chi}_{\alpha}^{\dagger} \vec{\phi}_{\alpha}=1$ and $\vec{\phi}_{\alpha}^{\dagger} \vec{\phi}_{\alpha}=1$, but $\vec{\chi}_{\alpha}^{\dagger} \overrightarrow{\mathcal{X}}_{\alpha} \neq 1$.
3. (Biothogonality) Under the normalization condition above, one obtains

$$
\begin{equation*}
\vec{\chi}_{\alpha}^{\dagger} \vec{\phi}_{\beta}=\delta_{\alpha \beta} \tag{4.30}
\end{equation*}
$$

i.e., the biothogonality between right and left eigenstates.
4. (Non-othogonality) On the other hand, there is no orthogonality between two right (left) eigenstates in general,

$$
\begin{equation*}
\vec{\phi}_{\alpha}^{+} \vec{\phi}_{\beta} \neq 0, \quad \vec{\chi}_{\alpha}^{+} \vec{\chi}_{\beta} \neq 0 \tag{4.31}
\end{equation*}
$$

These properties are common to general non-Hermitian matrices.
In addition, the Hamiltonian in Eq. (4.26) has the following important properties owing to the reality condition $H=H^{*}$ :

1. For $|g|<1$, both eigenvalues stay real, i.e., $\lambda_{ \pm} \in \mathbb{R}$, even in the presence of the non-Hermiticity. Each of the two eigenstates is invariant under the complex-conjugate operation, $\vec{\phi}_{\alpha}^{*}=\vec{\phi}_{\alpha}$.
2. For $|g|>1$, two eigenvalues are complex-conjugate to each other, i.e., $\lambda_{+}^{*}=$ $\lambda_{-}$. In this case, the corresponding eigenstates are also connected by the complex conjugation, $\vec{\phi}_{+}^{*}=\vec{\phi}_{-}$.
3. For $|g|=1$, two eigenstates and eigenvalues coincide, or "coalesce". In contrast with the degeneracy that can occur in Hermitian systems, this coincidence is accompanied by the reduction of the rank of the matrix. Indeed, since eigenstates coincide, they cannot span the entire Hilbert space, which means that the completeness of the eigenstates is lost. These special points are called exceptional points.

These properties are known to occur if the system respects time-reversal symmetry $\hat{T}=\hat{\mathcal{T}}_{+} \hat{K}$, where $\hat{K}$ is a complex-conjugation operator and $\hat{\mathcal{T}}_{+}\left(\hat{\mathcal{T}}_{+} \hat{\mathcal{T}}_{+}^{*}= \pm \hat{I}\right)$ is a unitary operator, namely

$$
\begin{equation*}
\hat{\mathcal{T}}_{+} \hat{H}^{*} \hat{\mathcal{T}}_{+}^{-1}=\hat{H} . \tag{4.32}
\end{equation*}
$$

Note that $\hat{\mathcal{T}}_{+}$is the identity in the example in Eq. (4.26). When $\hat{H}\left|\phi_{\alpha}\right\rangle=E_{\alpha}\left|\phi_{\alpha}\right\rangle$, we have $\hat{H}^{*}\left|\phi_{\alpha}\right\rangle^{*}=E_{\alpha}^{*}\left|\phi_{\alpha}\right\rangle^{*}$ and thus

$$
\begin{align*}
\hat{H} \hat{\mathcal{T}}_{+}\left|\phi_{\alpha}\right\rangle^{*} & =\hat{\mathcal{T}}_{+} \hat{H}^{*}\left|\phi_{\alpha}\right\rangle^{*} \\
& =E_{\alpha}^{*} \hat{\mathcal{T}}_{+}\left|\phi_{\alpha}\right\rangle^{*} . \tag{4.33}
\end{align*}
$$

Thus, $\hat{H}$ has an eigenstate $\hat{\mathcal{T}}_{+}\left|\phi_{\alpha}\right\rangle^{*}$ with an eigenvalue $E_{\alpha}^{*}$. This means that eigenvalues necessarily appear as real ones or form complex-conjugate pairs. We note that these properties appear also for matrices with the pseudo-Hermiticity [234], i.e.,

$$
\begin{equation*}
\hat{\eta} \hat{H}^{\dagger} \hat{\eta}^{-1}=\hat{H} \tag{4.34}
\end{equation*}
$$

for a unitary matrix $\hat{\eta}$ with $\hat{\eta}^{2}=1$. In this case, when $\left\langle\chi_{\alpha}\right| \hat{H}=E_{\alpha}\left\langle\chi_{\alpha}\right|$, the vector $\eta\left|\chi_{\alpha}\right\rangle^{*}$ becomes a right eigenstate of $\hat{H}$ with an eigenvalue $E_{\alpha}^{*}$.

Let us go back to the simple example in Eq. (4.26). If we increase $g$ from 0 , two real eigenvalues first approach each other. Then, the eigenvalues coalesce at $g=1$ and then become complex for $g>1$. In other words, eigenvalues can be complex only through the exceptional point. This is in contrast with the matrix without such time-reversal symmetry, where eigenvalues themselves are, in general, complex.

The real-complex transition was already discussed in the seminal paper by Hatano and Nelson [235, 236, 237], who investigated an asymmetric hopping model with disorder (see Chapter 5) that keeps time-reversal symmetry. The importance of the symmetry was first stressed in Ref. [38], who considered a single particle in a non-Hermitian potential with parity and time-reversal (PT) symmetry. In that case, the real-complex transition is called the PT-symmetry breaking. The case for which eigenvalues are real is called the PT-symmetry unbroken phase; the case for which eigenvalues form a complex-conjugate pair is called the PT-symmetry broken phase, since eigenstates are no longer invariant under PT operation while the Hamiltonian is.

### 4.2.2 Non-Hermitian quantum dynamics

Let us consider time evolution of a non-Hermitian quantum system that obeys Eq. (4.25). By expanding the Hamiltonian in terms of its energy eigenstates, the state becomes

$$
\begin{equation*}
|\psi(t)\rangle=\frac{\sum_{\alpha}\left\langle E_{\alpha}^{L} \mid \psi(0)\right\rangle e^{-i E_{\alpha} t}\left|E_{\alpha}^{R}\right\rangle}{\| \sum_{\alpha}\left\langle E_{\alpha}^{L} \mid \psi(0)\right\rangle e^{-i E_{\alpha} t}\left|E_{\alpha}^{R}\right\rangle \|^{\prime}}, \tag{4.35}
\end{equation*}
$$

where $\left|E_{\alpha}^{R}\right\rangle$ and $\left|E_{\alpha}^{L}\right\rangle$ are right and left eigenstates of $\hat{H}_{\mathrm{NH}}$, respectively. When one of the eigenvalues $E_{\alpha}$ have nonzero imaginary parts, the state will eventually be dominated by the particular mode $\left|\tilde{E}_{\alpha}^{R}\right\rangle$, where $\tilde{E}_{\alpha}$ is the energy eigenvalue with the maximum positively imaginary part. When all of the eigenvalues are real (e.g., in a PT-symmetry unbroken phase), there is no such eventual dominance of the state. On the other hand, even such a case can exhibit an interesting dynamics which is absent in closed quantum systems. For example, even for an observable $\hat{O}$ that satisfies $\left[\hat{H}_{\mathrm{NH}}, \hat{O}\right]=0$, its expectation value is not necessary conserved if $|\psi(0)\rangle$ is not an eigenstate of $\hat{O}$. Indeed, we have

$$
\begin{equation*}
\langle\psi(t)| \hat{O}|\psi(t)\rangle=\frac{\langle\psi(0)| e^{i \hat{H}_{\mathrm{NH}}^{t} e^{-i \hat{H}_{\mathrm{NH}} t}} \hat{O}|\psi(0)\rangle}{\langle\psi(0)| e^{i \hat{H}_{\mathrm{NH}}^{t} t} e^{-i \hat{H}_{\mathrm{NH}} t}|\psi(0)\rangle} \tag{4.36}
\end{equation*}
$$

which is, in general, time dependent.

### 4.2.3 Other non-Hermitian systems

We have seen above that non-Hermitian matrices come into play in quantumtrajectory theory for continuously measured quantum systems. On the other hand, non-Hermitian systems appear in many other situations. In fact, nonHermitian systems have actively been studied in the context of classical optics [238, 239, 240, 241, 242, 243, 39]. For example, in Ref. [242], electric fields in the absorbing media (with a complex refractive index) obey an effective nonHermitian Schrodinger equation. These systems are expected to be suitable playgrounds for interesting non-Hermitian phenomena, such as PT-symmetry breaking and non-Hermitian topological effect [244, 245, 246].

Non-Hermitian matrices also naturally appear in dissipative [247, 248] systems. If we consider classical Markov dynamics, its transition matrix is, in general, non-Hermitian. For another example, the Lindblad superoperator for quantum systems can also be mapped to non-Hermitian operator (see Chapter 6as an example). Non-Hermiticity also appears in linearized hydrodynamics [249]. In
addition, non-Hermitian matrices are relevant for other fields of science, such as biology [250] and information science [251].

### 4.3 Previous studies on thermalization of open quantum many-body systems

In the previous sections we have discussed basic formulations of open quantum systems. We here review studies on the problem of thermalization, such as stationary states, in open quantum many-body systems.

### 4.3.1 Thermalization under the Lindblad equations

We first consider the stationary states of the Lindblad equations. The simplest case is that the operator $\hat{L}_{\eta}$ for each $\eta$ is Hermitian. In this case, the maximally mixed state $\hat{\rho} \propto \hat{I}$ becomes a solution of the Lindblad equation. More generally, a sufficient condition (called quantum generalization of the detailed-balance condition) for a Lindblad operator to have the Gibbs state as a stationary-state solution is also obtained [252].

Recently, it has been reported numerically that even systems without the quantum generalization of the detailed-balance condition sometimes relax to a thermal state for a weak coupling limit $\left\|\hat{L}_{\eta}\right\| \rightarrow 0$ [253]. However, it is still not fully understood when a system relaxes to thermal equilibrium for a general setup.

There are other cases for which the stationary-state solutions of the Lindblad equation are known. One of the important examples is the case that dark states appear. Namely, if the state $\hat{\rho}$ is eliminated by all of the jump operators

$$
\begin{equation*}
\hat{L}_{\eta} \hat{\rho}=0 \tag{4.37}
\end{equation*}
$$

and if it is invariant under the Hamiltonian part

$$
\begin{equation*}
[\hat{\rho}, \hat{H}]=0, \tag{4.38}
\end{equation*}
$$

$\hat{\rho}$ is a stationary state of the Lindblad equation. This technique is used to create a desired state by controlling dissipation [254, 255, 256].

In many cases, however, the stationary state emerges as a complicated competition of the unitary dynamics and dissipation. For example, by tuning the dissipation, the stationary state of dissipative many-body systems (e.g., locally interacting spin systems) can exhibit nontrivial phase transitions [257, 258]. We
can also create highly nonequilibrium stationary states, such as current-carrying stationary states [259, 260] or time-crystalline states [261, 262]. While analyti$\mathrm{cal}[263,264]$ and numerical [265, 266, 267, 268, 269, 270, 271, 258, 272, 273, 274, 275] techniques for finding such stationary states are rapidly developing, it is still an interesting open problem to elucidate stationary states of Lindblad equations in general setups.

### 4.3.2 Decay of the many-body localization under the Lindblad dynamics

Here, as one of the most important cases of thermalization in open systems, we discuss the effect of dissipation on the MBL system.

The MBL under dissipation was first considered in Ref. [276], which investigated interacting disordered Fermionic systems with a dephasing-type dissipation $\left(\hat{L}_{l}=\hat{n}_{l}\right)$

$$
\begin{equation*}
\dot{\hat{\rho}}(t)=-i[\hat{H}, \hat{\rho}(t)]+\gamma \sum_{l=1}^{N}\left[\hat{n}_{l} \hat{\rho}(t) \hat{n}_{l}-\frac{1}{2}\left\{\hat{n}_{l}, \hat{\rho}(t)\right\}\right], \tag{4.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}=-J \sum_{l=1}^{N}\left(\hat{c}_{l}^{\dagger} \hat{c}_{l+1}+\hat{c}_{l+1}^{\dagger} \hat{c}_{l}\right)+V \sum_{l=1}^{N} \hat{n}_{l} \hat{n}_{l+1}+2 \sum_{l=1}^{N} h_{l} \hat{n}_{l} . \tag{4.40}
\end{equation*}
$$

In this case, the stationary state is trivially an infinite-temperature state because $\hat{n}_{l}$ is Hermitian. On the other hand, using numerical simulations for finite-size systems, the authors of Ref. [276] claimed that the dynamics in the strong-disorder regime is different from that in the weak-disorder regime. For example, they found that the von-Neumann entropy of $\hat{\rho}(t)$ grows logarithmically as $\sim \log (\gamma t)$, which indicates the exponentially long relaxation time as in Hermitian MBL cases, although the relaxation time depends on the dissipation. They also found that the imbalance of particle numbers between odd and even sites asymptotically exhibits a stretched exponential decay ( $\sim \exp \left(-\mu t^{\alpha}\right)$ for some $\mu$ and $\left.\alpha\right)$.

Subsequently, there appeared several works that investigate the same models using an effective classical dynamics. In Ref. [277], the authors investigated the long-time behavior by analyzing the low-lying eigenstates (near stationary states) by using the degenerate perturbation theory. After showing that the long-time dynamics is effectively described by a classical Markov process, they argued that Renyi-2 entropy becomes thermal values and do not exhibit MBL signatures (in
contrast with the finding in Ref. [276]). Reference [278] investigated the long-time dynamics by assuming that off-diagonal quantum coherence in the basis that diagonalizes quasilocal conserved quantities rapidly decays owing to dephasing. Then, the dynamics is governed by the classical rate equation for the particle density at each site. Using this effective equation, they numerically showed that the local imbalance exhibits a stretched exponential decay, which is consistent with the finding in Ref. [276]. Such a stretched exponential decay was later observed in a controlled experiment of ultracold atoms [104].

We note that, by tuning the dissipation (that is non-Hermitian) such that it drives the system into a nonequilibrium steady state, we can find the localization signature even in stationary states of open systems [279, 280]. For example, by choosing

$$
\begin{equation*}
\hat{L}_{l}=\left(\hat{c}_{l}^{\dagger}+\hat{c}_{l+1}^{\dagger}\right)\left(\hat{c}_{l}-\hat{c}_{l+1}\right) \tag{4.41}
\end{equation*}
$$

for the jump operators instead of $\hat{L}_{l}=\hat{n}_{l}$ in Eq. (4.39), the stationary state is shown to exhibit MBL signatures for, e.g., the imbalance of particles [280].

### 4.3.3 Thermalization dynamics without ensemble averaging

We have explained the dynamics of the Lindblad equation, which describes the averaged dynamics over all quantum jumps. Here, we discuss a few theoretical progresses which treat thermalization of open many-body systems at the level of quantum trajectories.

## Dynamics of quantum trajectories

One of the simplest scenario is that each quantum trajectory will heat up owing to the energy injection by quantum jumps (i.e., measurement backaction). The authors of Ref. [281] showed that a typical quantum trajectory in the Bose-Hubbard model with very weak dissipation, which ensures the long-time interval between quantum jumps, heats up to a state described by the infinite-temperature state. To see this, we remind that the dynamics of quantum trajectories consists of time evolutions by a non-Hermitian Hamiltonian (which is approximated by the Hermitian Hamiltonian of the Bose-Hubbard model under the weak-dissipation condition) and stochastic quantum jumps. Since the quantum jumps are regarded as stochastic quench operations of the system and the ETH is satisfied owing to the nonintegrability of the Hermiltonian, the quantum trajectories after a sufficiently
long time are described by thermal states, whose energy eventually grows.
Another interesting consequence of quantum jumps is that it can disentangle a quantum state. References [282, 283, 284] considered random quantum circuits which are composed of unitary parts (explained in Chapter 2) and non-unitary projective measurements. Intuitively, if the occurrence of the projective measurement is sufficiently rare, quantum trajectories will be entangled owing to the interaction of the unitary time evolution. On the other hand, for frequent local measurements, quantum trajectories will be disentangled owing to the collapse of the state. Indeed, it was found that the competition between interactions and measurements leads to a novel critical phase transition of the growth of the entanglement entropy $S(t)$ of quantum trajectories. Namely, $S(t) \propto \mathrm{O}\left(t^{1}\right)$ is found for infrequent measurements but $S(t) \sim \mathrm{O}\left(t^{0}\right)$ for frequent measurements. At the critical point, $S(t)$ exhibits the logarithmic behavior as $S(t) \sim \log t$. This behavior is also related with the classical percolation theory [283]. The entanglement phase transition has actively been studied in various setups recently, such as the case for indirect measurements [285] and specific bosonic systems [286]. It is also related to quantum information theory, such as information scrambling and the error correction [287, 288, 289, 290].

## Non-Hermitian dynamics

While the phenomena discussed above are explained by the effects of stochastic quantum jumps, interesting features can also result from the continuous-time evolution described by non-Hermitian Hamiltonians. In fact, several works investigated consequences brought by purely non-Hermitian dynamics, which corresponds to postselected quantum trajectories with no jumps (see Eq. (4.25)). For example, Ref. [291] showed that the Lieb-Robinson bound, which holds true for unitary time evolution and the Lindblad dynamics, breaks down for nonHermitian time evolutions, reflecting the non-orthogonality of eigenstates. In Ref. [292], it was demonstrated that quantum magnetism which corresponds to negative temperature is dynamically stabilized in the Hubbard model with a nonHermitian interaction, since an eigenvalue for such a negative-temperature state has the maximum imaginary part among the spectrum.

## Chapter 5

## Non-Hermitian many-body localization

### 5.1 Motivation

In the previous chapter, we have seen that non-Hermitian Hamiltonians appear in open systems, e.g., continuously measured quantum systems with null outcome. As explained there, non-Hermiticity leads to many unique properties, such as the real-complex phase transition of two eigenvalues under time-reversal symmetry (TRS), which also affect properties of nonequilibrium dynamics.

One of the important classes of non-Hermitian systems that exhibit the realcomplex transition owing to TRS was proposed by Hatano and Nelson in 1996 [235, 236, 237]. This model is a single-particle disordered model with asymmetric hopping. In this model, a real-complex phase transition of the single-particle spectrum and a non-Hermitian generalization of the Anderson localization coincide.

While the Hatano-Nelson model is a seminal one which has been followed by many researchers [293, 294, 295, 296, 297, 298, 299], it is unknown if a realcomplex transition owing to TRS and a localization transition owing to disorder occur in non-Hermitian many-body systems. As discussed in Chapter 2, manybody interaction and localization lead to the nontrivial consequence of manybody localization (MBL), which is characterized by the transition of a many-body spectrum. It is an intriguing problem how the competition between interaction, localization, and non-Hermiticity affects many-body properties of the system.

This question is also related to the problem of thermalization in open quantum many-body systems. As discussed in Chapter 4. MBL in open systems has been studied in the Lindblad master-equation formalism, which shows that the

MBL may be destroyed by certain dissipation [278, 276, 277, 104, 300]. On the other hand, non-Hermitian setups are relevant for quantum trajectories (with no quantum jumps) in continuously measured quantum many-body systems, where measurement outcomes are not averaged out, and describe physics distinct from the master-equation approach. It is nontrivial whether disorder affects the dynamics of such non-Hermitian open systems.

In this chapter, we discuss MBL in non-Hermitian systems. We demonstrate that imaginary parts of many-body energy eigenvalues of non-Hermitian manybody systems with TRS are suppressed by localization. We find that interacting systems with disorder and asymmetric hopping exhibit a novel real-complex phase transition: almost all energy eigenvalues become complex for weak disorder, and almost all energy eigenvalues become real for strong disorder (see Fig. 5.1(a) and (b)). In the real-eigenvalue phase, absorption and emission of energy disappear despite non-Hermiticity, and the dynamics becomes unstable. We then show the presence of a non-Hermitian MBL transition, which is characterized by level-spacing distributions and entanglement entropy, near the real-complex phase transition point. We conjecture that points of the two transitions coincide in the thermodynamic limit using an analytical discussion on eigenstate stability. We also show the absence of the real-complex transition in non-Hermitian systems with gain and/or loss since they do not possess TRS, although non-Hermitian MBL still persists (see Fig. 5.1 (c)). We summarize the results in Fig. 5.1(d).

### 5.2 Brief review of the Hatano-Nelson model

Before stating our main results, we first review the Hatano-Nelson model. The original continuum Hamiltonian is given by

$$
\begin{equation*}
\hat{H}_{\mathrm{con}}=\frac{(\hat{p}-i g)^{2}}{2 m}+V(\hat{x}), \tag{5.1}
\end{equation*}
$$

where $V(\hat{x})$ is a random potential and we consider a one-dimensional system for simplicity. In addition, the "imaginary gauge field" ig controls the strength of non-Hermiticity (note that the sign of $g$ is reversed from Ref. [235]). The discrete second-quantized version with the tight-binding approximation is

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{L}\left[-J\left(e^{-g} \hat{b}_{i+1}^{\dagger} \hat{b}_{i}+e^{g} \hat{b}_{i}^{+} \hat{b}_{i+1}\right)+h_{i} \hat{n}_{i}\right], \tag{5.2}
\end{equation*}
$$



Figure 5.1: (a) A model with weak disorder and asymmetric hopping. A nonHermitian perturbation makes two energy eigenvalues coalesce and become complex conjugate to each other. (b) A model with strong disorder and asymmetric hopping. Localization prohibits coalescence of energy eigenvalues owing to perturbation. (c) A model with strong disorder and gain and/or loss. In the absence of TRS, energy eigenvalues with nonzero imaginary parts can appear without coalescence, even when localization occurs. (d) Statistics of energy eigenvalues and entanglement entropy of energy eigenstates for a model with asymmetric hopping (Eq. (5.6)) or a model with gain and / or loss (Eq. (5.29) for different strengths of disorder. Reproduced from Fig. 1 of Ref. [111]. ©2019 American Physical Society with a slight modification.
where $\hat{n}_{i}=\hat{b}_{i}^{\dagger} \hat{b}_{i}$ is the number operator of particles at site $i\left(\hat{b}_{i}\right.$ is the annihilation operator), $g$ represents non-Hermitian asymmetric hopping, and $h_{i}$ denotes the disorder strength which is randomly chosen from $[-h, h]$. We also consider the periodic boundary condition. Note that this model becomes the Anderson model for $g=0$.

The Hatano-Nelson model shows an interesting spectral transition as a function of disorder (see Fig. 5.2). If disorder is weak enough compared with the non-Hermiticity, the eigenstates become delocalized and the corresponding eigenvalues become complex. If disorder is strong enough compared with the nonHermiticity, the eigenstates become localized and the corresponding eigenvalues become real.

Let us discuss an intuitive reason why non-Hermiticity leads to the breakdown of localization. Since Eq. (5.1) describes a particle in the imaginary gauge field, we may perform the following "imaginary gauge transformation" and make the field vanish:

$$
\begin{align*}
\hat{\mathcal{V}} & =e^{\frac{g \hat{x}}{\hbar}} \\
\hat{\mathcal{V}} \hat{H}_{\mathrm{con}} \hat{\mathcal{V}}^{-1} & =\frac{\hat{p}^{2}}{2 m}+V(\hat{x}) . \tag{5.3}
\end{align*}
$$

Since this operation is a similarity transformation which does not alter the eigenvalues and the transformed Hamiltonian is Hermitian, $\hat{H}_{\text {con }}$ has real eigenvalues when this transformation is applicable. To see when this transformation becomes inapplicable, let us start from $g=0$, where all of the eigenvalues are delocalized in one dimension owing to the Anderson localization. In that case, a localized eigenstate can be written as

$$
\begin{equation*}
\psi(x) \sim \exp \left(-\frac{\left|x-x_{0}\right|}{\xi_{\mathrm{loc}}}\right) \tag{5.4}
\end{equation*}
$$

for some $x_{0}$. For $g>0$, the eigenstate becomes

$$
\begin{equation*}
\psi^{g}(x)=\hat{\mathcal{V}}^{-1} \psi(x) \sim \exp \left(\frac{g x}{\hbar}-\frac{\left|x-x_{0}\right|}{\xi_{\text {loc }}}\right) \tag{5.5}
\end{equation*}
$$

For $g / \hbar<1 / \xi_{\text {loc }}, \psi^{g}(x)$ can be safely normalized because $\left|\psi^{g}(x)\right|$ decays exponentially for large $|x|$. In that case, the shape of the eigenstate is deformed but it is still localized, and the corresponding eigenvalue remains real. On the other hand, for $g / \hbar>1 / \xi_{\text {loc }}, \psi^{g}(x)$ exponentially diverges for either large positive $x$ or large negative $x$, which is incompatible with the periodic boundary condition. This means that the above gauge transformation cannot be applied, which allows com-


Figure 5.2: Single-particle spectra of the Hatano-Nelson model [235]. Note that $h$ in the figure corresponds to $-g$ in Eq. (5.2), which is not the disorder strength. For $h=0$, all of the energy eigenvalues are real, and all of the eigenstates become localized. For nonzero $h$, complex eigenvalues appear, which correspond to delocalized eigenstates. Note that imaginary parts are shifted for $h>0$ for clarity. Reproduced from Fig. 2 of Ref. [235]. ©1996 American Physical Society. Reprinted figure with permission from Fig.2(a) of [Naomichi Hatano and David R. Nelson. Localization Transitions in Non-Hermitian Quantum Mechanics. Physical Review Letters, 77, 570, Jul 1996 (Ref. [235])] Copyright 1996 by the American Physical Society.
plex eigenvalues. In that case, the eigenstate is no longer localized but extended (delocalized) to the entire space.

The Hatano-Nelson model was originally proposed to describe the depinning transition of vortices in type-II superconductors. Indeed, it can be argued that the asymmetric hopping takes the role of the tilting field imposed on the vortices, and that the real-complex phase transition corresponds to the pinning-depinning transition owing to the tilting field. The Hatano-Nelson model is also arguably relevant for other contexts, such as population biology [250], quantum chaos [293], mathematics [294, 295, 297], quantum chromodynamics [296], and optics [298, 299].

### 5.3 Real-complex phase transition in an interacting model with asymmetric hopping

We now show that a real-complex transition and a localization transition occur at the level of many-body spectra (in stark contrast with the single-particle spectra of the Hatano-Nelson model) for an interacting model with disorder and asymmetric hopping. The Hamiltonian that we consider is

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{L}\left[-J\left(e^{-8} \hat{b}_{i+1}^{\dagger} \hat{b}_{i}+e^{8} \hat{b}_{i}^{\dagger} \hat{b}_{i+1}\right)+U \hat{n}_{i} \hat{n}_{i+1}+h_{i} \hat{n}_{i}\right] \tag{5.6}
\end{equation*}
$$

where $\hat{b}_{i}$ represents the annihilation operator for a hard-core boson (the following discussion on the real-complex phase transition also holds true for the case of the Bose-Hubbard model, as shown in Appendix A. This model becomes the Hatano-Nelson model for $U=0$, which is the disordered XXZ model exhibiting the Hermitian MBL for $g=0$, and the asymmetric XXZ model for $h=0$ [301]. The model respects TRS because it can be written as a real matrix. In addition, the model can be realized in state-of-the-art experiments of ultracold atoms that are measured continuously, since strong disorder has been realized [61] and asymmetric hopping is also proposed to be implemented [244]. In the following, we focus on the subspace where a number of particles is fixed as $M=L / 2$ (half-filling) and the parameters as $J=1, g=0.1$, and $U=2$. See Appendix A for other values of the parameters.

We first show the many-body energy eigenvalues of the above Hamiltonian in Fig. 5.3(a). Note that the spectrum always has a reflection symmetry about the real axis, since the system respects TRS. On the other hand, the number of energy
eigenvalues with nonzero imaginary parts evidently decreases as $h$ increases.

### 5.3.1 Fraction of complex energy eigenvalues

To quantify the real-complex property of energy eigenvalues, we consider the following fraction

$$
\begin{equation*}
f_{\mathrm{Im}}=\frac{\overline{D_{\mathrm{Im}}}}{D} \tag{5.7}
\end{equation*}
$$

Here, $D_{\text {Im }}$ denotes the number of energy eigenvalues with nonzero imaginary parts, $D$ is the dimension of the Hilbert space, and the overline means the average over disorder. Note that we consider the average over energy eigenvalues for the entire energy range to simplify our discussion. This means that we essentially discuss the energy scale that corresponds to the infinite temperature, where the density of states becomes maximal, for sufficiently large systems.

We show in Fig. 5.3(b) the dependence of $f_{\text {Im }}$ on $h$ for different system sizes $L$. When we increase the system size, $f_{\operatorname{Im}}$ increases when $h \lesssim h_{c}^{\mathrm{R}} \simeq 8$ and decreases when $h \gtrsim h_{c}^{\mathrm{R}}$. This means a real-complex critical phase transition for many-body eigenvalues at $h=h_{c}^{\mathrm{R}}$ in the thermodynamic limit $L \rightarrow \infty$. Moreover, we can confirm the scaling behavior around the critical point when we consider $f_{\text {Im }}$ as a function of $\left(h-h_{c}^{\mathrm{R}}\right) L^{1 / v}$, where we obtain $v=0.5$ here. It is a future problem to investigate what determines the universality class defined from this critical exponent.

In conclusion, almost all energy eigenvalues are complex when $h<h_{c}^{\mathrm{R}}$ and real when $h>h_{c}^{\mathrm{R}}$. Note that this transition is defined from the statistics of many-body spectra in the thermodynamic limit. This is quite different from the usual PT symmetry transition, for which the transition point is identified by the coalescence of two eigenstates, not by statistics of many eigenstates. We note that the maximum imaginary value among all energy eigenvalues shows a similar transition, as shown in Appendix A.

### 5.3.2 Transition of dynamical stability

The above transition means that, for large disorder, almost all energy eigenvalues suddenly become real. This transition considerably affects the stability of the time evolution of the system. To see this, we consider the following non-Hermitian


Figure 5.3: (a) Energy eigenvalues of the non-Hermitian Hamiltonian (5.6) for different disorder strength ( $h=2,10$ ) with $L=12$. (b) (top) Dependence of the fraction $f_{\text {Im }}$ on disorder strength $h$ for $L=6,8,10,12,14$, and 16. and small for $h \gtrsim h_{c}^{\mathrm{R}}$. (bottom) As a function of $\left(h-h_{c}^{\mathrm{R}}\right) L^{1 / v}, f_{\mathrm{Im}}$ exhibits the critical scaling collapse, where $h_{c}^{R}=8.0$ and $v=0.5$ are used. Note that we determine $f_{\text {Im }}$ using a cutoff of the imaginary part $C=10^{-13}$, with which machine errors $\left(\left|\operatorname{Im} E_{\alpha}\right| \ll C\right)$ and pure complex eigenvalues ( $\left|\operatorname{Im} E_{\alpha}\right| \gg C$ ) can be separated clearly. We show the data that are averaged over $N_{\text {sam }}$ samples for different disorder realizations. Here, $N_{\text {sam }}=10000$ for $L=6,8,10,12, N_{\text {sam }}=1000$ for $L=14$, and $N_{\text {sam }}=100$ for $L=16$.
time evolution:

$$
\begin{equation*}
|\psi(t)\rangle=\frac{e^{-i \hat{H} t}\left|\psi_{0}\right\rangle}{\| e^{-i \hat{H} t}\left|\psi_{0}\right\rangle \|} \tag{5.8}
\end{equation*}
$$

which describes to the quantum trajectories with no jump processes for systems that are continuously measured, as discussed in Chapter 4. In the following, we assume that the initial state $\left|\psi_{0}\right\rangle$ is a charge-density-wave state

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=|1010 \cdots 10\rangle \tag{5.9}
\end{equation*}
$$

In Fig. 5.4(a), we show the dynamics of the real part of the energy,

$$
\begin{equation*}
E^{\mathrm{R}}(t)=\operatorname{Re}[\overline{\langle\psi(t)| \hat{H}|\psi(t)\rangle}] . \tag{5.10}
\end{equation*}
$$

We first note that $E^{\mathrm{R}}(t)$ does not change because of the conservation of energy in the Hermitian case, i.e., in the case with $g=0$. If we add non-Hermiticity, however, $E^{\mathrm{R}}(t)$ dramatically changes for $h \lesssim h_{c}^{\mathrm{R}}$. This indicates the instability of the system in the complex-eigenvalue phase owing to energy absorption and emission. In contrast, the system is stable if $h \gtrsim h_{c}^{\mathrm{R}}$, in that the energy is kept almost constant with only small oscillations. This comes from the fact that almost all energy eigenvalues are real.

We can also consider the dynamics of the half-chain entanglement entropy

$$
\begin{equation*}
S(t):=\overline{\operatorname{Tr}_{L / 2}[|\psi(t)\rangle\langle\psi(t)|]} . \tag{5.11}
\end{equation*}
$$

In Fig. 5.4(b), we show that $S(t)$ increases similarly for both the Hermitian $(g=0)$ and non-Hermitian $(g=0.1)$ cases for short time $(t \lesssim 4)$ if disorder is weak ( $h=2$ ). In the longer time $(t \gtrsim 10$ ), however, $S(t)$ behaves differently: while $S(t)$ saturates for $g=0$, it gradually decays for $g=0.1$. This decrease again demonstrates that this non-Hermitian model is unstable for weak disorder. For the strong-disorder case $(h=14), S(t)$ shows a logarithmic growth for a long time, in a manner similar to the Hermitian case [302, 162], which again demonstrates that the system becomes dynamically stable despite its non-Hermiticity for strong disorder.

Finally, Fig. 5.4(c) show the dynamics of the local density of particles,

$$
\begin{equation*}
m(t)=\overline{\langle\psi(t)| \hat{n}_{1}|\psi(t)\rangle} . \tag{5.12}
\end{equation*}
$$

For the weak disorder $(h=2), m(t)$ saturates for $g=0$ and decreases for a long time for $g=0.1$. For the strong disorder $(h=14), m(t)$ shows similar behavior for $g=0$ and $g=0.1$.


Figure 5.4: (a) (left) Dynamics of the real part of the energy $E^{\mathrm{R}}(t)$ in Eq. (5.10) for different non-Hermitian strength $g$ (dashed lines are for $g=0$ and solid lines are for $g=0.1$ ). (right) Time evolution of $E^{\mathrm{R}}(t)$ for $h=2,4,6,7,8,10,12$, and 14 for $g=0.1$. (b) Dynamics of the half-chain entanglement entropy $S(t)$ in Eq. (5.11). (c) Dynamics of the local particle density $m(t)$ in Eq. (5.12). For the weak disorder $h=2, m(t)$ saturates for $g=0$ but keeps decreasing for $g=0.1$ in the long time. All the data show the results that are averaged over $N_{\text {sam }}=100$ samples for $L=12$.

Whereas the non-Hermitian time evolution and the Hermitian one are different, our results imply that the dynamics as well as stationary states are distinct in the two phases. These results provide a first step toward understanding thermalization of such open quantum systems with disorder. For instance, recurrence phenomena do not occur in the complex-eigenvalue phase but it can occur in the real-eigenvalue phase.

### 5.4 Non-Hermitian many-body localization

We have discussed the real-complex transition so far. We next discuss yet another transition, namely, the MBL transition in our system. Though it is nontrivial how we can characterize MBL with non-Hermiticity, we will demonstrate that some of the known method for characterizing MBL in Hermitian systems can be extended to the non-Hermitian systems.

Firstly, we consider the level-spacing distribution of energy eigenvalues. Since eigenvalues become complex for small $h$, we need to consider the level-spacing distributions on the complex plane in that case. We use the spacings on the real axis for large $h$. Here, a level spacing for an energy eigenvalue $E_{\alpha}$ on the complex
plane is essentially given by the minimum distance $d_{1}=\min _{\beta}\left|E_{\alpha}-E_{\beta}\right|$. Note that we need to perform the unfolding procedure to obtain the normalized level spacing $s$ from the bare distance $d_{1}$. To do this task, we follow Ref. [145]. We first note that a local mean density of energy eigenvalues can be estimated as

$$
\begin{equation*}
\bar{\rho}=\frac{n}{\pi d_{n}^{2}}, \tag{5.13}
\end{equation*}
$$

where $n$ is sufficiently larger than unity (but not too large) and $d_{n}$ is the distance of the $n$th nearest neighbor from $E_{\alpha}$. Then, $s$ is defined as [145]

$$
\begin{equation*}
s=d_{1} \sqrt{\bar{\rho}} \tag{5.14}
\end{equation*}
$$

with which the dependence of local density of eigenvalues vanishes.

In Fig.5.5(a), we show level-spacing distributions for different disorder strength. When disorder is weak, the distribution obeys the Ginibre distribution, which is the Gaussian random matrix ensemble for non-Hermitian matrices [145, 303] (see Chapter 6 for details). Concretely, the level-spacing distribution is given by [304, 145, 296]

$$
\begin{equation*}
P_{\mathrm{Gin}}^{\mathrm{C}}(s)=c p(c s), \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
p(s)=\lim _{N \rightarrow \infty}\left[\prod_{n=1}^{N-1} e_{n}\left(s^{2}\right) e^{-s^{2}}\right] \sum_{n=1}^{N-1} \frac{2 s^{2 n+1}}{n!e_{n}\left(s^{2}\right)} \tag{5.16}
\end{equation*}
$$

with

$$
\begin{equation*}
e_{n}(x)=\sum_{m=0}^{n} \frac{x^{m}}{m!} \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
c=\int_{0}^{\infty} d s s p(s)=1.1429 \cdots \tag{5.18}
\end{equation*}
$$

rather than a Poisson statistics

$$
\begin{equation*}
P_{\mathrm{Po}}^{\mathrm{C}}(s)=\frac{\pi s}{2} e^{-\frac{\pi}{4} s^{2}} \tag{5.19}
\end{equation*}
$$

on the complex plane. This result shows a non-Hermitian extention of the Bohigas-Giannoni-Schmit conjecture [145, 119, [57], which states that level-spacing distributions of chaotic systems obey the Wigner-Dyson distribution in Hermitian systems. We also find that, for large disorder strength, the level-spacing distribution



(c)

Figure 5.5: (a) Level-spacing distribution $P(s)$ of energy eigenvalues on the complex plane ( $h=2$ ) and that of energy eigenvalues on the real axis $(h=14)$, where the system size is $L=16$. We take statistics from energy eigenvalues that lie within $\pm 10 \%$ in the middle of the spectrum with respect to real and imaginary parts. (b) (top) Half-chain entanglement entropy $S / L$ calculated from the average of $S_{\alpha} / L$ over disorder and eigenstates whose energy eigenvalues are within $\pm 2 \%$ from the middle of the real part of the spectrum. (bottom) Scaling collapse as a function of $\left(h-h_{c}^{\mathrm{MBL}}\right) L^{1 / v}$, where $h_{c}^{\mathrm{MBL}}=7.1$ and $v=1.3$ are used. (c) Eigenstate stability $\mathcal{G}$ for different system sizes, where $\hat{V}_{\mathrm{NH}}=\hat{b}_{i}^{\dagger} \hat{b}_{i+1}$. Reproduced from Fig. 3 of Ref. [111]. ©2019 American Physical Society.
on the real axis obeys the Poisson distribution

$$
\begin{equation*}
P_{\mathrm{Po}}^{\mathrm{R}}(s)=e^{-s}, \tag{5.20}
\end{equation*}
$$

rather than the Wigner-Dyson statistics

$$
\begin{equation*}
P_{\mathrm{WD}}^{\mathrm{R}}(s)=\frac{\pi s}{2} e^{-\frac{\pi}{4} s^{2}} . \tag{5.21}
\end{equation*}
$$

We next investigate half-chain entanglement entropy of $\left|E_{\alpha}^{R}\right\rangle$,

$$
\begin{equation*}
S_{\alpha}=\operatorname{Tr}_{L / 2}\left[\left|E_{\alpha}^{R}\right\rangle\left\langle E_{\alpha}^{R}\right|\right], \tag{5.22}
\end{equation*}
$$

which is calculated from a right eigenstate. Note that we obtain similar results for left eigenstates. Here, we have a normalization condition that $\left\langle E_{\alpha}^{R} \mid E_{\alpha}^{R}\right\rangle=1$. In Fig. 5.5(b), we illustrate the dependence on $L$ of $S_{\alpha} / L$ that is averaged over
the eigenstates in the middle of the spectrum, which is denoted by $S / L$. We can confirm that $S$ shows a crossover from the volume law to the area law for $h \simeq h_{c}^{\mathrm{MBL}} \simeq 7.1$. We also find the scaling collapse around the critical point by rewriting the entropy as a function of $\left(h-h_{c}^{\mathrm{MBL}}\right) L^{1 / v}$, where we find $v=1.3$. From these results, we can distinguish the delocalized and MBL phases by $S(t)$ even in non-Hermitian systems, as in the Hermitian case [159, 173]. If the system is delocalized, eigenstates of non-Hermitian systems are predicted by those of nonHermitian random matrices, which are expected to satisfy the volume law just as the Hermitian counterpart. If the system is localized, eigenstates are determined by quasilocal conserved quantities even for non-Hermitian systems and the area law holds. It is a future problem to investigate how the universality class of this transition changes from the Hermitian counterpart.

### 5.5 Relation between two transition points

Finally, we discuss the stability of eigenstates against small perturbations in delocalized and localized phases, which elucidate why the complex energy eigenvalues are suppressed in the localized system with TRS.

To discuss this in a general setup, we consider a decomposition of a Hamiltonian into an unperturbed part and a non-Hermitian perturbation as

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{V}_{\mathrm{NH}} . \tag{5.23}
\end{equation*}
$$

Here, $\hat{H}_{0}$ may also be non-Hermitian. Let us consider a set of real eigenvalues $\left\{\mathcal{E}_{a}\right\}$ of $\hat{H}_{0}$, where the right and left eigenstates can be written as $\left|\mathcal{E}_{a}^{R}\right\rangle$ and $\left|\mathcal{E}_{a}^{L}\right\rangle$, respectively. Note that they satisfy the biorthonormality, $\left\langle\mathcal{E}_{a}^{L} \mid \mathcal{E}_{b}^{R}\right\rangle=\delta_{a b}$ [305].

We now add the perturbation $\hat{V}_{\mathrm{NH}}$. The first-order energy deviation is given by

$$
\begin{equation*}
\left\langle\mathcal{E}_{a}^{L}\right| \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle, \tag{5.24}
\end{equation*}
$$

which is, in general, complex. On the other hand, if the system respects TRS, it becomes real because

$$
\begin{align*}
\left\langle\mathcal{E}_{a}^{L}\right| \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle & =\left(\left|\mathcal{E}_{a}^{L}\right\rangle, \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle\right) \\
& =\left(\hat{T}\left|\mathcal{E}_{a}^{L}\right\rangle, \hat{T} \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle\right)^{*} \\
& =\left(\left|\mathcal{E}_{a}^{L}\right\rangle, \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle\right)^{*} \\
& =\left\langle\mathcal{E}_{a}^{L}\right| \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle^{*}, \tag{5.25}
\end{align*}
$$

where we have used $\left[\hat{H}_{0}, \hat{T}\right]=\left[\hat{V}_{\mathrm{NH}}, \hat{T}\right]=0$ and $\hat{T}\left|\mathcal{E}_{a}^{R / L}\right\rangle=\left|\mathcal{E}_{a}^{R / L}\right\rangle$. This means that energy eigenvalues of systems with TRS cannot be complex at the level of the first-order energy deviation, i.e., if we do not consider the mixing with other eigenstates.

Even with TRS, however, eigenvalues can be complex owing to coalescence of two eigenvalues for sufficiently large $\hat{V}_{\mathrm{NH}}$, as reviewed in Chapter 4. This coalescence results from the mixing of two eigenstates, which are relevant for higher-order perturbations. To evaluate the perturbation of energy eigenstates, we write the Hamiltonian as

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{V}_{\mathrm{NH}}=\sum_{a}\left(\mathcal{E}_{a}+\Delta E_{a}^{(0)}\right)\left|\mathcal{E}_{a}^{R}\right\rangle\left\langle\mathcal{E}_{a}^{L}\right|+\hat{V}_{\mathrm{NH}}-\sum_{a} \Delta E_{a}^{(0)}\left|\mathcal{E}_{a}^{R}\right\rangle\left\langle\mathcal{E}_{a}^{L}\right| \tag{5.26}
\end{equation*}
$$

with $\Delta E_{a}^{(0)}=\left\langle\mathcal{E}_{a}^{L}\right| \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle$. Let us consider the second and third terms on the right-hand side as a perturbation. We then obtain the following perturbed eigenstate:

$$
\begin{equation*}
\left|\mathcal{E}_{a, \text { perturbed }}^{R}\right\rangle=\left|\mathcal{E}_{a}^{R}\right\rangle+\sum_{b(\neq a)} \frac{\left\langle\mathcal{E}_{b}^{L}\right| \hat{V}_{\mathrm{NH}}\left|\mathcal{E}_{a}^{R}\right\rangle}{\mathcal{E}_{b}^{\prime}-\mathcal{E}_{a}^{\prime}}\left|\mathcal{E}_{b}^{R}\right\rangle \tag{5.27}
\end{equation*}
$$

Here, we have used the normalization conditions $\left\langle\mathcal{E}_{a}^{L} \mid \mathcal{E}_{b}^{R}\right\rangle=\delta_{a b}$ and $\left\langle\mathcal{E}_{a}^{R} \mid \mathcal{E}_{a}^{R}\right\rangle=1$ (note that $\left\langle\mathcal{E}_{a}^{L} \mid \mathcal{E}_{a}^{L}\right\rangle \neq 1$ ). For the perturbation series to converge, the magnitude of the second term should be small enough. We particularly take $b=a+1$ and define its logarithm to discuss the localization transition, which leads to

$$
\begin{equation*}
\mathcal{G}=\overline{\ln \frac{\left.\left|\left\langle\mathcal{E}_{a+1}^{L}\right| \hat{V}_{\mathrm{NH}}\right| \mathcal{E}_{a}^{R}\right\rangle \mid}{\left|\mathcal{E}_{a+1}^{\prime}-\mathcal{E}_{a}^{\prime}\right|}} \tag{5.28}
\end{equation*}
$$

Note that this is a generalized stability measure for the Hermitian counterpart of Ref. [185], which has been discussed in Chapter 2. If $\mathcal{G}$ is large enough, it is expected that eigenvalues coalesce and that many complex eigenvalues appear. Note that an exception to this expectation is realized by assuming the Hamiltonian which can be written as $\hat{H}=\hat{\mathcal{V}}^{-1} \hat{H}_{\mathrm{H}} \hat{\mathcal{V}}$, where $\hat{H}_{\mathrm{H}}$ is Hermitian and $\hat{\mathcal{V}}$ is a non-unitary invertible operator, since $\hat{H}$ and $\hat{H}_{\mathrm{H}}$ have the same eigenvalues, as shown in Appendix A. Nevertheless, our discussion is applicable to generic nonHermitian systems without this structure. Indeed, our discussion is consistent with numerics for the Lindblad operators [306, 264, 261, 244, 307], which are mapped to non-Hermitian matrices.

Just as in the Hermitian situation [185], we find that the stability measure in Eq. (5.28) becomes small only when the system is in an MBL phase. In Fig. 5.5(c),
we show the dependence of $\mathcal{G}$ on $h$. It is found that $\mathcal{G} \sim \alpha L(\alpha>0)$ and $\mathcal{G} \sim-\beta L(\beta>0)$ for the delocalized and localized phases, respectively. This is similar to the case for the Hermitian counterpart [185]. The non-Hermitian MBL transition point is evaluated as $h_{c}^{\mathrm{MBL}} \simeq 7 \pm 1$ from the point where $\mathcal{G}$ becomes independent of $L$.

We conjecture that the points of the real-complex transition $h_{c}^{\mathrm{R}}$ and the MBL transition $h_{c}^{\mathrm{MBL}}$ coincide in the thermodynamic limit. In fact, from the discussions for the stability of eigenstates above, the process through which two adjacent eigenstates coalesce is suppressed by the MBL. Moreover, we can argue that the coalescence is suppressed even for non-adjacent eigenstates and thus the entire spectra become real in our asymmetric hopping model (see Appendix A). We note that the two transition points are close $\left(h_{c}^{\mathrm{R}} \simeq 8 \pm 1\right.$ and $h_{c}^{\mathrm{MBL}} \simeq 7 \pm 1$ for $\left.g=0.1\right)$ to each other but slightly different in our numerical calculations up to $L=16$. From the analytical arguments of the stability above, we suppose that this small deviation is a consequence of a finite-system size.

Finally, we make two remarks concerning the above discussion. First, the discussion is expected to apply for the Hatano-Nelson model; $\mathcal{G}$ can be the signature of the localization transition and this transition leads to the suppression of coalescence of eigenvalues and thus the real-complex transition for a single-particle level. Second, as mentioned in Chapter 2, there can be higher-order perturbation effects that alters the nature of the localization [180], which we have neglected for simplifying the discussion.

### 5.6 A gain-and-loss model

We have considered the system with TRS. Finally, we discuss that the real-complex transition does not occur while the non-Hermitian MBL still occurs if we break TRS. We consider the following model with gain and loss, which becomes feasible in state-of-the-art experiments [308, 98]:

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{L}-J\left(\hat{b}_{i+1}^{\dagger} \hat{b}_{i}+\text { H.c. }\right)+U \hat{n}_{i} \hat{n}_{i+1}+\left(h_{i}-i \gamma(-1)^{i}\right) \hat{n}_{i} . \tag{5.29}
\end{equation*}
$$

This model does not possess TRS because of the gain and loss terms at odd and even sites, respectively, which tend to decrease and increase the number of particles at these sites. In Fig. 5.6 (a), we show the spectra of this model for different values of $h$, which indicates that all energy eigenvalues are complex for any $h$ and
$L$, i.e., $f_{\text {Im }}=1$ for all cases. Thus, it is expected that the system is always unstable in that it drastically changes its energy.

Despite the absence of the real-complex phase transition, the non-Hermitian MBL still occurs. In Fig. 5.6(b), we show the level-spacing distributions on the complex plane for different disorder strength $h$. When $h \lesssim h_{c}^{\mathrm{MBL}}\left(h_{c}^{\mathrm{MBL}} \gtrsim 4\right)$, the distribution obeys non-Hermitian random matrix theory with transposition symmetry, which is distinct from $P_{\text {Gin }}^{C}(s)$ as will be discussed in Chapter 6 . When $h \gtrsim h_{c}^{\mathrm{MBL}}$, it is a Poisson distribution in the complex plane, $P_{\mathrm{Po}}^{\mathrm{C}}(s)$ (note that this distribution coincides with the Wigner-Dyson distribution for Hermitian matrices). This transition implies the presence of the non-Hermitian MBL. We also find that the half-chain entanglement entropy exhibits a transition from the volume to the area law around $h \sim h_{c}^{\mathrm{MBL}}=4.2$ (see Fig. 5.6(c)), with the scaling collapse as a function of $\left(h-h_{c}^{\mathrm{MBL}}\right) L^{1 / v}$, where we find $v=1.8$. It is a future problem to investigate whether the universality class for this transition in the gain-and-loss model is different from that in the asymmetric hopping model.

### 5.7 Discussions

We have demonstrated that MBL which is extended to non-Hermitian systems suppresses the imaginary part of energy eigenvalues for generic non-Hermitian interacting Hamiltonians with TRS. Using the system with asymmetric hopping, we have shown that a novel real-complex transition occurs and changes the dynamical stability of the system. In addition, non-Hermitian MBL has been shown to be characterized by the level-spacing distributions and entanglement entropy as in the Hermitian case. The discussion on stability of eigenstates allows us to argue that two transition points coincide in the thermodynamic limit. We have also provided numerical evidence for the absence of real-complex transitions for models with gain and/or loss without TRS, although the non-Hermitian MBL occurs.

The real-complex transition discussed in this chapter is conceptually novel since it cannot occur in closed, clean, or few-body systems. As a related fact, there is a transition in the dynamical stability, where the important notion of Hermitian thermalization such as recurrence can be discussed even in non-Hermitian systems (which are relevant for continuously measured quantum systems). Moreover, there are many other features of the non-Hermitian MBL represented by the critical phenomena, which are indicated by our critical scaling collapse and may


Figure 5.6: (a) Energy eigenvalues of the non-Hermitian Hamiltonian without TRS in Eq. (5.29) for $\gamma=0.1$. (b) Level-spacing distributions on the complex plane for energy eigenvalues. We take the statistics from the eigenstates whose eigenvalues are within $\pm 10 \%$ from the middle of the spectrum (single-disorder realization with $L=16$ ). (c) (top) Dependence on $h$ of $S / L$ averaged over the eigenstates from the middle of the real part of the spectrum for different system sizes $L$ and $\gamma=0.1$. (bottom) The scaling collapse of $S / L$ as a function of $\left(h-h_{c}^{\mathrm{MBL}}\right) L^{1 / v}$ around the critical point, where we use $h_{c}^{\mathrm{MBL}}=4.2$ and $v=1.8$. Reproduced from Fig. 4 of Ref. [111]. ©2019 American Physical Society with a slight modification.
differ from the conventional Hermitian transitions. Our results are also related to quantum chaos [119, 247, 141] in open systems described by non-Hermitian interacting Hamiltonians, as implied by its random-matrix-type level-spacing distributions.

## Chapter 6

## The threefold way in non-Hermitian random matrices

### 6.1 Motivation

As we have seen in the previous chapter, delocalized phases of the non-Hermitian many-body systems are characterized by universality of non-Hermitian random matrices. Furthermore, universality of non-Hermitian random matrices is known to appear in various systems including mesoscopic systems [303], dissipative systems [247, 248, 249], and neural networks [251].

As fundamental ensembles of non-Hermitian random matrices, Ginibre introduced three different ensembles based on time-reversal symmetry (TRS), which are called GinUE, GinOE, and GinSE [309]. This is a natural generalization of Dyson's threefold way in Hermitian random matrices, where three ensembles distinguished by TRS are called GUE, GOE, and GSE (see Chapter 22).

On the other hand, the three symmetry classification by Ginibre does not lead to three distinct universality classes for local correaltions. In fact, all of Ginibre's three symmetry classes lead to the same universality class for level-spacing distributions on the complex plane, in contrast with Dyson's three symmetry classes, for which three different symmetry classes appear. Given the diverse applications of universality of random matrices, it is fundamentally important to study whether other universality classes exist for non-Hermitian random matrices if we consider symmetries which are different from TRS. Note that symmetry classification is determined only from algebraic structures of matrices, but that universality classification is determined from statistics of the spectra that do not depend on the detailed structure of matrices.

In this chapter, we show that three different universality classes, namely Ginibre's class and the other two new classes, appear by considering transposition symmetry, which is distinct from the complex conjugation symmetry (TRS) for non-Hermitian matrices. We first review previous results on non-Hermitian random matrices and its symmetry classification (characterized by non-Hermitian extension of the Altland-Zirnbauer symmetry classes [310]) in the following two sections. We then demonstrate our main numerical results of new universality classes of level-spacing distributions for non-Hermitian random matrices with transposition symmetry. We discuss that transposition symmetry affects interactions between two close eigenvalues and changes level-spacing distributions, while the other symmetries including TRS can only affect correlations of nonlocal eigenvalues (see Fig. 6.1), which is supported by the analysis of small matrices. It is also shown that the new universality classes that we find manifest themselves in dissipative quantum nonintegrable systems described by Lindblad many-body equations and non-Hermitian many-body Hamiltonians.

### 6.2 Review on Ginibre's symmetry classes

### 6.2.1 Definition

We first review Ginibre's three non-Hermitian random-matrix symmetry classes with TRS, called the classes A, AI, and AII.

## Class A

Let us first consider a symmetry class of non-Hermitian matrices without any symmetry constraint, which is called the class A. By dropping the Hermiticity condition for GOE by Dyson, whose probability distribution can be written as

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto e^{-\beta \operatorname{Tr}\left[\hat{H}^{2}\right]} d \hat{H} \propto \exp \left[-\beta \sum_{i} H_{i i}^{2}-2 \beta \sum_{i>j}\left|H_{i j}\right|^{2}\right] \prod_{i} d H_{i i} \prod_{i>j} d H_{i j} d H_{i j}^{*} \tag{6.1}
\end{equation*}
$$

Ginibre introduced GinOE characterized by

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto e^{-\beta \operatorname{Tr}\left[\hat{H}^{\dagger} \hat{H}\right]} d \hat{H} \propto \exp \left[-\beta \sum_{i, j}\left|H_{i j}\right|^{2}\right] \prod_{i, j} d H_{i j} d H_{i j}^{*} . \tag{6.2}
\end{equation*}
$$



Figure 6.1: Dyson's threefold way with respect to time-reversal symmetry (TRS) and its two different kinds of non-Hermitian extensions. Open circles denote individual eigenvalues and and filled circles indicate Kramers pairs of eigenvalues. In Dyson's three classes, repulsive interactions between neighboring eigenvalues are different from one another. However, the difference does not appear when we consider Ginibre's threefold way of non-Hermitian matrices. This is because TRS only influences the global symmetry of eigenvalues (green arrows). On the other hand, transposition symmetry $\left(\mathrm{TRS}^{\dagger}\right)$ is different from TRS because of the absence of Hermiticity and results in another threefold universality. In this case, the interaction between neighboring eigenvalues becomes weaker for the class $\mathrm{AI}^{\dagger}$ and stronger for $\mathrm{AII}^{\dagger}$ than that for the class A , as indicated by the arrows with different colors. Taken from Fig. 1 in the fourth version of Ref. [112].

Note that we can consider other probability distributions in the class A. For example, for a non-Hermitian Bernoulli ensemble, matrix elements are randomly chosen from

$$
H_{i j}=\left\{\begin{array}{l}
1+i ;  \tag{6.3}\\
1-i \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities.

## Class AI

For the class AI, there exists a TRS $\hat{T}=\hat{\mathcal{T}}_{+} \hat{K}$ that satisfies $\hat{T}^{2}=+\hat{\mathbb{I}}$ and $[\hat{T}, \hat{H}]=0$. In other words, there exists a unitary operator $\hat{\mathcal{T}}_{+}$that satisfies

$$
\begin{equation*}
\hat{\mathcal{T}}_{+} \hat{H}^{*} \hat{\mathcal{T}}_{+}^{-1}=\hat{H}, \quad \hat{\mathcal{T}}_{+}^{*} \hat{\mathcal{T}}_{+}=+\hat{\mathbb{I}} . \tag{6.4}
\end{equation*}
$$

As we have seen in the previous chapters, this symmetry leads to eigenvalues that are either real or form complex-conjugate pairs.

We can assume that $\hat{\mathcal{T}}_{+}$is an identity operator without loss of generality, from which we obtain the condition for real matrices

$$
\begin{equation*}
H_{i j}=H_{i j}^{*}, \tag{6.5}
\end{equation*}
$$

if we consider Gaussian ensembles. In fact, from Eq. (6.4) we can prove that $\hat{U}^{-1} \hat{H} \hat{U}$ is real for a unitary operator $\hat{U}=\sqrt{\hat{\mathcal{T}}_{+}}$. Since Gaussian ensembles $P(\hat{H})$ satisfy $P(\hat{H}) d \hat{H}=P\left(\hat{U}^{-1} \hat{H} \hat{U}\right) d\left(\hat{U}^{-1} \hat{H} \hat{U}\right)$, we can assume an ensemble of real matrices. Thus, we can study the probability distribution of Gaussian real matrices (GinOE) given by

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto \exp \left[-\beta \sum_{i, j} H_{i j}^{2}\right] \prod_{i, j} d H_{i j} . \tag{6.6}
\end{equation*}
$$

Though a Bernoulli ensemble explicitly depends on $\hat{\mathcal{T}}_{+}$, we consider $\hat{\mathcal{T}}_{+}=\hat{\mathbb{I}}$ in the following discussions. Then, the matrix elements are randomly chosen as

$$
H_{i j}=\left\{\begin{array}{l}
1 ;  \tag{6.7}\\
-1
\end{array}\right.
$$

with equal probabilities.
Here, we note the relation between the class AI and another class called $\mathrm{D}^{\dagger}$ in

Ref. [246]. Matrices in class $\mathrm{D}^{\dagger}$ satisfy the condition

$$
\begin{equation*}
\hat{\mathcal{T}}_{-} \hat{H}^{*} \hat{\mathcal{T}}_{-}^{-1}=-H, \quad \hat{\mathcal{T}}_{-} \hat{\mathcal{T}}_{-}^{*}=\hat{\mathbb{I}}, \tag{6.8}
\end{equation*}
$$

where $\hat{\mathcal{T}}_{-}$is called a conjugate of particle-hole symmetry $\left(\mathrm{PHS}^{\dagger}\right)$ [246]. Importantly, the symmetry the classes AI and $\mathrm{D}^{\dagger}$ are in one-to-one correspondence [245] in the following sense: if $H$ belongs to the class AI, another matrix $i H$ belongs to class $\mathrm{D}^{\dagger}$. In particular, the level-spacing distributions for both of these classes are identical, considering the rotation of the spectrum by the angle $\pi / 2$ in the complex plane.

## Class AII

For the class AII, matrices have TRS given as

$$
\begin{equation*}
\hat{\mathcal{T}}_{+} \hat{H}^{*} \hat{\mathcal{T}}_{+}^{-1}=\hat{H}, \quad \hat{\mathcal{T}}_{+}^{*} \hat{\mathcal{T}}_{+}=-\hat{\mathbb{I}} . \tag{6.9}
\end{equation*}
$$

In a manner similar to the class AI, eigenvalues form complex-conjugate pairs $\left(E_{\alpha}, E_{\alpha}^{*}\right)$. In contrast with the class AII in the Hermitian case, the two-fold degenerate Kramers pairs appear only for eigenvalues that stay real for the class AII in the non-Hermitian case. Furthermore, Kramers pairs on the real axis are absent for typical random matrices in the non-Hermitian the class AII owing to the level repulsions of eigenvalues that occur for generic matrices.

We can choose $\hat{\mathcal{T}}_{+}$as the Pauli matrix $\hat{\sigma}^{y}$ just as in the case for the class AI for Gaussian ensembles. We obtain

$$
\begin{equation*}
\hat{H}=\hat{\mathbb{I}}_{2 \times 2} \otimes \hat{a}+i \hat{\sigma}^{x} \otimes \hat{b}+i \hat{\sigma}^{y} \otimes \hat{c}+i \hat{\sigma}^{z} \otimes \hat{d}, \tag{6.10}
\end{equation*}
$$

where $\hat{a}, \hat{b}, \hat{c}$, and $\hat{d}$ denote non-Hermitian matrices whose elements are real. The Gaussian probability distribution is then given by

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto \exp \left[-\beta \sum_{i, j}\left(a_{i j}^{2}+b_{i j}^{2}+c_{i j}^{2}+d_{i j}^{2}\right)\right] \prod_{i, j} d a_{i j} d b_{i j} d c_{i j} d d_{i j} . \tag{6.11}
\end{equation*}
$$

In contrast, for a Bernoulli ensemble, matrix elements are randomly chosen as

$$
a_{i j}, b_{i j}, c_{i j}, d_{i j}=\left\{\begin{array}{l}
1 ;  \tag{6.12}\\
-1
\end{array}\right.
$$

with equal probabilities.
We note the equivalence between the class AII and class $\mathrm{C}^{\dagger}$, the latter of which


Figure 6.2: Eigenvalue plots for non-Hermitian Gaussian random matrices in the the classes A, AI, and AII. In the enlarged figures, we can see that real eigenvalues exist for the class AI, and complex-conjugate pairs appear for the classes AI and AII.
respects $\mathrm{PHS}^{\dagger}$,

$$
\begin{equation*}
\hat{\mathcal{T}}_{-} \hat{H}^{*} \hat{\mathcal{T}}_{-}^{-1}=-\hat{H}, \quad \hat{\mathcal{T}}_{-} \hat{\mathcal{T}}_{-}^{*}=-\hat{\mathbb{I}}, \tag{6.13}
\end{equation*}
$$

in the sense discussed previously for the classes AI and $\mathrm{D}^{\dagger}$, that is, the levelspacing distributions for both of these classes are the same, considering the rotation of the spectrum by the angle $\pi / 2$ in the complex plane.

### 6.2.2 Spectral properties

The properties of Ginibre's ensembles have thoroughly been investigated [311, 312, 313, 314, 315, 316]. For example, the density of states in each of the three ensembles is well described by the circular law, where eigenvalues spread uniformly within a circle with a radius proportional to $\sqrt{N}$, where $N$ is the matrix size (see Fig.6.2.

As an important property, let us consider the joint probability distribution of eigenvalues for GinUE, which is known as

$$
\begin{equation*}
P_{\mathrm{jpdf}, \operatorname{GinUE}}\left(E_{1}, \cdots, E_{N}\right) d^{2} E_{1} \cdots d^{2} E_{N} \propto e^{-\sum_{j=1}^{N}\left|E_{j}\right|^{2}} \prod_{1 \leq i<j \leq N}\left|E_{i}-E_{j}\right|^{2} d^{2} E_{1} \cdots d^{2} E_{N} \tag{6.14}
\end{equation*}
$$

The factor $\left|E_{i}-E_{j}\right|^{2}$ represents a cubic level-repulsion factor between eigenvalues (note the extra factor which comes from $d^{2} E_{i} d^{2} E_{j}$ ), which is reflected in the levelspacing distribution. In fact, the level-spacing distribution, which is given by Eq. (5.15), is derived from this joint distribution.

Next, the joint probability distribution for GinOE is given by [311]

$$
\begin{equation*}
P_{\mathrm{jpdf}, \operatorname{GinOE}}\left(E_{1}, \cdots, E_{N}\right) \propto \sqrt{\prod_{j=1}^{N} \operatorname{erfc}\left(\frac{\left|E_{j}-E_{j}^{*}\right|}{\sqrt{2}}\right) e^{-\frac{E_{j}^{2}+E_{j}^{* 2}}{2}}} \prod_{1 \leq i<j \leq N}\left(E_{i}-E_{j}\right), \tag{6.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^{2}} \mathrm{~d} t \tag{6.16}
\end{equation*}
$$

For eigenvalues that are real or almost real, the distribution qualitatively differs from that for GinUE. On the other hand, eigenvalues in the bulk of the specrum (i.e., far away from the real axis) behave similarly compared with GinUE. For example, if we focus on the eigenvalues $E_{1}$ and $E_{2}$, both of which are assumed to be in the bulk of the upper circle, we find a level-repulsion factor $\left|E_{1}-E_{2}\right|^{2}$ as in GinUE. In addition, we obtain the coefficient $e^{-\left|E_{1}\right|^{2}-\left|E_{2}\right|^{2}}$ as in GinUE by using $\operatorname{erfc}(x) \rightarrow \frac{e^{-x^{2}}}{x \sqrt{\pi}}$ for large $x$.

More intuitively, TRS creates global correlations between eigenvalues that are complex conjugate with each other, but they do not affect local correlations of eigenvalues away from the real axis. A similar discussion can be made for GinSE. Then, in particular, the level-spacing distributions (in the bulk of the spectrum) for Ginibre's three classes are argued to be the same [145], in contrast with the Hermitian case.

### 6.3 Review on non-Hermitian symmetry classes

### 6.3.1 Overview

As we have seen in the previous section, Ginibre's three classes A, AI, AII classified by TRS do not lead to distinct universality classes of the level-spacing distribution. On the other hand, it has recently been recognized that symmetries are enriched in non-Hermitian matrices [317, 318, 246]. As a prime example, we first note that $\hat{H}^{*} \neq \hat{H}^{T}$ for non-Hermitian matrices. Then, instead of TRS in Eq. (6.4), we can

Table 6.1: Symmetry classes, constraints (where the corresponding unitary operators are taken as the simplest ones), and level-spacing distributions. The sign (plus or minus) indicates whether the symmetry operator squared is $+\hat{\mathbb{I}}$ or $-\hat{\mathbb{I}}$. Only the classes $\mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{+}$exhibit the distributions distinct from that of GinUE.

| Class | Symmetry | Constraint | $p_{\text {GinUE }}(s)$ ? |
| :---: | :---: | :---: | :---: |
| A | None |  | Yes [309] |
| AI ( $\mathrm{D}^{+}$) | TRS, $+\left(\mathrm{PHS}^{\dagger},+\right)$ | $\hat{H}=\hat{H}^{*}$ | Yes [248] |
| AII ( $\mathrm{C}^{\dagger}$ ) | TRS, $-\left(\mathrm{PHS}^{\dagger},-\right)$ | $\hat{H}=\hat{\sigma}^{y} \hat{H}^{*} \hat{\sigma}^{y}$ | Yes [309] |
| $\mathrm{AI}^{+}$ | TRS ${ }^{+}$, | $\hat{H}=\hat{H}^{T}$ | No |
| $\mathrm{AII}^{+}$ | TRS ${ }^{+}$, | $\hat{H}=\hat{\sigma}^{y} \hat{H}^{T} \hat{\sigma}^{y}$ | No |
| D | PHS, + | $\hat{H}=-\hat{H}^{T}$ | Yes |
| C | PHS, - | $\hat{H}=-\hat{\sigma}^{y} \hat{H}^{T} \hat{\sigma}^{y}$ | Yes |
| AIII | CS (pH) | $\hat{H}=-\hat{\sigma}^{z} \hat{H}^{\dagger} \hat{\sigma}^{z}$ | Yes |
| AIII ${ }^{+}$ | SLS (CS ${ }^{\dagger}$ ) | $\hat{H}=-\hat{\sigma}^{z} \hat{H} \hat{\sigma}^{z}$ | Yes |

consider complex-conjugate $\operatorname{TRS}\left(\mathrm{TRS}^{\dagger}\right)$ defined by transposition as follows:

$$
\begin{equation*}
\hat{C}_{+} \hat{H}^{T} \hat{C}_{+}^{-1}=\hat{H}, \quad \hat{C}_{+}^{*} \hat{C}_{+}=+\hat{\mathbb{I}}, \tag{6.17}
\end{equation*}
$$

which is called the class $\mathrm{AI}^{\dagger}$.
In general, we can consider a non-Hermitian extension of the Altland-Zirnbauer (AZ) tenfold symmetry classes for Hermitian matrices [310]. Within Hermitian AZ classes, five symmetry classes (AIII, AI, D, AII, and C) possess only one symmetry, i.e., TRS, particle-hole symmetry (PHS), or chiral symmetry (CS). By considering the above ramification for non-Hermitian matrices, we obtain another set of five classes $\left(\mathrm{AIII}^{\dagger}, \mathrm{AI}^{\dagger}, \mathrm{D}^{\dagger}, \mathrm{AII}^{\dagger}\right.$, and $\left.\mathrm{C}^{\dagger}\right)$. On the other hand, as we have seen above, the classes AI and $\mathrm{D}^{\dagger}$ as well as the classes AII and $\mathrm{C}^{\dagger}$, are equivalent. Thus, adding the class A, we have nine non-Hermitian symmetry classes with up to one symmetry. Note that combination of more than one symmetry leads to the other 29 classes, which defines 38 different classes [246]. In the following, we especially focus on non-Hermitian matrices for the above 9 classes. The property of the 9 classes is summarized in Table 6.1.

### 6.3.2 Detailed classification

Here, we present detailed properties of the classes $\mathrm{AI}^{\dagger}, \mathrm{AII}^{\dagger}, \mathrm{D}, \mathrm{C}, \mathrm{AIII}$, and AIII ${ }^{\dagger}$ introduced in Ref. [246]. We also introduce explicit forms of Gaussian and Bernoulli ensemble for each class, which is a part of our work.

## Class $\mathrm{AI}^{\dagger}$

For class $\mathrm{AI}^{\dagger}$, there exists a unitary matrix $\hat{\mathcal{C}}_{+}$for which Eq. (6.17) is satisfied. By taking the transpose of the eigenequation for the left eigenvector

$$
\begin{equation*}
\left\langle\chi_{\alpha}\right| \hat{H}=E_{\alpha}\left\langle\chi_{\alpha}\right|, \tag{6.18}
\end{equation*}
$$

we have

$$
\begin{equation*}
\hat{H}^{T}\left|\chi_{\alpha}\right\rangle^{*}=E_{\alpha}\left|\chi_{\alpha}\right\rangle^{*} . \tag{6.19}
\end{equation*}
$$

When TRS $^{\dagger}$ is present, we thereby obtain

$$
\begin{equation*}
\hat{H}\left(\hat{C}_{+}\left|\chi_{\alpha}\right\rangle^{*}\right)=\hat{\mathcal{C}}_{+} \hat{H}^{T}\left|\chi_{\alpha}\right\rangle^{*}=E_{\alpha}\left(\hat{\mathcal{C}}_{+}\left|\chi_{\alpha}\right\rangle^{*}\right) . \tag{6.20}
\end{equation*}
$$

Thus, $\hat{\mathcal{C}}_{+}\left|\chi_{\alpha}\right\rangle^{*}$ also becomes an eigenstate of $\hat{H}$ with the same eigenvalue $E_{\alpha}$ as $\left|\phi_{\alpha}\right\rangle$. Assuming no degeneracy, we obtain the constraint between right and left eigenstates as

$$
\begin{equation*}
\hat{\mathcal{C}}_{+}\left|\chi_{\alpha}\right\rangle^{*} \propto\left|\phi_{\alpha}\right\rangle . \tag{6.21}
\end{equation*}
$$

Note that this constraint is imposed on all the eigenstates, which results in a new universality class of the level-spacing distribution as discussed in the next section.

We can assume without loss of generality that $\hat{\mathcal{C}}_{+}$is the identity for the Gaussian ensemble, which leads to the condition for a symmetric matrix:

$$
\begin{equation*}
H_{i j}=H_{j i} . \tag{6.22}
\end{equation*}
$$

The probability distribution in this case is given by

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto \exp \left[-\beta\left(\sum_{i}\left|H_{i j}\right|^{2}+\sum_{i>j} 2\left|H_{i j}\right|^{2}\right)\right] \prod_{i \geq j} d H_{i j} d H_{i j}^{*} . \tag{6.23}
\end{equation*}
$$

For a Bernoulli ensemble, on the other hand, matrix elements are randomly chosen as

$$
H_{i j}=\left\{\begin{array}{c}
1+i ;  \tag{6.24}\\
1-i \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities under the constraint in Eq. (6.22).
Note that the class $\mathrm{AI}^{\dagger}$ naturally appears in experiments. For example, optical systems with gain and loss are in the class $\mathrm{AI}^{\dagger}$ because gain and loss only introduce non-Hermitian imaginary terms on the diagonal matrix elements, which keeps the symmetric structure under transposition. Another example is the Rydberg
systems with dissipation, which is described by a Lindblad equation, as discussed later.

## Class AII ${ }^{\dagger}$

In class $\mathrm{AII}^{\dagger}$, matrices have $\mathrm{TRS}^{\dagger}$ defined as

$$
\begin{equation*}
\hat{\mathcal{C}}_{+} \hat{H}^{T} \hat{\mathcal{C}}_{+}^{-1}=\hat{H}, \quad \hat{C}_{+} \hat{\mathcal{C}}_{+}^{*}=-\hat{\mathbb{I}} . \tag{6.25}
\end{equation*}
$$

In this case, we can prove a non-Hermitian extension of the Kramers degeneracy theorem [319, 320]. Indeed, from $\hat{\mathcal{C}}_{+}^{T} \hat{\mathcal{C}}_{+}^{-1}=-\hat{\mathbb{I}}$, we obtain

$$
\begin{equation*}
\left\langle\chi_{\alpha}\right| \hat{\mathcal{C}}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)=\left(\left\langle\chi_{\alpha}\right| \hat{C}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)\right)^{T}=\left\langle\chi_{\alpha}\right| \hat{\mathcal{C}}_{+}^{T}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)=-\left\langle\chi_{\alpha}\right| \hat{\mathcal{C}}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right), \tag{6.26}
\end{equation*}
$$

which leads to $\left\langle\chi_{\alpha}\right| \hat{\mathcal{C}}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)=0$. Hence, the eigenvectors $\left|\phi_{\alpha}\right\rangle$ and $\hat{\mathcal{C}}_{+}\left|\chi_{\alpha}\right\rangle^{*}$ satisfy biorthogonal and linear-independent conditions. This indicates that all
 present.

We can take $\hat{\mathcal{C}}_{+}$as the Pauli matrix $\hat{\sigma}^{y}$, which enables us to describe the Gaussian distribution for arbitrary $\hat{\mathcal{C}}_{+}$with $\hat{C}_{+} \hat{C}_{+}^{*}=-\hat{\mathbb{I}}$ as we have seen so far. We then have

$$
\hat{H}=\left(\begin{array}{ll}
\hat{a} & \hat{b}  \tag{6.27}\\
\hat{c} & \hat{d}
\end{array}\right)
$$

where $\hat{a}, \hat{b}, \hat{c}$, and $\hat{d}$ satisfy

$$
\begin{equation*}
\hat{a}=\hat{d}^{T}, \quad \hat{b}=-\hat{b}^{T}, \quad \hat{c}=-\hat{c}^{T} . \tag{6.28}
\end{equation*}
$$

Then, the probability distribution of a Gaussian ensemble is defined by

$$
\begin{align*}
P(\hat{H}) d \hat{H} \propto \exp \left\{-2 \beta\left[\sum_{i}\left|a_{i i}\right|^{2}\right.\right. & \left.\left.+\sum_{i>j}\left(\left|a_{i j}\right|^{2}+\left|b_{i j}\right|^{2}+\left|c_{i j}\right|^{2}+\left|d_{i j}\right|^{2}\right)\right]\right\} \\
& \times \prod_{i} d a_{i i} d a_{i i}^{*} \prod_{i>j} d a_{i j} d a_{i j}^{*} d b_{i j} d b_{i j}^{*} d c_{i j} d c_{i j}^{*} d d_{i j} d d_{i j}^{*} . \tag{6.29}
\end{align*}
$$

For a Bernoulli ensemble, matrix elements are randomly chosen as

$$
a_{i j}, b_{i j}, c_{i j}, d_{i j}=\left\{\begin{array}{c}
1+i  \tag{6.30}\\
1-i \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities under the constraint in Eq. (6.28).

## Class D

In the class D, matrices have particle-hole symmetry (PHS) given as

$$
\begin{equation*}
\hat{\mathcal{C}}_{-} \hat{H}^{T} \hat{C}_{-}^{-1}=-\hat{H}, \quad \hat{\mathcal{C}}_{-} \hat{C}_{-}^{*}=+\hat{\mathbb{I}}, \tag{6.31}
\end{equation*}
$$

with a unitary matrix $\hat{\mathcal{C}}_{-}$.
Just as in the classes $\mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$, we obtain

$$
\begin{equation*}
\hat{H}\left(\hat{C}_{-}\left|\chi_{\alpha}\right\rangle^{*}\right)=-\hat{C}_{-} \hat{H}^{T}\left|\chi_{\alpha}\right\rangle^{*}=-E_{\alpha}\left(\hat{C}_{-}\left|\chi_{\alpha}\right\rangle^{*}\right) . \tag{6.32}
\end{equation*}
$$

Hence, $\hat{\mathcal{C}}_{-}\left|\chi_{\alpha}\right\rangle^{*}$ again becomes an eigenstate of $\hat{H}$ with an eigenvalue $-E_{\alpha}$. Thus, eigenvalues constitute ( $E_{\alpha},-E_{\alpha}$ ) pairs. In other words, PHS creates eigenvaluepairs $\left(E_{\alpha},-E_{\alpha}\right)$ but does not impose local constraints on eigenstates away from the zero eigenvalue, in analogy with TRS and $\mathrm{PHS}^{\dagger}$.

We assume that $\hat{C}_{-}$is the identity operator without loss of generality for Gaussian ensembles. We then obtain

$$
\begin{equation*}
H_{i j}=-H_{j i} . \tag{6.33}
\end{equation*}
$$

In other words, they can be regarded as antisymmetric matrices. Then, the probability distribution is given as

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto \exp \left[-2 \beta \sum_{i>j}\left|H_{i j}\right|^{2}\right] \prod_{i>j} d H_{i j} d H_{i j}^{*} . \tag{6.34}
\end{equation*}
$$

For a Bernoulli ensemble, on the other hand, matrix elements are randomly chosen as

$$
H_{i j}=\left\{\begin{array}{l}
1+i ;  \tag{6.35}\\
1-i ; \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities which obey the constraint in Eq. (6.33).

## Class C

In the class $C$, matrices have PHS given by

$$
\begin{equation*}
\hat{C}_{-} \hat{H}^{T} \hat{C}_{-}^{-1}=-\hat{H}, \quad \hat{C}_{-} \hat{C}_{-}^{*}=-\hat{\mathbb{I}}, \tag{6.36}
\end{equation*}
$$

with a unitary matrix $\hat{\mathcal{C}}_{-}$. In a manner similar to the class D , there appear eigenvalue-pairs $\left(E_{\alpha},-E_{\alpha}\right)$.

We assume that $\hat{C}_{-}$is the Pauli operator $\hat{\sigma}^{y}$ without loss of generality for Gaussian ensembles. We then obtain

$$
\begin{equation*}
\hat{a}=-\hat{d}^{T}, \quad \hat{b}=\hat{b}^{T}, \quad \hat{c}=\hat{c}^{T} \tag{6.37}
\end{equation*}
$$

for a matrix form in Eq. 6.27). Then, the probability distribution is

$$
\begin{align*}
P(\hat{H}) d \hat{H} \propto \exp \left\{-2 \beta\left[\sum_{i}\left(\left|a_{i i}\right|^{2}+\left|b_{i i}\right|^{2} / 2+\left|c_{i i}\right|^{2} / 2\right)+\sum_{i>j}\left(\left|a_{i j}\right|^{2}+\left|b_{i j}\right|^{2}+\left|c_{i j}\right|^{2}+\left|d_{i j}\right|^{2}\right)\right]\right\} \\
\times \prod_{i} d a_{i i} d a_{i i}^{*} d b_{i i} d b_{i i}^{*} \prod_{i>j} d a_{i j} d a_{i j}^{*} d b_{i j} d b_{i j}^{*} d c_{i j} d c_{i j}^{*} d d_{i j} d d_{i j}^{*} \tag{6.38}
\end{align*}
$$

For a Bernoulli ensemble, on the other hand, matrix elements are randomly chosen as

$$
a_{i j}, b_{i j}, c_{i j}, d_{i j}=\left\{\begin{array}{l}
1+i  \tag{6.39}\\
1-i \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities which obey the constraint in Eq. (6.37).

## Class AIII

In the class AIII, matrices have chiral symmetry (CS) defined by

$$
\begin{equation*}
\hat{\Gamma} \hat{H}^{\dagger} \hat{\Gamma}^{-1}=-\hat{H}, \quad \hat{\Gamma}^{2}=\hat{\mathbb{I}}, \tag{6.40}
\end{equation*}
$$

with a unitary matrix $\hat{\Gamma}$. In a manner similar to the class $D$, there appear eigenvalue-pairs $\left(E_{\alpha},-E_{\alpha}\right)$. In this case, we obtain

$$
\begin{equation*}
\hat{H}\left(\hat{\Gamma}\left|\chi_{\alpha}\right\rangle\right)=-\hat{\Gamma} \hat{H}^{+}\left|\chi_{\alpha}\right\rangle=-E_{\alpha}^{*}\left(\hat{\Gamma}\left|\chi_{\alpha}\right\rangle\right) . \tag{6.41}
\end{equation*}
$$

Thus, $\hat{\Gamma}\left|\chi_{\alpha}\right\rangle$ becomes an eigenstate of $\hat{H}$ with an eigenvalue $-E_{\alpha}^{*}$. In other words, there appear eigenvalue pairs $\left(E_{\alpha},-E_{\alpha}^{*}\right)$. In a manner similar to the equivalence between TRS and $\mathrm{PHS}^{+}$[245] mentioned before, CS is equivalent to pseudoHermiticity [234], which is defined by the following conditions

$$
\begin{equation*}
\hat{\eta} \hat{H}^{\dagger} \hat{\eta}^{-1}=\hat{H}, \quad \hat{\eta}^{2}=\hat{\mathbb{I}} \tag{6.42}
\end{equation*}
$$

for some unitary operator $\hat{\eta}$. This condition indicates that the pairs $\left(E_{\alpha}, E_{\alpha}^{*}\right)$ are present in the complex plane.

We can assume that $\hat{\Gamma}$ is a Pauli matrix $\hat{\sigma}^{z}$ for obtaining a nontrivial consequence, which results in Eq. (6.27) with

$$
\begin{equation*}
\hat{a}=-\hat{a}^{\dagger}, \quad \hat{b}=\hat{c}^{\dagger}, \quad \hat{c}=\hat{b}^{\dagger}, \quad \hat{d}=-\hat{d}^{\dagger} . \tag{6.43}
\end{equation*}
$$

Since $\hat{H}$ always becomes an anti-Hermitian matrix for a specific case $\hat{\Gamma}=\hat{\mathbb{I}}$, which becomes the class A in Hermitian systems (by considering $i \hat{H}$ ), we do not consider that case here. Then, the Gaussian probability distribution is given as

$$
\begin{align*}
& P(\hat{H}) d \hat{H} \\
& \propto \exp \left\{-\beta\left[\sum _ { i } \left(\left|a_{i i}\right|^{2}\right.\right.\right. \\
& \left.\left.\left.+\left|d_{i i}\right|^{2}+2\left|b_{i i}\right|^{2}\right)+2 \sum_{i>j}\left(\left|a_{i j}\right|^{2}+\left|b_{i j}\right|^{2}+\left|c_{i j}\right|^{2}+\left|d_{i j}\right|^{2}\right)\right]\right\}  \tag{6.44}\\
& \\
& \times \prod_{i} d a_{i i} d d_{i i} d b_{i i} d b_{i i}^{*} \prod_{i>j} d a_{i j} d a_{i j}^{*} d b_{i j} d b_{i j}^{*} d c_{i j} d c_{i j}^{*} d d_{i j} d d_{i j}^{*} .
\end{align*}
$$

For a Bernoulli ensemble, on the other hand, matrix elements are randomly chosen as

$$
a_{i j}, b_{i j}, c_{i j}, d_{i j}=\left\{\begin{array}{l}
1+i  \tag{6.45}\\
1-i \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities under the constraint in Eq. (6.43).

## Class AIII ${ }^{\dagger}$

In the class $\mathrm{AIII}^{\dagger}$, matrices have sublattice symmetry (SLS) given by

$$
\begin{equation*}
\hat{\mathcal{S}} \hat{H} \hat{\mathcal{S}}^{-1}=-\hat{H}, \quad \hat{\mathcal{S}}^{2}=1 \tag{6.46}
\end{equation*}
$$

with a unitary matrix $\hat{\mathcal{S}}$. In this case, we obtain

$$
\begin{equation*}
\hat{H}\left(\hat{\mathcal{S}}\left|\phi_{\alpha}\right\rangle\right)=-\hat{\mathcal{S}} \hat{H}\left|\phi_{\alpha}\right\rangle=-E_{\alpha}\left(\hat{\mathcal{S}}\left|\phi_{\alpha}\right\rangle\right) . \tag{6.47}
\end{equation*}
$$

Thus, $\hat{\mathcal{S}}\left|\phi_{\alpha}\right\rangle$ is an eigenstate of $\hat{H}$ with an eigenvalue $-E_{\alpha}$ and there appear eigenvalue pairs $\left(E_{\alpha},-E_{\alpha}\right)$.

We can assume that $\hat{\mathcal{S}}$ is a Pauli matrix $\hat{\sigma}^{z}$ to obtain a nontrivial consequence,
which results in Eq. (6.27) with

$$
\begin{equation*}
\hat{a}=\hat{d}=0 . \tag{6.48}
\end{equation*}
$$

Since $\hat{H}$ always becomes a zero matrix for a specific case $\hat{\Gamma}=\hat{\mathbb{I}}$, we do not consider that case here. Then, the Gaussian probability distribution is given as

$$
\begin{equation*}
P(\hat{H}) d \hat{H} \propto \exp \left[-\beta \sum_{i, j}\left(\left|b_{i j}\right|^{2}+\left|c_{i j}\right|^{2}\right)\right] \prod_{i, j} d b_{i j} d c_{i j} . \tag{6.49}
\end{equation*}
$$

For a Bernoulli ensemble, on the other hand, matrix elements are randomly chosen as

$$
b_{i j}, c_{i j}=\left\{\begin{array}{l}
1+i ;  \tag{6.50}\\
1-i ; \\
-1+i \\
-1-i
\end{array}\right.
$$

with equal probabilities under the constraint in Eq. (6.48).

### 6.4 New threefold way in non-Hermitian random matrices and universality of level-spacing distributions

We now show that there appear three different universality classes of level-spacing distributions if we consider transposition symmetry $\left(\mathrm{TRS}^{\dagger}\right)$. The level-spacing distribution is defined in Chapter 5. In the following, we focus on the Gaussian and Bernoulli distributions defined in the previous section. Examples of matrices taken from these ensembles are given in Fig. 6.3(A), which shows that matrix elements behave differently from each other's ensemble.

In Fig. 6.3(B), we show the distribution $p(s)$ for each of the three symmetry classes $\mathrm{A}, \mathrm{AI}^{\dagger}$, and $\mathrm{AII}^{\dagger}$. We first find that, the distributions behave similarly for the Gaussian and Bernoulli ensembles if the symmetry class is the same, which indicates the universality of each class. Secondly, three different symmetry classes lead to three different universality classes for $p(s)$, which can be found from e.g., the peak height and the width of the distribution. This is similar to Dyson's threefold way but in stark contrast with Ginibre's classification. In Fig. 6.3.(C), we show the level-spacing distribution for the other classes with a single symmetry, i.e., the classes AI, AII, D, C, AIII, and AIII ${ }^{\dagger}$ for the Gaussian ensembles (the Bernoulli


Figure 6.3: (A) A single realization of a matrix sampled from the Gaussian and Bernoulli random $32 \times 32$ matrices for the class A (real and imaginary parts). (B) Level-spacing distributions $p(s)$ calculated for random matrices that belong to the classes $\mathrm{A}, \mathrm{AI}^{\dagger}$, and $\mathrm{AII}^{\dagger}$. The matrix elements obey Gaussian and Bernoulli distributions for main panels and insets, respectively. (C) Level-spacing distributions $p(s)$ calculated for random matrices that belong to the classes AI, AII, D, C, AIII and AIII ${ }^{\dagger}$. They obey distributions described by GinUE. We obtain the results by diagonalizing $2000 \times 2000$ matrices and from averages over 1000 samples. Statistics are chosen from eigenvalues which are away from the edges of the spectrum and from the symmetric line (i.e., the real or imaginary axes). The Level-spacing distribution for the class $\mathrm{AII}^{\dagger}$ is computed by identifying the Kramers degeneracies. Taken from Fig. 2 in the first version of Ref. [112].


Figure 6.4: Level-spacing distributions $p(s)$ calculated for random matrices that belong to the classes $\mathrm{A}, \mathrm{AI}^{\dagger}, \mathrm{AII}, \mathrm{AI}, \mathrm{AII}, \mathrm{D}, \mathrm{C}, \mathrm{AIII}$ and $\mathrm{AIII}{ }^{\dagger}$. The results are computed from diagonalizing $6000 \times 6000$ matrices and from averages over 300 samples. Statistics are chosen from eigenvalues which are away from the edges of the spectrum and from the symmetric line (i.e., the real or imaginary axes). The level spacing for the class $\mathrm{AII}^{+}$is calculated from the minimum distance between two Kramers pairs, each of which is doubly degenerate. Taken from Fig. S-1 in the first version of Ref. [112].
ensembles give the similar results). They are well described by the distributions of GinUE (the class A) $p_{\text {GinUE }}(s)$. This means that nonlocal pairs of eigenvalues such as $\left(E_{\alpha}, E_{\alpha}^{*}\right)$ indeed cannot alter the local correlation of eigenvalues measured by $p(s)$ away from the symmetric line, i.e., the real or imaginary axis.

To strengthen the evidence of the universality and the existence of the threefold universality classes, we show the results for a larger matrix in Fig. 6.4 size than those in Fig. 6.3. We find that similar results are obtained for such larger matrices, which indicates that the three distinctive universality classes are not the consequence of the finite-size effect.

Furthermore, we quantitatively confirm this threefold universality by up to the fourth cumulants of $p(s)$. The second, third, and fourth cumulants are defined as

$$
\begin{align*}
& c_{2}=m_{2}-m_{1}^{2}  \tag{6.51}\\
& c_{3}=m_{3}-3 m_{1} m_{2}+2 m_{1}^{3}  \tag{6.52}\\
& c_{4}=m_{4}-4 m_{1} m_{3}-3 m_{2}^{2}+12 m_{1}^{2} m_{2}-6 m_{1}^{4} \tag{6.53}
\end{align*}
$$



Figure 6.5: Second, third, and fourth cumulants of $p(s)$ for different matrix sizes. We consider the nine symmetry classes and two different matrix ensembles (solid/dashed lines denote the Gaussian/Bernoulli ensembles). Thick solid lines are the results computed from the exact result of $p_{\text {GinUE }}(s)$. Statistics are chosen from eigenvalues which are away from the edges of the spectrum and from the symmetric line (i.e., the real or imaginary axes). The data show averaged results over 20000, 4000, 2000, 1000, 300 matrices whose sizes are 100, 500, 1000, 2000, 6000, respectively. Taken from Fig. S-2 in the fourth version of Ref. [112].
where

$$
\begin{equation*}
m_{k}=\int_{0}^{\infty} d s s^{k} p(s) \tag{6.54}
\end{equation*}
$$

denotes the $k$ th moment. From Fig. 6.5, we find the following results which strengthen the argument on the threefold universality:

1. The Gaussian and Bernoulli ensembles that belong to the same symmetry class lead to the same results for all of the cases. Small deviations for the largest matrix size can be ascribed to the fact that the number of samples is limited.
2. For matrix sizes that are large enough, three distinct universality classes are found to appear even in cumulants with high orders; while the cumulants of the classes A, AI, AII, D, C, AIII, and AIII ${ }^{\dagger}$ are the same, those for the classes $\mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$ are different.
3. The cumulants $c_{A, 2}, c_{A, 3}$, and $c_{A, 4}$ for the classes A, AI, AII, D, C, AIII, and $\mathrm{AIII}^{+}$are close to the values computed from the exact GinUE distribution $p_{\text {GinUE }}(s)\left(c_{A, 2}=0.0875, c_{A, 3}=0.000471\right.$, and $\left.c_{A, 4}=0.00215\right)$. On the other hand, the classes $\mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$ have cumulants that have different values, which imply that they are distinct from that of the GinUE even when we consider the infinite matrix size. From Fig. 6.5, we conjecture that $c_{\mathrm{Al}^{\dagger}, 2} \simeq$ $0.11, c_{\mathrm{AII}^{\dagger}, 2} \simeq 0.075, c_{\mathrm{AI}^{\dagger}, 3} \simeq 0.004, c_{\mathrm{AII}^{+}, 3} \simeq-0.0025, c_{\mathrm{AI}^{+}, 4} \simeq-0.003$, and $c_{\mathrm{AII}^{\dagger}, 4} \simeq-0.001$.

### 6.5 Analysis for small matrices

In this section, we argue that we can understand the main feature of our results by analyzing small matrices, i.e, by calculating $p(s)$ obtained from $2 \times 2$ (or $4 \times$ 4) matrices. Even though small matrices give quantitatively different results from larger matrices [145], it is expected that we can understand some qualitative features of level-spacing distributions [248], e.g., how TRS $^{\dagger}$ changes the height and width of $p(s)$. This is because the repulsive interaction owing to perturbations between two eigenvalues that are close with each other is qualitatively understood by diagonalization of the $2 \times 2$ (or $4 \times 4$ ) transition matrix [248].

Let us consider a situation that a random matrix $\hat{H}$ is slightly perturbed with $\hat{V}$, which is assumed to preserve symmetry. To evaluate the correlation of two eigenvalues induced by $\hat{V}$, assume that these two eigenvalues are much closer to each
other than to the others. In this case, the repulsive interactions of these eigenvalues can be estimated by diagonalizing $\hat{V}$ in the subspace which is spanned by the corresponding eigenstates. We expect that this method can describe qualitative feature of the level-spacing distributions.

Using the above method, we obtain matrices that are dependent on the symmetry of $\hat{H}$ (or equivalently $\hat{V}$ ). Firstly, consider the simplest case of the class A. When we denote $\left|\phi_{1}\right\rangle\left(\left|\chi_{1}\right\rangle\right)$ and $\left|\phi_{2}\right\rangle\left(\left|\chi_{2}\right\rangle\right)$ as the corresponding right (left) eigenstates, the two-by-two matrix which we want can be written as

$$
\left(\begin{array}{cc}
\left\langle\chi_{1}\right| \hat{V}\left|\phi_{1}\right\rangle & \left\langle\chi_{1}\right| \hat{V}\left|\phi_{2}\right\rangle  \tag{6.55}\\
\left\langle\chi_{2}\right| \hat{V}\left|\phi_{1}\right\rangle & \left\langle\chi_{2}\right| \hat{V}\left|\phi_{2}\right\rangle
\end{array}\right)=:\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) .
$$

Since $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ are regarded as independent random vectors for large $\hat{H}$ and there is in general no direct relation between $\left|\phi_{\alpha}\right\rangle$ and $\left|\chi_{\alpha}\right\rangle, a, b, c, d \in \mathbb{C}$ can be treated as random independent variables. By taking $a, b, c$, and $d$ as Gaussian random variables, we define

$$
\hat{H}_{\text {small, }}=:\left(\begin{array}{ll}
a & b  \tag{6.56}\\
c & d
\end{array}\right) .
$$

Let us consider the class AI next. While TRS imposes the constraint on two eigenvalues that are complex conjugate to each other, it does not on two close eigenstates that are away from the real axis. Consequently, the obtained matrix that characterizes the interaction of eigenvalues for the class AI also has the form of $\hat{H}_{\text {small,A }}$. We note that $\hat{H}_{\text {small,A }}$ becomes a complex matrix despite TRS of $\hat{V}$, since the eigenstates $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ spontaneously break TRS. We obtain similar discussions for the classes AII, D, C, AIII, and AIII ${ }^{\dagger}$ : the eigenstates $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ no longer preserve the symmetry constraint of $\hat{V}$, and $\hat{H}_{\text {small,A }}$ describes the relevant interaction. In other words, a global symmetry of the spectrum cannot influence the local statistics that are away from the real axis [145].

On the other hand, we face a different situation for classes with transposition symmetry $\left(\mathrm{TRS}^{\dagger}\right)$. Let us consider the class $\mathrm{AI}^{\dagger}$, where a condition $\hat{\mathrm{C}}_{+}\left|\chi_{\alpha}\right\rangle^{*}=\left|\phi_{\alpha}\right\rangle$ is satisfied as noted in Eq. (6.21) (we have taken a proportional coefficient to be one). Then, whereas $\left\langle\chi_{1}\right| \hat{V}\left|\phi_{1}\right\rangle$ and $\left\langle\chi_{2}\right| \hat{V}\left|\phi_{2}\right\rangle$ become independent complex
variables, the following relation applies for the off-diagonal terms:

$$
\begin{align*}
\left\langle\chi_{1}\right| \hat{V}\left|\phi_{2}\right\rangle & =\left(\left\langle\chi_{1}\right| \hat{V}\left|\phi_{2}\right\rangle\right)^{T} \\
& =\left(\left\langle\left.\phi_{2}\right|^{*}\right) \hat{V}\left|\chi_{1}\right\rangle^{*}\right. \\
& =\left\langle\chi_{2}\right| \hat{C}_{+}^{T} \hat{V}^{T} \hat{C}_{+}^{-1}\left|\phi_{1}\right\rangle \\
& =\left\langle\chi_{2}\right| \hat{C}_{+} \hat{V}^{T} \hat{C}_{+}^{-1}\left|\phi_{1}\right\rangle \\
& =\left\langle\chi_{2}\right| \hat{V}\left|\phi_{1}\right\rangle, \tag{6.57}
\end{align*}
$$

where we have used the relation $\hat{C}_{+}^{T}=\hat{C}_{+}$, which holds for the class $\mathrm{AI}^{+}$. Hence, a symmetric matrix with $b=c$, i.e.,

$$
\hat{H}_{\text {small,AI }}=:\left(\begin{array}{ll}
a & b  \tag{6.58}\\
b & d
\end{array}\right)
$$

is obtained.

Finally, for the class $\mathrm{AII}^{\dagger}$, we need a four-by-four matrix to deal with the Kramers degeneracy. Let us assume that matrices are spanned by $\left|\phi_{1}\right\rangle,\left|\bar{\phi}_{1}\right\rangle,\left|\phi_{2}\right\rangle,\left|\bar{\phi}_{2}\right\rangle$, where the corresponding left eigenstates are denoted as $\left|\chi_{1}\right\rangle,\left|\bar{\chi}_{1}\right\rangle,\left|\chi_{2}\right\rangle,\left|\bar{\chi}_{2}\right\rangle$. Here, we note that the following relations hold:

$$
\begin{equation*}
\left|\bar{\phi}_{\alpha}\right\rangle=\hat{C}_{+}\left|\chi_{\alpha}\right\rangle^{*},\left\langle\bar{\chi}_{\alpha}\right|=\left(\left\langle\left.\phi_{\alpha}\right|^{*}\right) \hat{C}_{+}^{-1} .\right. \tag{6.59}
\end{equation*}
$$

We also note that $\hat{C}_{+}^{T}=-\hat{C}_{+}$for the class $\mathrm{AII}^{\dagger}$. In this case, we obtain

$$
\begin{align*}
\left\langle\bar{\chi}_{\alpha}\right| \hat{V}\left|\bar{\phi}_{\beta}\right\rangle & =\left(\left\langle\left.\phi_{\alpha}\right|^{*}\right) \hat{C}_{+}^{-1} \hat{V} \hat{C}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)\right. \\
& =\left[\left(\left\langle\left.\phi_{\alpha}\right|^{*}\right) \hat{C}_{+}^{-1} \hat{V} \hat{C}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)\right]^{T}\right. \\
& =\left\langle\chi_{\beta}\right| \hat{C}_{+}^{T} \hat{V}^{T}\left(\hat{C}_{+}^{T}\right)^{-1}\left|\phi_{\alpha}\right\rangle \\
& =\left\langle\chi_{\beta}\right| \hat{C}_{+} \hat{V}^{T}\left(\hat{C}_{+}\right)^{-1}\left|\phi_{\alpha}\right\rangle \\
& =\left\langle\chi_{\beta}\right| \hat{V}\left|\phi_{\alpha}\right\rangle . \tag{6.60}
\end{align*}
$$

We also have

$$
\begin{align*}
\left\langle\chi_{\alpha}\right| \hat{V}\left|\bar{\phi}_{\beta}\right\rangle & =\left[\left\langle\chi_{\alpha}\right| \hat{V} \hat{C}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right)\right]^{T} \\
& =\left\langle\chi_{\beta}\right| \hat{C}_{+}^{T} \hat{V}^{T}\left(\left|\chi_{\alpha}\right\rangle^{*}\right) \\
& =-\left\langle\chi_{\beta}\right| \hat{C}_{+} \hat{V}^{T}\left(\left|\chi_{\alpha}\right\rangle^{*}\right) \\
& =-\left\langle\chi_{\beta}\right| \hat{V} \hat{C}_{+}\left(\left|\chi_{\alpha}\right\rangle^{*}\right) \\
& =-\left\langle\chi_{\beta}\right| \hat{V}\left|\bar{\phi}_{\alpha}\right\rangle \tag{6.61}
\end{align*}
$$

and

$$
\begin{align*}
\left\langle\bar{\chi}_{\alpha}\right| \hat{V}\left|\phi_{\beta}\right\rangle & =\left[\left(\left\langle\phi_{\alpha}\right|\right)^{*} \hat{C}_{+}^{-1} \hat{V}\left|\phi_{\beta}\right\rangle\right]^{T} \\
& =\left(\left\langle\phi_{\beta}\right|\right)^{*} \hat{C}_{+}^{-1} \hat{V}^{T}\left(\hat{C}_{+}^{T}\right)^{-1}\left|\phi_{\alpha}\right\rangle \\
& =-\left(\left\langle\phi_{\beta}\right|\right)^{*} \hat{C}_{+}^{-1} \hat{V}^{T}\left(\hat{C}_{+}\right)^{-1}\left|\phi_{\alpha}\right\rangle \\
& =-\left(\left\langle\phi_{\beta}\right|\right)^{*} \hat{C}_{+}^{-1}\left(\hat{C}_{+}\right)^{-1} \hat{V}\left|\phi_{\alpha}\right\rangle \\
& =-\left\langle\bar{\chi}_{\beta}\right| \hat{V}\left|\phi_{\alpha}\right\rangle . \tag{6.62}
\end{align*}
$$

To sum up, the relevant matrix can be written as

$$
H_{\text {small,AII }}=\left(\begin{array}{cccc}
a & 0 & e & b  \tag{6.63}\\
0 & a & c & g \\
g & -b & d & 0 \\
-c & e & 0 & d
\end{array}\right)
$$

where $a, b, c, d, e, g \in \mathbb{C}$.
The distance between two eigenvalues (or Kramers pairs of eigenvalues) in these three cases can be written as

$$
\begin{equation*}
\left|E_{1}-E_{2}\right|=\left|\sqrt{(a-d)^{2}+4 b c}\right| \tag{6.64}
\end{equation*}
$$

for the class A (and AI, AII, D, C, AIII, and AIII ${ }^{\dagger}$ ),

$$
\begin{equation*}
\left|E_{1}-E_{2}\right|=\left|\sqrt{(a-d)^{2}+4 b^{2}}\right| \tag{6.65}
\end{equation*}
$$

for the class $\mathrm{AI}^{+}$,

$$
\begin{equation*}
\left|E_{1}-E_{2}\right|=\left|\sqrt{(a-d)^{2}+4 e f-4 b c}\right| \tag{6.66}
\end{equation*}
$$

and for the class $\mathrm{AII}^{\dagger}$. We can see that the distributions of $\left|E_{1}-E_{2}\right|$ are different in the three cases, since the different numbers of free parameters are involved. This is similar to the Hermitian case, in which the number of degrees of freedom that changes with symmetry affects the level-spacing distributions. To summarize, the transposition symmetry (not TRS) can change the interactions of two eigenvalues and alter the level-spacing distributions through the change of the number of degrees of freedom even in the non-Hermitian case.

Figure 6.6 indeed shows that the (normalized) level-spacing distributions for matrices $\hat{H}_{\text {small, }}, \hat{H}_{\text {small, } \mathrm{Al}^{+}}$, and $\hat{H}_{\text {small, } \mathrm{AII}^{+}}$are distinct from one another. The properties for the peak and variance for these small matrices also apply to the calculations of large matrices as we have seen previously, which is demonstrated as suppression or enhancement of the GinUE distribution in Fig. 6.3 [321].


Figure 6.6: Level-spacing distributions for $\hat{H}_{\text {small, }}, \hat{H}_{\text {small, } \mathrm{Al}^{+}}$, and $\hat{H}_{\text {small, } \mathrm{AII}^{+}}$. Histograms that are numerically obtained agree excellently with analytical predictions in Eq. (6.76). We obtain the results from averages over $10^{6}$ ensembles. Taken from Fig. S-3 in the fourth version of Ref. [112].

### 6.5.1 Detailed analysis

[Note: the results of this subsection, in particular Eq. (6.76), are mainly obtained by Mr. Naoto Kura. My contribution is the physical interpretation of the obtained results.]

In this subsection, we give a more detailed analysis for non-Hermitian small matrices and compare similarity to and difference from the Hermitian case. Let us first reparametrize $\hat{H}_{\text {small }}$ by expanding it using an appropriate basis set $\left\{\hat{\lambda}^{v}\right\}$ of the matrix space:

$$
\begin{equation*}
\hat{H}_{\text {small }}=z_{0} \hat{\mathbb{I}}+\sum_{v=1}^{f} z_{v} \hat{\lambda}^{v} \tag{6.67}
\end{equation*}
$$

Here, $z_{v} \in \mathbb{C}$ and $\hat{\lambda}^{v}$ satisfy the Hermiticity, the traceless condition, and the orthonormality

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{\lambda}^{v}\right]=0, \quad \operatorname{Tr}\left[\hat{\lambda}^{v} \hat{\lambda}^{\sigma}\right]=S \delta_{v \sigma} \tag{6.68}
\end{equation*}
$$

where $S=2$ for two-by-two matrices and $S=4$ for four-by-four matrices. The matrix bases $\left\{\hat{\lambda}^{v}\right\}$ for the three classes $\mathrm{A}, \mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$ are summarized in Table 6.2.

We consider $z_{v}$ as random variables instead of $a, b, \cdots$ in the previous section. We first note that

$$
\begin{equation*}
P(\hat{H}) \propto e^{-\beta \operatorname{Tr}\left[\hat{H}^{\dagger} \hat{H}\right]}=e^{-S \beta \sum_{v=1}^{f}\left|z_{f}\right|^{2}} \tag{6.69}
\end{equation*}
$$

Since $z_{0} \hat{I}$ does not affect the level-spacing distributions, we can consider (instead

Table 6.2: Matrix bases $\left\{\hat{\lambda}^{v}\right\}$ for three different classes $\mathrm{AI}^{\dagger}, \mathrm{A}$, and $\mathrm{AII}^{\dagger}$. Here, $\sigma^{x, y, z}$ and $\gamma^{1,2,3,4,5}$ are the Pauli and the Dirac matrices, respectively. We follow the notation of Ref. [322].

| Class | $f$ | Basis |
| :---: | :--- | :--- |
| $\mathrm{AI}^{\dagger}$ | 2 | $\sigma^{x}, \sigma^{z}$ |

$$
\begin{array}{ccc}
\mathrm{A} & 3 & \sigma^{x}, \sigma^{y}, \sigma^{z} \\
\mathrm{AII}^{\dagger} & 5 & \gamma^{1}, \gamma^{2}, \gamma^{3}, \gamma^{4}, \gamma^{5} \\
\hline \hline
\end{array}
$$

of $\left.\hat{H}_{\text {small }}\right)$

$$
\begin{equation*}
\hat{H}_{\text {small }}^{\prime}=\sum_{v=1}^{f} z_{v} \hat{\lambda}^{v} \tag{6.70}
\end{equation*}
$$

which is traceless. We obtain

$$
\begin{equation*}
\left(\hat{H}_{\mathrm{small}}^{\prime}\right)^{2}=\sum_{v=1}^{f} z_{v}^{2} \hat{\mathbb{I}} \tag{6.71}
\end{equation*}
$$

owing to the anticommutation relation

$$
\begin{equation*}
\hat{\lambda}^{v} \hat{\lambda}^{\sigma}+\hat{\lambda}^{\sigma} \hat{\lambda}^{v}=2 \delta_{v \sigma} \hat{\mathbb{I}} \tag{6.72}
\end{equation*}
$$

for the basis in Table 6.2. At the same time, owing to the traceless condition, $\hat{H}_{\text {small }}^{\prime}$ has eigenvalues $(\epsilon,-\epsilon)$ (or $(\epsilon, \epsilon,-\epsilon,-\epsilon)$ for the classes $\left.\mathrm{AII}^{\dagger}\right)$. Then, $\hat{H}_{\text {small }}^{\prime}$ satisfies

$$
\begin{equation*}
\left(\hat{H}_{\mathrm{small}}^{\prime}\right)^{2}=\epsilon^{2} \hat{\mathbb{I}} . \tag{6.73}
\end{equation*}
$$

Combining the results above, we obtain that the level-spacing $s$ (before unfolding) can be written as

$$
\begin{equation*}
s=2|\epsilon|=2\left|X_{f}\right|^{1 / 2}, \tag{6.74}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{f}=\sum_{v=1}^{f} z_{v}^{2} \tag{6.75}
\end{equation*}
$$

Thus, the level-spacing distributions are determined by the sum of $f$ complexvalued degrees of freedom which are chosen from the Gaussian distribution. Here, $f=3$ for the class $\mathrm{A}, f=2$ for the class $\mathrm{AI}^{\dagger}$, and $f=5$ for the class $\mathrm{AII}^{+}$. Importantly, this is a straightforward extension of the Hermitian case, in which the level spacings turn out to be described by the sum of $f$ real-valued degrees of freedom. In that case, $f=3$ for the class A, $f=2$ for the class AI, and $f=5$ for the class AII.

The normalized level-spacing distributions are calculated from the representation in Eq. (6.74). The straightforward calculation gives (see Appendix B for the derivation)

$$
\begin{equation*}
p_{\text {small }}(s)=\frac{\left(C_{f} s\right)^{3}}{\mathcal{N}_{f}} K_{\frac{f-2}{2}}\left(\left(C_{f} s\right)^{2}\right), \tag{6.76}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\alpha}(x)=\int_{0}^{\infty} e^{-x \cosh z} \cosh (\alpha z) \tag{6.77}
\end{equation*}
$$

is the modified Bessel function, and $C_{f}$ and $\mathcal{N}_{f}$ are normalization constants. The analytical result in Eq. (6.76) well describes the numerical results in Fig. 6.6. We note that $p_{\text {small }}$ for a Hermitian random matrix involves the chi-squared distribution instead of the modified Bessel distribution, after the evaluation of the sum of $f$ real-valued degrees of freedom. In fact, it can be written in a form

$$
\begin{equation*}
p_{\text {small }}(s)=A_{f} s \chi_{f}^{2}\left[\left(B_{f} s\right)^{2}\right] . \tag{6.78}
\end{equation*}
$$

Let us state some properties of $p_{\text {small }}$. Firstly, the level-repulsion factor for nonHermitian $p_{\text {small }}(s \rightarrow 0)$ is universally $\simeq s^{3}$ [248] irrespective of symmetry (with an additional factor of $\log s$ only for the class $\mathrm{AI}^{\dagger}$ ), in contrast with the Hermitian case in which $p_{\text {small }}(s \rightarrow 0) \propto s^{f-1}$. This comes from the difference between the modified Bessel function and the chi-squared distribution, where only the latter leads to the $f$-dependent power of $s$ in the $s \rightarrow 0$ limit.

On the other hand, the entire distribution depends on the three symmetry classes even in the non-Hermitian case as in Dyson's Hermitian case, which means that $\mathrm{TRS}^{\dagger}$ alters repulsive interactions. In fact, $p_{\text {small, } \mathrm{AI}^{+}}$and $p_{\text {small, } \mathrm{AII}^{\dagger}}$ respectively have lower and higher peaks than $p_{\text {small,A }}$. In addition, $p_{\text {small, } \mathrm{Al}^{+}}$and $p_{\text {small, } \mathrm{AII}^{+}}$ respectively have larger and smaller variances than $p_{\text {small,A }}$. The figures of Fig. 6.6 at relatively small $s$ actually indicate that the repulsive interaction is smaller for the class $\mathrm{AI}^{\dagger}$ and larger for the class $\mathrm{AII}^{\dagger}$ than that for the class A . This is very similar to the Hermitian case, where the repulsive interaction is smaller for the class AI and larger for the class AII than that for the class A.

### 6.6 Universality in dissipative many-body systems

As we have seen in Chapter 2, local spectral statistics of eigenvalues, such as the level-spacing statistics for Hermitian quantum nonintegrable Hamiltonians, are
conjectured to obey those of random matrices [121, 119, 323, 143, 16, 116, 147, 18, 324, 57, 22, 24, 192, 26, 141, 27, 325, 149, 142, 31]. As a natural extension of this conjecture, the level-spacing statistics of non-Hermitian random matrices are supposed to characterize the transition between nonintegrability and integrability, and the transition between chaos and localization, in dissipative quantum systems [247, 296, 111]. On the other hand, the effect of symmetry for the universality has not been investigated so far. In this section, we show that new universality classes of level-spacing distributions indeed appear in dissipative quantum nonintegrable many-body systems.

### 6.6.1 Non-Hermitian many-body systems

We first consider locally interacting non-Hermitian spin models that realize the classes $\mathrm{A}, \mathrm{AI}^{\dagger}$, and $\mathrm{AII}^{\dagger}$ by changing the parameters (see Fig. 6.7(a)). The Hamiltonian is given by

$$
\begin{align*}
\hat{H} & =\hat{H}_{\mathrm{I}}+\hat{H}_{\mathrm{F}}+\hat{H}_{\mathrm{DM}},  \tag{6.7}\\
\hat{H}_{\mathrm{I}} & =-\sum_{j=1}^{N-1}\left(1+i J \epsilon_{j}\right) \hat{\sigma}_{j}^{z} \hat{\sigma}_{j+1}^{z}, \\
\hat{H}_{\mathrm{F}} & =-\sum_{j=1}^{N}\left(h^{\prime} \hat{\sigma}_{j}^{x}+h \hat{\sigma}_{j}^{z}\right), \\
\hat{H}_{\mathrm{DM}} & =\sum_{j=1}^{N-1} \vec{D} \cdot\left(\vec{\sigma}_{j} \times \vec{\sigma}_{j+1}\right),
\end{align*}
$$

where $\epsilon_{j}$ is randomly chosen from $[-1,1], h^{\prime}=-2.1 h$, and $\vec{D}=D\left(\vec{e}_{x}+\vec{e}_{z}\right) / \sqrt{2}$. Note that this is a non-Hermitian generalization of Eq. (2.34) (where we consider $J \neq 0$ ).

The symmetry class of this model changes with $h$ and $D$. The model belongs to (i) the classA for $D \neq 0, h \neq 0$, (ii) the class $\mathrm{AI}^{\dagger}$ for $D=0, h \neq 0$ since $\hat{H}=\hat{H}^{T}$ holds, and (iii) the class $\mathrm{AII}^{\dagger}$ for $h=0, D \neq 0$ when $L$ is odd since

$$
\begin{equation*}
\hat{H}=\left(\prod_{i=1}^{L} \hat{\sigma}_{i}^{y}\right) \hat{H}^{T}\left(\prod_{i=1}^{L} \hat{\sigma}_{i}^{y}\right)^{-1} \tag{6.80}
\end{equation*}
$$

with

$$
\begin{equation*}
\left(\prod_{i=1}^{L} \hat{\sigma}_{i}^{y}\right)\left(\prod_{i=1}^{L} \hat{\sigma}_{i}^{y}\right)^{*}=(-1)^{L} . \tag{6.81}
\end{equation*}
$$



Figure 6.7: (a) Schematic illustration of the non-Hermitian spin chain with local interactions in Eq. (6.79). (b) Level-spacing distributions $p(s)$ for three different models (i), (ii), and (iii) after the unfolding procedure of eigenvalues. The blue, red, and purple lines are the results for the classes $\mathrm{A}, \mathrm{AI}^{\dagger}$, and $\mathrm{AII}^{\dagger}$, respectively (for the classes $\mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$, we show the same numerical data obtained in Fig. 6.3(B)). The parameters are chosen as $h=0.5, D=0$ for the model (i), $h=0.5, D=0.9$ for the model (ii), and $h=0, D=0.9$ for the model (iii). In addition, $J=0.2$ and $L=13$ are used for all the models. We obtain the results from averages over 30 samples. We take statistics from eigenvalues that are away from the upper and lower edges of the spectrum. Taken from Fig. S-4 in the fourth version of Ref. [112].

In general, the three non-Hermitian classes $\mathrm{A}, \mathrm{AI}^{\dagger}$ and, $\mathrm{AII}^{+}$are obtained by adding non-Hermiticity to diagonal terms of Hermitian systems that belong to the classes A, AI, and AII, respectively.

We show in Fig. 6.7 the distributions $p(s)$ for the above three models after the unfolding procedure (see Chapter 5) of eigenvalues [145]. There appear clearly distinct three types of distributions, which correspond to the universality classes of random-matrix ensembles (see Fig. 6.3(b)) that belong to the same symmetry classes. Indeed, model (i) obeys the universality of class A (blue line), model (ii) obeys that of the class $\mathrm{AI}^{\dagger}$ (red line, which is the same data with the middle main panel in Fig. 6.3(B)), and model (iii) obeys the universality of the class AII ${ }^{\dagger}$ (purple line, which is the same data with the right main panel in Fig.6.3(B)). Our results show that local correlations of eigenvalues of nonintegrable non-Hermitian many-body systems are predicted by the universality of non-Hermitian random matrices with the same symmetry.

### 6.6.2 Lindblad many-body dynamics

Next, we demonstrate that the universality of non-Hermitian random matrices also appears in a completely different type of dissipative many-body systems, i.e., dissipative systems described by the Lindblad equation (see Fig. 6.8):

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=\mathcal{L}[\hat{\rho}]=-i[\hat{H}, \hat{\rho}]+\sum_{j=1}^{L} \gamma\left[\hat{\Gamma}_{j} \hat{\rho} \hat{\Gamma}_{j}^{\dagger}-\frac{1}{2}\left\{\hat{\Gamma}_{j}^{\dagger} \hat{\Gamma}_{j}, \hat{\rho}\right\}\right] \tag{6.82}
\end{equation*}
$$

where $\hat{\Gamma}_{j}$ denotes a dissipation operator that acts on the site $j$, and $\gamma$ is the strength of dissipation (see Chapter 4). We consider a dissipative spin- $1 / 2$ model in one dimension (see Fig. 6.8(a)). The Lindblad superoperator [326] above consists of the Hamiltonian

$$
\begin{equation*}
\hat{H}=-\sum_{j=1}^{L-1}\left(1+\epsilon_{j}\right) \hat{\sigma}_{j}^{z} \hat{\sigma}_{j+1}^{z}-\sum_{j=1}^{L}\left(-1.05 \hat{\sigma}_{j}^{x}+0.2 \hat{\sigma}_{j}^{z}\right), \tag{6.83}
\end{equation*}
$$

where $\epsilon_{j}$ is randomly chosen from $[-0.1,0.1]$, and dissipation that is either (i) dephasing

$$
\begin{equation*}
\hat{\Gamma}_{j}=\hat{\sigma}_{j}^{z} \tag{6.84}
\end{equation*}
$$

or (ii) damping

$$
\begin{equation*}
\hat{\Gamma}_{j}=\hat{\sigma}_{j}^{-} . \tag{6.85}
\end{equation*}
$$

This model can be realized with Rydberg atoms [327].

Instead of the eigenvalue equation of the Hamiltonian, we consider the supereigenvalue equation for the Lindblad superoperator,

$$
\begin{equation*}
\mathcal{L}\left[\hat{v}_{\alpha}\right]=\eta_{\alpha} \hat{v}_{\alpha}, \tag{6.86}
\end{equation*}
$$

where $\eta_{\alpha}$ is the supereigenvalue for the supereigenstate $\hat{\nu}_{\alpha}$. To know the symmetry of the Lindblad superoperator, it is convenient to employ the operator representation of superoperators. This can be done by considering the following isomorphism:

$$
\begin{equation*}
\hat{A}|i\rangle\langle j| \hat{B} \rightarrow\left(\hat{A} \otimes \hat{B}^{T}\right)|i\rangle \otimes|j\rangle, \tag{6.87}
\end{equation*}
$$

where we have duplicated the Hilbert space by introducing a dual space.

The Lindblad superoperator can then be written as

$$
\begin{equation*}
\mathcal{L} \rightarrow \hat{\mathcal{L}}=-i\left(\hat{H} \otimes \mathbb{I}-\hat{\mathbb{I}} \otimes \hat{H}^{T}\right)+\gamma \sum_{j=1}^{L}\left[\hat{\Gamma}_{j} \otimes \hat{\Gamma}_{j}^{*}-\frac{1}{2} \hat{\Gamma}_{j}^{\dagger} \hat{\Gamma}_{j} \otimes \hat{\mathbb{I}}-\hat{\mathbb{I}} \otimes \hat{\Gamma}_{j}^{T} \hat{\Gamma}_{j}^{*}\right] \tag{6.88}
\end{equation*}
$$

whose eigenvalues equal $\lambda_{\alpha}$.

For any $\hat{\Gamma}_{j}, \hat{\mathcal{L}}$ has TRS whose square equals one. In fact, if we consider the "SWAP" unitary operator $\hat{\mathcal{T}}_{+}$which exchanges the original and the dual Hilbert spaces, i.e.,

$$
\begin{equation*}
\hat{\mathcal{T}}_{+}(\hat{A} \otimes \hat{B}) \hat{\mathcal{T}}_{+}^{-1}=\hat{B} \otimes \hat{A} \tag{6.89}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\hat{\mathcal{T}}_{+} \hat{\mathcal{L}}^{*} \hat{\mathcal{T}}_{+}^{-1}=\hat{\mathcal{L}} \tag{6.90}
\end{equation*}
$$

along with

$$
\begin{equation*}
\hat{\mathcal{T}}_{+} \hat{\mathcal{T}}_{+}^{*}=1 \tag{6.91}
\end{equation*}
$$

In addition, for our model, $\hat{\mathcal{L}}$ can have $\mathrm{TRS}^{\dagger}$ depending on the dissipator $\hat{\Gamma}_{j}$. In fact, since $\hat{H}=\hat{H}^{T}$ (in the Fock basis), we have

$$
\begin{equation*}
\hat{\mathcal{L}}^{T}=-i\left(\hat{H} \otimes \mathbb{I}-\hat{\mathbb{I}} \otimes \hat{H}^{T}\right)+\gamma \sum_{j=1}^{L}\left[\hat{\Gamma}_{j}^{T} \otimes \hat{\Gamma}_{j}^{\dagger}-\frac{1}{2} \hat{\Gamma}_{j}^{T} \hat{\Gamma}_{j}^{*} \otimes \hat{\mathbb{I}}-\hat{\mathbb{I}} \otimes \hat{\Gamma}_{j}^{\dagger} \hat{\Gamma}_{j}\right] \tag{6.92}
\end{equation*}
$$

Hence, if

$$
\begin{equation*}
\hat{\Gamma}_{j}^{T}=\hat{\Gamma}_{j} \quad \text { and } \quad\left(\hat{\Gamma}_{j}^{\dagger} \hat{\Gamma}_{j}\right)^{T}=\hat{\Gamma}_{j}^{\dagger} \hat{\Gamma}_{j} \tag{6.93}
\end{equation*}
$$

the transposition remains, i.e., $\hat{\mathcal{L}}^{T}=\hat{\mathcal{L}}$. This condition is satisfied only for (i) dephasing $\hat{\Gamma}_{j}=\hat{\sigma}_{j}^{z}$ and not for (ii) damping $\hat{\Gamma}_{j}=\hat{\sigma}_{j}^{-}$.

We show in Fig. 6.8(b) the level-spacing distributions $p(s)$ for the two models (i) and (ii). It is evident that, while model (i) obeys the universality of the class $\mathrm{AI}^{+}$, model (ii) obeys the universality of the class A . These results demonstrate that local correlations of (super)eigenvalues of nonintegrable dissipative Lindblad superoperator are also described by the universality of non-Hermitian random matrices considering TRS ${ }^{\dagger}$. Note that the additional TRS (the swap symmetry) is irrelevant for the level-spacing distribution away from the real axis because it only creates nonlocal pairs of eigenvalues.


Figure 6.8: (a) Schematic figure of a locally interacting system governed by the Lindblad equation in Eq. (6.83). (b) Level-spacing distributions $p(s)$ for two different types of dissipators (Eq. (6.84) for (i) and Eq. (6.85) for (ii)) after the unfolding procedure of eigenvalues. The blue and red lines are the results for the classes A and $\mathrm{AI}^{\dagger}$, respectively (for the class $\mathrm{AI}^{\dagger}$, we show the same numerical data obtained in Fig. 6.3(B)). We obtain the results from averages over 10 samples with $\gamma=0.5$ and $L=7$. We obtain the statistics from eigenvalues that are away from the edges of the spectrum. Taken from Fig. 3 in the fourth version of Ref. [112].

### 6.7 Discussions

We have studied the universality classes of the level-spacing distributions of nonHermitian random matrices with symmetry. We numerically found that the symmetry classes $\mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$ lead to new universality classes that are distinct from the GinUE. Thus, the three classes $\mathrm{A}, \mathrm{AI}^{\dagger}$ and $\mathrm{AII}^{\dagger}$ defined by transposition symmetry (TRS ${ }^{\dagger}$ ) are considered as a natural non-Hermitian extension of Dyson's threefold way for Hermitian matrices.

As we have seen in Section6.3, there are 38 symmetry classes in non-Hermitian matrices. On the other hand, it is expected that there are only three universality classes for $p(s)$, determined by the transposition symmetry (TRS ${ }^{\dagger}$ ). This is because the other fundamental symmetries (such as TRS and PHS) do not alter the interactions between neighboring eigenvalues. One of the examples is our study of the level-spacing distributions in the Lindblad spectrum, where the TRS (swap operator) is irrelevant for $p(s)$.

Our results will be the basis for probing nonintegrability and chaos in dissipative quantum systems with symmetry. As we have seen in the previous chapter, in non-Hermitian disordered systems, level-spacing distributions change from the random-matrix distribution to the Poisson distribution. In particular,
for the delocalized phase, $p(s)$ for the gain-loss model is distinct from that for the asymmetric-hopping model. Our results clearly show that this distinction results from the presence of the TRS ${ }^{\dagger}$, and not owing to a finite-size effect or the presence of hidden integrability.

## Chapter 7

## Conclusions and Outlook

In this Thesis, we have discussed some problems on thermalization in closed and open quantum many-body systems. As discussed in Chapter 1. problems of thermalization are deeply related to the foundations of quantum statistical mechanics, and attract extensive attention motivated by experiments in artificial quantum many-body systems represented by ultracold atoms.

In Chapter 2, we have reviewed basic properties on thermalization in closed quantum many-body systems. We have first shown that a quantum state after a sufficiently long time is locally described by a thermal ensemble under the assumption of the eigenstate thermalization hypothesis (ETH). The ETH is expected in many nonintegrable systems, which is also related to random matrix theory. On the other hand, the ETH and thermalization does not hold true for several classes of systems, such as the many-body localized (MBL) systems. We have also briefly mentioned recent study of dynamics in closed quantum systems before complete thermalization.

In Chapter 3. revisiting von Neumann's work, we have discussed the validity of the typicality argument, which relies on the Haar measure, for the physically relevant setting, i.e., few-body (or local) setting. We rigorously show that diagonal matrix elements of most few-body observables behave atypically when the energy width decreases at most algebraically with increasing the system size. This result indicates that we need a scenario which does not rely on the typicality argument in order to explain the ETH.

One interesting future question is to investigate the relaxation dynamics before complete thermalization in few-body or local settings. Recently, it has been proposed that relaxation dynamics of quantum many-body systems may be understood by the typicality argument without few-body (local) structures [328].

Such a treatment predicts extremely fast decay of observables whose timescale does not depend on the system size, which is inconsistent with usual thermalization [329] but may explain local thermalization of the system [328].

On the other hand, since the information of the entire system cannot be perceived during the fast timescale owing to the Lieb-Robinson bound (for a local setting), invoking the typicality argument, which relies on the unitary Haar measure of the entire Hilbert space within the energy shell, may be inappropriate. It remains to be a challenge to rigorously investigate an atypical structure that is distinct from the prediction of the typicality argument for the relaxation dynamics in few-body or local settings. For that purpose, the random few-body and local operator measures that we have introduced in Chapter3(see Eqs. 3.29) and (3.49) can be helpful.

In Chapter 4, we have reviewed theory of open quantum systems. We have first explained repeatedly or continuously measured quantum systems, which are now being realized using state-of-the-art experiments, such as those of ultracold atoms. As an interesting ingredient for such continuously measured quantum systems, properties of non-Hermitian Hamiltonians have been discussed in detail. We have also discussed previous studies on thermalization of open quantum manybody systems, which are nontrivially driven by external dissipation and cannot be understood by conventional theories.

In Chapter 5, we have discussed how the MBL can change the spectral and dynamical properties of open quantum many-body systems described by nonHermitian Hamiltonians. We have shown that the imaginary part of many-body energy eigenvalues is suppressed owing to the MBL if the system respects timereversal symmetry (TRS). In particular, we have found that non-Hermitian MBL in an interacting model with asymmetric hopping and disorder leads to a novel real-complex transition of eigenvalues, which affects dynamical stability of the system. We have also argued that the non-Hermitian MBL still occurs but the real-complex transition is absent in a system without TRS, such as a system with gain and loss.

One of the most important future research arenas is to study how we can extend the fundamental notions of thermalization in closed systems to open quantum systems. For example, the presence of the recurrence depends on whether the system is non-Hermitian MBL or not, in a manner similar to the Hermitian case. On the other hand, there have been yet no well-defined definitions for some concepts, e.g., ergodicity, since stationary states are not thermal. Note, however,
that some features of non-Hermitian MBL remind us of non-ergodicity. For instance, while the initial information of the state is eventually lost for the complexeigenenergy phase, it is not in the real-eigenenergy phase, the latter of which is reminiscent of the non-ergodicity in the Hermitian MBL. It is an open question to unambiguiously formulate the ergodicity in dissipative quantum systems. We also note that it is also an important future problem to take quantum jumps into account, which may affect the purely non-Hermitian description of the dynamics.

In Chapter 6, we have studied fundamental universality classes of non-Hermitian random matrices and its application to open quantum many-body systems, encouraged by the relation between thermalization and random matrix theory in Hermitian systems. We have numerically shown that two new universality classes of level-spacing distributions, which are distinct from Ginibre's universality classes, appear if we consider transposition symmetry. We have argued that our results will be a probe for the nonintegrability, delocalization and chaos in open quantum systems with symmetry, such as the dissipative many-body spin systems described by the Lindblad equation and the non-Hermitian Hamiltonian.

One of the fundamental issues to be solved is joint probability distributions of eigenvalues for these classes for an arbitrary matrix size. It is also important to study if a new universality appears for other statistics, such as distributions of the edges of the spectrum. As applications, it is interesting to test our universalities for various systems, such as classical stochastic systems and open mesoscopic systems as well as dissipative quantum many-body systems. A related challenging problem is to find an experimentally observable quantity that reflects the three universality classes. From the viewpoint of thermalization, it merits further study to elucidate how the random-matrix-type level-spacing distribution is related to the dynamics in open quantum many-body systems, just as it is related to the relaxation to the thermal state (owing to the ETH) in the Hermitian case.

To summarize, this Thesis is devoted to some of the problems of thermalization in quantum many-body systems: the atypicality of few-body observables, which requires a new scenario to explain the ETH, the occurrence of many-body localization in non-Hermitian systems, and the universality of non-Hermitian matrices relevant for open quantum systems. We hope that our work will motivate further researches to study foundations of nonequilibrium statistical mechanics.

## Appendix A

## Details of Chapter 5

In this appendix, we explain details of Chapter 5, in particular the results for different parameters, models, and probes for the transition and the discussions on the similarity transformation.

## A. 1 Results for other models and parameters

Here, we discuss real-complex phase transitions and MBL for different values of the parameters and models from those introduced in Chapter 5

## A.1.1 Real-complex transition for stronger non-Hermiticity $g$

We find the real-complex transition even in systems with non-Hermiticity stronger than that discussed previously, e.g., $g=1$, in Eq. (5.6). We show in Fig. A.1 how $f_{\text {Im }}$ depends on $h$ for different sizes of the system with $g=1$. As $L$ is increased, $f_{\text {Im }}$ increases for $h \lesssim h_{c}^{\mathrm{R}} \simeq 16$ and decreases for $h \gtrsim h_{c}^{\mathrm{R}}$. Moreover, we observe the scaling collapse around the critical point with a critical exponent $v=0.7$. This transition point is different from that of the Hermitian counterpart $(g=0)$ and is dependent on the non-Hermiticity $g$.

The non-Hermitian MBL transition occurs for $g=1$, too. We show in Fig. A.1(b) the level-spacing distribution of energy eigenvalues, which are unfolded on the complex plane $(h=8)$, and that of energy eigenvalues on the real axis $(h=20)$ with $L=16$. When $h=8, P(s)$ obeys a Ginibre statistics $P_{\text {Gin }}^{\mathrm{C}}(s)$, not a Poisson statistics $P_{\mathrm{Po}}^{\mathrm{C}}(s)=\pi s e^{-\pi s^{2} / 4} / 2$ on the complex plane. When $h=20, P(s)$ obeys a Poisson statistics on the real axis $P_{\mathrm{Po}}^{\mathrm{R}}(s)=e^{-s}$, rather than the WignerDyson statistics $P_{\mathrm{WD}}^{\mathrm{R}}(s)=\pi s e^{-\pi s^{2} / 4} / 2$. This behavior is analogous to the case for


Figure A.1: Indicators of the real-complex transition and the MBL transition in the model with asymmetric hopping for $g=1$. (a) Dependence of the fraction $f_{\text {Im }}$ on the disorder strength $h$ for $L=6,8,10,12,14$, and 16. (b) Level-spacing distribution of unfolded energy eigenvalues on the complex plane ( $h=8$ ) and that of energy eigenvalues on the real axis $(h=20)$ with $L=16$. We take statistics from energy eigenvalues that lie within $\pm 10 \%$ in the middle of the spectrum with respect to real and imaginary parts. (c) Half-chain entanglement entropy $S / L$ calculated from the average of $S_{\alpha} / L$ over disorder and eigenstates whose energy eigenvalues are within $\pm 2 \%$ in the middle of the spectrum with respect to the real parts. We also find the scaling collapse around the critical point, where $h_{c}^{\mathrm{MBL}}=13.5$ and $v=2.5$. (d) Eigenstate stability $\mathcal{G}$ for different sizes of the system, where $\hat{V}_{\mathrm{NH}}=\hat{b}_{i}^{\dagger} \hat{b}_{i+1}$. For (a), (c), and (d), we have used $N_{\text {sam }}=10000$ for $L=6,8,10,12, N_{\text {sam }}=1000$ for $L=14$, and $N_{\text {sam }}=100$ for $L=16$. Reproduced from Fig. A-1 of Ref. [111]. ©2019 American Physical Society.
the weak non-Hermitian case, i.e., $g=0.1$.
We can also discuss the entanglement entropy $S$ for the right eigenstates. In Fig. A.1(c), we show how $S_{\alpha} / L$ averaged over the eigenstates in the middle of the spectrum depends on $L$. We can confirm a crossover of $S$ from the volume law to the area law for $h \simeq h_{c}^{\mathrm{MBL}}$ for $g=1$ as well. We also observe the scaling collapse around the critical point by rewriting the entropy as a function of $\left(h-h_{c}^{\mathrm{MBL}}\right) L^{1 / v}$, where $h_{c}^{\mathrm{MBL}}=13.5$ and $v=2.5$.

Figure A.1(d) shows how $\mathcal{G}$ depends on $h$. We find that $\mathcal{G} \sim \alpha L(\alpha>0)$ and $\mathcal{G} \sim-\beta L(\beta>0)$ for the delocalized and localized phases, respectively. The non-Hermitian MBL transition point is determined as $h_{c}^{\mathrm{MBL}} \simeq 14$ from the point at which $\mathcal{G}$ becomes independent of $L$. This point is close to $h_{c}^{\mathrm{R}} \simeq 16$ for $g=1$, where the small deviation is expected to arise because of a finite-size effect.

## A.1.2 Real-complex transition as a function of non-Hermiticity $g$

Next, we consider varying $g$ instead of $h$ for the Hamiltonian in Eq. (5.6) and investigate the real-complex transition point $g_{c}^{\mathrm{R}}$. In Fig. A.2(a), we show how $f_{\text {Im }}$ and $\Delta_{\text {Im }}$ depend on $g$ for $h=2<h_{0 c}^{\mathrm{MBL}}$, where $\Delta_{\text {Im }}$ is the maximum imaginary values of energy eigenvalues defined by Eq. (A.2) (explained later in this Appendix). Both $f_{\text {Im }}$ and $\Delta_{\text {Im }}$ increase with $L$ increased for all $g$. In addition, the figure indicates that this behavior holds for infinitesimally small $g$, meaning that $g_{c}^{\mathrm{R}}=0$ for $h=2$.

In Fig. A.2(b), we also show how $f_{\operatorname{Im}}$ and $\Delta_{\operatorname{Im}}$ depend on $g$ for $h=18>h_{0 c}^{\mathrm{MBL}}$. Both $f_{\text {Im }}$ and $\Delta_{\text {Im }}$ increase for $g \gtrsim 2$ and decrease for $g \lesssim 2$ with $L$ increased. This implies that the real-complex transition occurs at $g_{c}^{R} \simeq 2$ for $h=18$ in the thermodynamic limit. We have in general $g_{c}^{\mathrm{R}}>0$ only for $h>h_{0 c}^{\mathrm{MBL}}$ in this system.

## A.1.3 Case with quarter-filling

Here, we show that the model with the quarter-filling, i.e., $L=4 M$ shows the MBL and the real-complex transitions as well. Figure A. 3 illustrates that both the real-complex phase transition (with respect to $f_{\text {Im }}$ ) and the MBL transition (with respect to $\mathcal{G}$ ) occur. These two transition points are close to each other (near $h \simeq 6$ ), where a small deviation is presumably due to a finite-size effect.


Figure A.2: Dependences of $f_{\text {Im }}$ and $\Delta_{\text {Im }}$ on the non-Hermiticity $g$ for the Hamiltonian in Eq. (5.6) (a) in the weak-disorder case ( $h=2<h_{0 c}^{\mathrm{MBL}}$ ) and (b) in the strong-disorder case $\left(h=18>h_{0 c}^{\mathrm{MBL}}\right)$. Reproduced from Fig. A-2 of Ref. [111]. ©2019 American Physical Society.



Figure A.3: Dependences of $f_{\operatorname{Im}}$ and $\mathcal{G}$ on disorder strength in the case of the quarter filling, i.e., $L=4 M$. We use $N_{\text {sam }}=10000$ for $L=8,12$, and $N_{\text {sam }}=100$ for $L=16$. Reproduced from Fig. A-3 of Ref. [111]. ©2019 American Physical Society.

## A.1.4 Real-complex transition for the Bose-Hubbard model with asymmetric hopping

Here, we consider the real-complex transition of many-body energy eigenvalues for the Bose-Hubbard model with disorder and asymmetric hopping [330], instead of hard-core bosons. The Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{\mathrm{BH}}=-J \sum_{i=1}^{L}\left(e^{-g} \hat{a}_{i+1}^{\dagger} \hat{a}_{i}+e^{g} \hat{a}_{i}^{\dagger} \hat{a}_{i+1}\right)+\frac{U}{2} \sum_{i=1}^{L} \hat{n}_{i}^{\prime}\left(\hat{n}_{i}^{\prime}-1\right)+\sum_{i=1}^{L} h_{i} \hat{n}_{i}^{\prime}, \tag{A.1}
\end{equation*}
$$

where $\hat{n}_{i}^{\prime}=\hat{a}_{i}^{\dagger} \hat{a}_{i}$ is the number operator at site $i$ and $\hat{a}_{i}$ is the bosonic annihilation operator at site $i$. Again, we consider $J=1, U=2$, and $M=L / 2$ with the periodic boundary condition.

Figure A. 4 illustrates the $h$-dependence of the fraction $f_{\text {Im }}$ of complex energy eigenvalues. We find the occurrence of the real-complex transition at a disorder strength $h_{c}^{\mathrm{R}}$, just as the case for hard-core bosons. In fact, as we increase the size of the system $L$, the fraction $f_{\operatorname{Im}}$ of complex energy eigenvalues increases for $h \lesssim h_{c}^{\mathrm{R}}$ and decreases for $h \gtrsim h_{c}^{\mathrm{R}}$, where the critical point is $h_{c}^{\mathrm{R}} \simeq 10$ for $g=0.1$ and $h_{c}^{\mathrm{R}} \simeq 17$ for $g=1$. We note that the size of the system in numerical simulations that is achievable is smaller for the Bose-Hubbard model than the case for hard-core bosons, since there can be arbitrary numbers of bosons in each site.


Figure A.4: Real-complex phase transition of the Bose-Hubbard system in Eq. (A.1) with respect to the disorder strength $h$ for $g=0.1$ (left) and 1 (right). We show the data for $f_{\text {Im }}$ averaged over $N_{\text {sam }}$ samples, where $N_{\text {sam }}=10000$ for $L=6,8, N_{\text {sam }}=1000$ for $L=10$, and $N_{\text {sam }}=100$ for $L=12$. Reproduced from Fig. A-4 of Ref. [111]. ©2019 American Physical Society.

## A. 2 Other probes to characterize the transitions

Here we investigate other probes to determine the real-complex or MBL transitions.

## A.2.1 Maximum imaginary values

We have discussed the fraction $f_{\operatorname{Im}}$ of complex energy eigenvalues. On the other hand, we can instead define the maximum imaginary part $\Delta_{\text {Im }}$ among energy eigenvalues as another measure of the real-complex transition. This is defined as

$$
\begin{equation*}
\Delta_{\operatorname{Im}}=\overline{\max _{\alpha}\left|\operatorname{Im}\left[E_{\alpha}\right]\right|}, \tag{A.2}
\end{equation*}
$$

where $E_{\alpha}$ is an energy eigenvalue of $\hat{H}$.
The quantity $\max _{\alpha}\left|\operatorname{Im}\left[E_{\alpha}\right]\right|$ is relevant for the dynamical stability of nonHermitian Hamiltonians; as the imaginary part of energy eigenvalues corresponds to the rate of amplification or decay of that mode, the system is stable for $t \lesssim$ $\left[\max _{\alpha}\left|\operatorname{Im}\left[E_{\alpha}\right]\right|\right]^{-1}$. We note that the transition point for $\Delta_{\operatorname{Im}}$ can be different from that for $f_{\operatorname{Im}}$ and the non-Hermitian MBL in general.

Figure A. 5 shows how $\Delta_{\text {Im }}$ depends on $h$ for different sizes $L$ with asymmetric hopping (Eq. (5.6)) or with gain and loss (Eq. (5.29)). For the former model, $\Delta_{\text {Im }}$ increases slowly and exhibits saturation with increasing $L$ for $h \lesssim 8(g=0.1)$ or


Figure A.5: Maximum imaginary part of energy eigenvalues. (a) The model with asymmetric hopping for two values of $g$ in Eq. (5.6). (b) The model with gain and loss ( $\gamma=0.1$ ) in Eq. (5.29). For both (a) and (b) we have used $N_{\text {sam }}=10000$ for $L=6,8,10,12, N_{\text {sam }}=1000$ for $L=14$, and $N_{\text {sam }}=100$ for $L=16$. Reproduced from Fig. A-5 of Ref. [111]. ©2019 American Physical Society.
$h \lesssim 12(g=1)$, while it decreases rapidly for $h \gtrsim 8(g=0.1)$ or $h \gtrsim 12(g=1)$. This implies that a real-complex transition is present even for the measure of $\Delta_{\operatorname{Im}}$. On the other hand, for the latter model, $\Delta_{\text {Im }}$ decreases monotonically for all $h$ as we increase $L$, which implies that the real-complex transition is absent. We note that the critical value of $\Delta_{\operatorname{Im}}$ for the asymmetric-hopping model differs from $h_{c}^{\mathrm{R}}$ and $h_{c}^{\mathrm{MBL}}$ for this finite size of the system, in particular for $g=1$. The precise determination of the transition points for large $L$ is left as a future challenge.

## A.2.2 Entanglement and eigenstate stability as functions of the size of the system

In Chapter 5, the results of the entanglement entropy $S / L$ and the eigenstate stability $\mathcal{G}$ have been shown as functions of $h$ for different sizes of the system. In Fig. A.6, we instead illustrate $S / L$ and $\mathcal{G}$ as functions of $L$ for different $h$. We can read out the MBL transition point $\left(h_{c}^{\mathrm{MBL}} \simeq 7\right.$ ) from the change from the volume (S/L~const) to the area laws (S/L $\propto 1 / L$ ) for the entanglement and from $\mathcal{G} \sim \alpha L$ to $\sim-\beta L(\alpha, \beta>0)$ for the eigenstate stability.


Figure A.6: Half-chain entanglement entropy $S / L$ and eigenstate stability $\mathcal{G}$ for different values of $h$ as functions of $L$. Note that we use the same data in Figs. 5.5 (b) and (c) in Chapter 5. Reproduced from Fig. A-6 of Ref. [111]. ©2019 American Physical Society.

## A.2.3 Standard deviation of entanglement

Here, we discuss the standard deviation $\sigma$ of the (normalized) half-chain entanglement entropy $S / L$ averaged over samples. This quantity is expected to exhibit a peak around the critical point for the Hermitian MBL $(g=0)$ [170]. We show in Fig. A. 7 that there appears a peak at a disorder strength $(h \simeq 6)$ which is not far from the MBL transition point if we consider the case for the weak non-Hermiticity ( $g=0.1$ ). However, no peak appears for the stronger non-Hermiticity ( $g=1$ ), in contrast with the Hermitian case [170] or the weak non-Hermitian case. The result indicates that the standard deviation of the entanglement should not be used as a measure of the MBL transition, in particular in the presence of large non-Hermiticity. We leave it as a future work to investigate the origin of this unconventional behavior for the large non-Hermiticity.

## A. 3 Similarity transformation of the Hamiltonian with interaction and asymmetric hopping

The fact that the coalescence between neighboring eigenstates is absent owing to the non-Hermitian MBL is not a sufficient condition for a complete suppression of complex energy eigenvalues. Indeed, some (but rare) spatial regions can be reso-


Figure A.7: Standard deviation $\sigma$ of the normalized half-chain entanglement entropy for different system sizes $L(=6,8,10,12,14,16)$ over samples as a function of disorder strength $h$. We have used $N_{\text {sam }}=10000$ for $L=6,8, N_{\text {sam }}=1000$ for $L=10$, and $N_{\text {sam }}=100$ for $L=12$. Reproduced from Fig. A-7 of Ref. [111]. ©2019 American Physical Society.
nant and susceptible to local perturbations [186, 187, 179, 180] because of statistical fluctuations of disorder, which leads to the possibility that non-adjacent eigenstates mix and form complex-conjugate pairs. In such regions, we should treat effects of non-Hermiticity non-perturbatively in general because the perturbation resonantly couples two different eigenstates.

On the other hand, for the asymmetric-hopping model in Eq. (5.6), we can consider a similarity transformation [235, 236, 237, 298, 299] such that the nonHermitian perturbation is only supported on non-resonant regions. From an analysis of this transformed Hamiltonian, we find that the eigenstate-mixing is suppressed even for non-adjacent eigenstates, which leads to the emergence of the entirely real spectrum as explained in the following

To simplify the discussion, we consider the hard-core Boson Hamiltonian $\hat{H}$ in Eq. (5.6) for sufficiently small $g$. We consider the decomposition of the Hamiltonian, i.e., $\hat{H}=\hat{H}_{0}+\hat{V}_{\mathrm{NH}}$, where

$$
\begin{equation*}
\hat{H}_{0}=\sum_{i=1}^{L}\left[-J\left(\hat{b}_{i+1}^{\dagger} \hat{b}_{i}+\text { h.c. }\right)+U \hat{n}_{i} \hat{n}_{i+1}+h_{i} \hat{n}_{i}\right] \tag{A.3}
\end{equation*}
$$

is a Hermitian Hamiltonian and

$$
\begin{equation*}
\hat{V}_{\mathrm{NH}}=-J \sum_{i=1}^{L}\left[\left(e^{-g}-1\right) \hat{b}_{i+1}^{\dagger} \hat{b}_{i}+\left(e^{g}-1\right) \hat{b}_{i}^{\dagger} \hat{b}_{i+1}\right]=\sum_{i=1}^{L} \hat{v}_{i, i+1} \tag{A.4}
\end{equation*}
$$

is a non-Hermitian Hamiltonian for $g \neq 0$. When $\hat{H}_{0}$ is localized with large $h$, the local tunneling amplitude $\left.\left|\left\langle\mathcal{E}_{b}\right| \hat{v}_{i, i+1}\right| \mathcal{E}_{a}\right\rangle \mid$ by the perturbation $\hat{v}_{i, i+1}$ is smaller than $\left|\mathcal{E}_{a}-\mathcal{E}_{b}\right|$ for most $i$, where the two eigenstates $\left|\mathcal{E}_{a}\right\rangle$ and $\left|\mathcal{E}_{b}\right\rangle$ are assumed to be approximately written as product states and connected by terms $\hat{b}_{i+1}^{+} \hat{b}_{i}$ and $\hat{b}_{i}^{+} \hat{b}_{i+1}$, which describe the hopping of the particles. This is due to the fact that moving particles within the localized regions costs large energy (i.e., $\left|\mathcal{E}_{a}-\mathcal{E}_{b}\right| \sim\left|h_{i+1}-h_{i}\right|$ is large enough). Therefore, we can deal with the effect of $\hat{v}_{i, i+1}$ perturbatively. However, for some (but rare) $i$, localization can be very weak because of the statistical fluctuation of $h_{i}$ and particles are relatively easy to move. This leads to $\left.\left|\left\langle\mathcal{E}_{b}\right| \hat{v}_{i, i+1}\right| \mathcal{E}_{a}\right\rangle|\simeq| \mathcal{E}_{a}-\mathcal{E}_{b} \mid$. Thus, the perturbation owing to such resonant $i$, cannot be controlled for the original model.

Fortunately, we can show that the Hamiltonian in Eq. (5.6) is transformed into a Hamiltonian whose non-Hermitian perturbation is only supported on the regions that are not resonant. To see this, we consider

$$
\begin{equation*}
\hat{\mathcal{V}}_{i}=e^{g \theta_{i} \hat{n}_{i}}=1+\left(e^{g \theta_{i}}-1\right) \hat{n}_{i} . \tag{A.5}
\end{equation*}
$$

We have

$$
\begin{align*}
\hat{\mathcal{V}}_{i} \hat{b}_{i} \hat{\mathcal{V}}_{i}^{-1} & =\hat{b}_{i}\left[1+\left(e^{-g \theta_{i}}-1\right) \hat{n}_{i}\right] \\
& =\hat{b}_{i}+\left(e^{-g \theta_{i}}-1\right)\left(1-2 \hat{n}_{i}\right) \hat{b}_{i} \\
& =e^{-g \theta_{i}} \hat{b}_{i}, \tag{A.6}
\end{align*}
$$

where the relations $\left\{\hat{b}_{i}, \hat{b}_{i}^{\dagger}\right\}=1$ and $\hat{b}_{i}^{2}=0$ for hard-core bosons have been used. Similarly, we have

$$
\begin{align*}
\hat{\mathcal{V}}_{i} \hat{b}_{i}^{\dagger} \hat{\mathcal{V}}_{i}^{-1} & =\left[1+\left(e^{g \theta_{i}}-1\right) \hat{n}_{i}\right] \hat{b}_{i}^{\dagger} \\
& =\hat{b}_{i}^{\dagger}+\left(e^{g \theta_{i}}-1\right) \hat{b}_{i}^{\dagger}\left(1-2 \hat{n}_{i}\right) \\
& =e^{g \theta_{i}} \hat{b}_{i}^{\dagger} . \tag{A.7}
\end{align*}
$$

We then obtain

$$
\begin{align*}
\hat{\mathcal{V}}_{i+1} \hat{\mathcal{V}}_{i} \hat{b}_{i+1}^{+} \hat{b}_{i} \hat{\mathcal{V}}_{i}^{-1} \hat{\mathcal{V}}_{i+1}^{-1} & =e^{g\left(\theta_{i+1}-\theta_{i}\right)} \hat{b}_{i+1}^{+} \hat{b}_{i},  \tag{A.8}\\
\hat{\mathcal{V}}_{i+1} \hat{\mathcal{V}}_{i} \hat{b}_{i}^{\dagger} \hat{b}_{i+1} \hat{\mathcal{V}}_{i}^{-1} \hat{\mathcal{V}}_{i+1}^{-1} & \left.=e^{-g\left(\theta_{i+1}-\theta_{i}\right)}\right)_{i}^{\dagger} \hat{b}_{i+1},  \tag{A.9}\\
\hat{\mathcal{V}}_{i} \hat{n}_{i} \hat{\mathcal{V}}_{i}^{-1} & =\hat{n}_{i},  \tag{A.10}\\
\hat{\mathcal{V}}_{i+1} \hat{\mathcal{V}}_{i} \hat{n}_{i+1} \hat{n}_{i} \hat{\mathcal{V}}_{i}^{-1} \hat{\mathcal{V}}_{i+1}^{-1} & =\hat{n}_{i+1} \hat{n}_{i} . \tag{A.11}
\end{align*}
$$

We now consider a similarity transformation

$$
\begin{equation*}
\hat{H}^{\prime}=\hat{\mathcal{V}} \hat{H} \hat{\mathcal{V}}^{-1} \tag{A.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathcal{V}}=\bigotimes_{i=1}^{L} \hat{\mathcal{V}}_{i} \tag{A.13}
\end{equation*}
$$

This is regarded as a second-quantized version of the imaginary gauge transformation [235, 236, 237] reviewed in Chapter 5. The similarity transformation cannot change the eigenvalues of $\hat{H}$. In fact, the eigenstate $\left|E_{\alpha}^{R}\right\rangle$ of $\hat{H}$ with the energy eigenvalue $E_{\alpha}$ is obtained from $\left|E_{\alpha}^{R}\right\rangle^{\prime}$ of $\hat{H}^{\prime}$ with the same eigenvalue as $\left|E_{\alpha}^{R}\right\rangle=\hat{\mathcal{V}}^{-1}\left|E_{\alpha}^{R}\right\rangle^{\prime}$ because

$$
\begin{equation*}
\hat{H}\left|E_{\alpha}^{R}\right\rangle=\hat{H} \hat{\mathcal{V}}^{-1}\left|E_{\alpha}^{R}\right\rangle^{\prime}=\hat{\mathcal{V}}^{-1} \hat{H}^{\prime}\left|E_{\alpha}^{R}\right\rangle^{\prime}=E_{\alpha} \hat{\mathcal{V}}^{-1}\left|E_{\alpha}^{R}\right\rangle^{\prime}=E_{\alpha}\left|E_{\alpha}^{R}\right\rangle . \tag{A.14}
\end{equation*}
$$

Thus, we can investigate the energy eigenvalues of $\hat{H}^{\prime}$ instead of $\hat{H}$.

We obtain the transformed Hamiltonian $\hat{H}^{\prime}$ for which the non-Hermitian perturbations are only supported in non-resonant regions with an appropriate choice of $\left\{\theta_{i}\right\}$. To explain this, we investigate a simpler case, for which sites from 1 to $y$ may have resonant regions and the other sites are non-resonant. We can suppose that $y$ is much smaller than the size of the system $L$, since in the MBL phase resonant regions are rare [331]. By choosing

$$
\begin{align*}
& \theta_{i}=i \quad(1 \leq i \leq y+1) \\
& \theta_{i}=-i+2 y+2 \quad(y+2 \leq i \leq 2 y+2) \\
& \theta_{i}=0 \quad(2 y+3 \leq i \leq L) \tag{A.15}
\end{align*}
$$

we have

$$
\begin{align*}
\hat{H}^{\prime} & =\hat{\mathcal{V}} \hat{H} \hat{\mathcal{V}}^{-1} \\
& =-J \sum_{i=1}^{L}\left(e^{-g z_{i}} \hat{b}_{i+1}^{\dagger} \hat{b}_{i}+e^{g z_{i}} \hat{b}_{i}^{\dagger} \hat{b}_{i+1}\right)+\sum_{i=1}^{L} U \hat{n}_{i} \hat{n}_{i+1}+\sum_{i=1}^{L} h_{i} \hat{n}_{i} \\
& =\hat{H}_{0}+\hat{V}_{\mathrm{NH}^{\prime}}^{\prime} \tag{A.16}
\end{align*}
$$

where

$$
\begin{array}{ll}
z_{i}=0 & (1 \leq i \leq y, i=L) \\
z_{i}=2 & (y+2 \leq i \leq 2 y+1), \\
z_{i}=1 & (2 y+2 \leq i \leq L-1) . \tag{A.17}
\end{array}
$$

As $\hat{V}_{\mathrm{NH}}^{\prime}$ is only supported on the non-resonant regions, it will not mix the eigenstates, which leads to further suppression of complex energy eigenvalues that are generally non-adjacent.

## Appendix B

## Details of the level-spacing distributions for small matrices in <br> Chapter 6

In this appendix, we show the details of the level-spacing distributions for small matrices in Chapter 6, in particular the derivation of Eq. (6.76):

$$
\begin{equation*}
p_{\text {small }}(s)=\frac{\left(C_{f} s\right)^{3}}{\mathcal{N}_{f}} K_{\frac{f-2}{2}}\left(\left(C_{f} s\right)^{2}\right) \tag{B.1}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\alpha}(x)=\int_{0}^{\infty} e^{-x \cosh z} \cosh (\alpha z) \tag{B.2}
\end{equation*}
$$

is the modified Bessel function, and $C_{f}$ and $\mathcal{N}_{f}$ are normalization constants.

## B. 1 Probability distribution of $\left|X_{f}\right|^{2}$

[Note: the derivation in this section is due to Mr. Naoto Kura.]
As discussed in Chapter 6, we can calculate the level-spacing distribution $p_{\text {small }}(s)$ from the distribution of $X_{f}=z_{1}^{2}+\cdots+z_{f}^{2}$, where $s \propto\left|X_{f}\right|^{1 / 2}$ and $\left\{z_{f}\right\}^{\prime}$ s are complex Gaussian random variables. Note that the proportionality constant is not important because we will normalize the non-normalized level-spacing distribution $p(s)$ such that

$$
\begin{equation*}
\int_{0}^{\infty} d s p_{\text {small }}(s)=\int_{0}^{\infty} d s s p_{\text {small }}(s)=1 \tag{B.3}
\end{equation*}
$$

at the last stage of our discussion.

We first consider the distribution of $\left|X_{f}\right|^{2}$. This is obtained as

$$
\begin{equation*}
P\left(\left|X_{f}\right|^{2}=\kappa\right) \propto \int \delta\left(\kappa-\left|z_{1}^{2}+\cdots+z_{f}^{2}\right|^{2}\right) e^{-\|\vec{z}\|^{2}} d^{2 f} \vec{z}, \tag{B.4}
\end{equation*}
$$

where $\vec{z}=\left(z_{1}, \ldots, z_{f}\right)$. Let us decompose $\vec{z}$ as real and imaginary vectors as $\vec{z}=\vec{u}+i \vec{v}$. Letting $\theta$ denote the angle between $\vec{u}$ and $\vec{v}$, we have

$$
\begin{equation*}
X_{f}=\|\vec{u}\|^{2}-\|\vec{v}\|^{2}+2 i \vec{u} \cdot \vec{v}=u^{2}-v^{2}+2 i u v \cos \theta, \tag{B.5}
\end{equation*}
$$

where $u=\|\vec{u}\|$ and $v=\|\vec{v}\|$. Then we have

$$
\begin{equation*}
\left|X_{f}\right|^{2}=u^{4}+v^{4}+2 u^{2} v^{2}\left(2 \cos ^{2} \theta-1\right) . \tag{B.6}
\end{equation*}
$$

By transforming variables from $(u, v, \theta)$ to $(U, V, c)=\left(u^{2}, v^{2}, \cos \theta\right)$, we have

$$
\begin{equation*}
\left|X_{f}\right|^{2}=U^{2}+V^{2}+2 U V\left(2 c^{2}-1\right) \tag{B.7}
\end{equation*}
$$

In addition, the measure $d^{2 f} \vec{z}$ is also transformed as

$$
\begin{align*}
d^{2 f} \vec{z}=d^{f} \vec{u} d^{f} \vec{v} & =\frac{2 \pi^{f / 2}}{\Gamma(f / 2)} \frac{2 \pi^{(f-1) / 2}}{\Gamma((f-1) / 2)} u^{f-1} d u v^{f-1} d v \sin ^{f-2} \theta d \theta \\
& \propto u^{f-1} d u v^{f-1} d v \sin ^{f-2} \theta d \theta \\
& \propto(U V)^{(f-2) / 2} d U d V\left(1-c^{2}\right)^{(f-3) / 2} d c . \tag{B.8}
\end{align*}
$$

We thus obtain

$$
\begin{align*}
P\left(\left|X_{f}\right|^{2}=\kappa\right) \propto & \int_{0}^{\infty} \int_{0}^{\infty} d U d V(U V)^{(f-2) / 2} e^{-(U+V)}  \tag{B.9}\\
& \times \int_{-1}^{1}\left(1-c^{2}\right)^{(f-3) / 2} d c \delta\left(\kappa-\left[U^{2}+V^{2}+2 U V\left(2 c^{2}-1\right)\right]\right) \tag{B.10}
\end{align*}
$$

The integration of the delta function can be carried out as follows. We first introduce

$$
\begin{equation*}
c_{\kappa}=\left(\frac{\kappa-(U-V)^{2}}{4 U V}\right)^{1 / 2} \tag{B.11}
\end{equation*}
$$

where $0 \leq c_{\kappa} \leq 1$ is satisfied if and only if $|U-V| \leq \sqrt{\kappa} \leq U+V$. Then, we have

$$
\begin{equation*}
\delta\left(\kappa-\left[U^{2}+V^{2}+2 U V\left(2 c^{2}-1\right)\right]\right)=\frac{1}{8 U V c_{\kappa}}\left[\delta\left(c-c_{\kappa}\right)+\delta\left(c+c_{\kappa}\right)\right] \tag{B.12}
\end{equation*}
$$

and thus

$$
\begin{align*}
P\left(\left|X_{f}\right|^{2}=\kappa\right) & \propto \int_{|U-V| \leq \sqrt{\kappa} \leq U+V} d U d V(4 U V)^{(f-2) / 2} e^{-(U+V)} \frac{\left(1-c_{\kappa}^{2}\right)^{(f-3) / 2}}{4 U V c_{\kappa}} \\
& =\int_{|U-V| \leq \sqrt{\kappa} \leq U+V} d U d V e^{-(U+V)} \frac{\left[(U+V)^{2}-\kappa\right]^{(f-3) / 2}}{\left[\kappa-(U-V)^{2}\right]^{1 / 2}} . \tag{B.13}
\end{align*}
$$

Finally, the transformation of the variables from $(U, V)$ to $(x, y)=(U+V, U-V)$ leads to

$$
\begin{align*}
P\left(\left|X_{f}\right|^{2}=\kappa\right) & \propto \int_{\sqrt{\kappa}}^{\infty} d x \int_{-\sqrt{\kappa}}^{\sqrt{\kappa}} d y e^{-x} \frac{\left(x^{2}-\kappa\right)^{(f-3) / 2}}{\left(\kappa-y^{2}\right)^{1 / 2}} \\
& \propto \int_{\sqrt{\kappa}}^{\infty} d x e^{-x}\left(x^{2}-\kappa\right)^{(f-3) / 2} . \tag{B.14}
\end{align*}
$$

To evaluate this, we use the following integral:

$$
\begin{equation*}
\int_{r}^{\infty} d x e^{-x}\left(x^{2}-r^{2}\right)^{\alpha-1 / 2}=\frac{\Gamma(2 \alpha)}{2^{\alpha-1} \Gamma(\alpha)} r^{\alpha} K_{\alpha}(r) . \tag{B.15}
\end{equation*}
$$

Substitution of $\alpha=f / 2-1$ and $r=\sqrt{\kappa}$ in Eq. (B.15) leads to the following probability distribution of $\left|X_{f}\right|^{2}$ :

$$
\begin{equation*}
P\left(\left|X_{f}\right|^{2}=\kappa\right) \propto \kappa^{f / 4-1 / 2} K_{f / 2-1}(\sqrt{\kappa}) . \tag{B.16}
\end{equation*}
$$

## B.1.1 Level-spacing distribution for $H_{\text {small }}$

To obtain the level-spacing distribution, we consider the probability distribution $p(s) d s$ from $P\left(\left|X_{f}\right|^{2}=\kappa\right) d \kappa$ obtained above. Using $s=\left|X_{f}\right|^{1 / 2}=\kappa^{1 / 4}$, we have

$$
\begin{equation*}
\left.p(s) \propto s^{3} P\left(\left|X_{f}\right|^{2}=\kappa\right)\right|_{\kappa=s^{4}} \propto s^{f+1} K_{f / 2-1}\left(s^{2}\right) . \tag{B.17}
\end{equation*}
$$

From this, we see that the level repulsion is $\mathrm{O}\left(s^{3}\right)$ for $f>2$ and $\mathrm{O}\left(s^{3} \log (1 / s)\right)$ at $f=2$.

Finally, we rescale the probability distribution by considering $p_{\text {small }}(s)=a p(b s)$ for appropriate constants $a$ and $b$. Revoking Eq. (B.3), we obtain

$$
\begin{equation*}
p(s)=\frac{1}{\mathcal{N}_{f}}\left(C_{f} s\right)^{f+1} K_{f / 2-1}\left(\left(C_{f} s\right)^{2}\right), \tag{B.18}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{f}=\frac{\Gamma(1 / 4) \Gamma(f / 2+1 / 4)}{2 \sqrt{2} \Gamma(f / 2)} \tag{B.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{N}_{f}=2^{f / 2-2} \Gamma\left(\frac{f}{2}\right) C_{f}^{-1} \tag{B.20}
\end{equation*}
$$

## B. 2 Simpler forms

The obtained level-spacing distributions can be simplified by using

$$
\begin{align*}
& K_{1 / 2}(x)=\sqrt{\frac{\pi}{2 x}} e^{-x},  \tag{B.21}\\
& K_{3 / 2}(x)=\sqrt{\frac{\pi}{2 x}}\left(1+\frac{1}{x}\right) e^{-x} . \tag{B.22}
\end{align*}
$$

Simpler forms of $p_{\text {small }}(s)$ for $f=2,3$, and 5 are

$$
\begin{align*}
p_{\text {small }, \mathrm{A}}(s) & =2 C_{3}^{4} s^{3} e^{-C_{3}^{2} s^{2}} \\
p_{\text {small, } \mathrm{Al}^{\dagger}}(s) & =2 C_{2}^{4} s^{3} K_{0}\left(C_{2}^{2} s^{2}\right), \\
p_{\text {small }, \mathrm{AII}}(s) & =\frac{2 C_{5}^{4} s^{3}}{3}\left(1+C_{5}^{2} s^{2}\right) e^{-C_{5}^{2} s^{2}}, \tag{B.23}
\end{align*}
$$

where $C_{2}=\frac{1}{8 \sqrt{2}} \Gamma\left(\frac{1}{4}\right)^{2}=1.16187 \ldots, C_{3}=\frac{3}{4} \sqrt{\pi}=1.32934 \ldots$ and $C_{5}=\frac{7}{8} \sqrt{\pi} \simeq$ 1.5509 . . . . Here we have used the formula

$$
\begin{equation*}
\Gamma(x) \Gamma(1-x)=\frac{\pi}{\sin \pi x} \tag{B.24}
\end{equation*}
$$

to obtain $C_{3}$ and $C_{5}$.
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