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Abstract 

When molecules are exposed to an intense laser field, they are strongly coupled with 

the light field and their structural deformation and bond breaking processes are governed by 

the light-dressed potential energy surfaces. This thesis consists of two theoretical studies to 

investigate molecules in intense fields. 

In the first study, I performed theoretical calculations and established the assignment 

of the observed peak profiles to interpret the experimental findings. It was reported that the 

momentum distribution of protons ejected from H2O in an ultrashort intense laser field 

exhibited multiple peak profiles and that these profiles vary sensitively to the laser pulse in the 

previous experiment. I first performed ab initio molecular dynamics calculations using the 

time-dependent adiabatic state approach to examine the effect of the laser field on the 

momentum distribution of protons ejected from H2O2+ and showed that the peak positions of 

the momentum distribution of H+ ejected through the two-body dissociation of H2O2+ are in 

good agreement with the experimental data. I also performed time-dependent configuration 

interaction calculations to estimate the ionization probability of H2O2+ and revealed that the 

enhanced ionization of H2O2+ plays an import role in the formation of H2O3+. 

In the second study, I extended the heuristic model in which the ionization process is 

treated by using complex energies in time-dependent configuration interaction single method, 

so that it can be implemented in the general class of time-dependent configuration interaction 

methods. I demonstrated the heuristic model and the extended heuristic model to calculate the 

resonance enhanced ionization rates of H2+ and H2. The results reproduced the ionization rates 

as a function of internuclear distance in the previous calculations using grid-based and full-

dimensional time-dependent Schrödinger equation. 

 

 

 

 

 



Chapter. 1 

General introduction 

 

 4 

Chapter 1.  

General introduction 

1.1 Molecules in intense laser field 

When molecules are exposed to intense laser fields, a lot of characteristic phenomena 

can be induced by the strong light-matter interaction [1], such as molecular alignment [2], 

structure deformation [3]–[6]. Especially, in carbon hydrogen molecules, ultrafast hydrogen 

migration and H3+ formation have been reported [7]–[11]. 

Since molecules are strongly perturbed by the light field, their structure deformation 

process and chemical bond breaking process are governed by their light dressed potential 

energy surface [12],[13]. In these decades, control of chemical bond breaking processes in 

polyatomic molecules in an intense laser field has been an attractive research topic [14]. 

 

1.2 Strong-field processes 

In intense laser fields, the non-perturbative ionization processes of atoms can be driven 

by the strong field. The strong field can induce the distortion of the Coulomb potential and 

lowering the barrier for ionization. Thus, many non-perturbative characteristic ionization 

processes can occur in intense fields, such as multi-photon ionization (MPI), above-threshold 

ionization (ATI) [15],[16], tunnel ionization (TI) [17], and over-the-barrier ionization (OBI).  

 

 
Fig. 1.1. Schematics of ionization processes in intense laser fields. (a) multi-photon ionization (MPI), 
(b) above-threshold ionization (ATI), (c) tunnel ionization (TI), (d) over-the-barrier ionization (OBI). 
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As a subsequent process of TI, the photoelectron can be accelerated by the electric field 

and collides to the parent ion [18]. This electron recollision process can induce many 

phenomena in intense laser fields, such as rescattering, high-order harmonic generation (HHG) 

[19],[20], recollisional excitation and non-sequential double ionization (NSDI) [21].  

 In addition, the expansion of OBI of atoms to molecular system gives a new concept 

[22], charge resonance enhanced ionization (CREI) [23], in which the ionization rate has peak 

structures at some internuclear distances. 

 

1.2.1 Above threshold ionization 

Above threshold ionization (ATI) is an extension of multi-photon ionization (MPI) in 

which the number of absorbed photons exceeds the minimum number over ionization threshold 

𝐼" [15],[16],[24]. The first observation of ATI photoelectron spectrum is in 1979 [15]. The 

observed photoelectron spectrum in 532 nm laser field (photon energy is ℏ𝜔 = 2.34 eV) of Xe 

whose ionization threshold is 𝐼" = 12.13 eV is shown in Fig. 1.2. The photoelectron spectrum 

𝐸",-.-/ for ATI is given by 

𝐸",-.-/ = (𝑛 + 𝑠)ℏ𝜔 − 𝐼", (1.1) 

where 𝑛 represents the minimal number of photons to exceed ionization threshold 𝐼", and the 

𝑠 represents the number of additional photons absorbed. In Fig. 1.2, the photoelectron spectrum 

(cycles) exhibits two peaks. The peak located at 𝐸",-.-/ ≃ 2 eV is corresponding to 𝑛 = 6, 

which is the minimum number of photons to exceed the ionization threshold. The peak 

appearing at 𝐸",-.-/ ≃ 4.5 eV is corresponding to 𝑠 = 1, that is, one extra photon absorption 

for ionization, showing the occurrence of ATI process. 
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Fig. 1.2. Energy spectra of the emitted electrons for two photon energies from Xe: triangles, ℏ𝜔 = 1.17 
eV, 𝐼 = 4 × 10=> W/cm-2; circles, ℏ𝜔 = 2.34 eV, 𝐼 = 8 × 10=@ W/cm-2, adopted from [15]. 

 

1.2.2 Tunneling ionization 

Tunneling ionization is a process in which the electrons escape from the atoms or 

molecules through the distorted potential barrier within a half cycle of the electric field as 

shown in Fig. 1.3. S. L. Chin observed the existence of tunnel ionization of Xe atoms using a 

CO2 laser in 1985 [25]. Tunneling ionization is a quantum mechanical phenomenon, which 

cannot be described using a classical picture because an electron does not have enough energy 

to pass through the potential barrier.  

 

 
Fig. 1.3. Schematic picture of tunneling ionization process. 
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Ammosov, Delone and Krainov [26] developed a model to calculate the tunneling 

ionization rates for atoms in a quasi-static field, known as ADK model. In ADK model, the 

tunnel ionization rate of a hydrogen atom-like atom in a static electric field 𝜀- in atomic units 

is given by 

𝑊CDE = |𝐶/∗I∗|@𝑓IK𝐼" L
2𝜅>

εO
P
@/∗Q|K|Q=

expL−
2𝜅>

3𝜀-
P , (1.2) 

where 𝐼" is the ionization potential of the atom, the factor 𝜅 is given by 

𝜅 = U2𝐼". (1.3) 

𝐶/∗I∗ and 𝑓IK contain the information about the initial atomic state. 𝐶/∗I∗ is given by 

|𝐶/∗I∗|@ =
2@/∗

𝑛∗Γ(𝑛∗ + 𝑙∗ + 1)Γ(𝑛∗ − 𝑙∗) , (1.4) 

where 𝑛∗ = 𝑍/Z𝐼[ , 𝑍 being the charge of the atomic core, and 𝑙∗ = 𝑛∗ − 1, Γ denotes the 

Gamma function. The factor 𝑓IK is  

𝑓IK =
(2𝑙 + 1)
2|K||𝑚|!

(𝑙 + |𝑚|)!
(𝑙 − |𝑚|)! , (1.5) 

with 𝑙, 𝑚 denoting electrons initial orbital and magnetic quantum numbers. 

 As the extension to molecular systems, Tong et al. [27],[28] introduced a molecular 

ADK model (MO-ADK). MO-ADK is based on the assumptions of the ADK model which is 

derived for an electronic state with a well-defined spherical harmonic. In MO-ADK model, the 

molecular wavefunction is expressed as the linear combination of atomic spherical harmonics 

in the asymptotic region as 

ΨK(𝒓) =`𝐶IK𝐹IK(𝑟)𝑌IK(𝒓d)
I

, (1.6) 

where 𝑚 is the magnetic quantum along the molecular axis, 𝐶IK is the coefficient which is 

normalized in such a way that the radial wavefunction in the asymptotic region can be written 

as 

𝐹IK(𝑟 → ∞) ≈ 𝑟
h
iQ= exp(−𝜅𝑟) , (1.7) 

where 𝑍 denotes the effective charge. On the assumption that the molecular axis is along the 

external field direction, the electron will be ionized along the field direction 𝜃 ≃ 0. The leading 

term of the spherical harmonic along this direction 𝑌IK(𝒓d) is given by 
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𝑌IK(𝒓d) ≃ 𝑄(𝑙,𝑚)
sin|K|(𝜃)
2|K||𝑚|!

𝑒pKq

√2𝜋
, (1.8) 

with 

𝑄(𝑙,𝑚) = (−1)Kt
(2𝑙 + 1)(1 + |𝑚|)!

2(𝑙 − |𝑚|)!
. (1.9) 

By substituting Eq. (1.7) and (1.8) into Eq. (1.6), the wave function in the tunneling region can 

be written as 

ΨK(𝒓) ≃`𝐶IK𝑟
h
iQ= exp(−𝜅𝑟)𝑄(𝑙,𝑚)

sin|K|(𝜃)
2|K||𝑚|!

𝑒pKq

√2𝜋I

≃`𝐵(𝑚)𝑟
h
iQ= exp(−𝜅𝑟)

sin|K|(𝜃)
2|K||𝑚|!

𝑒pKq

√2𝜋I

, (1.10)
 

with 

𝐵(𝑚) =`𝐶IK𝑄(𝑙,𝑚)
I

. (1.11) 

The ionization rate for a diatomic molecule with its axis aligned with the static field strength 

εO is given by 

𝑊vwQCDE(εO, 0) =
𝐵@(𝑚)
2|K||𝑚|!

1

𝜅
@x
i Q=

L
2𝜅>

εO
P

@x
i Q|K|Q=

exp L−
2𝜅>

3𝜀-
P . (1.12) 

Considering the rotation of the field direction from the molecular axis, the MO-ADK ionization 

rate can be given by 

𝑊vwQCDE(εO, 𝛀) =`
𝐵@(𝑚z)
2|K{||𝑚z|!

1

𝜅
@x
i Q=

L
2𝜅>

εO
P

@x
i Q|K

{|Q=

expL−
2𝜅>

3𝜀-
P

K{

, (1.13) 

where 

𝐵(𝑚z) =`𝐶IK𝑄(𝑙,𝑚z)𝐷IK{,K
I

(𝛀), (1.14) 

𝐷IK{,K(𝛀) denotes the rotation matrix and 𝛀 denotes the Euler angles between the molecular 

axis and the field direction. 
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1.2.3 Over-the-barrier ionization 

 If the laser field strength is further increased, then the barrier becomes below the 

ionization potential and the electron escapes directly over the barrier without tunneling [29]–

[32] as shown in Fig. 1.1 (d). This phenomenon is called as over-the-barrier ionization (OBI). 

 

1.2.4 Keldysh parameter 

 It is known that the three ionization regimes of ATI, TI and OBI can be distinguish by 

the Keldysh parameter [17], given by 

𝛾 = t
𝐼"
2𝑈"

, (1.15) 

where 𝐼" is the ionization potential and 𝑈" is the ponderomotive energy, which is the average 

kinetic energy of a free electron in a linearly polarized field 𝜀- cos𝜔𝑡, given by 

𝑈" =
𝑒@𝜀-@

4𝑚�𝜔@ =
𝑒@

8𝜋@𝑚�𝜖-𝑐>
𝐼-@𝜆@, (1.16) 

where 𝑒 is the charge of electron, 𝜀- is the electric field strength, 𝑚� is the mass of an electron, 

𝜔 is the central laser frequency, 𝜆 is wavelength, 𝐼- is intensity, 𝜖- is the vacuum permittivity, 

and 𝑐 is the speed of light. The Keldysh parameter can be interpreted as a value of the time for 

the electron to pass through the barrier (tunneling time) divides by half of the laser cycle, as 

𝛾 =
tunneling	time

half	of	the	laser	cycle . (1.17) 

When 𝛾 > 1, since the oscillation period of the electric field is much shorter than tunneling 

time, MPI becomes the dominant ionization process. One the other hand, when 𝛾 < 1, TI and 

OBI dominate over MPI because the electron has enough time to pass through the distorted 

barrier by the electric field. 

 

1.2.5 Electron recollision process 

When atoms or molecules are ionized by a linear or slightly elliptical laser light, the 

electric field can drive an ionized electron to return to the parent ion with a significant kinetic 

energy.  

A semi-classical picture, called as simple man’s model [18],[33], gives an intuitive 

understanding of electron recollison process. The simple man’s model is also known as the 

three-step or recollision model. In this model, the recollision process is decomposed into the 
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following three steps: (1) generation of a free electron through tunneling ionization process, 

(2) electron acceleration by laser field, (3) electron collision, as illustrated in Fig. 1.4. 

 

 
Fig. 1.4. Schematic of the electron recollision process in one cycle of the electric field. 

 

In the first ionization step, the potential gets strongly distorted in the presence of the 

relatively slowly varying strong electric field and the ionized electron will be born at the atomic 

of molecular core with zero velocity. In the second electron acceleration step, the motion of 

the ejected electron can be obtained by solving Newton’s equation of motion in a laser electric 

field 𝜺(𝑡) as 

𝑑𝒑𝒆𝒍𝒆𝒄(𝑡)
𝑑𝑡

= −𝑒𝜺(𝑡), (1.18) 

 where 𝒑𝒆𝒍𝒆𝒄(𝑡) is the momentum of the ejected electron as a function of time 𝑡, 𝑒 denotes the 

charge of electron.  

The subsequent recollision can induce various physical processes such as electron 

rescattering, high-order harmonic generation (HHG), recollisional excitation, non-sequential 

double or non-sequential multiple ionization (NSDI). 
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Fig. 1.5. Schematics of the subsequent phenomena of electron recollision: (a) Rescatterting (b) High-
order harmonic generation (HHG) (c) Recollisional excitation (d) Non-sequential double ionization 
(NSDI)  

 

1.2.5.1 High-order harmonic generation 

The high-order harmonics of the the fundamental laser light can be generated through 

the electron recombination, known as high-order harmonic generation (HHG). HHG can 

produce high photon energies in the extreme ultraviolet and x-ray energy region. The first 

observations of HHG were in 1988 [19],[20]. The HH spectrum has a characteristic shape as 

shown in Fig. 1.6, in which a plateau structure can be seen. According to simple man’s model, 

the end of the plateau structure, namely the cut-off energy, can be calculated as [8] 
𝐸��.-�� = 𝐼" + 3.17𝑈", (1.19) 

where 𝐼" is the ionization potential and 𝑈" is the ponderomotive energy.  

 



Chapter. 1 

General introduction 

 

 12 

 
Fig. 1.6. Typical shape of the high harmonic spectrum. 

 

1.2.5.2 Non-sequential double ionization 

 The returning electron to the parent ion can induce the ejection of another electron if it 

has enough energy. This process is known as non-sequential double ionization (NSDI) [34]. 

NSDI can proceed through two ionization pathways after the first electron recollision [21],[35] 

The first pathway is the direct ionization of the second electron induced by the impact of the 

first returning electron [18]. The second one is the ionization in which excitation is induced by 

impact and the subsequent tunnel ionization occurs with a delay, known as recollision-

excitation with subsequent ionization (RESI) [36]. 

 

1.2.6 Enhanced ionization  

In a molecular system, as increasing of the internuclear distance 𝑅 of molecular systems 

induced by strong laser fields, there are some critical distances 𝑅� where ionization rate takes 

a peak structure. For symmetric molecules, this phenomenon, known as charge resonance 

enhanced ionization (CREI) [37]–[39], has been investigated in several studies. CREI is an 

extension of over-the-barrier ionization (OBI) into the molecular system [22].  
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Fig. 1.7. Ionization rate of the H2

+ molecular ion in 1014 W/cm2, 1064 nm, linearly polarized laser fields 
(five-cycle linear rise) adopted from [39]. The square on the right vertical axis marks the ionization of 
the hydrogen atom. 

 

For the simplest system H2+, Zuo et al. [39] calculated the ionization rates as a function 

of internuclear distance 𝑅 for a 1014 W/cm2, 1064 nm, linearly polarized laser field as shown 

in Fig. 1.7. The enhancement of ionization rates can be seen in the range of 5 < 𝑅 < 12 a.u.. 

The mechanism can be explained as the effect of the formation of charge resonance states in a 

static field picture. In an electric static field, the upper level 𝜎� lies just above the inner barrier 

and it can ionize directly over the barrier at 𝑅 = 10 a.u. as shown in Fig. 1.8. Furthermore, the 

coupling of the charge resonance states to the external field at large 𝑅 guarantees that the 

population of the upper level 𝜎� is substantial. Therefore, the peak structure of ionization rates 

can be seen there. 
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Fig. 1.8. Lowest two dc-field-induced levels of H2

+, 𝜎� and 𝜎Q, in the effective potential where the field 
intensity is 1014 W/cm2 [39]. Γ� and ΓQ denote the ionization rates of the level 𝜎� and 𝜎Q, respectively. 

 

1.3 Present studies 
In this thesis study, I theoretically investigated the interaction between molecules and 

strong light fields. 

In Chapter 1, several typical phenomena of atoms and molecules in intense fields are 

introduced.  

In Chapter 2, I show that the theoretical background for treating the electronic dynamics 

and molecular dynamics in intense laser fields. The methods for simulating the dynamics of 

electrons and molecules, such as ab initio molecular dynamics, time-dependent adiabatic state 

approach and time-dependent configuration interaction, are introduced. 

In Chapter 3, I show my theoretical calculation about water (H2O) molecule in ultrashort 

intense laser fields to interpret the previous experiment. I performed ab initio molecular 

dynamics calculation combined with time-dependent adiabatic state approach to simulate the 

dissociation dynamics of H2O2+. I also demonstrated time-dependent configuration interaction 

calculation to investigate ionization process of H2O2+. 

In Chapter 4, the heuristic model proposed by Klinkusch et al. [40], in which the 

ionization process is treated by using complex energies in time-dependent configuration 
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interaction single method, was extended to be implementable in the general class of time-

dependent configuration interaction methods. I demonstrated the heuristic model and the 

extended heuristic model to calculate charge resonance enhanced ionization rate of H2+ and H2. 

In Chapter 5, I show the summary of this thesis and the future perspectives. 
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Chapter 2.  

Theoretical background 

2.1 Ab initio molecular dynamics  

2.1.1 Introduction 

Molecular dynamics is a well-established method for numerically solving Newton’s 

equations of motion to simulate the physical movement of atoms and molecules. To describe 

the dynamics accurately, it is essential to know the internuclear forces obtained from first 

principles by using a quantum mechanical method. 

Based on Born-Oppenheimer approximation [1], the nuclear motions can be described 

as the classical trajectories on the potential energy surface calculated using ab initio electronic 

state calculation. This approach is called ab initio molecular dynamics [2]–[7]. Because the 

electronic structure is treated explicitly in ab initio molecular dynamics, the forces acting on 

the nuclei, the dipole moment and other molecular properties can be calculated with the 

accuracy determined by the electronic structure representation. As another advantage of ab 

initio molecular dynamics, the whole potential energy surface is not necessary because the 

molecular geometry and the velocities of nuclei are only determined by the information at the 

previous time step. Therefore, after preparation of the initial coordinates and the initial 

velocities of nuclei, the time evolution can be proceeded with “on-the-fly” electronic structure 

calculations.  

I developed an ab initio molecular dynamics program using Haskell programming 

language for simulating isolated molecular systems in intense laser fields. Haskell is a statically 

typed and purely functional programming language so that it enables a program with few bugs 

and easier parallelization. The procedure of molecular dynamics simulation consists of three 

steps: (1) Preparation of initial conditions, (2) Time integration and (3) Data analysis. At the 

beginning, I show the theoretical background of ab initio molecular dynamics. Next, I show 

how to generate the sampling as Wigner distribution which is a typical method for generating 

the initial conditions in high vacuum conditions, and how to prepare the random orientations 

of molecules. Finally, I show the several techniques to do time integration and data analysis. 

 



 

Chapter. 2 

Theoretical background 

 

 19 

2.1.2 Theory  

In ab initio molecular dynamics, the nuclear motion is described as classical trajectories 

on the potential energy surface calculated from ab initio electronic structure calculation [5],[7]. 

The concept is based on Born-Oppenheimer approximation [1] in which the electrons and 

nuclei can be treated separately. The motion of nuclei is much slower than that of electrons 

because the masses of the nuclei is much heavier than the electron mass. Thus, it is possible to 

assume the coordinates of nuclei are fixed in the calculation for the electronic motion.  

The non-relativistic Hamiltonian for a molecular system which includes 𝑛 electrons 

and 𝑁 nuclei under a field-free condition is given by  

𝐻¢ = −`
ℏ@

2𝑀¤
∇¤@

¦

¤§=

−`
ℏ@

2𝑚�
∇p@

/

p§=

+`
𝑒@

|𝒓p − 𝒓 |p©¨

+`
𝑍I𝑍ª𝑒@

|𝑹I − 𝑹ª|I©ª

−`
𝑍I𝑒@

|𝑹I − 𝒓p|p,I

≡ 𝑇®/ +	𝑇®� + 𝑉��(𝒓) + 𝑉//(𝑹) + 𝑉�/(𝒓, 𝑹), (2.1)

 

where the electrons are described by coordinates 𝒓=, 𝒓@, … , 𝒓/ ≡ 𝒓, mass 𝑚� and charge 𝑒, and 

the nuclei are described by coordinates 𝑹=, 𝑹@, … , 𝑹¦ ≡ 𝑹, masses 𝑀=,𝑀@,… ,𝑀¦ and charges 

𝑍=𝑒, 𝑍@𝑒, … , 𝑍¦𝑒. In the second line, 𝑇®/, 𝑇®�, 𝑉��(𝒓), 𝑉//(𝑹) and 𝑉�/(𝒓, 𝑹) denote the nuclear 

and electron kinetic energy operators and electron-electron, nuclear-nuclear and electron–

nuclear interaction potential operators, respectively. The time-independent Schrödinger 

equation for 𝐻¢ is given by   

𝐻¢Ψ(𝒙, 𝑹) = 𝐸Ψ(𝒙, 𝑹), (2.2) 

where 𝒙 ≡ (𝒓, 𝑠) denotes the coordinates of electron position including spin variables, and 

Ψ(𝒙, 𝑹) is an eigenfunction of 𝐻¢ with eigenvalue 𝐸. This equation cannot be solved easily 

because the entanglement of the motions of electrons and nuclei. In Born-Oppenheimer 

approximation, where the electronic motion and nuclear motion are separated because the 

electrons are lighter than the nuclei by three orders of magnitude, the wavefunction Ψ(𝒙, 𝑹) 

can be expressed as  

Ψ(𝒙, 𝑹) = 𝜙(𝒙; 𝑹)𝜒(𝑹), (2.3) 

where 𝜒(𝑹) is the nuclear wavefunction and 𝜙(𝒙;𝑹) is the electronic wavefunction which is 

parametric dependence on the nuclear positions 𝑹. Note only the electronic ground state is 

considered here. Substitution of Eq. (2.3) into Eq. (2.2) and recognition that 𝑹 is fixed in 

𝜙(𝒙;𝑹), that is,	𝑇®/𝜙(𝒙; 𝑹) = 0, yields 
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𝐸𝜙(𝒙; 𝑹)𝜒(𝑹) = µ𝑇®/ +	𝑇®� + 𝑉��(𝒓) + 𝑉//(𝑹) + 𝑉�/(𝒓, 𝑹)¶𝜙(𝒙; 𝑹)𝜒(𝑹)

= 𝜒(𝑹) µ𝑇®� + 𝑉��(𝒓) + 𝑉//(𝑹) + 𝑉�/(𝒓, 𝑹)¶𝜙(𝒙; 𝑹) + 𝜙(𝒙; 𝑹)𝑇®/𝜒(𝑹). (2.4)
 

Note 𝑉//(𝑹) is a constant when 𝑹 is fixed. Dividing both sides by 𝜙(𝒙;𝑹)𝜒(𝑹), Eq. (2.4) can 

be transformed as 

𝑇®� + 𝑉®��(𝒓) + 𝑉//(𝑹) + 𝑉�/(𝒓, 𝑹)
𝜙(𝒙; 𝑹)

𝜙(𝒙; 𝑹) = 𝐸 −
𝑇®/𝜒(𝑹)
𝜒(𝑹)

. (2.5) 

In this equation, the left-hand side is a function of 𝒙 and 𝑹, and the right-hand side is a function 

only of 𝑹. It must be a function only of 𝑹 for both sides to be established for all 𝒙. Let this 

function be denoted 𝑔(𝑹) and  

𝐻¢�I ≡ 𝑇®� + 𝑉��(𝒓) + 𝑉//(𝑹) + 𝑉�/(𝒓, 𝑹), (2.6) 

where 𝐻¢�I is called as the electronic Hamiltonian. Thus, 

𝐻¢�I𝜙(𝒙; 𝑹) = 𝑔(𝑹)𝜙(𝒙; 𝑹), (2.7) 

µ𝑇®/ + 𝑔(𝑹)¶ 𝜒(𝑹) = 𝐸𝜒(𝑹). (2.8) 

Eq. (2.7) shows the eigenvalue equation about the electronic state at a fixed nuclear position 

and Eq. (2.8) is the nuclear eigenvalue equation. 𝑔(𝑹) expresses the potential energy surface 

on which the nuclear packet moves. 

 The nuclear dynamics is determined by a time-dependent Schrödinger equation for the 

time-dependent nuclear wavefunction 𝑋(𝑹, 𝑡) as 

𝑖ℏ
𝜕
𝜕𝑡
𝑋(𝑹, 𝑡) = µ𝑇®/ + 𝑔(𝑹)¶𝑋(𝑹, 𝑡). (2.9) 

To extract classical mechanics from quantum mechanics, 𝑋(𝑹, 𝑡)  is rewritten to the 

corresponding wave function in a polar representation as 

𝑋(𝑹, 𝑡) = 𝐴(𝑹, 𝑡) exp ¼
𝑖
ℏ 𝑆
(𝑹, 𝑡)¾ (2.10) 

in terms of an amplitude factor 𝐴 and a phase 𝑆 which both are real values. Substituting Eq. 

(2.10) into Eq. (2.9) and separating the real and imaginary parts, the separated equations for 𝑆 

and 𝐴 can be obtained as [5],[7]. 

𝜕𝑆
𝜕𝑡 +`

(∇¤𝑆)@	
2𝑀¤

+ 𝑔(𝑹) = ℏ@
¤

`
1
2𝑀¤¤

∇¿@𝐴
𝐴 , (2.11) 

𝜕𝐴
𝜕𝑡
+`

(∇¤𝐴)(∇¤𝑆)	
𝑀¤

+`
𝐴(∇¤@𝑆)	
2𝑀¤¤

= 0
¤

. (2.12) 
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In the classical limit ℏ → 0, Eq. (2.11) is given by  

𝜕𝑆
𝜕𝑡
+`

(∇¤𝑆)@	
2𝑀¤

+ 𝑔(𝑹) =
¤

0. (2.13) 

Eq. (2.12), which is independent of ℏ, can be rewritten as a continuity equation [7], showing 

the variation of the nuclear density |𝑋|@ = 𝐴@. By introducing  

𝑷¤ ≡ ∇¤𝑆, (2.14) 

Eq. (2.13) can be rewritten as 

𝜕𝑆
𝜕𝑡
+`

𝑷¤@	
2𝑀¤

+ 𝑔(𝑹)
¤

= 0. (2.15) 

The resulting equation is just the classical Hamiltonian–Jacobi equation with the classical 

Hamilton function  

𝐻({𝑹𝑰}, {𝑷¤}) ≡`
𝑷¤@	
2𝑀¤

+ 𝑔(𝑹)
¤

, (2.16) 

which is defined in terms of the nuclear coordinates {𝑹¤}  and their conjugate momenta 

{𝑷¤}. The Hamilton–Jacobi equation is equivalent to Newton equation of motion, given by 
𝑑𝑷¤
𝑑𝑡

= −∇¤𝑔(𝑹) (2.17) 

 or 

𝑀¤
𝑑@𝑹¤
𝑑𝑡@

= −∇¤𝑔(𝑹). (2.18) 

Therefore, the nuclear dynamics can be described as the classical trajectories on the potential 

energy surface calculated as the electronic eigenenergy 𝑔(𝑹) using Eq. (2.7). 

 

2.1.3 Preparation of initial conditions 

2.1.3.1 Sampling from Wigner distribution 

In order to obtain accurate results from ab initio molecular dynamics, it is important to 

prepare a proper ensemble of trajectories. As shown in Fig. 2.1, for vibrational ground state, 

the classical distribution is clearly different from the quantum one, in which the peak locates 

at the equilibrium value. One the other hand, both the quantum and classical distributions 

become similar for the higher vibrational state. For simulating isolated molecular systems 

under high vacuum, the Wigner distribution function [8]–[10] may be used to select the initial 
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coordinates and momentum of each nucleus for each trajectory. Each vibrational mode in a 

molecule can be assumed as a one-dimensional harmonic oscillator, and the initial coordinates 

and momentum are sampled from its Wigner distribution. For a molecule which has multiple 

vibrational modes, the total Wigner distribution function can be expressed as the product of the 

Wigner function of all vibrational modes. 

 
Fig. 2.1. Comparison of quantum (solid) and classical (dashed) probability distributions of the normal 
mode coordinate 𝑄z for the quantum states 𝑛 = 0 (top) and 10 (bottom) [11]. 

 

Wigner distribution function, which is a function of positions 𝒒  and momentum 𝒑 , 

defined as [8] 

𝑊(𝒒, 𝒑) ≡
1

(2πℏ)¦
Æ𝑑 𝒔 exp(𝑖𝒑 ⋅ 𝒔/ℏ)Ψ(𝒒 − 𝒔/2)Ψ(𝒒 + 𝒔/2), (2.19) 

where 𝒔 is a spatial variable and 𝑁 is the number of dimensions. 

The Hamiltonian of a harmonic oscillator with mass 𝑚 and angular frequency ω is  

ℋ¢ =
1
2
𝑚𝜔@𝑥d@ +

𝑝̂@

2𝑚
, (2.20) 
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where 𝑥d is the position operator and 𝑝̂ is the momentum operator. The eigenenergy ε/ for nth 

state is given as 

εÎ = ℏω¼𝑛 +
1
2¾ .

(2.21) 

The dimensionless coordinates 𝑄®  and momentum operators 𝑃® are defined as [12] 

𝑄® = U
𝑚𝜔
ℏ 𝑥d, (2.22)

𝑃® = t 1
𝑚𝜔ℏ 𝑝̂.

(2.23)
 

The Hamiltonian in Eq. (2.20) can be converted as 

𝐻¢ =
1
2𝑃
®@ +

1
2𝑄
®@, (2.24) 

and the eigenenergy is 

𝐸/ =
ε/
ℏω = 𝑛 +

1
2 .

(2.25) 

 It is known that the wavefunction for the harmonic oscillator in Eq. (2.24) in nth state is [12] 

ψ/(𝑄) = Ñπ=/@2/𝑛!ÒQ=/@𝐻/(𝑄) exp ¼−
1
2𝑄

@¾ , (2.26) 

where 𝐻/(𝑄)  is the nth Hermite polynomial. Inserting this equation into Eq. (2.19) , the 

Wigner distribution for the wavefunction of a harmonic oscillator can be given as [12] 

𝑊(/)(𝑄, 𝑃) = (−1)/(π𝑛!)𝐿/(ρ)𝑒QÕ
Ö/@, (2.27) 

 where 𝐿/(𝜌) is the nth order Laguerre polynomial and ρ is given by 

ρ@ = 2(𝑃@ + 𝑄@). (2.28) 

For the vibrational ground state, 𝑛 = 0, 𝑊(/§Ø)(𝑄, 𝑃) can be written in a simple form 

as the product of two Gaussian functions 

𝑊(/§Ø)(𝑄, 𝑃) =
1
πℏ 𝑒

QÙÖ𝑒Q[Ö. (2.29) 

In the case of a molecule with 𝑁 vibrational modes, by assuming each mode is independent, 

the Wigner distribution 𝑊(𝑸,𝑷) for all vibrational modes can be written as a product of the 

Wigner distributions of all vibrational modes, as 

𝑊(𝑄, 𝑃) =Û𝑊(𝑄p, 𝑃p)
¦

p§=

. (2.30) 
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For vibrational mode 𝑖 , in order to generate (𝑄p, 𝑃p) as a Wigner distribution in Eq. 

(2.29), Neumann’s rejection method [13] can be used. Here I show how to generate Wigner 

distribution for the vibrational ground state. To simplify the implementation, a simple form is 

used instead of Eq. (2.29) as 

𝑤p(𝑄p, 𝑃p) = 𝑒Q(ÙÝ
Ö�[Ý

Ö). (2.31) 

The sets of (𝑄p, 𝑃p)  can be generated by rejection sampling as outlined in the following 

procedure: 

1) Two random numbers 𝑄p and 𝑃p are chosen uniformly from the interval [-3, 3] (This 

interval should be increased for high vibrational states). 

2) A uniform random 𝑟p number is generated from [0, 1]. 

3) Calculate 𝑤p from Eq. (2.31) using (𝑄p, 𝑃p) obtained in 1).  

4) If 𝑤p > 𝑟p, then 𝑄p and 𝑃p are accepted; otherwise go back to 1). 

This operation for generating the sets of (𝑄p, 𝑃p) is done for all vibrational modes.  

The set of vibrational frequencies {ωp} and the corresponding normal mode vectors {𝒏p} 

at the equilibrium structure 𝑹�ß  can be calculated using quantum chemistry packages. The 

normal mode vectors {𝒏p} need to be provided in terms of mass-weighted Cartesian normal 

modes, in which an element 𝑛pà is defined as the product of the square root of the mass 𝑚à of 

the atom and displacement 𝑥pà associated with Cartesian component 𝛼, as 

𝑛pà = √𝑚à𝑥pà. (2.32) 

A set of initial geometrical structure 𝑹 and velocities of nuclei 𝒗 is obtained by sum over all 

modes and given by [11],[14],[15] 

𝑅à = 𝑅�ßà +`𝑄pt
ℏ

𝑚àωpp

𝑛pà, (2.33)

𝑣à =`𝑃pt
ℏ𝜔p
𝑚à 𝑛p

à

p

, (2.34)

 

where 𝑅à denote the element of the structure 𝑹, 𝑣à denote the element of velocity 𝒗 and 𝑚à 

is the mass of the atom associated with Cartesian component 𝛼. 

 



 

Chapter. 2 

Theoretical background 

 

 25 

2.1.3.2 Uniform random orientation 

The orientation of a rigid body in a fixed space can be described using Euler angles 

which are introduced by Leonhard Euler [16]. In Euler angles, three times sequential rotation 

are denoted by three angles and there are twelve possible sequences of rotation axes. z-x-z type 

is used to generate uniform random orientation here. The original coordinates of the target grid 

body are denoted as 𝑥, 𝑦, 𝑧. The rotated coordinates are denoted as 𝑋, 𝑌, 𝑍 and can be obtained 

as follows: 

1) Rotate the coordinate system 𝑥, 𝑦, 𝑧 about the 𝑧 axis by 𝜙. Then the new coordinate 

system 𝑥′, 𝑦′, 𝑧′ is obtained. 

2) Rotate the coordinate system 𝑥′, 𝑦′, 𝑧′ about the 𝑥′ axis by 𝜃. Then the new coordinate 

system 𝑥′′, 𝑦′′, 𝑧′′ is obtained. 

3) Rotate the coordinate system 𝑥′′, 𝑦′′, 𝑧′′  about the 𝑧′′  axis by 𝜓 . Then the rotated 

coordinate system 𝑋, 𝑌, 𝑍 is obtained. 

The rotation of the frame 𝑋, 𝑌, 𝑍 from the frame of 𝑥, 𝑦, 𝑧 can be represented by Euler angles 

(𝜙, 𝜃, 𝜓), where  
𝜙 ∈ [0, 2𝜋)
	𝜃 ∈ [0, 𝜋]
𝜓 ∈ [0,2𝜋). (2.35)

  

 

 
 Fig. 2.2: Operations in z-x-z Euler Angles.  

 

For practical use, it is necessary to represent 𝑋, 𝑌, 𝑍 in the original 𝑥, 𝑦, 𝑧 frame. At the 

beginning, the rotation matrix 𝑅ë(𝛼), which denotes the rotation about 𝑏 axis by an angle 𝛼, is 

introduced. The rotation matrices for the rotation around 𝑥, 𝑦 and 𝑧 are given by 
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𝑅í(𝛼) = î
1 0 0
0 cos 𝛼 − sin 𝛼
0 sin 𝛼 cos 𝛼

ï , (2.36) 

𝑅ð(𝛼) = î
cos 𝛼 0 sin 𝛼
0 1 0

−sin 𝛼 0 cos 𝛼
ï , (2.37) 

𝑅h(𝛼) = î
cos 𝛼 −sin 𝛼 0
sin 𝛼 cos 𝛼 0
0 0 1

ï . (2.38) 

The rotation operation around the 𝑥′ axis can be expressed using 𝑅í(𝜃) after reversely rotating 

about the 𝑧 axis by 𝜙, given as 

𝑅í{(𝜃) = 𝑅h(𝜙)𝑅í(𝜃)𝑅h(−𝜙). (2.39) 

In the same way as 𝑅í{(𝜃), by using the fact 𝑧′ = 𝑧, 𝑅h{{(𝜓) is given by 

𝑅h{{(𝜓) = 𝑅í{(𝜃)𝑅h(𝜓)𝑅í{(−𝜃). (2.40) 

Finally, the rotation matrix 𝑅(𝜙, 𝜃, 𝜓)  which represents the orientation denoted by Euler 

angles (𝜙, 𝜃, 𝜓) can be written as 

𝑅(𝜙, 𝜃, 𝜓) = 𝑅h{{(𝜓)𝑅í{(𝜃)𝑅h(𝜙)
= [𝑅í{(𝜃)𝑅h(𝜓)𝑅í{(−𝜃)]𝑅í{(𝜃)𝑅h(𝜙)
= 𝑅í{(𝜃)𝑅h(𝜓)𝑅h(𝜙)
= [𝑅h(𝜙)𝑅í(𝜃)𝑅h(−𝜙)]𝑅h(𝜓)𝑅h(𝜙)
= 𝑅h(𝜙)𝑅í(𝜃)𝑅h(𝜓). (2.41)

 

The rotation operation using 𝑅(𝜙, 𝜃, 𝜓) can be used to generate uniform orientated molecules. 

Here it should be noted that the transformation matrix is nonlinear in terms of the three angles 

𝜙, 𝜃, 𝜓. Since the weights at 𝜃 ∼ 0 and 𝜃 ∼ 𝜋 is higher, the uniformly generated 𝜙, 𝜃, 𝜓 do not 

form the uniform transformation. Therefore, to generate uniform orientated sampling, it is 

needed to reduce the weights at 𝜃 ∼ 0 and 𝜃 ∼ 𝜋. 

 

The procedure is as follows [17]: 

1) Choose three random numbers 𝑢, 𝑣, 𝑤 ∈ [0, 1]. 

2) Generate 𝜙, 𝜃, 𝜓 as 
𝜙 = 2𝜋𝑢
𝜃 = arccos(2𝑣 − 1)
𝜓 = 2𝜋𝑤. (2.42)

 

3) Rotate the molecule using 𝑅(𝜙, 𝜃, 𝜓) = 𝑅h(𝜙)𝑅í(𝜃)𝑅h(𝜓). 
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𝜙  and 𝜓  are uniformly chosen from the range of [0, 2𝜋]. On the other hand, sine 

weighted distribution of 𝜃 is generated in the range of [0, 𝜋] instead of uniform one. Here I 

show an example of uniform random orientation from a unit vector 𝑟 = (1, 0, 0) . 10000 

random numbers for 𝑢, 𝑣, 𝑤 are respectively generated in the range of [0, 1]. The distributions 

of the resulting 𝜙, 𝜃, 𝜓 are shown in Fig. 2.3. For 𝜙,𝜓, the distributions are uniform in the 

range of [0, 2𝜋], whereas it has a sine shaped distribution for 𝜃. Fig. 2.4 shows the generated 

points in the 𝑥, 𝑦, 𝑧  frame by the rotation operations using 𝑅h(𝜙)𝑅í(𝜃)𝑅h(𝜓). The points 

locate on the surface of a sphere of 1 radius which has its center at the origin. The distribution 

of the projections to 𝑥, 𝑦, 𝑧 axes are uniform as shown in Fig. 2.5. 

 

 
Fig. 2.3. The distribution of 𝜙 (left), 𝜃 (center), 𝜓 (right) calculated from randomly generated 𝑢, 𝑣, 𝑤. 
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Fig. 2.4. The random generated points by the rotation operation of 𝑅(𝜙, 𝜃, 𝜓) = 𝑅h(𝜙)𝑅í(𝜃)𝑅h(𝜓) to 
𝑟 = (1, 0, 0). 

 

 

 
Fig. 2.5. The distribution of 𝑋  (left), 𝑌  (center), 𝑍  (right) of the points randomly generated by the 
rotation operation of 𝑅(𝜙, 𝜃, 𝜓) = 𝑅h(𝜙)𝑅í(𝜃)𝑅h(𝜓) to 𝑟 = (1, 0, 0). 

 

2.1.4 Velocity-Verlet algorithm 

The time integration for Newton equation in Eq. (2.18) can be done using Velocity-

Verlet algorithm [18], given by 
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𝑹¤(𝑡 + Δ𝑡) = 𝑹¤(𝑡) + 𝒗¤(𝑡)Δ𝑡 +
𝑭¤Δ𝑡@

2𝑀 , (2.43)

𝒗¤(𝑡 + Δ𝑡) = 𝒗¤(𝑡) +
𝑭¤(𝑡) + 𝑭¤(𝑡 + Δ𝑡)

2𝑀¤
Δ𝑡, (2.44)

 

where Δ𝑡  is the time step for time evolution, 𝑀¤ , 𝑹¤ , 	𝒗¤  and 𝑭¤  denote mass, positions, 

velocities and forces of the atomic nucleus 𝐼 , respectively. This algorithm is known as a 

Symplectic integrator [19], which very nearly conserves the total energy and is particularly 

useful for long time simulations. 

 

2.1.5 Data analysis 

2.1.5.1 Identification of dissociation channels 

A parent molecule may decompose to some fragments in the simulation under the 

intense field condition. In the results of ab initio molecular dynamics, the coordinates and 

velocities of nuclei in a molecular system at each time step can be obtained. The information 

of dissociation channels must be extracted from the coordinates of nuclei. Therefore, in order 

to obtain information of the dissociation channels for a lot of trajectories, it is needed a 

systematic method to check the dissociation channel of each trajectory. Here I introduce a 

technique based on ISM (Interpretive Structural Modeling) [20] in graph theory to identify the 

dissociation channel for each trajectory. Representing a molecule as a graph, atoms and bonds 

in a molecule are represented as vertices and edges, respectively. The fragments can be 

classified by checking the reachability in the graph. As the advantage of this method, it is easy 

to implement in a program code and available to extend to large molecular systems. 

 

The procedure is as follows: 

1) Number atoms as (1,2, … , 𝑖, 𝑗, … , 𝑁).  

2) Choose a threshold 𝑑 to determine that there is a bond or not between two atoms, that 

is, to check the existence of the edge. 

3) Calculate internuclear distance 𝑟p¨ between atom 𝑖 and atom 𝑗, where 𝑖 and 𝑗 run for 1 

to 𝑁. 

4) Make a matrix 𝐴 in which element 𝑎p¨ = 1 if 𝑟p¨ < 𝑑; otherwise 𝑎p¨ = 0. The diagonal 

element is 𝑟pp = 0.  𝐴 is called as adjacency matrix. 
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5) Calculate 𝑇 = (𝐴 + 𝐼)¦Q=, where 𝐼 is identity matrix. 

6) Check the elements 𝑡p¨ in each row or column in 𝑇. If 𝑡p¨ > 0, it means atom 𝑖 and atom 

𝑗 are in a same moiety; if 𝑡p¨ = 0, it means means atom 𝑖 and atom 𝑗 are in two different 

moieties. 

 

 
Fig. 2.6. Scheme of a virtual linear tetra-atomic molecule ABCD which decomposes into A + BCD. 
The internuclear distance between A and B, B and C, C and D are assumed to be 10, 1.5, 1.5, 
respectively.  

 

Here a virtual tetra-atomic linear molecule ABCD, which decomposes into A and BCD, 

is taken as an example to show how this method works. As the first step, the atoms in ABCD 

can be numbered as A: 1, B: 2, C: 3, D: 4. Molecule A⋯BCD is assumed as linear and 𝑟=@ =

10, 𝑟@> = 1.5, 𝑟>ù = 1.5 as shown in Fig. 2.6. By choosing a threshold as 𝑑 = 2, matrix 𝐴 can 

be written as 

𝐴 = ú

0 0 0 0
0 0 1 0
0 1 0 1
0 0 1 0

û . (2.45) 

𝐴 + 𝐼 is calculated as 

𝐴 + 𝐼 = ú

1 0 0 0
0 1 1 0
0 1 1 1
0 0 1 1

û . (2.46) 

Then 𝑇 can be obtained as 

𝑇 = (𝐴 + 𝐼)> = ú

1 0 0 0
0 4 5 3
0 5 7 5
0 3 5 4

û . (2.47) 
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By checking the first row in 𝑇, that is, (1 0 0 0), it can be known that atom A has no connection 

with other atoms, namely, it is isolated. From the second row (0 4 5 3), the information that 

atoms B, C, D are in a same fragment can be obtained. Thus, the dissociation channel ABCD 

→ A + BCD can be extracted by this method. 

 

2.1.5.2 Momentum estimation of the fragment ion ejected through Coulomb explosion 

After Coulomb explosion, the parent ion decomposes into fragment ions following the 

repulsive Coulombic potential energy surface. In order to compare with the momentum or 

kinetic energy of fragment ions observed in the experiments, it needs to know these values at 

an infinite internuclear distance in ab initio molecular dynamics calculation. However, it takes 

much time to carry out ab initio molecular dynamics calculation to obtain the kinetic energy 

and the momentum of fragment ions at a long internuclear distance. Here I show a method to 

estimate the kinetic energy and the momentum of fragment ions at an infinite internuclear 

distance. 

In long internuclear distance range, a fragment ion is affected by Coulombic forces from 

other fragment ions. The potential energy of this fragment ion can be expressed using a virtual 

(or an effective) distance 𝑟 as  

𝑈(𝑟) =
𝑘
𝑟
+ 𝑈ý, (2.48) 

where 𝑘 is a constant and 𝑈ý is the potential energy at 𝑟 = ∞. The translational kinetic energy 

of this fragment ion can be written as 

𝐾(𝑟) =
𝑎
𝑟 + 𝐾ý,

(2.49) 

where 𝑎 is a constant and 𝐾ý is the translational kinetic energy of this fragment ion at 𝑟 = ∞. 

The pairs of the translational kinetic energy 𝐾(𝑟) and the distance 𝑟 can be calculated from the 

result of ab initio molecular dynamics and 𝐾ý can be obtained by fitting the function in Eq. 

(2.49) to these pairs of (𝐾(𝑟), 𝑟). The momentum 𝑷ý at 𝑟 = ∞ can be estimated by multiplied 

Z𝐾ý/𝐾(𝑟) to the momentum 𝑷(𝑟) at a certain distance 𝑟, as 

𝑷ý = t
𝐾ý
𝐾(𝑟)𝑷

(𝑟). (2.50) 
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The procedure is as follows: 

1) Take data sets with the length of 𝑙 from the result of calculation.   

2) Calculate the pairs of (𝐾(𝑟), 𝑟) for the chosen data sets, where 𝑟 is defined as the 

distance between the center of mass of the target fragment ion and that of the whole 

parent ion. 

3) Fit function of Eq. (2.49) to {(𝐾(𝑟), 𝑟)} and obtain 𝐾ý. 

4) 𝑷ý can be calculated using Eq. (2.50). 

 

For example, the extraction of the translational kinetic energies of the fragment ions H+ 

and OH+ from one trajectory in the results of ab initio molecular dynamics calculation of H2O2+ 

→ H+ + OH+ is shown here. The data sets with length of 𝑙 = 100 were chosen for fitting. 𝑟 

was calculated as the distance between the center of mass of the fragment ion and that of the 

whole parent ion. The translational kinetic energies of H+ and OH+ as a function of 𝑟 were 

fitted using Eq. (2.49) as shown in Fig. 2.7. The translational kinetic energies at 𝑟 = ∞ were 

obtained as 5.9 eV for H+ and 0.31 eV for OH+. 

 

 
Fig. 2.7. Fitting for the translational kinetic energies of H+(left) and OH+(right) as a function of virtual 
(or an effective) distance 𝑟. 

 

2.2 Time-dependent adiabatic state approach 

2.2.1 Introduction 

In order to describe the electronic and nuclear dynamics in intense laser fields, Sato et 

al. [21] proposed a description of dynamics in terms of “field-following” adiabatic states, that 
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is, time-dependent adiabatic state (TDAS) approach. They extended the concept of adiabatic 

state to the time region, that is, the electron motion follows the change of the time-dependent 

electric field. This approach is based on the approximation that the timescale of the change of 

electric field is much lower than that of electric motion. In TDAS approach, the effect of a laser 

field is included as the electric dipole interaction term into the electronic Hamiltonian. A TDAS 

|𝑛(𝒓; 𝑹, 𝑡)⟩, characterized by the nuclear coordinate 𝑹 and time 𝑡, is defined as an eigenstate 

of the instantaneous electronic Hamiltonian 𝐻¢�I(𝒓; 𝑹, 𝑡) as 

𝐻¢�I(𝒓; 𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩ = 𝐸/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩ (2.51) 

with the eigenenergy 𝐸/(𝑹, 𝑡), where the time-dependent instantaneous Hamiltonian is the sum 

of the field-free Hamiltonian and the scalar product of the dipole moment 𝝁 and the electric 

field 𝜺(𝑡) as 

𝐻¢�I(𝒓; 𝑹, 𝑡) = 𝐻¢�I(𝒓; 𝑹) − 𝝁 ⋅ 𝜺(𝑡). 		(2.52) 

The eigenenergy 𝐸/(𝑹, 𝑡) varies dependent on the electric field as shown in Fig. 2.8. 

 

 
Fig. 2.8. Potential surfaces of the lowest adiabatic state of linear CO2 at three electric field strengths 
(under symmetric stretching): 𝜀(𝑡) = 0 a.u. (solid line), the full valence configuration interaction (CI) 
calculation at 𝜀(𝑡) = 0 .1 a.u. (broken), the multiconfiguration self-consistent field (MCSCF) 
calculation at 𝜀(𝑡) = 0.1 a.u. (dotted), and CI calculation at 𝜀(𝑡) = 0.2 a.u. (dash-dotted) [22].  
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2.2.2 Time evolution 

The Hamiltonian of a molecular system is given by 

𝐻¢(𝑡) = 𝐻¢�I(𝒓; 𝑹, 𝑡) + 𝑇®(𝑹), (2.53) 

where 𝐻¢�I(𝒓; 𝑹, 𝑡) is the instantaneous electronic Hamiltonian and 𝑇®(𝑹) is the nuclear kinetic 

energy operator, given by 

𝑇®(𝑹) = −`
ℏ@

2𝑀¤
∇¤@

	

¤

. (2.54) 

The wavefunction is expressed as the linear combination of the products of the nuclear 

wavefunctions χ/(𝑅, 𝑡) and TDASs |𝑛(𝒓; 𝑹, 𝑡)⟩, that is, 

|Ψ(𝒓, 𝑹, 𝑡)⟩ =` χ/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩
/

, (2.55) 

where χ/(𝑅, 𝑡) is the nuclear wavefunction. Substitution of Eq. (2.55) into the time-dependent 

Schrödinger equation 

𝑖ℏ
∂
∂𝑡
|Ψ(𝒓, 𝑹, 𝑡)⟩ = 𝐻¢(𝑡)|Ψ(𝒓, 𝑹, 𝑡)⟩, (2.56) 

yields 

𝑖ℏ
∂
∂𝑡
` χ/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩
/

= µ𝐻¢�I(𝒓; 𝑹, 𝑡) + 𝑇®(𝑹)¶` χ/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩
/

. (2.57) 

Using the relationship in Eq. (2.51), 

𝑖ℏ`î
∂
∂𝑡 χ/

(𝑹, 𝑡)ï |𝑛(𝒓; 𝑹, 𝑡)⟩
/

+ 𝑖ℏ` χ/(𝑹, 𝑡) ¼
∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩¾

/

=` χ/(𝑹, 𝑡)𝐸/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩
/

+`µ𝑇®(𝑹)χ/(𝑹, 𝑡)¶ |𝑛(𝒓; 𝑹, 𝑡)⟩
/

(2.58)
 

Multiplying both side of Eq. (2.58) by ⟨𝑚(𝒓;𝑹, 𝑡)|,  

𝑖ℏ
∂
∂𝑡 χK

(𝑹, 𝑡) = 𝐸K(𝑹, 𝑡)χK(𝑹, 𝑡) + 𝑇®(𝑹)χK(𝑹, 𝑡)

−𝑖ℏ` χ/(𝑹, 𝑡)⟨𝑚(𝒓;𝑹, 𝑡)|
∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩

/

(2.59)
 

To calculate the nonadiabatic term ⟨𝑚(𝒓;𝑹, 𝑡)| %
%.
|𝑛(𝒓; 𝑹, 𝑡)⟩, we start from the differential of 

Eq. (2.51)  by time 𝑡, as 
∂
∂𝑡
Ñ𝐻¢�I(𝒓; 𝑹)|𝑛(𝒓; 𝑹, 𝑡)⟩Ò =

∂
∂𝑡
(𝐸/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩). (2.60) 
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After rearranging this equation, it yields 

î
∂
∂𝑡
𝐻¢�I(𝒓; 𝑹)ï |𝑛(𝒓; 𝑹, 𝑡)⟩ + 𝐻¢�I(𝒓; 𝑹) ¼

∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩¾

= î
∂
∂𝑡 𝐸/

(𝑹, 𝑡)ï |𝑛(𝒓; 𝑹, 𝑡)⟩ + 𝐸/(𝑹, 𝑡)
∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩. (2.61)

 

Multiplying both side of this equation by ⟨𝑚(𝒓;𝑹, 𝑡)|, it yields 

⟨𝑚(𝒓;𝑹, 𝑡)| î
∂
∂𝑡 𝐻
¢�I(𝒓; 𝑹)ï |𝑛(𝒓; 𝑹, 𝑡)⟩ + 𝐸K(𝑹, 𝑡)⟨𝑚(𝒓;𝑹, 𝑡)| ¼

∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩¾

= 𝐸/(𝑹, 𝑡)⟨𝑚(𝒓;𝑹, 𝑡)|
∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩. (2.62)

 

Finally, the field-induced nonadiabatic coupling can be calculated as 

⟨𝑚(𝒓;𝑹, 𝑡)|
∂
∂𝑡
|𝑛(𝒓; 𝑹, 𝑡)⟩ =

⟨𝑚(𝒓;𝑹, 𝑡)| L ∂∂𝑡 𝐻
¢�I(𝒓; 𝑹)P |𝑛(𝒓; 𝑹, 𝑡)⟩

𝐸/(𝑹, 𝑡) − 𝐸K(𝑹, 𝑡)

=
⟨𝑚(𝒓;𝑹, 𝑡)| L ∂∂𝑡 Ñ−𝝁(𝒓, 𝑹, 𝑡) ⋅ 𝜺(𝑡)ÒP |𝑛(𝒓; 𝑹, 𝑡)⟩

𝐸K(𝑹, 𝑡) − 𝐸/(𝑹, 𝑡)

=
⟨𝑚(𝒓;𝑹, 𝑡)|𝝁(𝒓, 𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩

𝐸K(𝑹, 𝑡) − 𝐸/(𝑹, 𝑡)
𝑑𝜺(𝑡)
𝑑𝑡 . (2.63)

 

Let this term be denoted as 

𝑁K/ ≡
⟨𝑚(𝒓;𝑹, 𝑡)|𝝁(𝒓, 𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩

𝐸K(𝑹, 𝑡) − 𝐸/(𝑹, 𝑡)
𝑑𝜺(𝑡)
𝑑𝑡

. (2.64) 

Thus, the time evolution can be rewritten in the matrix expression as 

𝑖ℏ
∂
∂𝑡 ú

χ=(𝑹, 𝑡)
χ@(𝑹, 𝑡)
χ>(𝑹, 𝑡)

⋮

û =

⎝

⎜
⎛
−`

ℏ@

2𝑀¤
∇¤@

	

¤

𝐈+ú

𝐸= 𝑁=@ 𝑁=> ⋯
𝑁@= 𝐸@ 𝑁@> ⋯
𝑁>= 𝑁>@ 𝐸> ⋯
⋮ ⋮ ⋮ ⋱

û

⎠

⎟
⎞
ú

χ=(𝑹, 𝑡)
χ@(𝑹, 𝑡)
χ>(𝑹, 𝑡)

⋮

û , (2.65) 

where 𝐈 is the identity matrix. 

 

2.2.3 Ab initio molecular dynamics combined with TDAS approach  

The classical trajectories can be calculated instead of the nuclear wavepacket on the 

potential energy surface of TDAS in ab initio molecular dynamics. In the adiabatic picture, the 

classical nuclear motion on the nth TDAS |𝑛(𝒓; 𝑹, 𝑡)⟩ is given by  
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𝑀¤
𝑑@𝑹¤
𝑑𝑡@

= −∇¤𝐸/(𝑹, 𝑡), (2.66) 

where 𝑀¤  and 𝑹¤  are the mass and the coordinates of the 𝐼 th nucleus, respectively. The 

potential energy 𝐸/(𝑹, 𝑡) is obtained from  

𝐻¢�I(𝒓; 𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩ = 𝐸/(𝑹, 𝑡)|𝑛(𝒓; 𝑹, 𝑡)⟩. (2.67) 

This calculation can be done using molecular orbital package programs with applying a static 

electric field at each time step. 

 

2.3 Time-dependent configuration interaction 

2.3.1 Introduction 

In intense laser fields, the strong interaction of the light field and molecules can induce 

various characteristic phenomena. For larger systems, some approximations are needed to 

describe the light-matter interaction. To treat many-body electronic dynamics in intense fields, 

the time-dependent Schrödinger equation can be calculated based on the molecular orbital 

approach. This method is called time-dependent configuration interaction (TD-CI) [23]–[27] 

where the laser effect is included as the electric dipole interaction. The eigenenergy and the 

transition dipole matrix elements can be calculated using molecular orbital package programs.  

 

2.3.2 Time evolution 

The time-dependent Schrödinger equation with the semi-classical electric dipole 

approximation for the electronic wavefunction Ψ(𝑡) is given by 

𝑖ℏ
𝜕
𝜕𝑡
Ψ(𝑡) = [𝐻�I − 𝝁 ⋅ 𝜺(𝑡)]Ψ(𝑡), (2.68) 

where 𝐻�I  is the field-free electric Hamiltonian, 𝝁 ⋅ 𝑬(𝑡) is the dipole coupling term which 

consists of the electric dipole moment 𝝁  and the electric field 𝜺(𝑡) . The electronic 

wavefunction Ψ(𝑡) is written as the linear combination of the eigenfunction 𝜙/ of 𝐻�I with the 

eigenenergy 𝐸/, as 

Ψ(t) =`𝐶/(𝑡)𝜙/
Î

, (2.69) 

𝐻�I𝜙/ = 𝐸/𝜙/. (2.70)

Substituting Eq. (2.69) into Eq. (2.68), we obtain 
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𝑖ℏ
𝜕
𝜕𝑡
`𝐶/(𝑡)𝜙/
Î

= [𝐻�I − 𝝁 ⋅ 𝜺(𝑡)] î`𝐶/(𝑡)𝜙/
Î

ï

=`𝐶/(𝑡)𝐸/𝜙/
Î

−`𝐶/(𝑡)𝝁 ⋅ 𝜺(𝑡)𝜙/
Î

. (2.71)
 

Multiplying both side of this equation by ϕK	
∗  and integrating over the whole space, it yields  

𝑖ℏ
𝜕
𝜕𝑡
𝐶K(𝑡) = 𝐸K𝐶K(𝑡) −`𝝁K/ ⋅ 𝜺(𝑡)

/

𝐶/(𝑡), (2.72) 

where 𝝁K/ is the transition dipole matrix element, given by 

𝝁K/ ≡ ⟨𝜙K|𝝁|𝜙/⟩. (2.73)

The time propagation of the coefficient vector 𝑪(𝑡) can be carried out by using a split operator 

technique [28] with 

𝑪(𝑡 + Δ𝑡) = 2 Û 𝑼ß
4𝑒p𝝁5𝜺5(.)6.𝑼ß

ß§í,ð,h

7 𝑒Qp89:6.𝑪(𝑡), (2.74) 

where 𝑼ß (𝑞 = 𝑥, 𝑦, 𝑧) is a unitary matrix describing the transformation between the eigenstate 

basis set and the basis set in which the dipole matrix 𝝁ß is diagonal.  



 

Chapter. 2 

Theoretical background 

 

 38 

Reference  

[1] M. Born and R. Oppenheimer, Ann. Phys. 389, 457 (1927). 

[2] R. Car and M. Parrinello, Phys. Rev. Lett. 60, 204 (1988). 

[3] D.K. Remler and P.A. Madden, Mol. Phys. 70, 921 (1990). 

[4] M.E. Tuckerman, P.J. Ungar, T. Von Rosenvinge, and M.L. Klein, J. Phys. Chem. 100, 

12878 (1996). 

[5] M.E. Tuckerman, J. Phys. Condens. Matter 14, 1297 (2002). 

[6] K. Laasonen, Methods Mol. Biol. 924, 29 (2013). 

[7] D. Marx, An Introduction to Ab Initio Molecular Dynamics Simulations (John von 

Neumann Institute for Computing, Jülich, NIC Series, 2006). 

[8] E. Wigner, Phys. Rev. 40, 749 (1932). 

[9] S. Goursaud, M. Sizun, and F. Fiquet-Fayard, J. Chem. Phys. 65, 5453 (1976). 

[10] E.J. Heller, J. Chem. Phys. 65, 1289 (1976). 

[11] L. Sun and W.L. Hase, J. Chem. Phys. 133, 044313 (2010). 

[12] J.P. Dahl and M. Springborg, J. Chem. Phys. 88, 4535 (1988). 

[13] J. von Neumann, in Monte Carlo Method, edited by A.S. Householder, G.E. Forsythe, and 

H.H. Germond (US Government Printing Office, Washington, DC, 1951), pp. 36–38. 

[14] S.Y.Y. Wong, D.M. Benoit, M. Lewerenz, A. Brown, and P.N. Roy, J. Chem. Phys. 134, 

1 (2011). 

[15] M.K. Ganesa Subramanian, R. Santra, and R. Welsch, Phys. Rev. A 98, 063421 (2018). 

[16] L. Euler, Novi Comment. Acad. Sci. Petropolitanae 20, 189 (1776). 

[17] X. Perez-Sala, L. Igual, S. Escalera, and C. Angulo, in Robot. Vis. (IGI Global, 2012), pp. 

23–42. 

[18] L. Verlet, Phys. Rev. 159, 98 (1967). 

[19] D. Donnelly and E. Rogers, Am. J. Phys. 73, 938 (2005). 

[20] J.N. Warfield, IEEE Trans. Syst. Man Cybern. 4, 405 (1974). 

[21] Y. Sato, H. Kono, S. Koseki, and Y. Fujimura, J. Am. Chem. Soc. 125, 8019 (2003). 

[22] H. Kono, S. Koseki, M. Shiota, and Y. Fujimura, J. Phys. Chem. A 105, 5627 (2001). 

[23] P. Krause, T. Klamroth, and P. Saalfrank, J. Chem. Phys. 123, 1 (2005). 

[24] H.B. Schlegel, S.M. Smith, and X. Li, J. Chem. Phys. 126, 244110 (2007). 

[25] F. Remacle, R. Kienberger, F. Krausz, and R.D. Levine, Chem. Phys. 338, 342 (2007). 



 

Chapter. 2 

Theoretical background 

 

 39 

[26] L. Greenman, P.J. Ho, S. Pabst, E. Kamarchik, D.A. Mazziotti, and R. Santra, Phys. Rev. 

A 82, 023406 (2010). 

[27] T. Klamroth, J. Chem. Phys. 124, 144310 (2006). 

[28] T. Klamroth, Phys. Rev. B 68, 245421 (2003). 



 

Chapter. 3 

Dissociation and ionization dynamics of water molecule in intense laser fields 

 

 40 

Chapter 3.  

Dissociation and ionization dynamics of water molecule in intense 

laser fields 

 

Abstract 

In order to investigate dissociation dynamics of water molecules in a near-IR femtosecond 

intense laser pulse, we performed ab initio molecular dynamics calculations combined with the 

time-dependent adiabatic state approach. We showed that H+ is produced from H2O2+ not only 

by the two-body dissociation but also by the three-body dissociation and that the kinetic energy 

distributions of H+ for the two-body dissociation are in good agreement with the corresponding 

experimental data. We also performed time-dependent configuration interaction calculations 

to estimate the ionization probability of H2O2+ and confirmed that H2O2+ is ionized to H2O3+ 

by the charge-resonance enhanced ionization mechanism. 

 

3.1 Introduction 

 When molecules are exposed to an intense laser field, they are strongly coupled with the 

light field and their structural deformation and bond breaking processes are governed by the 

light-dressed potential energy surfaces as long as the temporal variation of the electric field of 

light is slow enough so that electrons follow it adiabatically [1]–[5]. In the early studies of the 

Coulomb explosion processes of linear and bent triatomic molecules [6],[7], proceeding after 

molecules are multiply ionized by an intense femtosecond laser field, it was shown that the 

geometrical structure of molecules can vary to a large extent through the interaction with the 

light field.  

In order to understand theoretically this structural deformation of molecules in a 

femtosecond laser field, we need to consider not only the interaction of neutral molecules with 

the light field but also the interaction of the singly and multiply charged molecules with the 

light field because the ionization proceeds within the femtosecond laser field.  However, it has 

been a difficult task to treat theoretically this complex process in which the charge number of 
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molecules increases within the laser field while the structural deformation proceeds 

simultaneously.  

In the present study, we investigate theoretically the interaction of a water molecule 

(H2O), one of the simplest triatomic molecules, with an intense near-IR femtosecond laser field 

by treating explicitly the interactions of H2O, H2O+, H2O2+, and H2O3+ with the laser field and 

examine if the released kinetic energies of H+ (a proton) produced after the fragmentation 

processes can consistently reproduce those obtained by previous experimental studies. 

Two decades ago, the Coulomb explosion of multiply charged water molecules created 

by the irradiation of  near-IR intense laser pulses were investigated by Sanderson et al. [8] and 

Liu et al. [9]. Sanderson et al. [8] used laser pulses whose parameters are l = 790 nm, Dt = 50 

fs, and I = 3×1016 W/cm2 while Liu et al.5 used laser pulses whose parameters are l = 800 nm,  

Dt = 100 fs, and I = 1.2×1015 W/cm2, where l, Dt, and I denote respectively the wavelength, 

pulse duration, and the peak laser-field intensity. Both of these groups found that the O-H 

distance increases and the H-O-H angle becomes larger by the time when multiply charged 

water molecules are created within the laser field.  Later, in 2005, Légaré et al. [10] investigated 

the structural deformation of D2O using much shorter laser pulses whose laser parameters are 

l = 800 nm,  Dt = 8 fs, and I = ~5×1015 W/cm2 and showed that the structural deformation of 

D2O hardly occurs when D2O4+ is created within the 8-fs laser pulse.  

In 2006, Nakano et al. [11]  recorded the momentum distributions of H+ ejected from 

H2O ionized by the irradiation of near-IR (l = 800 nm) laser pulses (Dt = 8 fs and I = 1.6×1015 

W/cm2; Dt = 20 fs and I = 0.64×1015 W/cm2).  They found in the momentum distribution of H+ 

that a peak appearing at 32.4×103 u m/s (corresponding to the kinetic energy of 5.40 eV) at Dt 

= 8 fs increases only slightly to 32.6×103 u m/s (5.47 eV) when Dt is changed to 20 fs.  They 

also found that a peak appearing at 45.8×103 u m/s (10.8 eV) at Dt = 8 fs decreases largely to 

41.6×103 u m/s (8.90 eV) when Dt is changed to 20 fs.  On the basis of this characteristic 

difference in the dependences of the momentum release on the laser pulse duration, they 

suggested that the peak at ~5.4 eV can be assigned to H+ ejected from H2O2+ by the two-body 

Coulomb explosion; H2O2+ → H+ + OH+, and that a peak appearing above 8 eV can be assigned 

to H+ ejected from the three-body Coulomb explosion of H2O3+; H2O3+ → H+ + O+ + H+. 
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In 2015, Liu et al. [12] irradiated water molecules with near-IR (l = 800 nm) shorter (Dt 

= 7 fs and I = 1.6×1015 – 3.0×1015 W/cm2) and longer (Dt = 25 fs and I = 1.2×1015 – 2.1×1015 

W/cm2) femtosecond laser pulses and detected the fragment ions in coincidence to investigate 

the three-body Coulomb explosion of H2O3+ and H2O4+. For the three-body Coulomb explosion 

of H2O3+, H2O3+ → H+ + O+ + H+, they showed that a peak in the kinetic energy distribution 

appearing in the range of 10-12 eV at Dt = 7 fs decreased by about 2 eV when the pulse duration 

was changed to 25 fs, which is consistent with the dependence of the kinetic energy of H+ on 

the pulse duration reported by Nakano et al. [11]. Therefore, as long as the peak laser field 

intensity of near-IR laser pulses is in the range of 1×1015 < I < 2×1015 W/cm2, a peak in the 

kinetic energy distribution of H+ is located at around 11 eV when Dt = 7-8 fs and at around 9 

eV when Dt = 20-25 fs.  

In the following sections, we will examine if these assignments made based on the 

experimental results can be supported by theoretical calculations in which the interaction with 

an intense laser field is explicitly included at the respective charge states of H2O. First, we 

perform ab initio molecular dynamics calculations combined with the time-dependent 

adiabatic state approach [13] to treat the nuclear dynamics of H2O+ on the time-dependent 

adiabatic state (TDAS) potential prior to the ionization to H2O2+ and that of H2O2+ on the TDAS, 

from which we derive the kinetic energy distribution of H+ produced from H2O2+. Then, we 

perform time-dependent configuration interaction calculations to estimate the ionization 

probability of H2O2+ to H2O3+ in order to clarify the role of the enhanced ionization process 

[14],[15], which has been considered as the mechanism by which the kinetic energy of H+ 

becomes smaller when Dt increases [12],[16]. 
 

3.2  Results and discussion 

3.2.1 Coulomb explosion of H2O2+ 

In order to mimic the experimental conditions of Ref. [11], we calculate the TDASs of 

H2O, H2O+ and H2O2+ in the presence of a linearly polarized near-IR (l = 800 nm) laser electric 

field for the two different sets of laser parameters;  (Dt, I)  = (8 fs, 1.6×1015 W/cm2) and (20 fs, 

0.64×1015 W/cm2) by the complete active space self-consistent field (CASSCF) [17] method 

with the basis set of 6-311+G(d,p) implemented in the Gaussian 09 package [18]. The CASSCF 
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active space contains all 6 valence molecular orbitals composed of the 2s, 2p atomic orbitals 

for O and 1s for H [19]. We perform the calculations using the larger basis set,  “aug-cc-pVTZ” 

and “the basis set consisting of aug-cc-pVQZ for oxygen and aug-cc-pVTZ for hydrogen,” and 

confirm that the precision of the calculations with the 6-311+G(d,p) basis set is sufficiently 

high.  

We assume that the laser pulses have a Gaussian envelope with a sine-type wave form, 

that is, the carrier envelope phase is p/2.  We also assume that the laser polarization direction 

is parallel to the line connecting the two H atoms in H2O, which is parallel to the molecular b-

axis, because we find no three-body dissociation proceeds when the laser polarization direction 

is set to be parallel to the a-axis or to the c-axis. 

We set the t = 0 at the temporal center of the laser pulses and start the classical trajectory 

calculations from t = -20 fs for the 8 fs pulse and from t = -50 for the 20 fs pulse with neutral 

H2O prepared at the equilibrium geometrical structure in the electronic ground state obtained 

at the CASSCF level. We create a set of 100 molecular geometries and velocities using 

harmonic-oscillator Wigner distributions for the respective three vibrational modes in the 

vibrational ground state [20] and run the trajectories on the TDAS for the period of 500 fs with 

a time step of 0.1 fs. We solve the Newton’s equation by the velocity-Verlet method. 

In the course of the calculation, we change the TDAS from the lowest-energy TDAS of neutral 

H2O to the lowest-energy TDAS of H2O+ when the laser field intensity exceeds 1×1013 W/cm2, 

corresponding to the appearance laser field intensity of H2O+ (Ref. [21]), reflecting the fact that 

the ionization to cation proceeds in the leading edge of the laser pulse. We adopt this model of 

single ionization timing because the geometrical structures of H2O and H2O+ are close to each 

other under the 8 fs and 20 fs laser pulses, and consequently, the ionization timing has only 

little effect on the dynamics in the later stage. 

  We then change the TDAS to the lowest-energy TDAS of H2O2+ at the timings within 

the laser pulse when the amplitude of the electric field of light takes the local maxima whose 

field intensity exceeds 1014 W/cm2. The number of the timings for the 8 fs laser pulse is 12 and 

that for the 20 fs laser pulse is 24. At each timing of the double ionization, the trajectories on 

the lowest-energy TDAS of H2O+ start running on the lowest-energy TDAS of H2O2+. It is 

assumed that the velocities of the nuclei do not change at the timings of the change in the 

charge states, that is, at the timings of the switching from neutral to cation and the switching 
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from cation to dication. In the course of the trajectory calculations, we judge that the 

dissociation is completed when one of the O-H distances exceeds 15 Å.  

In order to derive the kinetic energy of the H+ fragment, we calculate the distribution K(R) of 

the kinetic energy of H+ with respect to the center of gravity of the entire molecule as a function 

of the distance R between H+ and the center of gravity, and fit the results to the formula,  

𝐾(𝑅) =
𝑎
𝑅 + 𝐾ý,

(1)	 

where a is a constant and 𝐾ý represents the kinetic energy of the H+ fragment ejected from the 

Coulomb explosion. 

In the MD simulation, we find that H2O2+ decomposes through the following two 

dissociation channels; the two-body dissociation, 

H2O2+ → H+ + OH+,      (2) 

and the three-body dissociation, 

H2O2+ → H+ + O + H+.     (3) 

For the 8 fs pulse, the kinetic energy distributions obtained for the 12 timings of the 

ionization from H2O+ and H2O2+ are summed up with equal weights, and for the 20 fs pulse, 

those obtained for the 24 timings. The results are shown in Figs. 3.1(a) and 3.1(b) for the 8 fs 

pulse and the 20 fs pulse, respectively.  

In the kinetic energy distribution of the two-body dissociation channel (2), a single peak 

appears at 5.5 eV (32.7×103 u ms-1) for the 8 fs pulse and at 5.7 eV (33.3×103 u ms-1) for the 

20 fs pulse excitation. The kinetic energy values of these peak positions are in good agreement 

with the experimental momentum distributions of H+ reported in Ref. [11] in which a peak 

appears at 32.4×103 u ms-1 (5.40 eV) for the 8 fs pulse and 32.6×103 u ms-1  (5.47 eV)  for the 

20 fs pulse excitation, which confirmed the assignment of the corresponding peak profile in 

the experimental kinetic energy distributions in the previous studies (Ref. [22]) to the two-body 

dissociation of D2O2+;  D2O2+→ D+ + OD+. 
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Fig. 3.1. The kinetic energy distributions of H+ ejected from H2O2+ via the two-boy dissociation channel 
(solid line: H2O2+ → H+ + OH+) and via the three-body dissociation channel (dotted line: H2O2+ → H+ 
+ O + H+) obtained when H2O starts interacting with near-IR (l = 800 nm) laser pulses whose pulse 
durations and peak light-field intensities are (a) 8-fs and 1.6×1015 W/cm2 and (b) 20-fs and 0.64×1015 
W/cm2. 

 

It can be seen commonly in Figs. 3.1(a) and 3.1(b) that the kinetic energy distribution 

of the three-body dissociation channel (3), H2O2+→ H+ + O + H+, exhibit a broad structure.  

The broad structure for the 8 fs laser pulse covers the range of 0.5-15 eV (10–54×103 u ms-1)   

and that for the 20 fs laser pulse covers the range of 0.5-20 eV (10–62×103 u ms-1).   Therefore, 

the broad baseline structure appearing in the experimental data in the range of 10-62×103  u 

ms-1 reported before (Ref. [11]) can be assigned to the three-body dissociation of H2O2+. 

 Next, we examine the effect of the timings of the ionization from H2O+ to H2O2+. In 

Figs. 3.2(a) and 3.2(b), we show respectively the kinetic energy distribution of H+ ejected from 

H2O2+ through the two-body dissociation channel at the 12 ionization timings and through the 

three-body dissociation channels at the 24 ionization timings.  

 It can be seen in both 8 fs and 20 fs cases that, in the earlier part of the laser pulse, the 

three-body dissociation dominates the two-body dissociation and the distribution for the three-

body dissociation shifts toward the lower kinetic energy side as the ionization occurs at the 

later timing. On the other hand, in both 8 fs and 20 fs cases, the two-body dissociation 

dominates in the later part of the laser pulse and the peak profile of the two-body dissociation 

exhibits almost the same position at around 5.5 eV (33×103 u ms-1). 
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The kinetic energy distributions of H+ can be influenced by the depletion associated 

with the further ionization to H2O3+ and by the ionization rate to H2O2+, both of which may 

vary depending on the ionization timing. Even though we did not take into account these two 

effects, the resultant kinetic energy distributions are in good agreement with the experimental 

results, suggesting that these two effects may not be significantly large. 

 

 

Fig. 3.2. The kinetic energy distributions of H+ ejected through the two-body and three-body 
dissociation of H2O2+ at the different timings of the ionization from H2O+ to H2O2+ for the 8 fs pulse (a) 
and the 20-fs pulse (b). The numbers shown on the left side of each frame are the ionization timings. 
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In order to interpret the dependences of the kinetic energy distributions on the 

ionization timing shown in Fig. 3.2, we examine the structural deformation in the stages of 

H2O and H2O+ until the timing of the ionization to H2O2+.  In Fig. 3.3, the length of one of the 

two O-H bonds of H2O and H2O+ is shown as a function of time for the 8 fs and 20 fs cases. In 

the case of the 8 fs pulse shown in Fig. 3.3(a), except five trajectories exhibiting the dissociation 

into H + OH+, the O-H bond length shows the oscillation in the range of 0.9-1.5 Å. In the case 

of the 20 fs pulse shown in Fig. 3.3(b), no dissociating trajectories are found and the O-H bond 

length shows the oscillation in the range of 0.9-1.3 Å. These results show that the O-H bond 

length of H2O+ oscillates within the molecular domain and that the dissociation does not 

proceed by the irradiation of the 8 fs or 20 fs intense laser pulse except the minor dissociation 

into H + OH+ appearing only in the 8 fs case. 

 

 

 

 
Fig. 3.3. The O-H bond length of H2O and H2O+ as a function of time for the 8 fs pulse (a) and 20 fs 
pulse (b). The vertical broken line shows the timing of the ionization from H2O to H2O+. The shaded 
area in each frame shows the envelope of the laser pulse. We start calculations from t = -20 for the 8 fs 
pulse and from t = -50 for the 20 pulse.  
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Because the structural changes in H2O+ is found to be small and H2O+ stays in the 

molecular domain during the period of the interaction with the intense laser field, the origin of 

the variation in the kinetic energy distributions as a function of the ionization timing shown in 

Fig. 3.2 for the three-body dissociation channel can be ascribed to the variation in the time-

dependent adiabatic surface (TDAS) of a dication, H2O2+, as explained below. 

In Fig. 3.4, the variation of the O-H distance in the course of the three-body dissociation 

into H+ + O + H+ is shown after the dication, H2O2+ is created at the three different ionization 

timings at -13.8, -7.2, and -0.7 fs, within the 20 fs laser field. As shown in Fig. 3.4(a), if the 

ionization timing is -13.8 fs, the O-H distance increases to reach around 2.0 Å by the time when 

the light field intensity becomes maximum at t = 0 fs.  In the time zone around the maximum 

intensity, the TDAS is largely deformed by the dipole interaction so that H+ can gain large 

kinetic energy after the dissociation.  Indeed, as shown in Fig. 3.4(d), the kinetic energy of H+ 

increases rapidly after t = 0.  On the other hand, as shown in Fig. 3.4(c), if the ionization timing 

is -0.7 fs, the O-H distance cannot be stretched so much and is still in the molecular domain of 

around 1.0 Å at the time when the light field intensity becomes maximum at t = 0 fs. 

Consequently, as shown in Fig. 3.4(f), the increase in the kinetic energy of H+ becomes slower 

than in the earlier ionization timings. It can also be seen in Fig. 3.4(g)-(i) that the H-O-H angle 

becomes larger in the course of the three-body dissociation. 

Therefore, it can be said that, when H2O2+ is created in the earlier part of the laser pulse, 

the duration of the period of the interaction with the intense laser field becomes longer, so that 

the energy gained from the light field becomes larger in the three-body dissociation. 
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Fig. 3.4. The time evolutions of the length of one of the two O-H bonds, the kinetic energy of one of 
the two ejected H+s, and the H-O-H bond angle of H2O2+ in the course of the three-body dissociation 
into H+ + O + H+ obtained when H2O2+ is created at the ionization timings at -13.8, -7.2, and -0.7 fs in 
the 20 fs laser pulse.  The timings are those with respect to the temporal center of the laser pulse, which 
is set to be t = 0. It is confirmed that the length of the other O-H bonds and the kinetic energy of the 
other H+ behave in the same manners as above, respectively. 
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3.2.2 Ionization probability of H2O2+ 

 As shown in the preceding section, when H2O starts interacting with the 8 fs or 20 fs 

laser pulses, the O-H internuclear distance is kept in the molecular domain in H2O and H2O+ 

and the stretch of the O-H distance to the large extent is realized only after H2O2+ is created in 

the three-body decomposition channel.  Therefore, considering the experimental finding [11] 

that the kinetic energy distribution of H+ ejected through the three-body Coulomb explosion 

from H2O3+, H2O3+ → H+ + O+ + H+, obtained with the 20 fs laser pulse is lowered by as much 

as 2 eV from that obtained with the 8 fs laser pulse, it is probable that the ionization from H2O2+ 

to H2O3+ is enhanced at the stretched molecular geometry, which is commonly known as the 

charge resonance enhanced ionization [14],[15].   

In order to clarify the role of the charge resonance enhance ionization, we perform the 

calculations by the time-dependent configuration interaction method with the complete active 

space expansion (TD-CASCI) to estimate the ionization probability of H2O2+ in the intense 

laser field. The time-dependent electronic Schrödinger equation within the dipole 

approximation at fixed molecular structures is solved in which the eigenenergies and transition 

dipole moments are calculated at the state-averaged CASSCF [23],[24] level of theory 

combined with the aug-cc-pVTZ basis set [25] implemented in the Molpro2015 package [26]. 

The size of the basis set is considered to be sufficiently large to describe the enhanced 

ionization as was reported by Kraus et al. [27]  The time propagation is performed by using a 

split operator technique [28].  

We assume that both of the two O-H bonds stretch equally, so that the three-body 

dissociation, 

H2O2+  → H+ + O + H+, 

proceeds. In the estimation of the ionization probability, the H-O-H bond angle is also varied 

as an independent structural parameter.  The O-H internuclear distance r is varied from 0.5 Å 

to 3.0 Å with an equal interval of 0.1 Å and the H-O-H bond angle q is varied from 100° to 

180° with an equal interval of 10°. We calculate the ionization probabilities at the respective 

mesh points having the different O-H internuclear distance and the H-O-H bond angle.  

In order to estimate the extent of the increase in the ionization probability at a given 

molecular structure, we make H2O2+ interact with the ultrashort near-IR (l = 800 nm) light 

pulse having the pulse width of 3 fs. We assume that the laser pulses have a Gaussian envelope 



 

Chapter. 3 

Dissociation and ionization dynamics of water molecule in intense laser fields 

 

 51 

with a sine-type wave form whose carrier envelope phase is p/2 and that the maximum laser 

field intensity is 0.5×1015 W/cm2.  We also assume that the laser polarization direction is 

parallel to the line connecting the two H atoms in H2O.  

We include the lowest 100 electronic states of H2O2+ obtained by the state-averaged 

CASSCF method in the TD-CASCI calculations. We assume that ionization proceeds from the 

electronic states whose energies are higher than the ionization threshold EIP(r, q), which is 

defined as the difference between the field-free energy of the electronic ground state of H2O3+, 

and that of the electronic ground state of H2O2+ at a given set of the geometrical parameters (r, 

q). The numbers of states whose energies are above EIP(r, q) at the different molecular 

structures are in the range of 60-70. We define the ionization probability P(r, q) as the sum of 

the populations in the electronic states whose energies are higher than EIP(r, q)  at the end of 

the light pulse because the enhanced ionization rate is considered to be proportional to the 

depletion in the population of the intermediate resonance states [2],[29]. 

 The results of the calculation plotted in Fig. 3.5(a) shows that the ionization is enhanced 

especially when 2.5 Å < r < 2.8 Å and 150° < q by the charge-resonance enhanced ionization. 

Figure 3.5(b) shows the trajectories of H2O2+ drawn using the time evolution of the O-H 

distance (Fig. 3.4(a)) and the H-O-H angle (Fig. 3.4(g)) when the timing of the ionization into 

H2O2+ is -13.8 fs with the area of the enhanced ionization shown in Fig. 3.5(a). It can be seen 

in Fig. 3.5(b) that the trajectories evolve and move into the area of the enhanced ionization, 

which explains well that the ionization to H2O3+ is enhanced in the course of the nuclear motion 

proceeding on the TDAS of H2O2+.  

By separate calculations, we perform simulations using different laser field intensities 

in the range of 0.3-1.4 PW/cm2 and different laser pulse durations at 2 fs and 4 fs. We also 

perform simulations using a cosine-type wave form. In all these cases of the laser parameters, 

we confirmed that the O-H distances at which the ionization is enhanced are in the ranges of 

2.5 Å < r < 2.8 Å. 

 The experimental kinetic energies of H+ reported by Nakano et al. [11], 10.8 eV for the 

8 fs pulse and 8.9 eV for the 20 fs pulse can be converted respectively to the O-H distances of 

1.7 and 2.0 Å just before the three-body Coulomb explosion when q is assumed to be in the 

range of 140°-180°. Therefore, it can be said that the trajectories can reach r = 2.0 Å on the 

TDAS of H2O2+ when the pulse duration is 20 fs, so that the ionization to H2O3+ is enhanced 
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more than in the case of the 8 fs pulse, in which the trajectories cannot go beyond 1.7 Å before 

the ionization to H2O3+. 

We also perform the TD-CASCI calculations by setting the laser polarization direction 

to be parallel to the direction of the bisector of the H-O-H angle and by setting it to be 

perpendicular to the molecular plane, and confirm that, in both of these two cases, the 

ionization probabilities from H2O2+ to H2O3+ are smaller by six orders of magnitude than in the 

case treated above, reflecting the fact that the transition dipole responsible for the electronic 

excitations of H2O2+ is along the b2 axis as long as H2O2+ keeps C2v molecular symmetry.  

 

 

Fig. 3.5. (a) The dependence of the ionization probability of H2O2+ to H2O3+ on the O-H distance and 
the H-O-H angle calculated by the time-dependent configuration interaction method with the complete 
active space expansion (TD-CASCI). (b) The trajectories on the TDAS of H2O2+ obtained in Sec. 2.1 
when the ionization timing is -13.8 fs with the area of the ionization enhancement shown in (b). The 
laser polarization direction is represented by 𝜀. 

 

3.3 Summary 

We have investigated theoretically the structural deformation and dissociation dynamics 

of H2O, H2O+, and H2O2+ in a near-IR (l = 800 nm) femtosecond intense laser pulse by ab 

initio molecular dynamics calculations combined with the time-dependent adiabatic state 

approach. We have shown that the peak positions in the kinetic energy distribution of H+ 

ejected through the two-body dissociation of H2O2+; H2O2+ → H+ + OH+, are in good agreement 

with the experimental data in both 8 fs and 20 fs cases and that, when the double ionization 

proceeds in the earlier part of the laser pulse, the three-body dissociation of H2O2+; H2O2+ → 
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H+ + O + H+, dominates, resulting in the broad kinetic energy distribution covering the ranges 

of 0.5-15 eV (10–54×103 u ms-1 ) for the 8 fs pulse and 0.5-20 eV (10–62×103 u ms-1) for the 

20 fs pulse.    

We have also performed time-dependent configuration interaction calculations to 

estimate the ionization probability of H2O2+ to H2O3+ and found that the ionization probability 

is enhanced largely when the two O-H bonds stretch to 2.5-2.8 Å and the H-O-H angle becomes 

larger than 150° in the linearly polarized light field This finding shows the creation of H2O3+, 

leading to the ejection of H+ via the three-body Coulomb explosion, H2O3+ → H+ + O+ + H+, 

proceeds by the charge-resonance enhanced ionization [14],[15] of H2O2+ to H2O3+. 
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Chapter 4.  

Extension of heuristic model to estimate ionization rate 

 

This chapter is not published because it is scheduled to be published in journals or other 

publications within five years. 
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Chapter 5.  

Summary and future perspectives 

In this thesis, I performed theoretical calculations to investigate the molecules in intense 

laser fields. 

In Chapter 3, I performed theoretical calculations and established the assignment of the 

observed peak profiles to interpret the experimental findings. In the previous study [1], it was 

found that the momentum distribution of protons ejected from H2O in an ultrashort intense 

laser field exhibited multiple peak profiles and that these profiles vary sensitively to the laser 

pulse. First, I performed ab initio molecular dynamics calculations combined with the time-

dependent adiabatic state approach [2] to examine the effect of the laser field on the momentum 

distribution of protons ejected from H2O2+. I also performed time-dependent configuration 

interaction calculations with complete active space expansion to examine the ionization 

process of H2O2+.   

I showed that the peak positions of the momentum distribution of H+ ejected through 

the two-body dissociation of H2O2+ are in good agreement with the experimental data. I also 

revealed that the charge resonance enhanced ionization of H2O2+ plays an import role in the 

formation of H2O3+. 

In Chapter 4, I developed the extension of heuristic model proposed by Klinkusch et al. 

[3] in which the ionization process is treated using complex energies in energy space in the 

time-dependent configuration interaction singles method. The complex energies are calculated 

from the orbital energies with an arbitrary length parameter 𝑑 . This heuristic model was 

extended to be implementable in the general class of time-dependent configuration interaction 

methods. 

I demonstrated the original heuristic model and the extended heuristic model to 

calculate resonance enhanced ionization rates of H2+ and H2. The results basically reproduced 

the curves of the ionization rates as a function of internuclear distance calculated in the previous 

study using grid-based time-dependent Schrödinger equation [4] and full-dimensional time-

dependent Schrödinger equation [5]. 

I expect that this extended heuristic model can be combined with ab initio molecular 

dynamics using the time-dependent adiabatic state approach so that we can describe the 

molecular dynamics with the ionization process in intense laser fields. By calculating semi-

classical electronic time-dependent Schrödinger equation in the time-dependent adiabatic state 
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picture simultaneously with the nuclear moving at each time step, the ionization probability is 

expected to be estimated for simulating the ionization process in ab initio molecular dynamics 

calculation. This may help us to understand phenomena of molecules in intense fields. 
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