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Chapter 1 General introduction

1.1 Lithium ion battery

Among rechargeable batteries that can be charged and discharged repeatedly, high-power

and compact lithium ion batteries (LIB) have been popularized mainly for small devices

since the commercialization of LIBs in 1990s. [1, 2] Figure 1.1 schematically shows the

basic structure and operating principle of LIB. LIB consists of a positive electrode, a

negative one, and an electrolyte between the two. In LIB, Li ions transfer from the

Electrolyte

Li+

V
Positive

electrode

Negative

electrode

Figure 1.1: Schematic illustration of lithium ion battery. During the charging process,
lithium ions move from the positive electrode to the negative electrode through the
electrolytic solution as shown in the figure. Conversely, during the discharging process,
lithium ions move from the negative electrode to the positive electrode.
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4 1. General introduction

positive electrode to the negative one through the electrolyte during a charging process,

and vice versa during a discharging process. Nowadays, most of commercially available

products of LIBs consist of LiCoO2, graphite, and organic solvent-based LiPF6 solutions

for the positive, negative electrodes, and electrolyte, respectively.

In 2019, the Nobel Prize in Chemistry was awarded to three scientists, Whittingham,

Goodenough, and Yoshino, who contribute to development of LIB. It is definite that the

award reflects recent growth of social expectations and importance of LIB. For example,

stable power supply becomes possible by using a temporary power storage facility even

though stability of solar and/or wind power generations strongly depend on the weather.

In addition, a conventional fossil fuel vehicle can be replaced by an electric one with an

electric storage device. In anticipation of such social demands, LIB has been required

to be applied to large-scaled devices. [3] However, to apply it to the large-scale devices,

there are still rooms for its improvement in safety, cost, and performance. [4, 5] First of

all, LIB is not inherently safe, and has a risk of ignition and explosion due to the use

of flammable organic electrolyte. Secondly, the cost of lithium is not stable because of

uneven distribution and rapidly growth of social demand of lithium. Thirdly, from the

viewpoint of the performance, the energy density of a current LIB is insufficient for the

application to electric vehicle (e.g., short cruising distance).
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1.2 Electrolyte and solid electrolyte interphase

The improvement of the electrolyte leads to the resolution of many problems in LIB

because the electrolyte is directly related to LIB’s safety, cost, and performance. However,

in comparison with the electrode materials, the development status of electrolytes is

sluggish [6] due to the severe requirement of the electrolyte for LIB as follows:

1. High resistance to oxidation/reduction and stability against potential fluctuation.

2. Low viscosity and high ionic conductivity.

3. Staying liquid over a wide temperature range.

4. Inflammability, non-toxicity, and safety.

5. Forming a stable solid electrolyte interphase (SEI) film.

The formation of the SEI film is an essential condition for the electrolyte material

because it controls the electrochemical stability of the electrolyte and governs the re-

versibility of Li+ intercalation. The SEI film can be formed during the initial charging

cycle as a result of the reductive decomposition of the electrolyte. It is known that this film

can protect the electrolyte from the further reductive decomposition during the subsequent

cycles, while allowing Li+ to transfer to anode (as shown in Figure 1.2). As a result, the

SEI film plays an important role to improve the electrochemical stability of the electrolyte.

Furthermore, the SEI film can suppress a phenomenon called graphite exfoliation in which
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Electrolyte
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Reductive reaction product 

of electrolyte

Figure 1.2: Schematic illustration of SEI.

layered structure of graphite is destroyed due to the co-intercalation into graphite of Li+

and the coordinated solvent molecules.

The electrolyte used in commercially available LIBs is an ethylene carbonate (EC)-

based organic electrolyte as shown in Figure 1.3. Except for EC, it contains c.a. 1 mol L−1

LiPF6 as a Li salt and a linear carbonate such as dimethyl carbonate (DMC, Figure 1.3). The

co-solvent such as DMC is added to dissolve EC because EC is solid at room temperature.

This electrolyte has been used up to now even though it contains dangerous flammable

organic solvents because there are few methods to form good SEI films without EC. For

example, the propylene carbonate (PC) (Figure 1.4) [6] is one of promising candidates

because the molecular property of PC is similar to that of EC andit is liquid at room

temperature without co-solvent. However, when the pure PC-based electrolyte is used

in LIB with the graphite anode, LIB loses the reversible charge-discharge property due

to the graphite exfoliation. Although the formation of the SEI film strongly depends on
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Figure 1.3: Structure of ethylene carbonate (EC) and dimethyl carbonate (DMC).

Figure 1.4: Structure of propylene carbonate (PC).

the selection of solvent molecules, its origin has not been elucidated since it is extremely

difficult to directly observe the SEI film formation during the device operation in an

experiment. [6]

However, the commercial organic electrolyte is insufficient to use for the LIB operation

with high voltage. For example, since the electrolyte is not suitable in LIB with 5V-class

electrode materials [7, 8], more durable electrolyte materials are required. Thus, it is

necessary to develop a new electrolyte that satisfies safety, low cost, and high durability

by controlling the formation of the SEI film.



8 1. General introduction

Table 1.1: Kinds of experimental methods dealing with analysis of SEI film.

Category Method Properties

Electrochemistry EIS, CV Formation, evolution, ionic conductivity
Microscope SEM, STM, TEM, AFM Morphology, thickness
Spectroscopy XPS, FTIR, XRD, Raman, NMR, NR Chemical composition, morphology, thickness

1.3 Experimental observation of SEI

In this section, experimental methods to investigate SEI film formation are introduced.

From the first observation of a passivation film on a Li metal anode in 1970 and a graphite

anode in 1990, experimental researches to characterize the SEI film properties have been

conducted so far. [9–11] The typical experimental methods for SEI film observation can be

classified into three categories as summarized in Table 1.1. Overview of the experimental

methods on the basis of the above three categories are given hereafter.

1. Electrochemical measurements

Electrochemical measurement methods make use of the response against an electrical

signal that is applied to the sample. The representative methods for SEI film analysis

are electrochemical impedance spectroscopy (EIS) and Cyclic Voltammetry (CV).

CV measurements are the basis for electrochemical measurements and are often used

in LIB researches. In a CV measurement, the current value is monitored as a function

of the applied potential to investigate the characteristics of the electrochemical

reaction such as Li+ co-intercaration into the graphite anode, reduction reactions at

the interface including SEI film formation, and Li+ intercaration. EIS is suitable for

evaluating interfacial chemistry that consists of multiple kind of ion/electron transfer
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processes. [12] In an EIS measurement, current to voltage ratio, i.e., the impedance

is monitored as a function of the frequency of the applied alternating current (AC).

Generally, timescales of Li+/electron transport depend on each elementary process,

e.g., Li+ transport in bulk region of electrolyte and electrode, Li+ transport in SEI

film, and ion/charge transfer at interface. Namely, if an SEI film is formed on the

anode surface, EIS can detect the formation by observing resistance originated from

the film. Furthermore, EIS can evaluate not only whether SEI film is formed but

also Li+ conductivity in the film. The advantage of EIS is that it is non-destructive

measurement under the condition of in situ. [13, 14] Note that it is very difficult

to separate processes with similar timescale. Moreover, to understand the observed

impedance changes, complex interfacial reactions should be modeled and interpreted

as an appropriate model circuit. [12, 15]

2. Microscope

Microscopes are mainly used to observe the surface state of an electrode. [15] Rep-

resentative methods are scanning electron microscopy (SEM), transmission electron

microscopy (TEM), scanning tunneling microscopy (STM), and atomic force mi-

croscopy (AFM). We can obtain an image of the surface states at micro to nano scale.

For example, it is possible to know whether there is an SEI film or not by observing

the surface of the electrode that has already undergone the charge-discharge cycle.

Additionally, since AFM can detect the difference of the depth at the Angstrom

resolution, it is useful to measure the thickness of the formed SEI film. Namely,

we can obtain the 3D-image of the SEI film. [16] Furthermore, in situ AFM was
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applied to observe the time evolution of the SEI film by Cresce et al. [17] The authors

successfully described the SEI film evolution as a function of anode potential. In situ

TEM technique is also one of the powerful tools to obtain time evolution of the SEI

film. [18] It should be noted that the surface condition can be changed depending

on the sample preparation procedure and/or damage by electron beam because these

techniques are usually applied under the ex situ condition.

3. Spectroscopy

X-ray photoelectron spectroscopy (XPS) and Fourier transform infrared spectroscopy

(FTIR) are representative methods that have been used to identify the components

contained in the SEI film. [15] Since these methods have surface sensitivity, they

are suitable for observing a thin layer of the SEI film. As will be mentioned later,

such experimental identification of the SEI film components is also essential for

simulation studies. In addition to these methods, X-ray diffraction (XRD), Raman

spectroscopy, nuclear magnetic resonance (NMR), etc. are used to analyze the

chemical composition and/or surface condition of SEI film. [15] Techniques of

neutron spectroscopy, e.g., neutron reflectometry (NR), are also applied to reveal

morphology and thickness of the SEI film because light elements such as hydrogen

and lithium are sensitively detected by neutrons, which is quite difficult by the X-ray

techniques. [19] Although these methods are indispensable for composition analysis

of SEI film, its condition can change during the measurement because they are

basically measured under ex situ conditions. For example, exposure to ambient

should change the chemical composition of SEI film because of reaction with O2,
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CO2, and H2O. [6,15] Generally, samples of SEI film for ex situ analysis are prepared

under an inert gas atmosphere to prevent such reactions. [15] Furthermore, there is

possibility of SEI film dissolution during washing anode with electrolyte, which

is also standard procedure for sample preparation. In fact, the results of SEI film

composition analysis by various groups lack consistency. [20]

In summary, experimental measurement can reveal the following properties of the formed

SEI film:

1. Existence of the film.

2. Micro to nano-order morphology.

3. Time evolution of the film shape, i.e., surface morphology and thickness.

4. Chemical composition.

5. Ionic conductivity.

In addition, the following has been proposed about SEI film experimentally: [6,9,14,20,21]

1. The films are formed during the first or the first few times of charging.

2. The films have a heterogeneous and complex composition due to various reductive

decomposition reaction of electrolyte components.

3. The films have spatially non-uniform morphology.
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4. The films have approximately tens of nanometers thick.

5. The films have layered structure with an inorganic compound inside and an organic

compound outside.

1.4 Role of computational chemistry

Although experimental observations are effective for elucidating the chemical composition

and morphology of SEI films, it is still difficult to observe directly the formation process,

investigate thermodynamic and kinetic properties, and analyze the atomic level structure.

[9] To cope with these difficulties, various kinds of computational chemistry methods have

been performed.

In recent LIB researches, the contributions from computational chemistry are gaining

importance. [22,23] By improving the performance of computers and developing theories

and methods, the computational chemistry enables a deeper understanding of the phe-

nomena in LIB that are difficult or impossible to investigate only by experiments. One

of important contributions by the computational chemistry is to understand the SEI film

formation mechanism that is difficult to investigate only by experiment. [22] By using

quantum chemical (QC) calculations, we can obtain the transition state structures, activa-

tion barriers, and reaction energies for each elementary process. In fact, such calculations

are indispensable to clarify the elementary reactions relating with the whole SEI film

formation. On the other hand, by using the molecular simulations, we can investigate the

three-dimensional geometric structure of SEI film at the atomic level.
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Table 1.2: Kinds of molecular simulation methods dealing with SEI film formation.

Method 𝑁𝑎𝑡𝑜𝑚 time Target properties

QC 102 - Elementary reaction path and its potential energy

FPMD 102 101 ps Elementary reaction path and its free energy

reactive MD
(classical/ 103 103 ps Elementary reaction path and its free energy

semiempirical)

classical MD 105 105 ps Transport and mechanical properties

Red Moon 105 equilibrium Film formation process

In the computational chemistry, according to the target system and research purpose, it

is important to select a suitable calculation method. The typical calculation methods used

for computational researches on the SEI film formation are QC, first-principles molecular

dynamics (FPMD), MD with the reactive force field (reactive MD), classical MD, and

mixed Monte Carlo/MD simulation (Red Moon). [22] Table 1.2 shows the number of

atoms handled, time scale, and computable properties obtained by each method. As

shown in Table 1.2, it is impossible to elucidate the entire properties of SEI film formation

only by one kind of simulation method. As shown in Table 1.2, it is impossible to elucidate

the entire properties of SEI film formation only by one kind of simulation method.

As introduced in Chapter 2, there are various simulation methods based on computa-

tional chemistry. The combination of these methods is also important to solve the issues

in LIB. Further, it is efficient to incorporate experimental knowledge that has already

obtained into the computational calculations.
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• QC

As will be described in detail later, QC is the series of methods that calculate

energies and electronic states of molecules on the basis of quantum mechanics.

By using QC, we can obtain for example the transition state structures, activation

barriers, and reaction energies for each elementary process. In the research of SEI

film, QC was first applied to identify the reduction path of EC molecules by Li

and Balbuena. [24] In the report, the authors constructed the reduction reaction

pathways by calculating the plausible elementary reactions based on experimentally

suggested SEI components. [25] In fact, such calculations are indispensable to clarify

the elementary reactions relating to the whole SEI film formation because it is quite

difficult to extract only a specific elementary reaction during the formation process of

SEI film. Thus, there is a complementary relationship between chemical composition

analysis of SEI film by experiment and reaction pathway analysis by QC. Generally,

QC can be performed under the condition of gas phase or with implicit solvation

model like polarizable continuum model (PCM).

• FPMD

FPMD is series of methods for tracking the time evolution of dynamics of the system

based on first-principles (FP) calculations. Generally, the target system of FPMD is

larger than that of QC. The SEI film formation occurs in the electrolyte that contains

both the ions and solvent molecules with high dielectric constant. Therefore, it

is natural that Coulomb interactions between chemical species in the electrolyte

become strong in comparison to those in the pure solvent. Such strong interactions
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should affect the reactivity of each reactant. In such a case, the calculation with an

explicit model is required. For example, although CO gas was observed as one of the

reduction decomposition products from EC by experiment, [26] it was theoretically

predicted for the first time by FPMD with an explicit model of solvent/graphite

interface. [27]

Furthermore, by using FPMD, we can obtain not only thermodynamic properties,

e.g., reaction free energy, but also kinetic properties, e.g., activation free energy of

a chemical reaction. For example, Ushirogata et al. reported that in EC-based

electrolyte, vinylene carbonate (VC) as an additive contributes to protection of

anode by suppressing gas generation derived from two-electron reduction reaction

of EC. [28] It is true that FPMD is the most accurate method to calculate energy and

electronic states, however, it requires the huge computational power. As shown in

Table 1.2, the time- and space-scales that can be handled by FPMD is limited due

to its high calculation cost. In general, the target of FPMD is limited to tracking the

system with a few degrees of freedom.

• Classical MD, reactive MD, and semiempirical MD

In classical MD, energy calculations can be performed without much effort because

it uses potential energy function that depends only on the nuclei configuration. This

potential energy function is called force field (FF). Thus, the classical MD can be

calculated much faster than FPMD. Namely, by employing classical MD, we can

extend the limitation of number of atoms and simulation time. Usually, classical MD

is used to investigate solution structure and transport properties. [9,22,23] However,
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it cannot be applied to analyses of chemical reactions because breaking/formation

of covalent bonds cannot be described by using general FF.

To overcome the limitation of classical MD, the semi-empirical MD and reactive

FF, ReaxFF [29] are useful because they can treat qualitatively the chemical reactions.

Nakai et al. have developed divide-and-conquer density-functional tight-binding

(DC-DFTB) method [30] for massive-parallel computing environment, and applied

it to the analyses on the structural and dynamical properties in secondary batteries

[31–34]. On the other hand, reactive MD with ReaxFF is one of powerful simulation

methods although the appropriate parameters are necessary for the target system. In

fact, the reduction reaction pathways in EC-based electrolyte were investigated with

the considerably large model (103 atoms) by applying improved method, eReaxFF.

[28] However, since the calculation results of DC-DFTB and ReaxFF depend on the

empirical parameters, it is necessary to perform the time-consuming parameter fitting

for each target system. Thus, if there is no reference data, i.e., from experimental

results and/or QC, for parameter fitting, it is difficult to predict the properties of new

and unknown systems.

• Red Moon method

The above three methods are generally used to analyze only a part of the SEI

film formation process, e.g., elementary reaction. As explained in Chapter 2, it

is difficult to observe chemical reactions only by MD simulation because we have

to wait for the occurrence of chemical reactions which are rare events during the

simulations. Nevertheless, in order to obtain an overall picture of the SEI film
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formation process, we need to simulate the process from the initial state of the

electrolyte-anode interface to formation of SEI film via a number of elementary

reactions. Under the circumstances, Red Moon (RM) method developed by Nagaoka

et al. is one of the methods that can achieve this objective. [35, 36] By combining

the MD with the Monte Carlo (MC), RM simulation can simulate multiple chemical

reaction process consisting of a lot of elementary reactions in a condensed phase. In

addition to the information of formation process, we can obtain the morphology of

SEI film at atomistic level because RM method is on the basis of an explicit atomistic

model. In fact, RM has applied to EC and PC systems by Takenaka et al., [37]

and revealed the difference of SEI film density between in EC and PC systems.

Subsequently, the SEI film formation in various electrolytes have been investigated

by RM simulation. [36, 38–41] The RM method can be an adequate technique to

analyze the formation process and structure of the SEI film, however, it must be

noted that some approximations are necessary. For example, RM needs to prepare a

set of elementary reactions involved in the SEI film formation in advance. Usually,

the dominant elementary reactions are selected by referring to the experimental

composition analysis of the SEI film and the reaction pathway analysis by QC.
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1.5 Purpose of this study

In this thesis, I aimed to elucidate the microscopic mechanism of electrochemical stability

of electrolytes by molecular simulation.

First, in Chapter 3, I focused on geometric isomers, cis- and trans-2,3-butylene car-

bonates (c/t-BC) as the model electrolyte solvents. Despite their similar structure and

chemical properties, t-BC-based electrolytes have been reported to enable the reversible

reaction of graphite anodes (as in EC-based one), while c-BC-based electrolytes cause the

exfoliation of graphite (as in PC-based one). To understand the microscopic origin of the

different electrochemical behaviors of t-BC and c-BC, I applied Red Moon simulation to

elucidate the microscopic SEI film formation processes.

Next, in Chapter 4, I investigated the origin of the tremendous stability of the hydrate-

melt electrolyte, Li(TFSI)0.7(BETI)0.3·2H2O, which possesses an extremely wide potential

window. Aqueous electrolytes have great potential to improve the safety and production

costs of LIB. To clarify the detailed liquid structure and electronic states of this unique

aqueous system, a first-principles molecular dynamics study has been conducted.

Subsequently, in Chapter 5, I applied the present method to Na and K salt based

hydrate melt electrolytes, and investigated the origin of the difference in the potential

window between the different alkali cation’s systems.



Chapter 2 Theoretical background

In computational chemistry, actual chemical systems are modeled based on theoretical

chemistry, and numerical calculations are performed in simulations. In particular, molec-

ular simulations are crucial to clarify the properties of molecules and molecular aggregates.

In this chapter, the details are described focusing on the methods used in this study. The

theoretical description in this chapter is based on Reference [42]

2.1 Energy calculation methods

Energy calculations of molecules and their aggregates are the basis of molecular simula-

tions. Here, the energy calculation methods are divided into a quantum mechanical (QM)

method that handles electrons in a quantum manner and a molecular mechanical (MM)

method that utilizes empirical potential energy functions. The QM and MM are regarded

as complementary methods, playing important roles in molecular simulations.

2.1.1 Quantum mechanical method

The molecules that form the assembly are made up of atoms, and the atoms consists of

nuclei and electrons. Schrödinger’s equations are fundamental to handle such nuclei and

19
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electrons. For an electron bound by electrostatic potential from a nucleus, the following

time-independent Schrödinger’s equation is expressed as Eq. (2.1), is fundamental to the

handling of nuclear and electron’s quantum mechanics:

(
− ℏ2

2𝑚
∇2 +𝑉

)
Ψ(𝒙) = 𝐸Ψ(𝒙), (2.1)

where 𝑚 and ℏ are the mass of electron and reduced Planck’s constant, respectively. 𝑉

indicates the external potential originated from nucleus. Ψ is a wave function of a four-

dimensional coordinate 𝒙 consisting of three position variables and one spin variable. 𝐸 is

an eigenvalue of operator
(
− ℏ2

2𝑚 ∇2 +𝑉
)
, which corresponds to the energy. The left-hand

side of Eq. (2.1) is abbreviated as Hamiltonian, H as follows.

HΨ (𝒙) = 𝐸Ψ (𝒙) . (2.2)

𝐸 =

∫
Ψ (𝒙)∗HΨ (𝒙) 𝑑𝒙∫
Ψ (𝒙)∗Ψ (𝒙) 𝑑𝒙

. (2.3)

Solving Schrödinger’s wave equation means finding the value of 𝐸 , which is the eigenvalue

of the Hamiltonian, and the wave function Ψ, which is the corresponding eigenfunction of

𝐸 . These solutions describe the nature of the particles. In other words, we can analyze or

predict the properties that depend on the electron distribution such as chemical reaction, by

setting the Hamiltonian appropriately for the target atoms/molecules or their aggregates

and finding Schrödinger’s equation. However, the analytical solution of Schrödinger’s

equations is limited to the simple model systems such as a particle in quantum well or

harmonic oscillator. In fact, although Schrödinger’s equation for a hydrogen atom with

one-electron can be solved analytically, it is impossible to obtain the analytical solution
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for the equation of the multiple atoms containing two or more electrons. Therefore, series

of molecular orbital (MO) methods with several approximations have been developed to

obtain energies and wave functions in multielectron and/or polyatomic molecular systems.

First, the Hartree-Fock (HF) method, which is the basis of MO methods and the starting

point for more accurate approximation methods, is explained. Then, the density functional

theory (DFT)-based MO method used in this study is introduced.

Hartree-Fock method [43]

For simplicity, the atomic unit system is used hereafter. Considering a system with 𝑀

nuclei and 𝑁 electrons, the Hamiltonian is given by

H = −
𝑁∑
𝑖=1

1
2
∇𝑖2−

𝑀∑
𝐴=1

1
2𝑀𝐴

∇𝐴2−
𝑁∑
𝑖=1

𝑀∑
𝐴=1

𝑍𝐴
|r𝑖 − R𝐴 |

+
𝑁∑
𝑖=1

𝑁∑
𝑗>𝑖

1��r𝑖 − r 𝑗
��+ 𝑀∑

𝐴=1

𝑀∑
𝐴>𝐵

𝑍𝐴𝑍𝐵
|R𝐴 − R𝐵 |

,

(2.4)

where r𝑖 is position vector of 𝑖th electron, and 𝑀𝐴, 𝑍𝐴, and R𝐴 are mass, atomic number,

and position vector for 𝐴th nucleus, respectively. In Eq. (2.4), each term corresponds to

kinetic energy of electrons, kinetic energy of nuclei, Coulomb attractive interaction be-

tween nuclei and electrons, repulsion interaction between nuclei, and repulsion interaction

between electrons, respectively. By using the Born-Oppenheimer (BO) approximation,

we can eliminate the second term and can consider the fifth term is constant in Eq. (2.4).

The BO approximation is based on the idea that the motion of nuclei and electrons can be

separately handled because the mass of the nucleus is much larger than that of the electron.

Since adding an arbitrary constant to the operator does not affect the eigenfunction, only
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the remaining three terms are enough to construct electronic Hamiltonian,

He = −
𝑁∑
𝑖=1

1
2
∇𝑖2 −

𝑁∑
𝑖=1

𝑀∑
𝐴=1

𝑍𝐴
|r𝑖 − R𝐴 |

+
𝑁∑
𝑖=1

𝑁∑
𝑗>𝑖

1��r𝑖 − r 𝑗
�� . (2.5)

Then, Schrödinger’s equation with He is given as

HeΨe = 𝐸eΨe. (2.6)

Equation (2.6) cannnot be solved due to its complexity of the system including 𝑁 electrons.

Thus, we introduce here a further approximation, i.e., independent-particle model, which

treats the motion of one electron as being independent of the dynamics of all other electrons

in the system. Under this approximation, we can set the one-electron Hamiltonian as follow.

𝑓 (𝑖) =
(
−1

2
∇𝑖2 −

𝑀∑
𝐴=1

𝑍𝐴
|r𝑖 − R𝐴 |

)
+

𝑁∑
𝑗≠𝑖

1��r𝑖 − r 𝑗
�� = ℎ̂ (𝑖) + 𝑁∑

𝑗≠𝑖

1��r𝑖 − r 𝑗
�� . (2.7)

The suitable eigenfunction for 𝑓 (𝑖) is a one-electron wave function, i.e., orbital. Here,

let 𝜒(𝒙) stands for one-electron spin-orbital which is a function of the four-dimensional

coordinate 𝒙. Generally, spin-orbitals are represented as the following linear combination

of 𝐾 atomic orbitals with appropriate coefficient 𝑐𝑣𝑎.

𝜒𝑎 (𝒙) =
𝐾∑
𝑣=1

𝑐𝑣𝑎𝜑𝑣 (𝒙) . (2.8)

Equation (2.8) is called linear combination of atomic orbital (LCAO) approximation. Here,

the set of atomic orbitals used for expansion of spin-orbital is called basis function. Usually,

we used more numbers of basis functions than the minimum one that can accommodate

𝑁 electrons. Further, the wave function in Eq. (2.7) is expressed as the production of 𝑁
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spin-orbitals,

Ψe ≈ ΨHP (𝒙1, 𝒙2, · · · 𝒙𝑁 ) = 𝜒𝑎 (𝒙1) 𝜒𝑏 (𝒙2) · · · 𝜒𝑐 (𝒙𝑁 ) , (2.9)

which satisfy the following orthogonal and normalized condition,

∫
𝜒𝑎𝜒𝑏𝑑𝒙1𝑑𝒙2 = 𝛿𝑎𝑏


1 if 𝑎 = 𝑏

0 if 𝑎 ≠ 𝑏.

(2.10)

However, the formulation of Eq. (2.9) is insufficient because there is no restriction on the

anti-symmetry of the wave function. As shown in Eq. (2.11), the sign of the wave function

becomes reversed for any commutation of electrons.

𝜒𝑎 (𝒙1) 𝜒𝑏 (𝒙2) · · · 𝜒𝑐 (𝒙𝑁 ) = −𝜒𝑎 (𝒙2) 𝜒𝑏 (𝒙1) · · · 𝜒𝑐 (𝒙𝑁 ) (2.11)

In addition, Eq. (2.9) describes electrons as distinguishable particles, meaning that spin-

orbitals 𝜒𝑎, 𝜒𝑏, · · · correspond to electrons 1, 2, · · · . The following Slater determinant is

appropriate as a wave function description.

Ψ (𝒙1, 𝒙2, · · · 𝒙𝑁 ) =
1

√
𝑁!

�����������������

𝜒𝑎 (𝒙1) 𝜒𝑏 (𝒙1) · · · 𝜒𝑐 (𝒙1)

𝜒𝑎 (𝒙2) 𝜒𝑏 (𝒙2) · · · 𝜒𝑐 (𝒙2)

...

𝜒𝑎 (𝒙𝑁 )

...

𝜒𝑏 (𝒙𝑁 )

. . .

· · ·

...

𝜒𝑐 (𝒙𝑁 )

�����������������
. (2.12)

In Slater determinant, the rows correspond to the electrons, while the columns correspond

to the spin orbitals. Moreover, since the replacement of electrons corresponds to the

replacement of rows, the sign is inverted, so that the anti-symmetry requirement is satisfied.
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Furthermore, if two or more electrons occupy one spin orbital, the value of the determinant

becomes 0, indicating that there is no such wave spaufunction. Namely, this condition

satisfies Pauli’s exclusion principle. Therefore, after expanding and organizing the Slater

determinant, the energy 𝐸HF of the 𝑁-electron system with the approximation is as follows:

𝐸HF =
∫

Ψ(𝒙1, 𝒙2, · · · 𝒙𝑁 )∗HeΨ(𝒙1, 𝒙2, · · · 𝒙𝑁 )𝑑𝒙1𝑑𝒙2 · · · 𝑑𝒙𝑁

=
𝑁∑
𝑖=1

𝑁∑
𝑎=1

∫
𝜒𝑎

∗ (𝒙𝑖) ℎ̂ (𝑖) 𝜒𝑎 (𝒙𝑖) 𝑑𝒙𝑖

+
𝑁∑
𝑖=1

𝑁∑
𝑗≠𝑖

𝑁∑
𝑎=1

𝑁∑
𝑏≠𝑎

∫
𝜒∗𝑎 (𝒙𝑖) 𝜒∗𝑎 (𝒙𝑖)

1��r𝑖 − r 𝑗
�� 𝜒𝑏 (

𝒙 𝑗
)
𝜒𝑏

(
𝒙 𝑗

)
𝑑𝒙𝑖𝑑𝒙 𝑗

−
𝑁∑
𝑖=1

𝑁∑
𝑗≠𝑖

𝑁∑
𝑎=1

𝑁∑
𝑏≠𝑎

∫
𝜒∗𝑎 (𝒙𝑖) 𝜒∗𝑏

(
𝒙 𝑗

) 1��r𝑖 − r 𝑗
�� 𝜒𝑎 (

𝒙 𝑗
)
𝜒𝑏 (𝒙𝑖) 𝑑𝒙𝑖𝑑𝒙 𝑗 . (2.13)

The first term of last side of Eq. (2.13) is one-electron integral corresponding to sum of

one-electron kinetic energy and potential energy originated from interaction with nuclei.

The second and third terms are Coulomb and exchange integrals, respectively. Coulomb

integral can be interpreted classically as Coulomb repulsion between two electron clouds.

On the other hand, as for exchange integral, there is no such a classically interpretation,

but it is interpreted as a correlation between two electrons having parallel spins (exchange

energy).

According to the variational principle, the energy of the true wave equation is always

smaller than that of the approximated solution. Then, we can find solution 𝐸HF from

a spin-orbital set that minimizes 𝐸HF under the orthogonal and normalized condition of

Eq. (2.10) with the method of Lagrange multiplier. Namely, the sum of the derivative of
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the function is minimized, and the derivative of the Lagrange multiplier multiplied by the

constraint is set to 0. By putting Lagrange multiplier λ, the equation is expressed by

𝛿𝐸HF + 𝛿
𝑁∑
𝑎=1

𝑁∑
𝑏=1

λ𝑎𝑏𝑆𝑎𝑏 = 0, (2.14)

where 𝑆𝑎𝑏 (=
∫
𝜒𝑎 (r)𝜒𝑏 (r)𝑑3r) is overlap integral. Then, HF equation is derived as

ℎ̂ (1) 𝜒𝑎 (1) +
∑
𝑏≠𝑎

[∫
|𝜒𝑏 (2) |2

1��r𝑖 − r 𝑗
��𝑑3r2

]
𝜒𝑎 (1)

−
∑
𝑏≠𝑎

[∫
𝜒𝑏

∗ (2) 𝜒𝑎 (2)
1��r𝑖 − r 𝑗

��𝑑3r2

]
𝜒𝑏 (1)

= 𝜀𝑎𝜒𝑎 (1)

(𝑎 = 1, 2, · · · , 𝑁) . (2.15)

For simplicity, Ĵ𝑏 (1) and K̂𝑏 (1) are introduced as operators corresponding to Coulomb

and exchange integral, respectively.

Ĵ𝑏 (1) 𝜒𝑎 (1) =

[∫
|𝜒𝑏 (2) |2

1��r𝑖 − r 𝑗
��𝑑3r2

]
𝜒𝑎 (1)

K̂𝑏 (1) 𝜒𝑎 (1) =

[∫
𝜒𝑏

∗ (2) 𝜒𝑎 (2)
1��r𝑖 − r 𝑗

��𝑑3r2

]
𝜒𝑏 (1) . (2.16)

Using Eq. (2.16), HF equation can be expressed as the following eigenvalue equation.[
ℎ̂ (1) +

∑
𝑎

{
Ĵ𝑏 (1) − K̂𝑏 (1)

}]
𝜒𝑎 (1) = 𝜀𝑎𝜒𝑎 (1)

(𝑎 = 1, 2, · · · , 𝑁) . (2.17)
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However, the operator in the bracket of Eq. (2.17) includes Coulomb and exchange opera-

tors depending on the solution {𝜒𝑎}. In the HF method, the following iterative method is

applied.

1. A spin orbital set Ψ (𝒙1, 𝒙2, · · · 𝒙𝑁 ) is prepared as a trial function, and the HF

equation is solved to obtain the Coulomb operator and the exchange operator.

2. Solve the equation again and obtain the second solution. Ψ (𝒙1, 𝒙2, · · · 𝒙𝑁 ) obtained

as a solution is used in the next iteration.

3. The individual electronic solutions are gradually improved so that the total electron

energy becomes low, and this operation is repeated until the results for all electrons

remain unchanged.

The method of repeating until the input value matches the solution is called self-consistent

field (SCF) method. By using this HF method, we can obtain nearly 99% of the exact

energy of atoms and molecules. However, considering that even the electron energy of

a hydrogen atom is about 300 kcal mol−1, an error of 1% exceeds the accuracy of about

1 kcal mol−1 required for chemical discussions. This error is originated from insufficient

description of the electronic correlation in the HF method. In the HF method, electrons

are considered to move in the average potential created by other electrons. However, in

reality, the electrons are moving while avoiding them to adopt a more stable electronic

configuration more than they are described in the HF method. To solve this problem, a lot

of methods for calculating more accurate energy by incorporating electron correlation have
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been proposed. The methods are called Post-HF methods because they take an approach

that starts with the solution of the HF equation. In the HF method, the wave function of the

whole system is described as a single Slater determinant corresponding to the ground-state

configuration. On the other hand, in the Post-HF method, we use the linear combination

of multiple wave functions corresponding to configurations of excited state at unoccupied

levels. Although these methods dramatically increase the calculation cost, it is possible

to find the most accurate solution from small to medium molecules. Thus, the post-HF

methods are used in situations where higher accuracy is required.

Density functional theory [44]

The HF method is an approach based on wave functions. On the other hand, the DFT

is based on the Hohenberg-Kohn theorem where electronic energy of the ground state is

uniquely determined by the electronic density. In the DFT, the electronic state and the

energy of the system are calculated by using the electronic density. This means that the

electronic energy can be expressed as a functional of electronic density, 𝐸 [𝜌 (r)].

𝐸 [𝜌 (r)] =
∫
𝑉𝑒𝑥𝑡 (r)𝜌 (r) 𝑑r + 𝐹 [𝜌 (r)] . (2.18)

In Eq. (2.18), the first term on the right-hand side is the interaction between the electron

and the external potential, and the second term is the sum of the kinetic energy of the

electrons and the interaction between electrons. Since 𝐸 [𝜌 (r)] becomes a minimum

value when 𝜌 (r) is a true ground state, 𝐸 [𝜌 (r)] is obtained by a variational method as
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in the HF method. Here, total number of electrons, 𝑁 , is expressed as

𝑁 =
∫

𝜌 (r) 𝑑r. (2.19)

and the equation with Lagrange multiplier becomes

𝛿

𝛿𝜌 (r)

[
𝐸 [𝜌 (r)] − µ

∫
𝜌 (r) 𝑑r

]
= 0. (2.20)

Suppose that the nuclei positions are fixed, i.e., 𝑉𝑒𝑥𝑡 is set as a constant, the following

equation is derived: (
𝛿𝐸 [𝜌 (r)]
𝛿𝜌 (r)

)
𝑉𝑒𝑥𝑡

= µ. (2.21)

This equation corresponds to the Schrödinger equation of wave function theory. In the

early DFT-based methods, the electronic density was described as a uniform electronic

gas, that is, a model in which the electronic density was constant over the system. This

model gives relatively good results for systems in which electrons are delocalized, e.g.,

the state of metal valence electrons under periodic boundary conditions, while it fails to

describe chemical bonds in the molecular system of which electronic density is localized

on chemical bonds. The application of DFT-based methods to molecular systems was

accomplished based on an approximation method for 𝐹 [𝜌 (r)] of Eq. (2.18) and orbitals

by Kohn and Sham. In Kohn-Sham method, unknown 𝐹 [𝜌 (r)] is approximated by three

terms corresponding to kinetic energy, Coulomb energy between electrons, and exchange-

correlation energy, expressed as

𝐹 [𝜌 (r)] = 𝐸KE [𝜌 (r)] + 𝐸H [𝜌 (r)] + 𝐸XC [𝜌 (r)] . (2.22)
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Note that the terms corresponding to kinetic energy and Coulomb energy between electrons

are the same as HF method.

𝐸KE [𝜌 (r)] =
𝑁∑
𝑖=1

∫
𝜓𝑖 (r)

(
−∇

2

2

)
𝜓𝑖 (r)𝑑r

𝐸H [𝜌 (r)] =
1
2

∬
𝜌 (r1) 𝜌 (r2)
|r1 − r2 |

𝑑r1𝑑r2. (2.23)

In addition, the electronic density of the whole system is assumed to be equal to the sum

of the electron densities of each orbital for a set of one electron orbitals (Kohn-Sham

orbitals) 𝜓𝑖 that satisfies the following normalized and orthogonal condition.

𝜌 (r) =
𝑁∑
𝑖=1

|𝜓𝑖 (r) |2 . (2.24)

By combining these equations together with the electron-nucleus attractive term, the

equation for calculating the energy can be written as

𝐸 [𝜌 (r)] =
𝑁∑
𝑖=1

∫
𝜓𝑖 (r)

(
−∇

2

2

)
𝜓𝑖 (r)𝑑r

+ 1
2

∬
𝜌 (r1) 𝜌 (r2)
|r1 − r2 |

𝑑r1𝑑r2 + 𝐸XC [𝜌 (r)]

+
𝑀∑
𝐴=1

∫
𝑍𝐴

|r − R𝐴 |
𝑑r. (2.25)

One electron Kohn-Sham equation can be obtained by appropriate variational conditions

as follow.{
−∇1

2

2
−

(
𝑀∑
𝐴=1

𝑍𝐴
|r − R𝐴 |

)
+

∫
𝜌 (r2)
|r1 − r2 |

𝑑r2 +𝑉XC [r1]
}
𝜓𝑖 (r1) = 𝜀𝑖𝜓𝑖 (r1) , (2.26)
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where 𝜀𝑖 corresponds to orbital energy, and 𝑉XC [r1] is exchange-correlation functional

𝑉XC [𝜌 (r)] =
(
𝛿𝐸XC [𝜌 (r)]

𝛿𝜌 (r)

)
. (2.27)

The above equation is solved by the SCF method in the similar way as the HF equation. The

form and solution of the Kohn-Sham equation based on one-electron orbital, is in common

with the HF equation. Furthermore, the computational cost of the DFT-based methods is

comparable to or less than the HF method. The two methods treat the effects of exchange

and electronic correlation in the different ways. In the HF method, the exchange term is

formulated in the equation. However, other computational techniques are necessary to

incorporate electronic correlation. On the other hand, DFT directly incorporates exchange

and correlation effects through exchange-correlation functionals. When the energy is

expressed as an electron density functional in Eq. (2.25), only the exchange correlation

functional is unknown. That is, if an accurate exchange-correlation functional is known,

the accurate energy including electronic correlation can be calculated. However, the

true exchange correlation functional is not known. Fortunately, even when the exchange

correlation functional is described as a relatively simple functional, the calculation results

are accurate enough to discuss semi-quantitatively in chemistry. In the DFT-based method,

to improve the calculation accuracy, the improvement of exchange correlation functional

is indispensable because the systematic dealing such as the increase of the basis function

as used in the HF method cannot be applied. The typical functionals are listed hereafter.



2.1. Energy calculation methods 31

Local (spin) density approximation (L(S)DA)

Approximation based on uniform electron gas model. In this case, the exchange-correlation

energy is expressed as

𝐸XC [𝜌 (r)] =
∫

𝜌 (r) 𝜀xc(𝜌 (r))𝑑r, (2.28)

and the exchange-correlation functional is obtained by,

𝑉XC [𝜌(r)] = 𝜌 (r) 𝑑𝜀xc(𝜌 (r))
𝑑𝜌 (r) + 𝜀xc (𝜌 (r)) , (2.29)

where 𝜀xc is exchange-correlation energy per electron. LDA assumes a uniform electron

density within the volume element. Usually, 𝜀xc(𝜌 (r)) is expressed by an analytic function

of electronic density. One of the examples is the following Gunnarsson-Lundqvist formula.

𝜀xc (𝜌 (r)) = −0.458
𝑟𝑠

− 0.0666𝐺
( 𝑟𝑠
11.4

)
𝐺 (𝑥) =

1
2

[
(1 + 𝑥) log

(
1 + 𝑥−1

)
− 𝑥2 + 𝑥

2
− 1

3

]
𝑟𝑠

3 =
3

4π𝜌 (r) . (2.30)

The Gunnarsson-Lundqvist equation uses a single function, but it is common to consider

exchange energy and correlation energy separately. In that case, the following formula is

often used as the exchange energy.

𝐸LSDA
X

[
𝜌𝛼 (r) , 𝜌𝛽 (r)

]
= −3

2

(
3

4π

) 1
3
∫ (

𝜌𝛼
4
3 (r) + 𝜌𝛽

4
3 (r)

)
𝑑r, (2.31)

where 𝜌𝛼 (r) and 𝜌𝛽 (r) correspond to density of up and down spin, respectively. On the

other hand, there are various formulations for the correlation energy. For example, the
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Perdew-Zunger equation is

𝜀C (𝜌 (r)) =


−0.1423(

1 + 1.9529𝑟𝑠
1
2

)
+ 0.3334𝑟𝑠

(𝑟𝑠 ≥ 1)

−0.0480 + 0.0311 ln 𝑟𝑠 − 0.0116𝑟𝑠 + 0.0020𝑟𝑠 ln 𝑟𝑠 (𝑟𝑠 < 1)

(2.32)

and Vosko-Wilk-Nusair equation is

𝜀C (𝜌 (r)) =
𝐴

2

{
ln

𝑥2

𝑋 (𝑥) +
2𝑏
𝑄

tan−1
(

𝑄

2𝑥 + 𝑏

)
− 𝑏𝑥0

𝑋 (𝑥0)

[
ln

(𝑥 − 𝑥0)
𝑋 (𝑥) + 2 (𝑏 + 2𝑥0)

𝑄
tan−1 𝑄

2𝑥 + 𝑏

]}
,

𝑥 = 𝑟𝑠
1
2 , 𝑋 (𝑥) = 𝑥2 + 𝑏𝑥 + 𝑐, 𝑄 =

(
4𝑐 − 𝑏2

) 1
2

𝐴 = 0.0621814, 𝑥0 = −0.409286, 𝑏 = 13.0720, 𝑐 = 42.7198. (2.33)

Generalized gradient approximation (GGA)

To improve the accuracy of the approximation, an extended theory of LDA approximation

has been developed. GGA that considers not only the density but also its gradient is the

most common method. A typical exchange functional is the following formula proposed

by Becke:

𝐸B88
X [𝜌 (r)] = 𝐸LSDA

X [𝜌 (r)] − 𝑏
∑
𝜎=𝛼,𝛽

𝜌
4
3
𝜎

𝑥2
𝜎

1 + 6𝑏𝑥𝜎 sinh−1 𝑥𝜎
𝑑r

𝑥𝜎 =
|∇𝜌𝜎 |
𝜌𝜎

4
3
, 𝑏 = 0.0042 a.u. (2.34)
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A correlation functional was proposed by Lee-Yang-Parr as follows.

𝐸LYP
C [𝜌(r)] = −𝑎

∫
1

1 + 𝑑𝜌− 1
3

{
𝑟 + 𝑏𝜌− 2

3

[
𝐶F𝜌

− 5
3

− 2𝑡𝑤 +
(
1
9
𝑡𝑤 + 1

18
∇2𝜌

)]
𝑒−𝑐𝑟

−1/3
}
𝑑r

𝑡𝑤 (r) =
𝑁∑
𝑖=1

|∇𝜌𝛼 (r) |2
𝜌𝛼 (r)

− 1
8
∇2𝜌, 𝐶F =

3
10

(
3π2

) 2
3

𝑎 = 0.049, 𝑏 = 0.132, 𝑐 = 0.2533, 𝑑 = 0.349 (2.35)

A combination of Becke’s exchange functional and Lee-Yang-Parr’s correlation functional

is widely used as BLYP.

Hybrid-GGA

In HF method, the exact exchange energy with independent-particle model is formulated.

Then, in Hybrid-GGA functional, the exchange energy 𝜀exact
X by the HF method is obtained

from a set of Kohn-Sham orbitals and used in combination with LDA and GGA. Among

them, the following Becke’s B3 hybrid functional is often used.

𝐸B3
XC = 𝐸LSDA

XC + 𝑎0

(
𝐸exact

X − 𝐸LSDA
X

)
+ 𝑎XΔ𝐸

B88
X + 𝑎CΔ𝐸

GG
C

𝑎0 = 0.20, 𝑎X = 0.72, 𝑎C = 0.81 (2.36)

Here, 𝐸GG
C is a GGA correction of the correlation functional, and the combination of the

B3 functional and the LYP functional is the most commonly used functional as B3LYP.



34 2. Theoretical background

2.1.2 Morecular mechanical method

QM methods are computationally expensive and difficult to use in molecular simulations

where a lot of energy calculations are necessary for a large number of molecular assemblies.

On the other hand, by using the MM method, it is possible to execute the energy calculations

without much effort because it uses potential energy function that depends only on the

nuclei configuration. In the MM method, under the assumption the BO approximation,

the motion of electrons can be ignored, and the electron density of the whole molecule is

assigned to each atom as a set of point charge. Most of the molecular simulations of large

scale systems use the potential function prepared based on the MM method, i.e., force

field (FF) for energy calculation. Many of the molecular FFs describe intra- and inter-

molecular forces with the four terms shown in Figure 2.1. The FF is described by using

the position of 𝑁 particles R𝑁 as follows:

𝑉
(
R𝑁

)
=

∑
bonds

𝑘𝑖
2

(
𝑙𝑖 − 𝑙𝑖,0

)2

+
∑

angles

𝑘𝑖
2

(
θ𝑖 − θ𝑖,0

)2 +
∑

torsions

𝑉𝑛
2

[1 + cos (𝑛𝜔 − 𝛾)]2

+
𝑁∑
𝑖

𝑁∑
𝑗>𝑖

©­«
𝑞𝑖𝑞 𝑗

4π𝜀0
��𝑟 𝑗 − 𝑟𝑖�� + 4𝜀𝑖 𝑗


(

𝜎𝑖 𝑗��𝑟 𝑗 − 𝑟𝑖��
)12

−
(

𝜎𝑖 𝑗��𝑟 𝑗 − 𝑟𝑖��
)6ª®¬ . (2.37)

The first, second, and third terms of Eq. (2.37) indicate bond-streching, bending of bond

angle, and bond rotation, respectively. These three terms correspond to the intramolecular

forces. In the first and second terms, the energetic penalty due to the deviation from the

reference bond length 𝑙𝑖,0 and bond angle θ𝑖,0 is calculated based on the spring (harmonic
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Bond-stretching

Bending

Bond-rotation

δ+

δ-

δ+

Non-bonding interaction 

(Electrostatic)

Non-bonding interaction 

(van der Waals)

Figure 2.1: Main terms contributing to intra/intermolecular mechanics.

oscillator) model. The third term describes the potential change according to the angle

of bond rotation. The fourth term corresponds to the intermolecular force consisting of

non-bonded interactions, i.e., electrostatic potential and van der Waals interaction for all

atom pairs. Eq. (2.37) includes empirical parameters, 𝑘𝑖, 𝑉𝑛, and 𝜎𝑖 𝑗 . A molecular FF

is prepared by assembling a functional system and its associated parameters to reproduce

the results of experiments and/or precise QM calculations. In many cases, the fitting

of FF parameters is necessary for the specific target system. In molecular simulations

with well-defined FFs, structure and thermodynamic quantities of molecular groups can

be reproduced with considerable accuracy. Since the number of calculations is greatly

increased as the number of atoms increases, MM-based molecular simulations are quite
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useful for the large-scaled systems that are impossible to use the QM method. However,

the MM method is less versatile than QM, and is difficult to predict the properties of new

and unknown systems where there are few experimental results. Furthermore, in many

cases, it is not possible to describe chemical reactions involving bond breakage/generation

that greatly change the electronic state.

2.2 Molecular simulations

This section gives an overview of the Monte Carlo (MC) method and the molecular

dynamics (MD) method, which are typical methods for molecular simulation. To simulate

a system consisting of 𝑁 atoms, 3𝑁 coordinate components ({r1, r2, · · · , r𝑁 } ≡ R𝑁 )

and 3𝑁 momentum components are required to define a state of the system. This space

composed of a 6𝑁 dimensions is called a phase space. Generally, molecular simulations

are executed by assuming BO approximation. Thus, the potential energy is a function of

nuclear coordinates R𝑁 . Since the dimension of R𝑁 is 3𝑁 , its potential energy 𝑉
(
R𝑁

)
is

a hypersurface defined by 3𝑁-dimensional variables. This is called the potential energy

surface (PES). In principle, if the potential energies corresponding to all points in the

phase spaces of the system, i.e., entire PES can be obtained, we can obtain an accurate

partition function by summing up Boltzmann factors. However, except when the target

system is a small molecule consisting of several atoms, it is computationally impossible

to search all of the phase space. Thus, in a molecular simulation, it is important to search

efficiently a phase space that has a huge dimension.
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2.2.1 Monte Carlo method

The MC method refers to a series of techniques for obtaining statistical information by

repeating random sampling. In the Random sampling, we have to create a system state

with (pseudo) random numbers. This technique is widely used not only for molecular

simulations but also for other computational simulations. In the MC-based molecular

simulation, the particle position R𝑁 consisting of 3𝑁 dimensions is randomly generated

to sample the potential energy and objective physical quantity. This operation searches

for a point on the structural phase space that does not contain momentum coordinates at

random. However, the number of sampling points are limited due to the computational

cost. Moreover, most of sampling points in the phase space correspond to the structures

that have low stability, a very low appearance rate, and very little contribution to the

partition function. For these reasons, it is extremely difficult to calculate an accurate

physical quantity by the uniform sampling. To solve this problem, an efficient sampling

method to choose the point with a large contribution to the distribution function is required.

The typical method is the Metropolis method shown below (Figure 2.2).

1. Generate the initial configuration R𝑁
0 of the system and calculate the potential energy

𝑉
(
R𝑁

0

)
.

2. Generate the next configuration R𝑁
1 by random numbers and calculate 𝑉

(
R𝑁

1

)
.

Generally, a generation method that changes a part of the previous configuration R𝑁
0

is used.
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ΔV ≤ 0

or 

rand(0,1) ≤ exp(-ΔV /kBT)

ΔV > 0

and

rand(0,1) > exp(-ΔV /kBT)

Reject RN
1

Accept RN
1

{RN
1, V(RN

1)} → {RN
0, V(RN

0)}

Configuration RN
0

Calculate V(RN
0)

Generate trying RN
1

Calculate V(RN
1)

Compare

ΔV = V(RN
1) - V(RN

0)

Figure 2.2: Schematic flowchart of Metropolis method.

3. Compare𝑉
(
R𝑁

0

)
and𝑉

(
R𝑁

0

)
. If the energy of configuration R𝑁

1 is lower than that of

R𝑁
0 , namely, Δ𝑉 = 𝑉

(
R𝑁

1

)
−𝑉

(
R𝑁

0

)
, accept R𝑁

1 . In the case of Δ𝑉 > 0, acceptance

or rejection of R𝑁
1 is judged using a random number between 0 and 1, rand (0, 1).

Accept R𝑁
1 if rand (0, 1) ≤ exp

(
− Δ𝑉
𝑘B𝑇

)
, otherwise reject it.

4. If accepted, replace R𝑁
1 as new R𝑁

0 ; if rejected, do not change R𝑁
0 . Then, return to

step 1.

In the Metropolis method, it is possible to sample focusing on stable configurations

that greatly contributes to the partition function. Also, even if the configuration has

higher energy than that of previous one, if Δ𝑉 is small, the acceptance possibility of the

configuration is relatively high because the Boltzmann factor approaches 1. MC simulation

based on Metropolis method is fundamental in molecular simulation.
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In addition, by changing the value of a variable 𝑇 included in the Boltzmann factor, it

is possible to change the acceptance rate of the unstable configurations. A typical method

using this scheme is simulated annealing (SA). SA is a method that simulates the annealing

process in which a molten material is slowly cooled to form a large single crystal. SA is

often used for optimization problems because it is effective to look for the minimum even

for the phase space that might have many local minima. In typically SA, 𝑇 is initially

set to a large value and gradually decreased. This operation corresponds to searching

most stable configuration with wider sampling around the phase space because larger 𝑇

increases probability of acceptance of unstable configuration and vice versa.

In general, the MC method has a lower calculation cost per sampling than the MD

method, which is described later. It has an advantage in quick convergence for calculating

a physical quantity in an equilibrium state and for structure optimization. Also, the

algorithm is simple and easy to implement. However, it is often difficult to construct the

random sampling method which has efficiency and physical meaning. Furthermore, since

the MC method generally does not include time-series information, the MD method is

required to calculate a time correlation function such as a diffusion coefficient.

2.2.2 Molecular dynamics method

The molecular dynamics (MD) method refers to a method of tracking the time evolution of

particle position and velocity based on the equation of motion. In general MD simulations,

time evolution of nuclear motion is tracked under the BO approximation. The equation
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of motion when the force 𝐹𝑥𝑖 is applied from the direction 𝑥𝑖 in the nucleus of mass 𝑚𝑖 is

given as follows:

𝑑2𝑥𝑖

𝑑𝑡2
=
𝐹𝑥𝑖
𝑚𝑖
. (2.38)

In the case of molecular simulation, the force acting on the particle is obtained as a spatial

derivative of potential energy. In the potential energy calculation, there are a case where

the above-described QM calculation is used and a case where a FF is used. Among the

former, those based on FP calculations are called FPMD. The latter is called classical MD

or MMMD. In any case, the force acting on the particles is a complex function depending

on the positional relationship with a huge number of other particles. Therefore, the

differential equation cannot be solved analytically and is generally solved by the difference

method. Figure 2.3 shows a schematic diagram of MD simulation progress based on the

difference method. In the difference method, the integration interval is equally divided by

a minute time Δ𝑡, and the integration is performed in each interval. The force acting on

each particle at time 𝑡 is calculated, and the acceleration of the particle is obtained. At

this time, if the force is constant between time 𝑡 and 𝑡 +Δ𝑡, the position and velocity of the

particle at 𝑡 + Δ𝑡 can be obtained. By repeating this MD step, the trajectory of the time

change of the particles in the system is obtained.

There are many integration algorisms for equations of motion using the difference

method. Algorithms often used in molecular simulation are the Verlet method, the velocity

Verlet method, the Leap-frog method, etc. A common assumption in these algorithms is

that mechanical properties such as position, velocity, and acceleration can be approximated
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Figure 2.3: Schematic flowchart of molecular dynamics method.

by a Taylor series expansion equation. Suppose that the position, first derivative, second

derivative, and third derivative are symbolized r, v, a, and b, respectively, the Taylor

expansion is expressed as

r (𝑡 + Δ𝑡) = r (𝑡) + v (𝑡) Δ𝑡 + 1
2

a (𝑡) Δ𝑡2 + 1
6

b (𝑡) Δ𝑡3 + · · · . (2.39)

In the Verlet method, to calculate a new position r (𝑡 + Δ𝑡) at time (𝑡 + Δ𝑡), position r (𝑡)

and acceleration a (𝑡) at time 𝑡 and the position r (𝑡 − Δ𝑡) of the previous step as shown

below,

r (𝑡 − Δ𝑡) = r (𝑡) − v (𝑡) Δ𝑡 + 1
2

a (𝑡) Δ𝑡2 − 1
6

b (𝑡) Δ𝑡3 + · · · . (2.40)

Adding each side of Eqs. (2.39) and (2.40), the terms after the third order are deleted as
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follows:

r (𝑡 + Δ𝑡) = 2r (𝑡) − r (𝑡 − Δ𝑡) + a (𝑡) Δ𝑡2. (2.41)

Although this equation does not include the velocity, it can be easily calculated as follows:

v (𝑡) = r (𝑡 + Δ𝑡) − r (𝑡 − Δ𝑡)
2Δ𝑡

. (2.42)

The Verlet method has the following advantages: it is simple and requires less storage

capacity because it uses only one acceleration and two positions for each MD step.

However, Eq. (2.41) is the sum of the difference between large numbers (first and second

terms) and the very small value (third term), which causes an error in numerical calculation.

In addition, the velocity at time 𝑡 cannot be obtained until the calculation of the position at

the next r (𝑡 + Δ𝑡) is completed. Since there is no information on the previous step at the

start time, it must be estimated separately. Due to these drawbacks, other methods such

as Leap-frog method and velocity Verlet method have been proposed.

In the Leap-frog method, the average acceleration between time 𝑡 − 1
2Δ𝑡 and 𝑡 + 1

2Δ𝑡 is

assumed to be equal to the acceleration at time 𝑡, which is the midpoint, and the velocity

at time 𝑡 + 1
2Δ𝑡 is calculated from the velocity at time 𝑡 − 1

2Δ𝑡 and the acceleration at time

𝑡,

v
(
𝑡 + 1

2
Δ𝑡

)
= v

(
𝑡 − 1

2
Δ𝑡

)
+ a (𝑡) Δ𝑡. (2.43)

Next, assuming that the average velocity between time 𝑡 and 𝑡 +Δ𝑡 is equal to the velocity

at time 𝑡+ 1
2Δ𝑡, which is the midpoint, the position at time 𝑡+Δ𝑡 is calculated from velocity
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at 𝑡 + 1
2Δ𝑡 and the position at time 𝑡 as follows:

r (𝑡 + Δ𝑡) = r (𝑡) + v
(
𝑡 + 1

2
Δ𝑡

)
Δ𝑡. (2.44)

The velocity at time 𝑡 can also be calculated as follows:

r (𝑡) = 1
2

[
v
(
𝑡 − 1

2
Δ𝑡

)
+ v

(
𝑡 + 1

2
Δ𝑡

)]
. (2.45)

This method overcomes the disadvantages of the Verlet method, i.e., the velocity is absent

in the equation and the difference between large numbers should be calculated. However, a

new drawback arises in that the velocity and position cannot be calculated simultaneously.

Namely, the total energy cannot be calculated from the potential energy and the kinetic

energy.

On the other hand, the velocity Verlet method is a method that can simultaneously

calculate the position, velocity, and acceleration with improvement of the calculation

accuracy at the expense of additional calculation costs. First, the position at time 𝑡 + Δ𝑡

calculated from the velocity and acceleration at time 𝑡, as follows:

r (𝑡 + Δ𝑡) = r (𝑡) + v (𝑡) Δ𝑡 + 1
2

a (𝑡) Δ𝑡2. (2.46)

Subsequently, the velocity at time 𝑡 + 1
2Δ𝑡 is calculated by

r
(
𝑡 + 1

2
Δ𝑡

)
= v (𝑡) + 1

2
a (𝑡) Δ𝑡, (2.47)
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and a new velocity at 𝑡 + Δ𝑡 is obtained with a (𝑡 + Δ𝑡),

v (𝑡 + Δ𝑡) = v
(
𝑡 + 1

2
Δ𝑡

)
+ 1

2
a (𝑡 + Δ𝑡) Δ𝑡. (2.48)

Additionaly, there are many other numerical integration algorithms such the Beeman

methods and predictor-corrector method. An appropriate one is selected in consideration

of the calculation cost, the magnitude of Δ𝑡, and the conditions such as ensemble to be

used.

Fist-principles molecular dynamics based on Car-Parrinello method [45, 46]

The following describes the Car-Parrinello (CP) method, which is one of the FPMD

methods. Car-Parrinello molecular dynamics (CPMD) is slightly different from the MD

framework introduced so far.

If we want to follow the chemical reaction or apply the MD method to a new system with

insufficient data, it is desirable to perform the first-principle MD, in which the potential

energy and the force of each MD step are obtained from the FP calculation. Even if the FP

calculation is a method based on the HF method or DFT, the energy calculation requires

optimization of the set of orbitals by the SCF method. Along with the increase in the

number of atoms in the target system, a huge calculation cost proportional to the third or

more power is required. Therefore, it is difficult to apply to MD simulations that need to

perform FP calculation many times.
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On the other hand, the CP method can realize FPMD with reduced calculation costs

by the following procedure:

1. Combine molecular dynamics and SA to minimize electron energy in a nuclei

configuration (in the SCF method, that corresponds to convergence).

2. Using the above nuclei configuration and electronic structure as the initial structure,

solve the equations of motion of electrons and nuclei simultaneously.

Under the BO approximation, a point on the PES is expressed with a set of Kohn-Sham

orbitals {𝜓𝑖}, a set of nuclear coordinates {R𝐼}, and an external constraint by constants of

volume condition, etc., {𝛼𝑣},

𝐸 [{𝜓𝑖} , {R𝐼} , {𝛼𝑣}] =
∑
𝑖

∫
Ω
𝜓𝑖

∗ (r)
[
− ℏ2

2𝑚e
∇𝑖2

]
𝜓𝑖 (r) 𝑑3r

+ 𝑈 [𝑛 (r) , {R𝐼} , {𝛼𝑣}] , (2.49)

where Ω and 𝑛 (r) (=
∑

𝑖 |𝜓𝑖 (r) |2) indicates the volume and the electronic density of

the system, respectively. In Eq. (2.49), 𝑈 includes repulsion between nuclei, attractive

force between nuclei and electrons, and the exchange-correlation term. To consider the

dynamics of parameters of 𝐸 , namely, {𝜓𝑖}, {R𝐼} , and {𝛼𝑣}, Lagrangian 𝐿 can be written
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as

𝐿 =
∑
𝑖

1
2
µ

∫
Ω

�� ¤𝜓𝑖��2 𝑑3r

+
∑
𝐼

1
2
𝑀𝐼

¤R𝐼
2 +

∑
𝑣

1
2
µ𝑣 ¤𝛼𝑣2

− 𝐸 [{𝜓𝑖} , {R𝐼} , {𝛼𝑣}]

+
∑
𝑖, 𝑗

Λ𝑖 𝑗

(∫
Ω
𝜓𝑖

∗ (r, 𝑡)𝜓 𝑗 (r, 𝑡) 𝑑3r − 𝛿𝑖 𝑗
)
, (2.50)

where the dot indicates time derivative, 𝑀𝐼 is mass of nucleus 𝐼, µ and µ𝑣 are parameters

corresponding to mass in the dynamics, and Λ𝑖 𝑗 is Lagrange multiplier. Note that the last

term of the r.h.s. of Eq. (2.50) has come from the normalized and orthogonal constraint of

{𝜓𝑖}, i.e.,
∫
Ω
𝜓𝑖

∗ (r, 𝑡)𝜓 𝑗 (r, 𝑡) 𝑑3r = 𝛿𝑖 𝑗 . From the above, a set of the equation of motion

for {𝜓𝑖}, {R𝐼}, {𝛼𝑣} is as follows:

µ ¥𝜓𝑖 (r, 𝑡) =
𝛿𝐸

𝛿𝜓𝑖
∗ (r, 𝑡) +

∑
𝑖, 𝑗

Λ𝑖 𝑗𝜓 𝑗 (r, 𝑡)

𝑀𝐼
¥R𝐼 = −∇𝑅𝐼 𝐸

µ𝑣 ¥𝛼𝑣 = − 𝜕𝐸
𝜕𝛼𝑣

. (2.51)

Kinetic energy 𝐾 is given by

𝐾 =
∑
𝑖

1
2
µ

∫
Ω

�� ¤𝜓𝑖��2𝑑3r +
∑
𝐼

1
2
𝑀𝐼

¤R𝐼
2 +

∑
𝑣

1
2
µ𝑣 ¤𝛼𝑣2. (2.52)

In Eqs. (2.51) and (2.53), terms and equations of motion for {𝜓𝑖} and {𝛼𝑣} are virtual and

have no meaning for actual physical system. These terms and equations are the tools for

execution of CPMD. For example, if {𝜓𝑖} is optimized, it corresponds to the electronic
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ground state, and ¥𝜓𝑖 and kinetic energy become 0. In this case, the eigenvalue of Λ𝑖 𝑗

coincides with the set of eigenvalues obtained by the Kohn-Sham equation. As long as

this condition is satisfied, CPMD is identical to the BOMD, then it can describe the actual

physical picture.

In CPMD, the system is first optimized by combining SA and MD according to

Eq. (2.51) so that the other kinetic energies are zero while the nuclear configuration is

fixed. Then start MD to move the nuclear configuration. The trajectory is obtained

according to the Eq. (2.51) within a range in which the kinetic energy except for the

nuclear is very small compared with the nuclear kinetic energy. If it goes out of this range,

the optimization is performed to make kinetic energy except for the nuclear zero.

As described above, by avoiding the SCF calculation, the computational cost for each

MD step can be greatly reduced. However, with CPMD, it is necessary to make the time

step smaller than when performing SCF calculation at every MD step, resulting in larger

number of MD steps.

2.3 Red Moon method

In this section, we explain the Red Moon (RM) method, [35, 36] which can simulate a

stepwise reaction consisting of multiple elementary reaction processes in a condensed

phase by combining MC and MD methods.

The probability of appearance of a high energy state that can cross the barrier of
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chemical reaction is very low compared to a low energy state. The chemical reaction with

the order of seconds to hours that we observe daily is familiar to us. However, it becomes

difficult to observe these reactions directly by molecular simulation because the FPMD

simulation can be handled a much smaller range of up to 103 atoms and 10−10 seconds.

Therefore, chemical reactions are rare events that are difficult to observe even with a

single elementary reaction, simply by performing an MD simulation. For this problem,

Blue Moon ensemble [47, 48], which sets a limit on the movement of the reactant to the

direction along the reaction coordinates, and Meta-dynamics method [49], which prohibits

pass again the point on the free energy surface once passed to sample a wide phase space

in a shorter time, have been developed. However, even with these methods, it is only

possible to observe the elementary reaction processes one by one. With conventional

MD methods, it is hard to deal with a complex reacting system such as multiple kinds of

elementary reactions occur one after another while competing in a condensed phase.

The Red Moon (Rare Event-Driving MethOdology Of Necessity) method, developed

by Nagaoka et al., is a technique that enables simulation of complex reacting systems. In

RM method, by repeating the MC/MD cycle, it is possible to follow the stepwise change

of the system that consists of the accumulation of elementary reactions. A MC/MD cycle

consists of two parts: the MC part selects a possible elementary reaction by Metropolis

method and the MD part describes the dynamics of molecules in the system. This method

enables a simulation from an initial state to an equilibrium state where no elementary

reaction occurs in a system with 105 atoms. The detailed procedure is as follows:
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1. Preparation for RM simulation. Prepare an initial structure to start RM simulation

and set the simulation parameters, i.e., a list of elementary reactions and conditions

for selecting as a reaction candidate. The condition as a reaction candidate is, for

example, approach of an atomic pair where a bond is generated after the reaction. It

is set as a threshold value of an interatomic distance.

2. Start the simulation. Let 𝑟 be the configuration state of the current system, and search

for molecules and atom pairs that satisfy the conditions as reaction candidates.

3. If the number of candidates 𝑁cand is 0, namely, no reaction candidate is found and

the RM simulation itself has not converged, perform a short MD to update the

state 𝑟 and the procedure returns to 1. If it has converged, stop the simulation. If

𝑁cand < 0, select one from all candidate by weighted selection with Boltzmann factor

of activation energy 𝐸a, exp
(
− 𝐸a
𝑘B𝑇

)
.

4. Create a state 𝑠 which corresponds to the state after occurring the selected reaction.

For example, if selected reaction is A + B → C, apply a molecular force field

parameter of C to a group of atoms constituting A + B in state 𝑟, and then perform a

short MD simulation to relax whole systems.

5. Compare the potential energy of state 𝑟 with that of state 𝑠 to decide whether to accept

or reject the selected reaction by the Metropolis method. The energy differenceΔ𝑈𝑟𝑠

used at this time is

Δ𝑈𝑟𝑠 = 𝑈𝑟 −𝑈𝑠 =
(
𝑈MM
𝑟 −𝑈MM

𝑠

)
+ Δ𝑈reac

0 , (2.53)
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where 𝑈MM
𝑟 and 𝑈MM

𝑠 are potential energy by molecular mechanics and Δ𝑈reac
0

is reaction potential energy of the selected one. Δ𝑈reac
0 is calculated by quantum

chemical methods under the condition of gas phase with correction of zero-point

energy. If Δ𝑈𝑟𝑠 ≤ 0 or rand (0, 1) ≤ exp
(
− 𝐸a
𝑘B𝑇

)
accept state 𝑠, otherwise reject the

state.

6. If accepted, state 𝑠 is newly set as state 𝑟, and the initial configuration is updated.

Otherwise, the process returns to candidate selection in step 3.

7. Stop the RM simulation when there is almost no change in the composition of the

system (corresponds to the equilibrium state).

RM method was first applied to the simulation of the racemization of 2-chlorobutane

in 𝑁 ,𝑁-dimethylformamide solvent. [35] From the system that consists only of (𝑅)-2-

chlorobutane and has an optical purity of 100% as an initial state, a composition close to

a racemate is finally obtained by the RM simulation. Further, it is applied successfully

to the formation of an aromatic polyamide film, [50] the formation of a solid electrolyte

interphase (SEI) film for secondary batteries, [36–41] and an olefin polymerization. [51]
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Figure 2.4: Schematic flowchart of molecular dynamics method.





Chapter 3 Impact of Cis- versus Trans-
Configuration of Butylene Carbonate
Electrolyte on Microscopic SEI
Formation Processes in LIBs

3.1 Introduction

Although the use of LIBs in small-scale devices is widespread, increasing focus is now

being directed into applying them to large-scale devices such as electric vehicles and

renewable energy storage equipment, in response to social demands. [3] These applications

require the development of higher energy-density battery systems, but generally, having

a higher energy density increases the risk of fire and/or explosion from a flammable

electrolyte. [4] It is therefore challenging to develop a safe LIB with a high energy density

and a long lifetime. An SEI film is key for achieving a stable battery performance. [6, 14,

15,52,53] An SEI film is a passive layer, which is formed by the reductive decomposition

of the electrolyte on anode materials during the first charging process, enables electron

blocking while also maintaining the permeability of the Li+. SEI films prevent electrolytes

from undergoing undesirable continuous reductive decomposition, which otherwise causes

an increase in the irreversible capacity, exfoliation of graphite anodes, and gas evolution,

and has other negative impacts on batteries. Of particular importance when designing

53
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SEI films is their strong dependence on the electrolyte solvent. The most representative

examples are the distinctive features observed in EC and PC. EC-based electrolytes are

used in most commercialized LIBs, because of their ability to form a good SEI film on the

graphite anode’s surface, thus protecting the electrolyte against reductive decomposition.

PC-based electrolytes, however, cannot form SEI films, despite only differing slightly

from EC (only one additional methyl group). Concerning this phenomenon, referred to

as “EC-PC mystery,” [6] previous studies have applied RM simulation, [35, 36] thereby

revealing the microscopic origins of the different SEI film formation processes in EC and

PC electrolytes. [37] It is claimed that SEI film components cannot aggregate efficiently in

PC electrolytes, as compared to their aggregation in EC, because the methyl group in PC

exerts steric hindrance towards the formation of a dense and stable SEI film. Therefore, SEI

film formation is very sensitive to the molecular structures and their interactions, during

the elemental processes of reductive decomposition and deposition. In contrast, through

their previous research on the “EC/PC mystery,” Xing et al. proposed that the stronger

solvation ability of PC enhances the formation of the anion-free solvation structure of

Li+(PC)4 as a result of competitive solvation by anions and solvent molecules, and thus

hinders the LiF production associated with the reduction of PF−
6 anions. [54] A similar

relationship to the “EC-PC mystery” has also been found in other cyclic carbonates: 𝑡-BC

versus 𝑐-BC. [55] These molecules have the same atomicity and structure, except for their

cis-trans geometry (Figure 3.1); here, the difference between the two is even smaller than

that of EC and PC. Moreover, each provides the same product following a one-electron

reductive ring-opening reaction of a single molecule. [56] It has been reported, however,
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Figure 3.1: Distinct electrochemical behaviors of 𝑡-BC and 𝑐-BC electrolytes, despite
their similarity at the molecular level.

that a 𝑡-BC-based electrolyte enables the reversible intercalation of Li+ into graphite

anodes, similar to EC, while a 𝑐-BC-based electrolyte causes irreversible exfoliation of

graphite, similar to PC. [55, 57] This implies that only the cis-trans geometry in single

molecules can be changed to effectively modify the microscopic formation of SEI films,

and hence achieve reversible Li+ intercalation into a graphite anode.

Although SEI films have been observed on graphite anodes in 𝑡-BC elertrolyte, [56] no

one has reported the existence of SEI films in 𝑐-BC electrolyte. Therefore, the dependence

of the SEI film formation process on the orientation of two methyl groups in geometric

isomers remains a debatable issue. Computational simulation is an effective tool for

unveiling the details of the SEI film formation processes, considering the difficulty of

experimental in-situ surface observations under electrochemical conditions. In particular,

RM simulation [35, 36] is suitable for the observation of the SEI film formation process

at the atomistic level. SEI film formation is the result of numerous sequential elementary

reactions in a condensed electrochemical system, dealing with large numbers of atoms
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over a long time period. The RM method is able to efficiently simulate such systems,

with explicit description of the surrounding environment. [35–41, 50, 51] Indeed, RM

simulations have been successfully applied to unveil the origin of the “EC-PC mystery,”

[37] and explore the effects of additives, [38, 39] and the results have revealed the SEI

formation process in a highly concentrated electrolyte. [41] In this study, RM simulations

were performed to investigate the differences in the SEI film formation process on a

graphite anode in both 1 mol L−1 LiPF6/𝑡-BC and 1 mol L−1 LiPF6/𝑐-BC. First, we

analyzed the differences in the SEI films, quantified by their mass density, and by the

number of each reaction component in each film. Second, we attempted to clarify the

origin of distinct SEI film formation routes in the 𝑡 and 𝑐-BC electrolytes, to determine the

solvation effect. Finally, we discuss the analogies between 𝑡/𝑐-BC and EC/PC, to obtain a

general perspective on how SEI film formation is affected by the electrolyte solvent.

3.2 Method

3.2.1 Model system

The SEI film formation process was simulated using the RM method to clarify the origin

of different electrochemical behaviors experimentally observed in 𝑡-BC and 𝑐-BC. RM

simulations were executed with the primary chemical reactions shown in Figure 3.2, which

were assumed based on previous experimental and theoretical studies. [37,56,58,59] Here,

we ignore the reactions of linear carbonates, because in most cases, the reduction of cyclic

carbonates is known to be dominant. [56,59] The main components are therefore generated
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Figure 3.2: Primary chemical reactions of SEI film formation in the 𝑡/𝑐-BC-based 1 M
LiPF6 electrolyte. The important features of each reaction found from simulation results
are shown in parentheses.

from cyclic carbonate, regardless of the existence of any linear carbonates that may act

as co-solvents. In this regard, we employed Reactions 1-3 as the primary decomposition

reactions of 𝑡-BC and 𝑐-BC. Additionally, we applied two-electron reduction of the PF−
6

anion on the graphite anode. [58] In this study, the chemical reactions associated with the

direct attack of radical (“LiBC” in Figure 3.2) to solvents, i.e., 𝑡/𝑐-BC was not included

because such reactions are assumed to be the endothermic one in the EC electrolyte as

reported in the FPMD simulation. [28] The details of RM simulations may be found in

previous reports. [36, 37, 41] In this study, we calculated the reaction energy, Δ𝑈𝑟𝑠, using
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Table 3.1: Reaction energy of each primary elementary reaction [kcal mol−1]

Reaction Δ𝑈reac
0 Δ𝑈

MM(sol)
𝑟𝑠

1-a) 𝑡-BC + Li+ + e− → LiBC -1.3 -55.5
1-b) 𝑐-BC + Li+ + e− → LiBC -3.0 -45.5
2) LiBC + Li+ + e− → Li2CO3 + C4H8 0.3 77.6
3) 2LiBC → Li2(BC)2 -4.3 87.1
4) PF−

6 + 2e− + 3Li+ → PF3 + 3LiF 110.2 -0.5

Eq. (3.1):

Δ𝑈𝑟𝑠 = Δ𝑈MM
𝑟𝑠 + Δ𝑈reac

0 − Δ𝑈
MM(sol)
𝑟𝑠

= Δ𝑈MM(sol)
𝑟𝑠 + Δ𝑈MM(sol−svt)

𝑟𝑠 + Δ𝑈reac
0 − Δ𝑈

MM(sol)
𝑟𝑠 (3.1)

where Δ𝑈MM
𝑟𝑠 , Δ𝑈reac

0 , and Δ𝑈
MM(sol)
𝑟𝑠 are the differences in the local potential energies

obtained in the FF, the intra-molecule potential energy change calculated by gaussian09 at

the B3LYP/6-311G(3df,3dp) level, and the intra-molecule potential energy change from

the FF calculation, respectively. Note that both Δ𝑈MM
𝑟𝑠 and Δ𝑈reac

0 contain intra-molecule

energy change, and Δ𝑈
MM(sol)
𝑟𝑠 is a correction term for the double counting of intra-

molecule energy change. This treatment for Δ𝑈𝑟𝑠 is different from that of a previous study

on EC/PC. [37] The values of Δ𝑈reac
0 and Δ𝑈

MM(sol)
𝑟𝑠 for each elementary reaction are

summarized in Table 3.1.

An example of the three-dimensional supercell used as a model for the anode-electrolyte

interface in this study is shown in Figure 3.3. This supercell had a size of 30.0 nm ×

3.70 nm × 3.41 nm. The dimensions of the carbon anode, electrolyte, and vacuum ranged

from 0 to 2.583 nm, 2.583 to ∼17 nm, and ∼17 to 30.0 nm, respectively. We prepared the
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Carbon anode Electrolyte（1M LiPF6/t-BC or 1M LiPF6/c-BC）

Figure 3.3: Model system for simulation of SEI film formation.

Table 3.2: Number of components of each 1.0 mol L−1 LiPF6 electrolyte in the 𝑡-BC
and 𝑐-BC supercells. These compositions were obtained by 𝑁𝑃𝑇-MD (1 bar, 298 K)

𝑡-BC based electrolyte 𝑐-BC based electrolyte

Solvent
𝑡-BC (𝑅-body) 500 𝑐-BC 1000
𝑡-BC (𝑆-body) 500

Li salt
Li+ 110 Li+ 107
PF−

6 110 PF−
6 107

1.0 mol L−1 LiPF6 electrolyte by setting the number of molecules as shown in Table 3.2.

To confirm the statistical reproducibility, we also executed a set of RM simulations from

10 independent initial configurations, and we evaluated standard error of these 10 results

using a two-sided 95% confidence interval for each system.

3.2.2 Computational details

The MD simulations in this study were executed using the SANDER module in the

Amber9 [60] or Amber16 [61] packages. We used the generalized AMBER force field

(GAFF) for all chemical species except for PF−
6 ; [62] further, we obtained the FF for PF−

6

from a previous study. [63] We obtained atomic point charges using the RESP method, [64]

by performing quantum chemical calculations at the B3LYP/6-311G(3df,3pd) level. In

line with previous studies, we scaled the point charges of electrolyte solvents by 0.8 to
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Table 3.3: Calculated and experimental diffusion constants of each solvent
[10−10 m2 s−1]. 1 ns 𝑁𝑉𝑇-MD (313 K for EC and 298 K for PC and 𝑡/𝑐-BC) sim-
ulations were executed.

EC PC 𝑡-BC 𝑐-BC

Calculated 7.31 4.18 3.12 0.95
Experiment 8.0a 4.9b - -
a at 313 K, from reference [67]
b at 298 K, from reference [68]

reproduce the experimental dipole moments for 𝑡/𝑐-BC, EC, and PC. [14, 37] We set the

time step to 1 fs using the SHAKE method, [65] which constrains the bond distance

between hydrogen atoms and heavy atoms. We set the temperature of the MD simulations

to be 298 K, controlled by a Berendsen thermostat. [66] We applied an 𝑁𝑉𝑇 ensemble to

all of the MD parts in the RM simulations. In order to confirm the validity of the present

MD simulations, we investigated the diffusion constants of each solvent (see Table 3.3). In

the EC and PC solvents, the calculated diffusion constants well agreed with experimental

ones. Therefore, the calculation accuracy of the MD simulations used in this study must

be sufficient.

The supercell (Figure 3.3) contains a vacuum region that is large enough to avoid

interactions with neighboring cells along its 𝑥 direction. We applied a repulsive potential

at the border between the electrolyte and the vacuum region to prevent the electrolyte from

vaporizing. The RM method repeats a cycle consisting of MC and MD processes, which

is called the “RM cycle.” In the RM simulations, each RM cycle contains at least one

short MD run. We therefore executed a 10 ps MD run to search for the candidates of the

possible primary reactions. Moreover, in cases where the reduction reaction was selected
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t-BC electrolyte

or

c-BC electrolyte

Intermediate

LiBC

Figure 3.4: Schematic example of supercell for MD and surrounding solvents.

and accepted, we executed another MD run after the reaction. Since the neutrality of the

system should be maintained when using the Ewald method, we injected cations (i.e., Li+)

into the cell to keep the charge balance neutral when electrons were consumed by the

reduction reaction. Following the acceptance of the reduction reaction and the injection of

cations, we executed a further 40 ps run to accelerate the ion diffusion while the reaction

products were being fixed. These 40 ps MD runs were divided into two parts; a 20 ps run

under the conditions of smaller electrostatic interaction (i.e., a scaling parameter of 0.1),

followed by 20 ps run in normal conditions.

We also performed another MD simulation, independent of the above RM protocol,

to analyze the solvation properties of the intermediate species in the bulk electrolyte. A

schematic for these MD simulations is shown in Figure 3.4, where the supercells for MD

consist of single intermediate species in 1 M LiPF6 electrolyte. The composition of each

supercell is shown in Table 3.4. We also prepared a set of 30 initial configurations of the

supercell for each of the following four systems: “LiBC” in 𝑡-BC electrolye, “LiBC” in

𝑐-BC electrolye, “LiEC” in EC electrolyte, and “LiPC” in PC electrolyte. We performed
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Table 3.4: The number of each component in each supercell used for MD simulation to
analyze the solvation properties of the intermediate species in the bulk electrolyte.

In 𝑡-BC
electrolyte

In 𝑐-BC
electrolyte

In EC
electrolyte

In PC
electrolyte

Number of solvents 250 250 250 250
Number of Li+ + PF−

6 28 27 18 23
Intermediate LiBC LiBC LiEC LiPC

each of these MD simulations for 10 ns under a 𝑁𝑃𝑇 (1 bar, 298 K) ensemble as a product

run, after a series of equilibration runs. All the other settings for these MD simulations

were identical to the MD runs in the RM simulation. Using these trajectories, we calculated

the number of solvents coordinating to the intermediate and interaction energies between

the coordinated solvents and intermediates, every 1 fs. We defined coordinated solvents

as solvents that make contact with the intermediate in van der Waals radii. The interaction

energy, 𝐸int is calculated as follows:

𝐸int = 𝐸tot − (𝐸slv + 𝐸im) , (3.2)

where 𝐸tot, 𝐸slv, and 𝐸im are the potential energies of the cluster consisting of intermediate

and coordinated solvents, the coordinated solvents, and the intermediate, respectively.

3.3 Results and discussion

3.3.1 Unstable SEI Film Formation in the c-BC Electrolyte

Densities of the SEI films. SEI films were formed during RM simulation in both the

𝑡-BC and 𝑐-BC-based electrolytes, as shown in Figure 3.5. We further analyzed the mass
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density distributions of the SEI films along with their thicknesses for quantitative and

statistical comparison (Figure 3.6). Overall, the density of each component was negligible

in regions exceeding 3 nm from the electrode surfaces (Figure 3.6a-b), indicating similar

SEI thicknesses for the 𝑡- and 𝑐-BC electrolytes. The local distributions of dominant

components were also similar for the two films: the gaseous C4H8 (from Reaction 2,

black) is in the vicinity of the electrode surface (peak at 0.3 nm), and the other inorganic

salts (Li2CO3 from Reaction 2, red) and organic salts (Li2(BC)2 from Reaction 3), with

a peak position at a distance of ∼ 1 nm. We note that in both electrolytes, Reaction 4

scarcely occurred, as only a few PF3 and LiF were observed during the simulations. This

might be due the repulsive interaction between the negatively charged anode surfaces and

the anions, which prevents the reductive decomposition of anions at the interface. [37]

The quantitative difference in the two SEI films was exclusively found in the density of

Li2(BC)2 i.e., the dimerized products of Reaction 3, as shown in Figure 3.6c. On one hand,

the SEI film formed in 𝑐-BC electrolyte had 12 % fewer Li2(BC)2 compounds than that in

the 𝑡-BC electrolyte (2.2 nm−3 for 𝑐-BC versus 2.5 nm−3 for 𝑡-BC, as shown in Table 3.5),

originating from the lower mass density distribution of Li2(BC)2 at 𝑥 = 1-2.5 nm (Figure

3.6c). On the other hand, the distributions of other products were almost identical in the 𝑡-

and 𝑐-BC electrolytes. Therefore, the density of Li2(BC)2 presumably affects the stability

of the SEI films. We expect that a larger difference in SEI film density will be observed if

we apply a longer timescale to the MD simulation in one RM cycle. Analogous with the

fact that dimerized products have been proposed as the primary component of SEI films
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Figure 3.5: Computational SEI films formed in a) 𝑡-BC electrolyte and b) 𝑐-BC elec-
trolyte.

Figure 3.6: Mass density distributions of the reaction products as a function of distance,
𝑥, from the electrode surface in the final equilibrium states of RM simulations, for a) the
𝑡-BC electrolyte, b) the 𝑐-BC electrolyte, and c) the difference between the two. The
average values of 10 RM simulations are used in each panel, and standard errors are
estimated to a two-sided 95% confidence interval.

formed in EC-based electrolyte, [52] the decrease in the dimerized product Li2(BC)2 could

be key for explaining the distinct electrochemical behavior observed in 𝑡-BC (reversible)

and 𝑐-BC (irreversible) films.

In previous studies, the different Li+ intercalation behavior observed in the 𝑐𝑖𝑠-𝑡𝑟𝑎𝑛𝑠

Table 3.5: Number density of the reaction products in the final states of RM simulations
for the 𝑡-BC and 𝑐-BC electrolytes

Type Formula In 𝑡-BC electrolyte In 𝑐-BC electrolyte

Organic salt
LiBC 0.95 ± 0.1 1.0 ± 0.2

Li2(BC)2 2.5 ± 0.2 2.2 ± 0.2
Inorganic salt Li2CO3 4.0 ± 0.3 4.0 ± 0.4
Gas C4H8 4.0 ± 0.3 4.0 ± 0.4
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isomers of cyclic carbonate has been attributed to the steric hindrance of solvated Li+,

which occurs in graphite during co-intercalation, [55] because their ring-opening reduc-

tion products are identical. However, our results show for the first time that the 𝑐𝑖𝑠-𝑡𝑟𝑎𝑛𝑠

isomers cause a distinct difference in the nature of the SEI film, even without the con-

sideration of the co-intercalation process. This difference in the SEI film may directly

dominate whether or not reversible Li+ intercalation occurs; the dense and stable SEI film

in 𝑡-BC can prevent solvent co-intercalation, while the unstable SEI film in 𝑐-BC cannot.

SEI film formation process. To unveil the differences in the Li2(BC)2 formation process,

the variations of the number densities of the main SEI components (“LiBC”, “Li2(BC)2”,

and “Li2CO3 + C4H8”) at each RM cycle are summarized in Figure 3.7. The difference

in the number densities of Li2(BC)2 in the two electrolytes increased gradually during

the RM cycle; its accumulation lead to a lower number density of Li2(BC)2 in the c-BC

electrolyte. For further investigation, we analyzed the LiBC-LiBC collision frequency. As

the dimerized reaction occurred through contact between two LiBC compounds, LiBC-

LiBC collision frequency should be one of the indicators for the probability of Reaction

3 occurring (see Figure 3.2). Note that in the RM simulations, we counted each LiBC-

LiBC pair as a candidate for Reaction 3 if the distance between two radical carbons was

shorter than sum of van der Waals radii of a carbon atom, i.e., 0.3816 nm. We defined

the collision frequency as the event number of formations of such candidate LiBC pairs,

which are shown in Figure 3.8 as a function of the RM cycles. At around 200-400 cycles,

the collision frequency in the 𝑐-BC electrolyte was lower than that in the 𝑡-BC electrolyte.
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Figure 3.7: Variations in the surface number densities of the solvent molecules and
reaction products during the SEI film formation processes, following RM cycles in the
(a) 𝑡-BC-based, (b) 𝑐-BC-based electrolytes, and (c) the difference between the two. The
average values of 10 RM simulations were used, and standard errors were estimated to
a two-sided 95% confidence interval.
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Figure 3.8: Variations in LiBC-LiBC collision frequency during RM cycles in 𝑡-BC-
based and 𝑐-BC-based electrolytes.

This is consistent with the smaller number density of Li2(BC)2 in the 𝑐-BC electrolyte, as

shown in Figure 3.7.

Additionally, the existence of a competitive reaction can also decrease the occurrence

of dimerizing reactions. LiBC is the intermediate that is consumed, not only by the

dimerizing reaction (Reaction 3 in Figure 3.2), but also by the competing two-electron
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Table 3.6: Ratio of each reaction product from LiBC [%]

Li2CO3 + C4H8

by Reaction 2
Li2(BC)2

by Reaction 3
Unreacted

In 𝑡-BC electrolyte 40.5 ± 2.5 49.8 ± 2.6 9.7 ± 1.6
In 𝑐-BC electrolyte 42.8 ± 2.7 46.5 ± 3.0 10.8 ± 2.0

reduction reaction (Reaction 2 in Figure 3.2). Table 3.6 shows the production ratio of each

reaction from LiBC. Evidently, the consumption ratio of the dimerizing reaction was large

in the 𝑡-BC electrolyte than for 𝑐-BC.

3.3.2 Effect of strong solvation on the stability of an SEI film

Comparison of 𝑡-BC and 𝑐-BC as solvents. Based on the aforementioned analysis of the

SEI film formation process, we determined that less dimerization of LiBC occurred in the

𝑐-BC electrolyte, making the SEI film less dense and less stable than that formed in the

𝑡-BC electrolyte. To clarify the origin of this difference, we investigated these molecules as

“solvents,” because single molecules of 𝑡-BC and 𝑐-BC themselves do not shows any pecu-

liar chemical differences. We focused on the solvation of the intermediate LiBC, because

this directly influences the collision probability of two LiBC units, forming Li2(BC)2 as

a stable SEI film component. As summarized in Table 3.7, both solvent coordination and

interaction energy with LiBC were much larger in the 𝑐-BC electrolyte than in the 𝑡-BC

electrolyte. As a consequence, the diffusion constant of LiBC is significantly smaller in

the 𝑐-BC electrolyte than in the 𝑡-BC electrolyte.

Effect of solvation on SEI film formation. We now discuss why the unstable SEI film
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Table 3.7: Comparison of the diffusion constants of LiBC and its related solvation
properties.

In 𝑡-BC electrolyte In 𝑐-BC electrolyte

Diffusion constant of LiBC
[×10−11m2 s−1]

2.6 ± 0.6 0.6 ± 0.1

Coordination number of solvents 5.63 ± 0.18 6.57 ± 0.16

Solvents-LiBC interaction energy
(/a molecule)
[kcal mol−1]

−22.5 ± 2.8
(-4.0)

−36.4 ± 3.3
(-4.9)

formation is initiated by strong solvation. Most intuitively, the strong solvation can hinder

the dimerization reaction (Reaction 3) because solvation shells disturb direct contact

between the two LiBC compounds to form the Li2(BC)2-based stable SEI film. Kinetically,

slower diffusion of LiBC largely diminishes the collision frequency of LiBC, thereby

promoting the competitive two-electron reduction reaction (Reaction 2 in Figure 3.2),

which making the SEI film unstable.

Furthermore, the competitive reaction can be accelerated at the electrode surface, be-

cause the important intermediate LiBC is originally formed by the one-electron reduction

reaction of 𝑡-BC or 𝑐-BC at the anode surface. If the migration of the LiBC product is

slow, this intermediate near the anode surface stays for a longer duration, and therefore

undergoes further reduction to form Li2CO3 and C4H8. Indeed, the collision frequency of

LiBC and the anode surface is higher in the 𝑐-BC electrolyte than in the 𝑡-BC electrolyte,

as shown in Figure 3.9. It should be noted that the steric hindrance of 𝑐-BC should also

affect the SEI film formation. In fact, in our previous report on EC/PC, we clarified that
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Figure 3.9: Changes in the LiBC-anode surface collision frequency at each cycle
in 𝑡-BC-based and 𝑐-BC-based electrolytes during the RM simulations. In the RM
simulations, LiBC was determined as a candidate for Reaction 2 if the distance between
the radical carbon in LiBC and a carbon atom in the anode surface was smaller than the
sum of the van der Waals radii of carbon atoms, i.e., 0.3816 nm.

the steric hindrance of the methyl group in PC prevents the aggregation of their reduction

products so as to make the SEI unstable. [6] Therefore, the steric hindrance of 𝑐-BC should

decrease the collision frequency between two LiBCs, as shown in Figure 3.8. Overall, the

ratio of Li2(BC)2 decreased in the 𝑐-BC electrolyte.

In summary, strong solvation could have negative impacts on the growth of a stable

SEI film, and is the origin of the continuous solvent reduction/co-intercalation observed

in 𝑐-BC.

3.3.3 Relationship between the “mysteries” in EC/PC and in t-BC/c-BC

Two pairs of solvents, i.e., EC/PC and 𝑡-BC/𝑐-BC, both consist of good/bad solvents for LIB

electrolyte. The “good” solvents, namely EC and 𝑡-BC, enable reversible Li+ intercalation
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into the graphite anode, whereas the “bad” solvents, PC and 𝑐-BC are continuously

decomposed, causing the exfoliation of graphite instead of Li+ intercalation. In this

regard, our theoretical work demonstrates that dense and stable SEI films can be formed

in EC and 𝑡-BC (good solvents), while sparse and unstable films are formed in PC and

𝑐-BC (bad solvents). That is, the reversibility of Li+ intercalation is commonly linked to

the stability of the SEI film. [37]

To universalize the solvation effect on destabilization of the SEI film in all those

solvents, we next discuss the stability of the SEI film in EC/PC electrolytes, from the

viewpoint of their solvation strengths. Table 3.8 shows the calculated diffusion constants

of the intermediates (LiEC/LiPC in the EC/PC electrolyte), and their related solvation

properties. As for the 𝑐-BC electrolyte, the PC electrolyte exhibits a lower diffusion

constant for its intermediate than the EC electrolyte. However, the strength of solvation

to intermediate (LiEC/LiPC) is almost similar in EC/PC pair. Moreover, the diffusion

constants of LiPC is comparable to that of LiBC in 𝑡-BC electrolyte. These results

indicate that it is difficult to explain the difference between EC/PC electrolytes based on

the solvation to intermediate as with 𝑡-BC/𝑐-BC. In fact, it was experimentally reported

that components of SEI film formed in PC electrolyte have higher solubility than that

in EC electrolyte. [69] Furthermore, the previous RM simulation also revealed that ratio

of dissolved components during the SEI film formation is significantly higher in PC

electrolyte than that of EC electrolyte due to the steric hindrance of methyl group of

PC. [37] It should be noted that there is no difference in the solubility of SEI film
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Table 3.8: Comparison of the diffusion constant of LiEC/LiPC and its related solvation
properties.

In EC electrolyte In PC electrolyte

Diffusion constant of LiEC/LiPC
[×10−11m2 s−1]

5.0 ± 1.5 2.5 ± 0.6

Coordination number of solvents 6.29 ± 0.21 6.10 ± 0.17

Solvents-LiEC/LiPC interaction energy
(/a molecule)
[kcal mol−1]

−20.8 ± 2.0
(-3.3)

−20.4 ± 2.9
(-3.3)

Table 3.9: Ratio of dissolved components during SEI film formation [%]. In the
analyses, the products which exist outside of SEI film (i.e., 3 nm) is regarded as “dissolved
components.”

Type In 𝑡-BC electrolyte In 𝑐-BC electrolyte

Organic salt
LiBC 15.4 ± 9.2 15.5 ± 10.9

Li2(BC)2 2.7 ± 2.8 3.3 ± 7.0
Inorganic salt Li2CO3 0.2 ± 0.4 0.9 ± 1.9

Gas C4H8 3.1 ± 1.4 2.1 ± 1.4

components in the 𝑡-BC/𝑐-BC electrolytes (see Table 3.9).

In summary, it is concluded that there are two negative effects on the stability of

SEI film in 𝑐-BC and PC electrolytes, respectively (Table 3.10): (1) Strong solvation to

intermediate species hinders the generation of SEI film components in 𝑐-BC-electrolyte

and (2) the dissolution of SEI film components proceeds in PC-electrolyte.
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Table 3.10: Summary of Li+ intercalation behavior in relation to the nature of the SEI
film and its solvation.

In 𝑡-BC
electrolyte

In 𝑐-BC
electrolyte

In EC
electrolyte

In PC
electrolyte

Li+ intercalation
to graphite anode

Reversible Irreversible Reversible Irreversible

SEI film density Higher density Lower density Higher density Lower density

SEI film stability
(cause)

Stable
Unstable

(by formation)
inhibition)

Stable
Unstable

(by dissolution)

3.4 Conclusion

In this study, we performed RM simulations on the process of SEI film formation to unveil

the origin of the different charge-discharge behavior of the graphite anode in 𝑡-BC and 𝑐-BC

electrolytes. We found that the density of the SEI film is lower in the 𝑐-BC electrolyte than

in the 𝑡-BC electrolyte because of the smaller number of dimerized organic compounds.

The origin of different SEI formation processes can also be a stronger solvation of the

intermediate compound, which hinders its dimerization reaction. Our results suggest that

the use of solvents that satisfy both the weak solvation and low solubility is essential to

stabilize the SEI film toward a better charge-discharge performance.



Chapter 4 First-Principles Study on the
Peculiar Water Environment
in a Hydrate-Melt Electrolyte

4.1 Introduction

To facilitate the development of high-energy-density and safe LIBs, several approaches

have been applied to identify new functional electrolytes over the past few decades. In

particular, aqueous electrolytes [70] are a promising group of potential replacements

for conventional organic electrolytes [14] with regards to safety and low production costs.

However, the low electrochemical stability of water and narrow potential window have hin-

dered the application of aqueous electrolytes to LIBs. A key approach to addressing these

obstacles is the concept of super-concentrated Li-salt electrolytes. [71] It has widely been

reported that, in organic systems, super-concentrated electrolytes have an extraordinarily

high electrochemical stability arising from their unique liquid structures, [72, 73] where

most of the Li-salt anions are in direct contact with one or more alkali cations. [72, 73]

These aggregated structures have significantly modified electronic states that expose the

anion states at the lowest unoccupied molecular orbital (LUMO) and form a highly stable

anion-derived SEI, which largely improves the reduction stability of the electrolyte at the

73
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negative electrode. [72]

By applying this strategy to an aqueous system, Suo et al. developed a water-in-salt

electrolyte with a wide electrochemical window (3.0 V) by dissolving a high concentra-

tion of LiN(SO2CF3)2 (LiTFSI). [74] Our research group has independently succeeded

in further increasing the salt concentration and minimizing the water content to iden-

tify a new class of aqueous electrolyte, the hydrate melt, with a negligible amount of

free water molecules. This was realized by utilizing a eutectoid of two lithium salts

with organic imide anions, TFSI and N(SO2C2F5)−2 (BETI), to form the dihydrate melt,

Li(TFSI)0.7(BETI)0.3·2H2O, [75] which provides an extremely wide potential window

of ca. 3.8 V. Although Raman spectra and FPMD simulations have shown that most of

the water molecules coordinate with Li+, possible partial aggregation caused by struc-

tural fluctuation and its influence on the electronic states are now crucial fundamental

issues. Unveiling the accurate microscopic coordination structure of water molecules in

the hydrate melt will provide technical clues toward further enhancing the electrochemical

stability of aqueous electrolytes.

In this study, we investigated the microscopic structures of the dihydrate melt by using

FPMD simulations (without empirical parameters) to quantify the number of hydrogen

bonds (H-bonds) in various intermolecular couplings and the size distribution of H2O

clusters. Subsequently, we analyzed the calculated projected density of states (PDOS) to

achieve better insights into the enhanced electrochemical stability of the dihydrate melt.
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4.2 Method

4.2.1 Computational details

FPMD simulations were conducted with the CPMD code [45,76] to investigate the solution

structures of a hydrate-melt electrolyte and bulk water for comparison, because we can

obtain not only solution structure but also electronic structure without any parameter

modification to each target. [72, 73] Figure 4.1 shows the supercells used for the FPMD

simulations. The cubic supercell for the hydrate melt (Figure 4.1a) contains 14 LiTFSI

ion pairs, 6 LiBETI ion pairs, and 40 H2O molecules and a cell edge of 18.74 Å, which

was set to reproduce the experimental mass density (1.783 g cm−3 at 298 K). [75] For

the bulk water system, the supercell contains 200 H2O molecules, and the cell edge

length was set to 18.17 Å (Figure 4.1b), which is fitted to the experimental mass density

(0.997 g cm−3 at 298 K). [77] For the hydrate-melt electrolyte, four FPMD simulations

were executed using different independent initial configurations to improve the statistical

accuracy and diminish the dependency of simulation results on their selection (Figure

4.2). Because four independent trajectories finally showed the similar energy values, the

dependency on the initial structure should be negligible in the liquid structure analyses.

The computational values in the hydrate-melt system were evaluated as averages together

with the standard errors by using a two-sided 95% confidence interval. In each DFT-

MD simulation with the Nosé thermostat [78], we carried out 9.7 ps (105 MD steps)

sampling after the equilibration and calculated the statistical values. The simulation

temperature was set to 350 K following many previous DFT-MD studies on aqueous
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(a) Hydrate melt (b) Bulk water

H2O Li+ TFSI- BETI-

Figure 4.1: Simulation supercells of (a) Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt and
(b) bulk water. These two configurations are typical snapshots extracted from the CPMD
trajectories.

solutions. The time step and fictitious electrlectric mass were set to 4 a.u. (� 0.10 fs) and

500 a.u., respectively. The PBE functional with van der Waals correction by Grimme’s D2

method was employed for the calculation of exchange-correlation energy. [79] The energy

cutoff of the plane wave basis set was set to 90 Ry with Goedecker-Teter-Hutter-type

normconserving pseudopotentials for C, H, O, N, S, F, and Li. [80, 81]

4.2.2 Hydrogen and ionic bond analyses

For H-bond analyses, we employed the following geometric criteria: 135◦ ≤ ∠OHY≤ 180◦

and distance O-Y < 3.5 Å for he acceptor Y of H-bonds between Y and H2O molecules

(Figure 4.3). [82,83] Here, the O atom of H2O and O, N, and F atoms of the anions (TFSI
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(a)

(b)

Figure 4.2: (a) Energy and (b) Temperature trajectories of four independent CPMD
simulations with Nosé thermostat set to 350 K in this work. After 4.8 ps (5 × 104

MD steps) equilibration, we carried out 9.7 ps (105 MD steps) sampling between ca.
4.8-14.5 ps for each run.

and BETI) were employed as acceptors of H-bonds since they have negative charges by

population analyses of quantum chemical calculations in the gas phase. Then, we defined

a group of H2O molecules linked by H2O-H2O H-bonds as an H2O cluster in the hydrate
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(a) Hydrogen bond (b) H2O-Li+ coordination

135° ≤ θ ≤ 180°

d < 3.5 Å

H-bond acceptor

H2O

d < 2.8 Å
Li+

H2O

Figure 4.3: Schematic illustrations of geometric criteria.
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Figure 4.4: RDFs from Li+ in Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt.

melt. For H2O-Li+ coordination, the threshold distance of Li+-O was set to 2.8 Å which

corresponds to the first minimum of the radial distribution function (RDF) (Figure 4.4).
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Figure 4.5: RDFs in bulk water. In each panel, g(OO), g(OH), and g(HH) repre-
sent RDFs between O atoms, between O atoms and H atoms, and between H atoms,
respectively. In g(OH) and g(HH), intramolecular pairs are excluded.

4.3 Results and discussion

4.3.1 Drastic decrease in hydrogen bonds between water molecules

First, we examined the RDFs for pairs of water molecules in bulk water (Figure 4.5). In

the bulk water system, three RDFs were found to agree well with experimental neutron

diffraction results. [84] In particular, CPMD based on the PBE-D2 functional, which we

applied hereafter, successfully reproduced more accurate experimental RDFs of bulk water

in comparison with other DFT methods. [85] Thus, the calculation accuracy of the present

FPMD simulations is adequate for analyzing the solution structures of aqueous systems.

To elucidate the solution structures of the targeted hydrate melt, we estimated the
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numbers of H2O-H2O and and H2O-anion (TFSI or BETI) H-bonds, as well as the

coordination number of water molecules to Li+ cations (denoted as H2O-Li+ coordination).

Figure 4.6 shows the numbers of H-bonds and H2O-Li+coordination per water molecule

calculated based on the empirical but reliable geometric criteria (Figure 4.3), in the hydrate

melt and bulk water. The average number of H2O-H2O H-bonds in the hydrate melt was

0.52, whereas that in bulk water was 3.58, which is in good agreement with experimental

data (3.3-3.76). [83, 86] Importantly, the number of H2O-H2O H-bonds in the hydrate

melt (0.52) is remarkably lower than 2.605 in the water-in-salt with a molar ratio of

LiTFSI : H2O = 1 : 2.7, characterizing the hydrate melt as distinctive from water-in-salt

electrolytes. [87] Although the number of H2O-H2O H-bonds is significantly decreased

in the hydrate melt, isolation into single water molecules is not complete. The much

larger numbers of H2O-anion H-bonds and H2O-Li+ coordination per water molecule in

the hydrate melt, 1.12 and 0.91, respectively, strongly reflect the preferential coordination

of water molecules with Li+ cations and anions rather than the formation of an H2O-H2O

H-bond network in the hydrate melt.

4.3.2 Isolated water molecules.

Since the number of H2O-H2O H-bonds is significantly decreased in the hydrate melt, most

of the water molecules should be isolated from each other. To confirm this, we evaluated

the size of H2O clusters by determining whether each water molecule was connected via

H-bond to another water molecule in a snapshot. Figure 4.7a-c shows a typical example

configuration of water molecules extracted from a representative FPMD trajectory. In
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(i) H2O-H2O H-bond (ii) H2O-anion H-bond (iii) H2O-Li+ coordination

Figure 4.6: Average numbers of H-bonds and H2O-Li+ coordination per water molecule
in (a) Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt and (b) bulk water. Schematic pictures
of the H-bonds and H2O-Li+ coordination are also shown.

contrast to the bulk water system, where all the water molecules are linked by the H-bond

network, the water molecules in the hydrate melt were dispersed without the formation of

connected H-bond networks. However, evidence of incomplete isolation was found in the

existence of a small amount of water molecules forming isolated clusters, such as dimers

and trimers, even at the extremely high salt concentration of the hydrate melt.

Figure 4.7d shows the histogram of H2O cluster sizes obtained by evaluating their

averaged numbers during the FPMD simulations. In the hydrate melt, more than half of

the water molecules exist as monomers without any H-bonds to other water molecules.
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(a) All

(c) H2O clusters 

(b) H2O molecules

(d) Histogram 

Figure 4.7: (a) Snapshot of (a) Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt obtained by
FPMD simulations. (b) All H2O molecules and (c) H2O dimers (blue) and trimers
(orange) extracted from (a). (d) Histogram of H2O clusters in the hydrate melt based
on the geometric definition (Figure 4.3). The histogram represents the averaged cluster
sizes over four trajectories.

The remaining H2O molecules form clusters, with the number of H2O clusters drastically

decreasing as cluster size, 𝑛, increases. Especially, the amount of H2O clusters with

𝑛 > 5 is only 0.6 %, which is negligible considering the whole electrolyte solution. We

conclude, therefore, that the water molecules in the hydrate melt exist in isolated states

as either monomers or small clusters. In contrast to the hydrate melt, it was suggested
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(a) (b)

Figure 4.8: Typical snapshots of Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt. (a) An H2O
molecule surrounded by only ions (monomer). (b) An H2O molecule surrounded by
ions and another H2O molecule.

in water-in-salt (with a molar ratio of LiTFSI : H2O = 1 : 2.7) that the nano-order

(1.0-2.0 nm) water-rich region exists by neutron scattering, IR spectroscopy, and classical

MD simulation. [87, 88] Such a difference between hydrate melt and water-in-salt seem

to be originated from the concentration. Namely, the number of H2O-H2O H-bond in the

hydrate-melt electrolyte is too small to form the water-rich domain. In order to investigate

the local environment of individual H2O molecules, we analyzed what other molecular

species (i.e., H2O, Li+, and anions) are coordinated with each water molecule during

the FPMD simulations. Here, we categorized the coordination form of individual H2O

molecules into three types, i.e., H2O molecules surrounded by (i) only ions (Figure 4.8a),

(ii) ions and other H2O molecules (Figure 4.8b), and (iii) only other H2O molecules. The

averaged ratios obtained from four FPMD trajectories are (i) 59.2 %, (ii) 38.2 %, and

(iii) 2.6 % in the hydrate melt. Thus, 97.4 % of H2O molecules are coordinated with ions

(cations and/or anions), which is in agreement with our previous experimental study. [75]

Throughout the whole analyses, it is notable that the intramolecular geometries of
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θ

d

(a) Hydrate melt (b) Bulk water 

θ 104.3 ± 0.05 104.7

d 0.987 ± 0.001 0.999

Δd 0.029 ± 0.002 0.033

Δd : Difference between two O-H bond distances in a water molecule

Figure 4.9: Comparison of each parameter for a water molecule between (a)
Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt and (b) bulk water. The values of (a) are
averages of four trajectories.

θ

d

Y (a) (b)

O@H2O 154.6 ± 0.61 156.8

O@TFSI 152.0 ± 0.16 -

O@BETI 151.9 ± 0.52 -

N@TFSI 151.1 ± 0.52 -

N@BETI 152.0 ± 0.72 -

F@TFSI 147.3 ± 0.17 -

F@BETI 157.6 ± 0.21 -

Y (a) (b)

O@H2O 2.92 ± 0.022 2.87

O@TFSI 3.00 ± 0.007 -

O@BETI 3.02 ± 0.016 -

N@TFSI 3.06 ± 0.014 -

N@BETI 3.09 ± 0.019 -

F@TFSI 3.19 ± 0.008 -

F@BETI 3.20 ± 0.005 -

Y
θ d

Figure 4.10: Comparison of each parameter for H-bonds between (a)
Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt and (b) bulk water. The values of (a) are
averages of four trajectories.

H2O, such as O-H distance and H-O-H angle, in the hydrate melt are quite similar to

those in bulk water (Figure 4.9). Additionally, there is no significant difference between

the intermolecular geometries of H-bonds, such as lengths and angles, in the hydrate

melt versus bulk water (Figure 4.10). Therefore, the structural description of the hydrate

melt can be simplified as most H2O-H2O H-bonds being geometrically replaced with

H2O-anion H-bonds and/or H2O-Li+ coordination without any changes in the H-bonding
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character itself.

4.3.3 Electronic structures

Figure 4.11 shows the PDOSs of a typical snapshot from equilibrium trajectories in

the hydrate melt. The overall trend of the PDOSs was not dependent on the several

equilibrium geometries obtained during the FPMD simulations (Figure 4.12). Similar to

the characteristic feature reported in super-concentrated organic electrolytes, the LUMO is

located on the BETI or TFSI anions. [72,73] This indicates that the TFSI or BETI anions

(a) (b)

(c)

Figure 4.11: PDOSs of a typical snapshot from equilibrium trajectories of
Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt. These were calculated from the same snap-
shot. (a) Normalized PDOS (per ion/molecule). (b) Unnormalized PDOS which reflects
the number of molecules/ions. (c) H2O PDOS divided into monomer and cluster (with
normalization by the number of molecules/ions).
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Figure 4.12: Examples of PDOSs in Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt. The
same as in Figure 4.11, the navy, orange, and green lines correspond to H2O, TFSI−, and
BETI−, respectively. Each PDOS is normalized by the number of molecules/ions.

are predominantly reduced in the hydrate melt, which is consistent with experimental

observations of SEI films mainly derived from the reductive decomposition products of

anions such as LiF and some S-containing species. [74, 75, 89, 90] Noteworthy, anion-
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Table 4.1: Averaged number of Li+ cations contacting each anion in
Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt. The values are averages of four trajectories.

TFSI− BETI−

Number of contacting Li+ 2.1 ± 0.13 1.9 ± 0.28

decomposition pathways in super-concentrated systems have already been verified either

theoretically or experimentally. [28,72,91,92] According to previous theoretical research,

[90] the Coulombic energy gain of anions induced by the existence of Li+-anion ionic

bonds should cause the preferential reduction of the anions. Our FPMD simulations of the

hydrate melt also show that the TFSI and BETI anions are coordinated with approximately

two Li+ cations (Table 4.1). Thus, the present analysis clearly demonstrates that the

formation of such aggregated structures promotes the reduction of the anions by changing

their electronic states.

Finally, we examine the PDOSs associated with the isolated or clustered water molecules,

which are shown in Figure 4.11c. These demonstrate that the overall shape is almost the

same regardless of the presence of intra-cluster H2O-H2O H-bonds. This is because most

of the water molecules in small clusters are coordinated with ions in the same manner as

the water monomers (as shown in Figure 4.13). Namely, the electrostatic interactions with

cations/anions, rather than intra-cluster H-bonding with other water molecules, dominates

the electronic state of the water molecules in the hydrate melt. However, the electronic

structure of water molecules (either as monomers or in small clusters) in the hydrate melt

is significantly different from that in bulk water, [93] as characterized by, for example,

wider HOMO-LUMO gap, which makes anion as major constituent element of LUMO.
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Figure 4.13: Example of surrounding environment of an H2O-dimer in
Li(TFSI)0.7(BETI)0.3·2H2O hydrate melt.

Thereby, the predominant reductive decomposition of the anions may occur prior to the

reduction of water. It should be noted that the electronic structure might change in the

interfacial region on the electrode surface. At the electrode-electrolyte interface, not only

the contact frequency to the electrode but also the kinetics of electron transfer should

be important. Although it is suggested that the ratio of water molecules increases at the

negative electrode interface, [89] the hydrate-melt electrolyte could possibly retain its

high electrochemical stability as long as the number of the small clusters (𝑛 < 5) would

increase.

4.4 Conclusion

In summary, by applying FPMD simulations, the detailed solution structure of the hydrate

melt Li(TFSI)0.7(BETI)0.3·2H2O has now been clarified. As expected, the number of H2O-

H2O H-bonds is significantly smaller than that in bulk water, and most H2O molecules
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exist as monomers or small H2O clusters (𝑛 ≤ 5 at a 99.4 % presence) that are coordinated

to one or more ions (Li+ or anions). This unique local environment largely modifies the

electronic states of the hydrate melt such that the LUMO of the water molecules is higher

in energy than that of the TFSI or BETI anions. This makes reduction of the anions

preferential over reduction of the water molecules, leading to the formation of a stable

anion-derived SEI film on the negative electrode. Emphasis is given to the small H2O

clusters (𝑛 ≤ 5, ca. 99.4 % presence), which energetically behave similarly to completely

isolated H2O molecules. It is difficult for these clusters to be reduced to generate hydrogen,

and thus instead they can contribute to the formation of the anion-derived stable SEI.





Chapter 5 First-Principles Study on the
Cationic-Dependent Water
Environment in
Li/Na/K-Hydrate-Melt Electrolytes

5.1 Introduction

LIBs, which have been used for nearly 30 years, are becoming more important and require

greater reform [1] for expanding applications. Most desired application is a large-scale

energy charging device which enables the efficient use of renewable energy and long-

distance driving of electric vehicles [3]. However, these goals cannot be achieved simply

by enlarging the current battery size because the issues on the production cost, safety, and

performance are fatal problems to be solved for the practical applications. [4, 5] Aqueous

Na and K ion batteries have potential to solve these problems and replace the commercially

available LIB. In fact, the aqueous electrolytes are excellent candidates of conventional

organic ones in terms of safety and production cost. [70] Furthermore, in contrast to Li,

Na and K are widely and abundantly distributed over the earth. If Na and K ion batteries

with an aqueous electrolyte is available for practical use, the safe and low-cost secondary

battery can be stably supplied. Thus, the development of high performance Na and K

based aqueous electrolytes is one of the urgent issues.
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Toward the development of high performance aqueous electrolytes, our research group

has discovered a series of hydrate-melt electrolytes for Li, Na, and K. [34, 75, 94] These

hydrate-melt electrolytes indicate extraordinary electrochemical stability compared to

the diluted aqueous solution (∼ 1 mol L−1). Especially, Li-salt based monohydrate

melt, Li(TFSI)0.4(PTFSI)0.6·H2O (PTFSI = N(SO2CF3)(SO2C2F5)−) has the remark-

able wide electrochemical potential window (∼ 5V) [94]. On the other hand, by intro-

ducing the third anion, OTf− (SO2CF−
3 ), Na(OTf)0.21(TFSI)0.14(PTFSI)0.65 · 3H2O and

K(OTf)0.8(TFSI)0.08(PTFSI)0.12 · 2H2O have been discovered as Na- and K-based hydrate

melts, respectively. [34] These Na/K hydrate-melt electrolytes show greater electrochem-

ical stability than the diluted aqueous electrolytes. [73] Although the super concentrating

approach seems to be useful for Na and K based aqueous electrolytes, the electrochemical

potential window became narrower in the order of Li, Na and K systems [34, 75, 94].

Such experimental tendency suggests that the kind of alkali cation strongly affects the

electrochemical stability of the aqueous electrolyte.

In this study, to reveal the origin of the different electrochemical stability of Li, Na,

and K based hydrate-melt electrolytes, we performed FPMD simulations. In the analyses,

we employed the Li, Na and K based hydrate-melt electrolytes with the lowest water ratio

as shown in Table 5.1. [34,94] First, we investigated the difference of solvation structures

between three hydrate melts. Then, we evaluated the size distribution of H2O clusters

by quantifying the hydrogen bonds (H-bonds) between H2O molecules. Subsequently,

we analyzed the projected density of states (PDOS) to clarify the relationships between
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Table 5.1: Composition of each hydrate melt investigated in this study

Composition

Li hydrate melt Li(TFSI)0.4(PTFSI)0.6·H2O
Na hydrate melt Na(OTf)0.21(TFSI)0.14(PTFSI)0.65 · 3H2O
K hydrate melt K(OTf)0.8(TFSI)0.08(PTFSI)0.12 · 2H2O

solution structure and electrochemical stability.

5.2 Method

The CPMD simulation was conducted to investigate solution structures and electronic

states of three hydrate melts shown in Table 5.1. The calculation procedure of the present

FPMD simulations is common to that of the previous ones in Li dehydrate melt. [94] The

calculation models are shown in Figure 5.1, where the volume of each cubic supercell is

determined so as to fit the experimental mass densities, i.e., 1.86, 1.76, and 1.81 g cm−1 for

Li, Na, and K hydrate melts [34,94], respectively. To improve the statistical accuracy, four

independent CPMD simulations from different initial structures were executed for each

hydrate melt. The computational values in three hydrate-melt systems were evaluated as

averages of four independent trajectories together with the standard errors by using a two-

sided 95 % confidence interval. In each DFT-MD simulation with the Nosé thermostat [78]

we carried out 9.7 ps (105 MD steps) sampling after the equilibration and calculated the

statistical values. For H-bond analyses, we employed the same geometrical criteria as the

previous report. [95]



94 5. First-Principles Study on ...
2

0
.7

9
 Å

12 LiTFSI, 18 LiPTFSI,

30 H2O

1
8
.9

9
 Å

3 NaTFSI, 13 NaPTFSI, 4 NaOTf,

60 H2O

1
8
.0

6
 Å

2 KTFSI, 3 KPTFSI, 20 KOTf,

50 H2O

TFSI- PTFSI- OTf-H2O K+Na+Li+

(a) Li hydrate melt (b) Na hydrate melt (c) K hydrate melt

Figure 5.1: Simulation supercells of (a) Li, (b) Na, and (c) K hydrate melt. These three
configurations are typical snapshots extracted from the CPMD trajectories.

5.3 Results and discussion

5.3.1 Change in cationic solvation shell in Li/Na/K hydrate melts

First, to investigate the solvation structures around cations in each hydrate melt, we

analyzed RDFs (Figure 5.2). In the order of Li, Na, and K, the first peaks of all the

distributions shifted to right side along the horizontal axis and became broader. Further,

the peak heights of O(H2O)-cation and O(anion)-cation distributions decreased in the

same order. These results clearly show that the first solvation shells of cations become

larger along with the weaker coordination of cations to H2O and anions. Especially, the

coordination strength of cation-H2O became weaker in the order of Li, Na and K systems

(see pink curves of Figure 5.2). In Li hydrate melt, the peak height of O(H2O)-Li+

distribution was highest (Figure 5.2a). In contrast, in K hydrate melt, the peak height of

O(H2O)-K+ was similar to that of O(anion)-K+ (Figure 5.2c). This degree of strength can
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Figure 5.2: Radial distribution functions from alkali cation in (a) Li, (b) Na, and (c) K
hydrate melt.

be readily understood as the order of the ionic radius, i.e., Li < Na < K. In fact, the binding

energies and equilibrium distance of cation-H2O dimer became smaller and longer in the

order of ionic radius (Figure 5.3).
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(a) Li+-H2O

Eb = -35.4 kcal mol-1

de = 1.83 Å

(b) Na+-H2O

Eb = -24.6 kcal mol-1

de = 2.21 Å

(c) K+-H2O

Eb = -17.4 kcal mol-1

de = 2.61 Å

Figure 5.3: Binding energies of cation-H2O dimer and equilibrium distances between
cation and oxygen atom calculated by B3LYP/6-311++g(3df,3pd) in gas phase.

Table 5.2: Averaged number of water cluster size in each system. The values are
averages of four trajectories.

Li hydrate melt Na hydrate melt K hydrate melt

Cluster size 1.30 ± 0.13 10.44 ± 3.88 6.19 ± 0.86

5.3.2 Enhancement of H2O-H2O aggregation

Next, to investigate the surrounding environment of H2O molecules in Li, Na, and K

hydrate melt, we analyzed the histograms of H2O cluster (Figure 5.4) and average size

of water cluster (Table 5.2).In the analyses, we evaluated the size of H2O clusters by

determining whether each water molecule was connected via H-bond to another water

molecule. [95] It is common that all the hydrate melts contain the isolated monomer H2O

molecules in comparison to the bulk water. [74] Especially, in the Li hydrate melt, most

H2O molecules exist as a monomer or small H2O clusters (𝑛 ≤ 5) (see Figure 5.4a).

However, in the Na and K hydrate melt, average sizes of water cluster were larger than that

in Li system along with the presence of larger water clusters (𝑛 > 5) (Figure 5.4b and c).
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Figure 5.5: RDFs of two O atoms of H2O molecule. Black, pink, purple, and orange
lines represent RDFs in bulk water, Li hydrate melt, Na hydrate melt, and K hydrate
melt, respectively. The RDF of bulk water is quoted from previous report [95]. Panel
(b) is an enlargement of the panel (a).

Then, Figure 5.5 shows the RDFs between oxygen atoms of H2O molecules in the three

hydrate melts. As a result, the shape of first peaks in the hydrate melt was found to be close

to that in the bulk water in the order of Li, Na and K systems. This indicates that the H2O-

H2O H-bonds in the hydrate melt become stronger in the same order. In fact, comparing

between Li and K dehydrate melts which include the same amount of H2O molecules,

the ratio of the monomer H2O in the K system was 19.3 % (Figure 5.4c), whereas that

in the Li system was 59.2 %. [95] Furthermore, the histogram of the Na trihydrate melt

(Figure 5 17b) was very similar to that of the K dihydrate melt with a smaller water

content (Figure 5.4). Namely, it can be said that the H2O molecules in the hydrate melt

are easily associated in the order of Li, Na and K systems. It is concluded, therefore, that

the H-bonds between H2O molecules in the hydrate melt significantly increase due to the

increase in the ionic radius and decrease in the Lewis acidity.
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Table 5.3: The average number of cations contacting to an anion in each hydrate melt.
2.8, 3.3, and 3.8 Åare used as threshold distance of coordination to alkali cation of O/N/F
atoms of anion in Li, Na and K hydrate melts, respectively.

Li hydrate melt Na hydrate melt K hydrate melt

Number of cations 3.06 ± 0.38 2.77 ± 0.39 3.75 ± 0.78

5.3.3 Electronic structures of water molecules and anions

Finally, we investigated the electronic states of three hydrate melts by analyzing PDOSs.

Figure 5.6, Figure 5.7, and Figure 5.8 show the examples of PDOS of Li, Na, and K hydrate

melts, respectively. In the Li system, the LUMO of H2O molecules was located at higher

level than that of anions, suggesting that the predominant reductive decomposition of the

anions occur prior to the reduction of water. This feature is common in all the snapshots

extracted from MD trajectory. Thus, in the Li monohydrate-melt electrolyte, the stable

anion-derived SEI film can be formed as with the Li dihydrate-melt electrolyte [75, 95]

and super concentrated organic electrolytes. [71–73] However, in Na and K hydrate melts,

the LUMO of H2O was located at the similar or smaller levels than that of anions. Such

unstable LUMO of anions in the Na and K systems should prevent the formation of

anion-derived SEI, which can suppress the hydrogen evolution reactions on the negative

electrode.

The previous theoretical research proposed that the increase in the coordination number

of Li+ cations with anions is associated with the preferential anion reduction in the highly

concentrated aqueous electrolyte [90]. However, as shown in Table 5.3, the coordination

number of K+ was higher than that of Li+ although the LUMO of anions was unstable
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Figure 5.6: Examples of PDOSs in Li hydrate melt. The navy, orange, and green lines
correspond to H2O, TFSI−, and PTFSI−, respectively. Each PDOS is Unnormalized and
reflects the number of molecules/ions.

in the K system. On the other hand, the Coulomb interaction between alkali cation and

anion becomes weaker in the order of Li, Na, and K as shown in Figure 5.3. Thus, the

weaker Coulomb interaction between alkali cation and anion should be dominant to make

the LUMO of anions unstable in Na and K systems. Therefore, the increase in the ionic

radius of alkali cations should cause the unfavorable electronic states of the hydrate-melt

electrolytes.
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Figure 5.7: Examples of PDOSs in Na hydrate melt. The navy, orange, green, and
yellow lines correspond to H2O, TFSI−, PTFSI−, and OTf− respectively. Each PDOS is
Unnormalized and reflects the number of molecules/ions.
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Figure 5.8: Examples of PDOSs in K hydrate melt. The navy, orange, green, and
yellow lines correspond to H2O, TFSI−, PTFSI−, and OTf− respectively. Each PDOS is
Unnormalized and reflects the number of molecules/ions.
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5.4 Conclusion

In this study, to reveal the origin of narrower electrochemical window in the order of

Li, Na, and K based hydrate-melt electrolytes, their solution structures and electronic

states were surveyed by FPMD simulations. The increase in the ionic radius weaken the

cation-H2O coordination in the hydrate melt. As a result, such weaker interaction between

cations and H2O molecules enhances the aggregation of H2O molecules in the larger alkali

cation systems, preventing the isolation of water. Further, the strong association of water

and weakened cation-anion Coulomb interaction in the Na and K hydrate melts should

prevent the formation of anion-derived SEI film like in Li system. This indicates that the

lower Lewis acidity of the alkali cation affects the electrochemical stability of the aqueous

electrolyte. Thus, to form the stable SEI film and widen the potential window in Na and

K hydrate melt electrolytes, more concentration or the addition of additives that prevent

the water aggregation may be effective. For example, the addition of small amount of

strong Lewis acid like Al3+ may be effective. In fact, the hydration free energy of Al3+

(-4525 kJ mol−1) is known to be much larger than that of Na+ (-365 kJ mol−1) and K+

(-295 kJ mol−1). [96] Thus, it is expected that the water aggregation might be reduced

owing to the strong coordination interaction between Al3+ and H2O. On the other hand,

from the aspect of the ionic conductivity, the lower Lewis acidity of Na+ and K+ has an

advantage in comparison to Li+. It was reported that the order of ionic conductivity is

Li (3.0 mS cm−1 in di-hydrate melt) < Na (14.0 mS cm−1 in tri-hydrate melt) < K (34.6

mS cm−1 in di-hydrate melt). [34, 75] Namely, it is considered that the electrochemical



104 5. First-Principles Study on ...

stability and ionic conductivity are in a trade-off relationship. Thus, the Na and K ion

aqueous batteries have a potential to exceed the state-of-the-art LIB in terms of the material

cost and ionic conductivity.



Chapter 6 Concluding Remarks

In this thesis, I focused on the SEI film, and tried to elucidate its formation mechanism

from a microscopic viewpoint at the atomic level by molecular simulation.

In Chapter 1, I described the problems of LIB for future application expansion. Es-

pecially, I discussed on the detail of the SEI film that provides a clue to solving the

problem. The SEI film formation process is a complex research subject consisting of a

lot of interfacial reactions at the non-equilibrium state during the device operation. To

understand such complex phenomena, the use of computational chemistry is necessary as a

complementary approach to the experiment. The purpose of this research is to provide the

design guideline of the electrolyte in terms of the computational chemistry by clarifying

the key factors contributing to the electrochemical stability of the electrolyte based on the

molecular simulations.

In Chapter 2, I introduced an overview of computational chemistry, and described the

details of the principle and theory of the molecular simulation methods used in this thesis.

In Chapter 3, to explore the conditions for the stable SEI film formation from a micro-

scopic viewpoint, I focused on cyclic carbonates 𝑡-BC and 𝑐-BC, which are geometrical

105



106 6. Concluding Remarks

isomers. SEI film formation in 𝑡-BC-based electrolyte and 𝑐-B𝐶-based electrolytes were

simulated by RM method. The results revealed that the SEI film formed in 𝑐-B𝐶-based

electrolytes contains fewer dimerized products, which are primary components of a good

SEI film; this lower number of dimerized products can cause reduced film stability. As

one of the origins of the decreased dimerization in 𝑐-BC, we identified the larger sol-

vation energy of 𝑐-BC for the intermediate species and its smaller diffusion constant,

which largely diminishes the dimerization. Moreover, the correlation between the Li+

intercalation behavior and nature of the SEI film was found to be common for EC/PC and

𝑡-BC/𝑐-BC electrolytes, confirming the importance of solvation of the intermediates and

SEI film components in the stability of SEI film. These results suggest that use of solvents

that satisfy both the weak solvation and low solubility is one possible way to stabilize the

SEI film so as to achieve a better charge-discharge performance.

In Chapter 4, I dealt with Li hydrate melt, which is a novel aqueous electrolyte. In

this study, to understand the origin of its high electrochemical stability, I investigated

the solution structure and electronic states based on the FPMD. It was found that water

molecules in the hydrate melt exist as isolated monomers or clusters consisting of only

a few (≤5) H2O molecules. Both the monomers and clusters have electronic structures

largely deviating from that in bulk water, where the lowest unoccupied states are higher in

energy than that of the Li-salt anions, which preferentially causes anion reduction leading

to formation of an anion-derived SEI film. This clearly shows the role of characteris-

tic electronic structure inherent to the peculiar water environment for the extraordinary
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electrochemical stability of hydrate melts.

!n Chapter 5, I focused on hydrate-melt electrolytes with other kinds of alkali cations,

i.e., Na and K from an elemental strategic perspective. To obtain the design guidelines

for Na and K hydrate-melt electrolytes, I investigated the microscopic origin of narrower

potential window (lower electrochemical stability) of Na and K hydrate-melt electrolytes

by using the FPMD. As a result, the solvation shell of the alkali cation became larger,

weakening the coordination of H2O molecules to cation/anion in the order of ion radius.

Then, it was found that the weaker interaction between cations and H2O molecules in the

Na and K hydrate melts increases the number of H-bonds and enhances the aggregation

of H2O molecules. Furthermore, the strong association of water and weakened cation-

anion Coulomb interaction should make the LUMO of anions unstable so as to prevent

the anion-derived SEI film. Thus, to improve the electrochemical stability of Na and K

hydrate-melt electrolytes, it may be required to further decrease the water content and add

the additive which is able to suppress the water association.

Through this thesis, I proposed the basic guideline of electrolyte design by clarify-

ing the microscopic mechanism of the electrochemical stability based on the molecular

simulations. In summary,

1. The stability of the SEI film is strongly affected by both the generation and elution

rate of the SEI components. From the viewpoint of the generation, the use of

electrolyte solvent that weakly solvates to chemical species is effective so as not to
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interfere with their production reaction and aggregation of the species contributing

to the stable SEI film formation. It is also important to use a solvent that have low

solubility of the SEI components.

2. In the aqueous electrolytes, there is a trade-off relationship between electrochemical

stability and ionic conductivity. The use of alkali cation with strong Lewis acidity

leads to the isolation of water and the formation of a stable anion-derived SEI

film, while the ion transport ability is significantly deteriorated due to the strong

interaction. It is essential to optimize the balance between the two. Especially in the

case of aqueous electrolyte containig alkali cations with low Lewis acidity (e.g., K+)

as current carriers, it is worth conducting that researches to discover a novel additive

that enhances both water isolation and transport ability of alkari cations. Once the

studies completed, human begins could enjoy secondary batteries with much lower

cost, more safety, and higher performance than the state-of-the-art LIBs.

These findings provide the guideline of material design toward the stable SEI film

formation. The present simulations have clarified that the difference in the coordination

structure depending on the geometric isomers and salt concentration greatly modulates the

diffusion and electronic states of components in the electrolyte, and also strongly affects

the SEI film formation. Namely, the SEI film formation process that governs the stability

of the electrolyte is greatly influenced by behaviors of components in the electrolyte rather

than the nature of each component. Therefore, to design the new electrolyte that forms

good SEI film, the theoretical analyses based on the molecular simulations must be efficient
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as a complementary approach to experiments.
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