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Abstract
Liquid sodium as the excellent coolant in the Sodium-cooled faster reactor has the superiority

of high thermal conductivity and a large margin to sodium boiling, while it also poses safety

issues due to its intense chemical reactivity with water and oxygen. Experimental investiga-

tion on the sodium reactivity is limited by the opaque property of liquid sodium. Particle

methods are superior to field approaches for investigating sodium-water reaction in terms of

its simplicity for modelling chemical reaction without restriction by the flow regime. In the

present thesis, a multi-disciplinary, multi-component and multi-phase methodology using

the moving particle semi-implicit method (MPS) for simulating sodium-water reactions has

been proposed.

The original MPS method was developed for the free-surface flow simulation, whereas it suf-

fers from the limitation of being not applicable to a multiphase and chemical reaction models.

To start with, the original MPS is extended with the capability of simulating multi-density

flows with high stability, through suppressing the pressure oscillation with modifications on

pressure gradient and poison equations. Moreover, a contoured surface tension model with a

proposed approach of curvature calculation is applied for depicting the multiphase model.

Two reaction models, reactions of water vapor with liquid sodium and gas-phase sodium, are

developed by means of discrete methods in this research. The former one, named as surface

reaction, is modelled under the assumption of an infinite reaction rate upon water vapor

approaches to the interface by convection. At the same time, the latter gas-phase reaction

adopting an empirical equation of reaction rate is competitive to the surface reaction. Particles

containing multiple components of reaction products are modelled with the consideration of

component diffusion among neighbouring particles.

The present methodology is applied to simulate a configuration with tube bundles where

chemical reaction takes place between leaked water vapor and liquid sodium. The distribution

of build-up products and temperature are investigated and evaluated. Validation is done by

comparing the simulation results from the proposed particle method to that calculated in a

mesh-based code, SERAPHIM. Results show the similarity in terms of the temperature distri-

bution of the reaction zone. By implementing the present methodology, the sodium-water

chemical reaction is available for further investigation by particle methods.
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1 Introduction

1.1 Background of Sodium-Water Incidents in SFR

Liquid sodium as the coolant in Sodium-cooled Faster Reactor (SFR) has intense chemical

reactivity with leaked water from heat exchanger tubes in the steam generator. Excessive

chemical heat generation and corrosive reaction products will deteriorate the integrity of

tube bundles. When considering the design of tube bundles and the steam generator, it is

required to have the capability to withstand the thermal and mechanical loads induced by the

sodium-water reaction.

One concern of the chemical product from the sodium-water reaction is the accumulation of

hydrogen. It has the possibility to induce a sequential incident known as hydrogen combustion

or explosion. In addition to sodium-water reaction, sodium combustion is a frequent incident

as well, which results from sodium leakage into the air. In case of sodium leakage into the

containment, sodium concrete reaction takes place and has the potential to threaten the

integrity of the containment [1].

In December of 1995, a sodium leakage occurred in the secondary cooling system of Monju,

which is a Japanese sodium-cooled faster reactor. Due to the flow induced vibration at a

defective weld point, the sodium transportation pipe broke by high cycle fatigue and huge

amount of sodium are exposed to the air and concrete. Aggressive reaction of sodium with

oxygen and concrete produced sodium compound aerosol and the maximum temperature

was estimated above 1000 oC. The high temperature posed the safety issue on the integrity of

structures. Another example of the incident induced by sodium leakage happened in BN-600,

which caused insignificant radioactive discharges to atmosphere.

As mentioned, the sodium reaction with water vapor has the characteristic of producing

hydrogen. In the SFR, the steam generator is the place with the possibility of the occurrence of

sodium-water reaction. The steam generator can be deteriorated by exchanger tube ruptures,

accompany with pressurised water leakage into the sodium side. In consequence, the research

topic for sodium-water reaction is mainly in the steam generator.

1



Chapter 1. Introduction

The evaluation of sodium-water reaction effect requires a good understanding of the leakage

initiation and the evolution of the leakage size. Tube failure or rupture starts with small leaks of

pressurised water, which can evolve into large leaks by self-wastage before being detected. The

corrosive products and high temperature induced by sodium-water reaction can propagate to

adjacent tubes, resulting in adjacent tube failures. It is essential to monitor the propagation of

tube failures and to take measures to mitigate the propagation [1].

Therefore, it raises the necessity of understanding the sodium-water chemical reaction process

to ensure a safety operation. A good understanding of the reaction process can also improve

the detection and mitigation systems. Investigation on reactions by experiments is limited

by the opaque property of liquid sodium and the high cost, whereas numerical methods are

turned out to be effective and economical.

1.2 Observation in Experimental Research

Concerning physical properties of sodium-water reaction, a few experimental research have

been presented in Ref. [2]. The mostly important concern in the experiments is to estimate the

maximum temperature and temperature distribution. As introduced in the mentioned paper,

the maximum temperature depends on the water leakage rate. For example, when the water

leakage rate is smaller than 4.5 kg/s, the maximum temperature is measured from 1100 to 1200
oC. When the water leakage rate is in the range from 7 to 15 kg/s, a maximum temperature

range from 1140 to 1250 oC was measured. Another experiment in Ref. [3] also claims an

observation of the transient maximum temperature from 1149 to 1371 oC. Those experimental

data on the maximum temperature are very close to each other, which indicates a certain

mechanism dominates the maximum temperature. It is explained in Ref. [2] that the sodium

hydroxide evaporation plays an important role on depressing the maximum temperature

formation due to the property of its large latent heat. This observation is convenient for

judging the numerical results.

Ref. [4] presents an experiment of dropping solid sodium sample into the water. As it illustrated,

the hydrogen is generated as soon as the sodium penetrating into the water and appear initially

as millimeter size bubbles. But rapidly, those bubbles coalesce together and compose into

a gas film surrounding the sodium sample. With the reaction going on, the gas film turns

out to be large bubbles detaching from the sodium sample to move upwards to the water

surface. The sodium sample move upwards as well due to its lighter density than the water

in a very short time measured as 400 ms after the contact with water. It is observed that the

thickness of gas layer around sodium sample is almost constant about 1 mm after it reaches to

the water surface. Due to the gas generation, the sample is observed to spin quickly and moves

randomly on the water surface. It is also noted in the Ref. [4] that the solid sodium changes

into the liquid phase shortly after the beginning of reactions. Those phenomena observed

from such simple experiments are valuable for the validation of numerical simulations.
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1.3. Overview of Numerical Methods for SWR Simulation

1.3 Overview of Numerical Methods for SWR Simulation

A numerical code called SERAPHIM [5] has been developed and widely applied for assessing

the sodium-water reaction process. It implements the filed approach to succeed in the

simulation of sodium-water reaction known as a multi-phase, multi-component and multi-

disciplinary code. This code is validated by many experiments and even a few coefficients

used in SERAPHIM are obtained by experimental measurements. Recently, unstructured mesh

plotting methodology has been developed for this code for the sake of achieving more accurate

local investigation.

In SERAPHIM, two types of SWR mechanism depending on the sodium phase have been

proposed, namely surface reaction and gas-phase reaction. The surface reaction represents

the reaction takes place on between water vapor and liquid sodium, which is assumed as a

water vapor diffusion-driven process. The surface reaction takes place in the early stage while

the gas-phase reaction occurs at a later stage when chemical energy is sufficient to vaporize

liquid sodium. This sophisticated method has the limitation on consuming considerable

computational cost.

There is also a well developed code called LEAP-III, which is mainly used for further analysis

on the prediction of occurrence of overheating tubes [6]. The code is characterised in im-

plementing many empirical equations. It is advantageous in conducting the calculation on

the temperature distribution in a faster speed than SERAPHIM. However, only temperature

isolines can be calculated which neglects some local information easily.

Recently, a few new numerical models are developed by researchers to simulate the Sodium-

water reaction using field approaches. In Ref. [7], a diffuse interface model in temperature

and pressure equilibrium is used to simulate the reaction between sodium and liquid water

through a gas file. The author considers both the surface reaction and gas-phase reaction

same as the models developed in SERAPHIM. It is claimed that even the explosion can be

qualitatively reproduced by the proposed model. For the validation part, the author computes

the maximum temperature of the flame which is between 1600 K and 1800 K. Compared to the

measurement in SOGRATE experiments [8] as 1670 K, the computed maximum temperature

in Ref. [7] is consistent to the experimental data. The measured temperature of 1670 K is very

close to the boiling point of sodium hydroxide, which indicates the same fact concluded in

Ref. [5] that sodium hydroxide plays an important role on limiting the maximum temperature

by its evaporation.

In Ref. [4], the proposed model considers the sodium evaporation as the action to trigger

the sodium-water reaction, which differs from the above mentioned methods. The author

mentioned that the diffusivity of sodium is about 500 times larger than that of water. Therefore,

in this modelling method, water is remained as the background in large excess. Likewise, two

reaction models of surface and gas-phase reactions are considered in this work. In the region

near the sodium, only surface reaction takes place, while gas-phase reaction occurs from the

surface reaction boundary to the interface with water. Evaporation of sodium is also taken

3



Chapter 1. Introduction

into account as both the initiation and consequence of the chemical reaction. In other word,

the evaporation of sodium is modelled to be accompany with the surface reaction rather than

considering its temperature exceeding the boiling point.

All the mentioned methods above adopt the field approach for the modelling, which faces the

difficulty of interface modelling. In contrast, particle methods on simulating sodium-water

reaction have not been developed yet. Particle methods are superior in tracking the fluid

surface without the effort of surface reconstruction. Meanwhile, it is rather straightforward to

model chemical reactions by the contact of particle interaction.

Among particle methods, the moving particle semi-implicit method (MPS) developed by

Koshizuka and Oka was widely used for free-surface fluid flow simulation [9]. In the MPS

method, the Navier-Stokes equations are represented and discretised by particle interactions.

The original MPS method is advantageous in simulation incompressible free-surface flows

but has the limitation on dealing with high-speed and large density ratio multiphase fluid

simulations.

Regarding the extension of the original MPS methods in a wide range application, recently

many improvement have been done by researchers. Multiphase MPS methods have been

proposed by many researchers. The biggest difficulty by implementing the original MPS

method in multiphase simulation is the instability caused by large density ratios of different

phases. A multiphase moving particle semi-implicit method (MMPS) developed in Ref. [10]

presents two schemes to averaging the density for interfacial particles to avoid extremely

large acceleration, especially for the phase with lower density. The numerical stability can

be obtained even for a large density ratio of 1000 and viscosity ratio of 100. However, this

can only be considered as a multi-density and multi-viscosity MPS method because the

compressibility for gaseous phase can not be reproduced. Ref. [11] also proposed a multiphase

MPS method by implementing a density smoothening scheme for interfacial particles. It

claims that the sharpness of spatial density variation can be retained even by applying the

density smoothening scheme while enhancing the stability of pressure calculation. Likewise,

no compressibility is considered.

There is no chemical reaction model developed in the original MPS method. Chemical reaction

models using MPS method can be found in the field of simulating molten corium-concrete

interaction. Ref. [12] introduced an application of MPS using an explicit pressure model to

enhance the computational speed. However, only heat transfer and phase change models

are proposed without considering any reaction energy and the transportation of species.

Concerning the sodium-water reaction with multiphase, multi-density, multi-component and

multi-disciplinary characteristics, the original MPS method needs a considerable development

to have the feasibility of simulating the sodium-water reaction.
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1.4 Motivation and Objectives

The experimental research on investigating the sodium-water reaction is constrained in many

aspects, such as limited resources and difficulty in measurement. It is advantageous to utilise

numerical methods for the investigation. Field methods have the benefits of considering

compressibility for multiphase issues but the difficulty of interface tracking and computational

cost can not be neglected. Instead, particle methods are more adequate for chemical reaction

modelling. The interfacial particles represent the interface directly without any effort for the

interface construction. It is also straightforward to be able to modelling chemical reactions

triggering by particle contact. It can also provide an alternative solution on this study to

compare to field methods.

The purpose of this research is to develop a multi-disciplinary sodium-water chemical reaction

model on the basis of MPS method. As mentioned, the current MPS methods have not been

used for a sophisticated chemical reaction modelling which takes into account the modelling

of reaction energy, multiple species transportation, phase change and heat transfer among

multi-component particles. This research can extend the applicability of particles method

not only in thermal-dynamics field but also in chemical reaction field. The sodium-water

chemical reaction model should be applicable or adaptable to other chemical reactions.

The whole work requires step-by-step improvement and development. Both liquid sodium

and water vapor are discretized into particles. The pressurized water leaked from ruptured

tubes in the steam generator is firstly depressurized and evaporated into water vapor with

extremely large ejection velocity, which poses the difficulty to the original MPS method dedi-

cated for incompressible fluid flow simulations. To ensure a stable calculation, particularly

without unphysical pressure solutions, it is necessary to enhance the pressure stability for

water vapor particles. It has been achieved in this work by applying a new kernel function,

modifying pressure Poisson equation and partially allowing negative pressure values. Two

characteristic sodium-water chemical reaction models, namely surface reaction model and

gas-phase reaction model, are essential models to be developed in accordance with particle

methods. Surface reaction model accounts for the reaction between water vapor and liquid

sodium, which can be under the assumption that the reaction rate is infinitely fast on the

interface of water vapor and liquid sodium. The gas-phase reaction model stands for the

reaction taken place between water vapor and sodium vapor, which incorporates the rate

equation for determining the reactivity. Additionally, heat conduction and mass diffusion

among particles with multiple species are required to be modelled taking into consideration

of mass and energy conservation.

The MPS method with improvements for multi-density flow is explained in Chapter2. Chapter

3 illustrates the details on modelling chemical reactions by considering many physical mech-

anisms. The verification of this research has been conducted by means of investigating the

mass and energy conservation as shown in Chapter 4. Moreover, the reactant and products

concentration and distribution are analysed to get reasonable results based on the sodium-

5



Chapter 1. Introduction

water reaction characteristics. Investigation has also been conducted on the transient and

time-averaged temperature distribution to analyse the propagation features. The validation of

this work is to compare the simulation with tube bundles to the SERAPHIM results in Chapter

5. The simulation results have shown a good consistency to SERAPHIM ones, which proves the

applicability of this research work on the sodium-water chemical reaction. Finally, conclusions

are summarised in Chapter 6.
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2 Particle Methods for Multi-phase and
Multi-component Flow

The moving particle semi-implicit method (MPS) was originally developed by Koshizuka

and Oka, to simulate incompressible free-surface flows [9]. In the MPS method, the fluid is

discretized into discrete particles with specific physical properties. Particles move and interact

with adjacent ones under the guidance of governing equations. Physical quantities and

their derivatives are determined by the total contribution from the neighboring particles. It

indicates the approach of discretization for gradient and Laplacian operators in the governing

equations is essential for the accuracy of numerical calculations in MPS.

Compared to numerical methods with grid systems, particle methods are superior in track-

ing the fluid surface without the effort for surface reconstruction. It is because that in the

Lagrangian frame, the sharp change of the color function indicating particles with different

phases are available and directly represents the interface. Particularly in multiphase flows,

the front tracking is of high interest for detecting the interface as many phenomena such as

the phase change and chemical reactions are prone to occur at the interface. Therefore, the

accuracy of surface particles movement is important for representing the surface deformation.

Achieving and maintaining the correct interface in the simulation can extend the functionality

of particle methods in other disciplinary fields.

However, the original MPS method suffers from many defects such as the instability of pressure

calculation and the absence of a surface tension model [13]. Due to the oscillation of pressure

solution, particle motions are not sufficiently credible and surface particles are prone to be

disordered to deteriorate the shape of the interface.

In the present study, a few methods are adopted for stabilizing pressure calculation and con-

structing the surface tension force for multiphase flows, by optimizing the collision model

with an optimal collision coefficient, investigating a new weight function with finite values

even when particles coincide, introducing another source term in the Laplacian model for

guaranteeing the incompressibility [22], modifying the original gradient model with a cor-

rective matrix [24] and implementing a contoured continuum surface tension model [16]

with a proposed curvature calculation method. Numerical tests on the modified methods are

7



Chapter 2. Particle Methods for Multi-phase and Multi-component Flow

performed to judge their influence on stabilizing pressure calculation and the accuracy of

curvature calculation of the interface. As proved by the simulation results, the pressure calcu-

lation is improved with high stability and smoothness in terms of the temporal evolution and

the spatial distribution. By performing a simulation on a bubble rising model, it is observed

that the accuracy of curvature calculation of the interface can be ensured.

2.1 MPS Methods

The governing equations for incompressible flows are the continuity and Navier-Stokes equa-

tions, given in the Lagrangian frame as follows:

Dρ

Dt
=−ρ∇·u = 0 (2.1)

and

Du

Dt
=− 1

ρ
∇P + 1

ρ
∇· (µ∇u

)+ f (2.2)

where ρ is the density, u is the velocity, µ is the dynamic viscosity. The right side of Eq. (2.2)

consists of pressure gradient, viscosity, and external-force terms. To be explicit, the external-

force term is composed of the gravity, surface tension force and inter-particle collision. All

terms in the governing equations expressed by differential operators should be discretized by

the particle interaction scheme [9].

The concept of the particle interaction in MPS method is to use a kernel function to weigh the

contribution of physical properties from adjacent particles. The kernel function employed in

the original MPS method is as follows:

ω1 (r,re ) =
{

re
r −1 (0 ≤ r ≤ re )

0 (re < r )
(2.3)

where r is the distance between two particles and re represents the effective radius of particle

interactions. The kernel function ω1 approaches to the infinity as r = 0. A second kernel

function with a finite value at r = 0 is proposed as shown in Eq. (2.4). The comparison between

two kernels functions is presented in later numerical examples.

ω2 (r,re ) =
{(

1− re
r

)3 (
1+ re

r

)3 (0 ≤ r ≤ re )

0 (re < r )
(2.4)
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2.2. Pressure Solver

The particle number density (PND) is defined by the following equation:

ni =
∑
j 6=i

ω
(∣∣rj − ri

∣∣ ,re
)

(2.5)

PND is proportional to the fluid density and considered as a constant value n0 based on the

initial particle arrangement for satisfying the condition of incompressibility.

As for discretization methods of differential operators, a gradient vector is transformed by:

〈∇φi
〉= d

n0

∑
j 6=i

φ j − φ̂i∣∣rj − ri
∣∣2

(
rj − ri

)
ω

(∣∣rj − ri
∣∣ ,re

)
(2.6)

where φ j is a scalar quantity possessing by particle j, φ̂i is the minimum value in the effective

radius of particle i , d is the number of dimensions.

The Laplacian operator can be considered as the diffusion process and represented by:

〈∇2φi
〉= 2d

n0λ

∑
j 6=i

(
φ j −φi

)
ω

(∣∣rj − ri
∣∣ ,re

)
(2.7)

where λ is defined as

λ=
∑

j 6=i ω
(∣∣rj − ri

∣∣ ,re
)∣∣rj − ri

∣∣2∑
j 6=i ω

(∣∣rj − ri
∣∣ ,re

) (2.8)

The original Laplacian model is conservative since the quantity of φ is interchanged by two

particles, while the gradient model is non-conservative in the original pressure solver.

2.2 Pressure Solver

MPS adopts a two-step semi-implicit algorithm by separating the momentum governing

equation. In the first step, temporary velocity is explicitly calculated by considering the

viscosity and external-force term. After updating locations of all particles by enforcing the

movement with the temporary velocity, the temporary particle number density n∗ can be

obtained. In the second step, for the sake of guaranteeing the incompressibility, the deviation

of n∗ from the initial value n0, is compensated by the influence of the pressure distribution,

which can be derived as the pressure poison equation (PPE):

〈∇2P
〉k+1

i =− ρ0

∆t 2

n∗−n0

n0
(2.9)
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The PPE equation can be modified by adopting a mixed source term on the right side, which

was proposed by Tanaka and Masunaga [22]:

〈∇2P
〉k+1

i = (1−γ)
ρ0

∆t
∇·u∗−γ ρ0

∆t 2

n∗−n0

n0
(2.10)

where γ is a blending parameter from 0.01 to 0.05. The extra term on the right side of Eq. (2.10)

is the divergence of temporary velocity, which contributes to smoothing and stabilizing pres-

sure calculation but suffers from the accumulated error as time grows [21]. The original term

without accumulating error has the disadvantages of inducing exaggerated pressure oscillation.

The combination of both terms is therefore utilised in PPE.

After obtaining the pressure distribution by solving PPE, the calculation of the corrected

velocity from the pressure gradient model is also essential for guaranteeing the condition

of incompressibility and the stabilization of particle motions in the next step. The original

pressure gradient model can be obtained by implementing the discretization method of Eq. 2.6

as follows:

〈∇P〉i =
d

n0

∑
j 6=i

P j − P̂i∣∣rj − ri
∣∣2

(
rj − ri

)
ω

(∣∣rj − ri
∣∣ ,re

)
(2.11)

where P̂i is the minimum pressure in the adjacent region of particle i .

A corrected gradient model developped by Khayyer and Gotoh [24] is adopted for minimizing

particle disorders and perturbations in particle motions. Based on Tylor series expansion of

the pressure term, it can be derived as follows:

〈∇P〉i =
d

n0

∑
j 6=i

P j − P̂i∣∣rj − ri
∣∣2

(
rj − ri

)
Cijω

(∣∣rj − ri
∣∣ ,re

)
(2.12)

where Cij is the corrective matrix derived as below [23]:

Cij =

 ∑ ω(|rj−ri|,re )x2
i j

|rj−ri|2n∗
i

∑ ω(|rj−ri|,re )xi j yi j

|rj−ri|2n∗
i∑ ω(|rj−ri|,re )xi j yi j

|rj−ri|2n∗
i

∑ ω(|rj−ri|,re )y2
i j

|rj−ri|2n∗
i


−1

(2.13)

For single phase flow, the particle number density gets decreasing when particles move toward

the free surface. Thus, the criteria for detecting the free surface is to justify the ratio of

temporary local density to the initial value as shown in Eq. 2.14.

n∗ <βn0 (2.14)

where β is a parameter below 1.0 and β = 0.97 is suggested in [9].
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2.2. Pressure Solver

The pressure at the surface boundary is set as the atmosphere level to satisfy the dynamic free

surface condition. However, the above criteria may misjudge inner fluid particles as surface

particles given that a local dilution or void is present during the simulation, which causes large

fluctuation of the pressure solution around the misjudged particle.

To overcome the misjudgment of surface particles, another criteria implemented in this study

is to check the number of neighboring particles:

Ni < ηN0 (2.15)

where Ni is the number of adjacent particles around particle i , N 0 is the maximum number

of adjacent particle in terms of the initial particle arrangement, and η = 0.83 is used. Both

Eqn. 2.14 and Eqn. 2.15 are utilized for identifying the free surface particles.

In the original MPS method, the collision model was not necessary since the repulsive force

originates from the local pressure difference when particles get closer to each other. However,

since the relative pressure field is set to zero on the free surface, no repulsive force exists for

preventing incoming particles coinciding with the ones on the free surface. It may further

raises the local particle number density given a closer contact. Consequently, the neighboring

surface particles may be regarded as the inner particles and produce excessive pressure to fail

the stability of the pressure field [21]. Therefore, a two-body collision model is developed for

the sake of maintaining a good stabilization.

The recoiling velocity of the colliding particles can be calculated by the following equation:

vi = ui −
2ρ j

ρi +ρ j

(
ui −uj

) · (ri − rj
)∣∣ri − rj

∣∣2

(
ri − rj

)
(2.16)

where vi is the recoiling velocity of particle i with the incoming velocity ui, mi and m j are the

mass of two colliding particles respectively.

As for the criteria of initiating the collision model, the distance between two particles li j

should satisfy the below condition:

li j <αl 0 (2.17)

where l 0 is the constant distributed distance between particles in the initial uniform arrange-

ment, and α, with the original value of 0.5, is the parameter for determining whether the

collision is initiated. As shown in later sections, a larger α with a value of 0.9 contributes to

less fluctuation of the pressure field.

In this section, five varied modifications on the original MPS method are tested. To inves-

tigate the contribution of each modification to the stabilization of pressure calculations, a

11



Chapter 2. Particle Methods for Multi-phase and Multi-component Flow

Table 2.1 – Illustration of simulated cases with the modifications applied. Case 0 is the original
MPS method.

Case ω1, ω2 α η β, γ Cij

0 Eqn. (2.3) 0.5 Eqn. (2.14) Eqn. (2.29) Eqn. (2.11)
1 Eqn. (2.3) 0.5 Eqn. (2.14) Eqn. (2.29) Eqn. (2.11)
2 Eqn. (2.3) 0.9 Eqn. (2.14) Eqn. (2.29) Eqn. (2.11)
3 Eqn. (2.3) 0.9 Eqn. (2.14,2.15) Eqn. (2.29) Eqn. (2.11)
4 Eqn. (2.3) 0.9 Eqn. (2.14,2.15) Eqn. (2.10) Eqn. (2.11)
5 Eqn. (2.3) 0.9 Eqn. (2.14,2.15) Eqn. (2.10) Eqn. (2.12)
6 Eqn. (2.3) 0.9 Eqn. (2.14,2.15) Eqn. (2.29) Eqn. (2.12)

few specific cases with various combinations are illustrated in Table 2.1 and simulated for

comparison.

The set up for calculating the hydrostatic pressure is presented with the dimensions depicted

in Fig. 2.1. The water level height is 0.5 m, corresponding to the theoretical pressure of 5000 Pa

at the bottom wall layer. For comparison between different cases, the pressure of the particle

situated at the bottom center of the wall layer is extracted and plotted with respect to the

simulation time in Fig. 2.2.

Case 0 referring the original MPS method shows the increasing oscillatory pressure behavior

as concerned. Case 1 adopting a finite weight function has the tendency of postponing

the occurrence of the pressure oscillation but it escalates the instability as time grows. The

pressure oscillation in the previous two cases may arise out of the fact that the velocity of

particles in the tank grow largely after 1 s because the pressure gradient model in Eq. (2.6)

does not satisfy the conservation of momentum. Case 2 by decreasing the tolerance of the

collision distance, first facilitates the frequency of inter-particle inelastic collision with energy

dissipation. On the other hand, the larger collision coefficient prevents the longer penetration

between particles and the extremely large pressure difference from happening.

Case 4 and Case 5 both implement the velocity divergence as the prominent source term in the

PPE, where the fluid velocity has been already mitigated by the collision model. Case 4 is more

fluctuated than Case 5, which applies the corrective matrix method. Due to the very small

coefficient γ of the particle deviation term in Eq. (2.29), particles in both cases have a tendency

of aggregating and resulting in a compact distribution compared to the initial arrangement.

In consequence, on one hand the water level is slightly shrunk and the bottom pressure is

smaller than the other cases. On the other hand, the velocity divergence is not applicable for

guaranteeing the compressibility. Therefore, the model with mixed source terms should be

more suitable for simulating the violent flows with comparable velocities.

Case 3 and Case 6 have a good consistence with the theoretical pressure of 5000 Pa and present

very stable pressure evolution. As shown by Case 2, the collision model has the dominant
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2.2. Pressure Solver

Figure 2.1 – Schematic view of the hydrostatic pressure model

influence on improving the pressure stability. The newly added criteria for defining the free-

surface particles and the corrective matrix model does not reveal promotive effect on reducing

the pressure fluctuation in the simulation.

As a difference from the previous model, the dam break simulation is representative for the

violent free-surface flow. The set up of the dam break model used in the reference [21] is

adopted for investigating the pressure stability with respect to different cases. In the dam

break model, the width of the water tank is 1.6 m and the particle on the right wall layer

situated at the height of 0.02 m is selected as the position detecting the pressure evolution

when the water column starts to collapse and splash the tank wall.

Fig. 2.4 is plotted with the pressure evolution with respect to the time for different cases. As

Case 3 produces the almost same result as the Case 2 like the similarity observed in Fig. 2.2,

the pressure evolution in Case 3 is not plotted. In Fig. 2.7, the pressure profile of the dam break
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Figure 2.2 – Pressure evolution at the bottom center of the wall layer

at t = 1.3 s for each concerned case is illustrated.

From Fig. 2.4, it can be observed that Case 2 with the enlarged collision coefficientα dominates

the effort to eliminate the pressure oscillation along the time evolution. Meanwhile in terms of

the pressure profile, the pressure field get smoothed spatially compared to the first two cases

with a collision coefficient of 0.5.

As for Case 4-6, Case 6 without including the source term of velocity divergence presents

more fluctuation on the pressure solution compared to Case 4 and Case 5. It indicates that

the velocity divergence source term can be beneficial for suppressing the instability of the

pressure field in the violent fluid flow. The difference between Case 4 and Case 5 is whether to

upgrade the gradient model with the corrective matrix for higher accuracy. The smoothness of

pressure profiles for both cases are superior than other cases while the temporary pressure

evolution in Case 4 is inferior to that in Case 5.

2.3 Surface Tension Force

In the classical continuum surface force model [17], a transition region between difference

phases is considered as the interface where surface tension forces are applied. The surface
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Figure 2.3 – Schematic view of the dam break model

tension force in the external-force term can be expressed as follows:

fs = σ ·κ
ρi

∇C

|∇C | (2.18)

where fs is the volumetric surface tension force for each particle, σ is the surface tension

coefficient, κ is the curvature, C is the phase indicator namely the color function and ∇C
|∇C |

refers to the normal direction of the interface, which can be calculated via Eqn. (2.6).

Ci =
{

0
(
if i is in the specific phase

)
1

(
if i is in the other phase

) (2.19)

A contoured continuum surface force model (CCSF) was developed by Duan [16]. The scheme

of CCSF is to regard the contour curve of color magnitudes as the interface boundary. By

calculating the curvature of the local contour passing through the interface particles, the local

curvature of the interface is obtained. The Gaussian kernel function adopted for mollifying

the color function is essential in terms of the consistency of the resulting contour curve and
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Figure 2.4 – Pressure evolution at the right bottom corner of the wall

the exact interface. If the contour curve of the smoothed color function deviates from the

interface, the reproduced interface curvature is inaccurate as well.

The Gaussian kernel for smoothing the discontinuous color function Ci is selected as follows:

G (r,rs) =
{

e−6r 2/r 2
s (0 ≤ r ≤ rs)

0 (rs < r )
(2.20)
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2.3. Surface Tension Force

(a) Case 0

(b) Case 1

Figure 2.5 – Pressure profiles of Case 0 and Case 1 at t = 1.3s
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(a) Case 2

(b) Case 3

Figure 2.6 – Pressure profiles of Case 2 and Case 3 at t = 1.3s
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(a) Case 4

(b) Case 5

Figure 2.7 – Pressure profiles of Case 4 and Case 5at t = 1.3s
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fi =
∑

j C j G
(∣∣rj − ri

∣∣ ,rs
)∑

j G
(∣∣rj − ri

∣∣ ,rs
) (2.21)

where G(r,rs) is the Gaussian kernel for smoothing the color function, rs is effective radius

for smoothing and fi is the mollified color value of the particle i . rs is the most important

parameter for affecting the accuracy and efficiency of the CCSF model. As rs gets larger, it

can lead to better coincidence of the contour curve of color magnitudes and the interface for

local particles with small curvature values, while it may also eliminate the sharp angles of the

interface and neglect detailed information of the sharp curvature.

The curvature can be derived based on the implicit smoothed color function [18]:

κi =
2 fx,i fy,i fx y,i − f 2

x,i fy y,i − f 2
y,i fxx,i(

f 2
x,i + f 2

y,i

)3/2
(2.22)

where fx,i is the first derivative value with regard to x of the smoothed color function f of the

particle i , fxx,i is second derivative value with regard to x of fi and so on.

The original CCSF model used a cumbersome analytical method for calculating the above

derivatives, which is difficult to reproduce the accuracy they achieved. Instead, the gradient

model presented in Eqn. (2.6) is utilized for the calculation of the first and second derivatives

sequentially.

fx,i = d

n0

∑
j 6=i

f j − fi∣∣rj − ri
∣∣2

(
x j −xi

)
ω

(∣∣rj − ri
∣∣ ,rs

)
(2.23)

fxx,i = d

n0

∑
j 6=i

fx, j − fx,i∣∣rj − ri
∣∣2

(
x j −xi

)
ω

(∣∣rj − ri
∣∣ ,rs

)
(2.24)

fx y,i = d

n0

∑
j 6=i

fx, j − fx,i∣∣rj − ri
∣∣2

(
y j − yi

)
ω

(∣∣rj − ri
∣∣ ,rs

)
(2.25)

Likewise, fy,i and fy y,i can also be calculated by applying the discretization method for gradi-

ent models.

In this section, a bubble rising model is used for verifying the accuracy and applicability of

the proposed surface tension model. The initial configuration of the set up is same as the first
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dimensionless case of the benchmark presented in [20]. As a difference from the previous

single phase simulation, this case includes two incompressible phases with both density and

viscosity ratios as 10. Inside the configuration, a bubble with a diameter of 0.5 unit of the tank

width, Re = 35 and Eo = 10 is lifting up due to the buoyancy. Moreover, the smoothing radius

for the color function rs equals to 4.1 re .

The simulation is conducted for a period of 3 time units during which the pressure profiles of

the model and the curvature values at the bubble interface are recorded and plotted in Fig. 2.8

at t = 0.1, in Fig. 2.9 at t = 1.0 and in Fig. 2.10 at t = 3.0. The multiphase model for the MPS

method has not been fully developed yet in this study but the curvature calculation as the

most important step in the surface tension model is worth being verified.

(a) Pressure (b) Curvature

Figure 2.8 – Pressure profiles and interface curvatures in the bubble rising model at t=0.1

In Fig. 2.8, it can be noticed that at t = 0.1 the pressure inside the bubble is prone to be uniform

due to the relatively large density difference between two phases, while the pressure profile

outside the bubble is well stratified. On the right sub-figure, the curvature of the interface

calculated to be 3.0 to 4.0 is consistent with the analytic value. At t = 1.0, the bottom of

the bubble becomes flat due to the deformation, which indicates a curvature value of 0 as

presented in the figure. The curvature will continue to evolve to negative values as the local

interface turns into a concave shape. The local curvature value is relatively precise because

the smoothing radius is comparably small compared to the whole bubble configuration. It

results in a good reflection of the local deformation but may also induce large deviation if
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(a) Pressure (b) Curvature

Figure 2.9 – Pressure profiles and interface curvatures in the bubble rising model at t=1.0

(a) Pressure (b) Curvature

Figure 2.10 – Pressure profiles and interface curvatures in the bubble rising model at t=3.0
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many particles of the bubble phase gather locally. On the contrary, utilizing a larger smoothing

radius can mollify the curvature results but has a defect of not being representative for sharp

curvatures.

2.4 Variable Density Flow

In multi-viscosity and multi-density models, the viscosity µ and density ρ are not the same

in different phases. To avoid the sharp variation at the phase interface and stabilize the

calculation, the force terms in the governing equation are discretized using the harmonic

mean value of viscosity and the arithmetic mean value of density respectively and represented

as: 〈
1

ρ
∇· (µ∇u

)〉
i
= 2d

n0λ

∑
j 6=i

{
2

ρi +ρ j

2µiµ j

µi +µ j

(
uj −ui

)
ω(

∥∥rj − ri
∥∥)

}
(2.26)

where d is the number of dimensions, n0 is the constant particle number density (PND), λ is

the variance of neighbor particle distance, i refers to the investigated particle, j represent its

adjacent particles and ω is a kernel function accounting for contribution from neighboring

particles.

The weighting function ω used in the original MPS method is characterized with a magnitude

of infinity when neighboring particles move to the same position. For the sake of allowing

certain compressibility, the following weighting function is adopted in this research work.

ω(
∥∥rj − ri

∥∥) =


(
1− R

‖rj−ri‖
)3 (

1+ R
‖rj−ri‖

)3
(0 ≤ ∥∥rj − ri

∥∥≤ R)

0 (R < ∥∥rj − ri
∥∥)

(2.27)

where R represents the influential radius of the contribution from adjacent particles. Eq.[3]

presents a threshold of the weight which can effectively eliminate the appearance of excessive

pressure values when particles are compressed.

The viscosity term and the gravity can be calculated explicitly, whereas the pressure term

is solved implicitly. A mixed term of the intermediate velocity divergence is adopted in the

multiphase pressure Poisson equation (PPE), as represented in Eqn. (2.29), to mitigate the

influence from large variation of PND induced by the aggregation of particles. As a result,

the compression ratio can be enlarged in the calculation meanwhile with stabilized pressure

solution.〈
∇·

(
1

ρ
∇P

)〉k+1

i
= (

1−γ) 1

∆t
∇·u∗−γ 1

(∆t )2

{
n∗−n0

n0

}
+α 1

(∆t )2 P k+1
i (2.28)

where γ is a relaxation coefficient, u∗ is the predicted velocity, n∗ is the intermediate PND,

and α is an artificial compressibility ratio.
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Likewise, the discretization of the left side of Eq.(3) is formulated as follows:〈
∇·

(
1

ρ
∇P

)〉k+1

i
= 2d

n0λ

∑
j 6=i

{
2

ρi +ρ j

(
P k+1

j −P k+1
i

)
ω(

∥∥rj − ri
∥∥)

}
(2.29)

After obtaining the pressure solution based on Eq.(3) and Eq.(4), the pressure gradient among

particles can be calculated as:〈
1

ρ
∇P

〉
i
= d

n0

∑
j 6=i

{
2

ρi +ρ j

(
P j −Pi ,mi n

)(
rj − ri

)∥∥rj − ri
∥∥2 Ciω(

∥∥rj − ri
∥∥)

}
(2.30)

where Pi ,mi n refers to the minimum pressure among neighboring particles of the reference

particle, and Ci is a corrective matrix used for improving the accuracy of pressure gradient

calculation.

With the implementation of above methods, a multiphase and multi-density fluid simulation

can get enhanced numerical stability. However, it still has the difficulty to achieve numerical

stability given models with particles moving at a high speed, unless a smaller time-step is used,

which consequently limits the applicability of particle methods in our research. For particles

in varied phases with a large density ratio, heavier particles tend to be slower than lighter

particles. Particularly, if lighter particles are assigned with a high initial speed, for instance

of gas jet into stagnant liquid, the velocity variation in different phases become even larger.

Unphysical void space is likely to emerge around the trajectory of gas jet and particles around

the void space are in a sparse distribution, which contributes to negative pressure values.

However in the original MPS method, particles with negative pressure solutions are assigned

to zero pressure. As a result, no pressure gradient exists for these internal particles and it is

difficult for them to shrink to eliminate the unphysical void.

One solution to eliminate the unphysical void is to take into consideration of particle expan-

sion, while it seems to be complicated for the current work. Instead, we propose to remain

negative pressure solution for particle in the interior of the fluid and to assign zero pressure

for particles on the real free-surface region. This method can effectively avoid the existence

of unphysical void and enhance the stability of pressure calculation. On the other hand, it

supports multiphase simulation cases featured with a large density and speed ratio for varied

phase particles.

2.5 Multi-Component Particles

Due to the characteristic of chemical reaction, a number of chemical species have to be

considered in the particle method. Differing from the common particle method with single

component in each particle, this study implements particles with multiple components.

Inter-particle interaction has to be considered for multi-components in terms of many physical
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models. In this case, mass and energy diffusion among neighbouring particles with multi-

components raises difficulty on two aspects for the original MPS method. Firstly, the physical

properties are definitely to be changed by the variation of types and amount of components.

To be specific, the density is not identical after the mass diffusion given the particle volume is

fixed. Moreover, the mass diffusivity and heat conductivity will depend on the composition

of particles as well. Secondly, physics mechanism to be interpreted by particles methods

need to be developed for being applicable to model the interaction of particles with varied

composition.

For example, consider modelling particles with two different components A and B . For a bi-

nary composition, mass diffusion can take place once the concentration among neighbouring

particles is not identical. The gradient of concentration induces the mass flux among particles.

It is straightforward to find the diffusivity data for single component and implement it for

the mass diffusion model given a single-component case. When dealing with more than one

components, the diffusivity of one species among the others will differ in terms of the mole

fraction of other species.

In the situation with two gaseous components, a binary diffusion model can be applied for

calculating the diffusivity of each species. The equation is formulated as follows:

D A−B =
10−3T 1.75

[
1

MA
+ 1

MB

]1/2

Pabs[(
∑
ν)1/3

A + (
∑
ν)1/3

B ]2
(2.31)

where D A−B , T , Pabs , M ,
∑
ν are binary gas phase diffusivity of A in B, temperature, absolute

pressure in atm, molecular weights and molecular volumes, respectively.

As indicated from the above equation, the diffusivity of A in B is exactly the same as the

diffusivity of B in A for a binary diffusion model.
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3 Sodium-Water Reaction Models

3.1 Review of Sodium-Water Reactions

The Sodium-water reactions are carried out upon the leaked water vapor contacting with

liquid sodium or gaseous sodium. The latter one is observed due to the evaporation of liquid

sodium after absorbing excessive reaction heat. Accordingly, two different chemical reaction

models are developed in particle methods, which are surface reaction and gas-phase reaction

as shown in Fig. 3.1.

The surface reaction model represents the reaction between liquid sodium and water vapor,

while the gas-phase reaction model refers to the reaction between sodium vapor and water

vapor. Concerning the surface reaction model, it is assumed that water vapor at the interface

contacting with liquid sodium particles is completely and instantaneously consumed by the

reaction, which results in a concentration gradient inside the gaseous particle. Due to the

diffusion and convection of water vapor from the other side to the interface, the surface

reaction is triggered.

Surface reaction dominates the early stage of chemical reaction with chemical heat released.

Neighbouring liquid sodium particles are heated up to vaporise into sodium vapor and mixes

with water vapor. In this case, there is opportunity that water vapor can reacts with sodium

vapor, which is the gas-phase reaction process.

The reaction equation is represented in the equation below, in which sodium hydroxide

and hydrogen are regarded as main products. Particles are considered to contain multi-

components after the reaction. In the reality, there are also many other intermediate products,

which are considered in this study.

N a(l )+H2O(g ) → N aOH(l )+1/2H2(g ),∆H 298 =−177.46k J/mol (3.1)

where ∆H 298 is the standard enthalpy change of formation.

As the Eq. 3.1 shows, it is characterised as an exothermal reaction. With one mole reaction,
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the energy of 177.46 kJ will be released given that the reactants and the products are all at the

standard temperature of 298 K. This value is not used in the following modelling. Instead, this

study proposes to calculate the total enthalpy change for obtaining the reaction energy.

Figure 3.1 – Schematic of surface reaction model and gas-phase reaction model

3.2 Assumptions for Simplification of Modelling

The sodium-water chemical reaction is a complex and multi-disciplinary process which

requires sophisticated modelling on each physical mechanism. However, some concerns

have not been solved by using particle methods, such as the compressibility of gas phase and

non-equilibrium thermal dynamics process. It is of great importance to simplify the physical

mechanism and focus on modelling the main characteristics of this reaction process within

limited time and computational cost. Here lists the assumptions for simplifying the physical

model to make it available and easier for practical modelling and simulation.

List of Assumptions:

1. Multiple components inside the same particle have only one unified temperature.

Explanation: the heat exchange inside the particle is sufficiently frequent and effective which

allows different components cooling down or heating up to a unified temperature within one

computational step. This assumption raises a criterion for determining the particle size.

2. Evaporation and condensation rates of NaOH are infinitely fast within one computation

step.

Explanation: This assumption is necessary for supporting the previous one. If the evaporation

and condensation rates are finite during one time-step, some unphysical behaviour will occur.

For example, liquid NaOH exists in the particle with a temperature higher than NaOH’s boiling

point.

3. Mass diffusion of gaseous components among gaseous particles are allowed, while mass
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diffusion in liquid particles or between liquid and gas particles are not considered.

Explanation: Liquid sodium particles have the incompressibility and present uniform dis-

tribution of sodium concentration. However, gas particles are mainly composed of gaseous

components, of which concentration variation among neighbouring particles will occur as a

consequence of mass change by chemical reactions and pressure difference.

4. Products are only distributed in gaseous particles and the reaction energy is carried by

products.

3.3 Surface Reaction Model

The surface reaction model is developed on the assumption of an instantaneous chemical

reaction process. It indicates the surface reaction rate is controlled by the mass flow rate of

the water vapor towards the sodium-water interface. The surface reaction rate is modelled as

illustrated in the following equation.

Γs f = Mog S
DH2O

l0
(YH2O −YH2O,i nter f ace ) (3.2)

where Γs f is the surface reaction rate, Mog is the total molar amount of gaseous speices,

S represents the interfacial area density, DH2O is the effective binary diffusivity, l0 is the

characteristic length and YH2O is the volume fraction of water vapor in the reference particle.

YH2O,i nter f ace refers to the volume fraction of water vapor at the interface. According to

the assumption of an infinitely fast reaction at the interface, water vapor is supposed to be

consumed completely indicating YH2O,i nter f ace = 0.

In fact, the mass flux rate of water vapor is equivalent to the coupled effect of diffusion and

advection. However, in the particle methods, the advection process is naturally replaced by

the particle movement. Therefore, Eq. 3.2 is represented by the diffusion flux of water vapor

induced by concentration gradient. The modelling is adequate only when the particle size

is sufficiently small. Otherwise the advection effect may be neglected, which induces an

underestimated surface reaction rate.

In Eq. 3.2, the surface reaction rate depends on the characteristic length, which is equal to

the particle size in the current model. The variation on the particle size will influence on the

magnitude of surface reaction rate. For a sophisticated work, one need to use dimensionless

variable to substitute the particle size in order to get the consistent results without the limita-

tion of the choice of particle size. But currently, this present study just applies this modelling

and aims for the completion of the whole modelling.

In this methodology, gaseous particles are the only ones taken into consideration of conducting

chemical reactions with adjacent liquid sodium particles or with sodium vapor inside itself. It

is reasonable to assign gaseous particles to dominate the reaction because its relatively small
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number of particles compared to that of background sodium particles.

The right side of Eq. 3.2 represents the diffusive water vapor towards the interface inside the

reference particle. The characteristic length d represent the diffusion length of water vapor to

the interface in each particle. The diffusion coefficient of water vapor DH2O among multiple

species within neighbor particles are estimated by utilizing the binary diffusion equation as

follows:

D A−B =
10−3T 1.75

[
1

MA
+ 1

MB

]1/2

Pabs[(
∑
ν)1/3

A + (
∑
ν)1/3

B ]2
(3.3)

where D A−B , T , Pabs , M ,
∑
ν are binary gas phase diffusivity of A in B, temperature, absolute

pressure, molecular weights and molecular volumes, respectively.

Figure 3.2 – Dependence of binary diffusivity coefficient between H2O and H2 on temperature

In this modelling, the diffusion efficient is dependent on the particle temperature and the

relationship can be observed in Fig. 3.2.

Molecular volumes of investigated species are listed in Table. 3.1. Dimensionless molecular

volumes of N a and N aOH vapor are not available from references because of no existence at

the room temperature. An alternative way to approximately estimate their values is proposed

here. The binary diffusion coefficient of N a vapor in Ne is measured at 300K in references.

By implementing Eq. 3.3, the value of sodium vapor molecular volume can be calculated. A

simple summation of three elements N a, O and H produces the molecular volume of N aOH

vapor.

In the gaseous particle, the volume of liquid components is neglected and volume fractions of
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3.3. Surface Reaction Model

Table 3.1 – Dimensionless diffusion volumes of investigated species

Species Diffusion Volumes Species Diffusion Volumes
H 2.31 H2 7.07
O 6.11 H2O 12.7

Ne 5.59 N aOH 24.5
N a 17.0

each gaseous specie can be represented as follows:

YH2O +YH2 +YN ag +YN aOHg = 1 (3.4)

As a difference from the volume fraction, another parameter named mole fraction is defined

as follows:

ZH2O +ZH2 +ZN ag +ZN aOHg +ZN al +ZN aOHl = 1 (3.5)

The volume fraction is mainly used for calculating the diffusion behaviour among gaseous

species, while the mole fraction is frequently used in the energy calculation part.

After calculating the binary diffusion coefficient of H2O in each other gas phase specie, the

diffusion coefficient of H2O in a mixture of species can be evaluated using Eq.(3.5).

1−YH2O

DH2O
= YH2

DH2O−H2

+
YN ag

DH2O−N ag

+
YN aOHg

DH2O−N aOHg

(3.6)

The interfacial area density S modelled on the framework of particle methods is proportional

to the ratio of liquid sodium particle number density to the initial one.

S = 6βl ,g

l0
(3.7)

βl ,g = 1

n0

∑
j=l ,i=g

ω(
∥∥rj − ri

∥∥) (3.8)

where βl ,g is the ratio of neighbor liquid sodium number density to n0, and l0 is the particle

diameter. The interface area density is formulated with the consideration of βl ,g because

the limitation of diffusion direction affects the surface reaction rate as well. If the reference

gaseous particle is fully surrounded by liquid sodium, water vapor can diffuse in all direction

which reduces the diffusion length and promotes the reaction rate consequently.
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Table 3.2 – Coefficients in the rate constant equation

Coefficients A0 B0 E0

Values 4.434e4 0.8812 2.441e4

3.4 Gas-Phase Reaction Model

In addition to the surface reaction model where water vapor reacts with sodium in neighboring

liquid particles, a gas-phase reaction model is proposed to account for the reaction between

water vapor and sodium vapor. In the particle with multiple gaseous components, water vapor

and sodium vapor are assumed to be in a homogeneous mixture. The gas-phase reaction rate

is therefore modelled by applying the rate equation as follows:

Γg p = K (T )
[
Mog YN ag

][
Mog YH2O

]
(3.9)

where K (T ) is the rate constant and can be formulated in the form of the Arrhenius law.

K (T ) = A0T B0 e−E0/T (3.10)

Empirical coefficients A0, B0 and E0 are adopted from the reference work [5] as shown in

Table. 3.2. The dependence of rate constant for the gas-phase reaction on temperature is

shown in Fig. 3.3.

Figure 3.3 – Dependence of rate constant on the temperature
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3.5 Evaporation and Condensation

The composition of N a and N aOH vapor in gaseous particles play an important role in

influencing the magnitude of both surface reaction rate and gas-phase reaction rate. Adequate

evaporation and condensation models for the two species are necessary for the simulation

of sodium-water reaction. In the surface reaction model, changes of volume fraction of both

species will vary the diffusion coefficient of water vapor among all gaseous species, which

results in the variation of surface reaction rate for interfacial particles. In the gas-phase

reaction model, variation of N a vapor mole amount has an instant impact on the gas-phase

reaction rate.

As seen from the plot, the saturated pressure has an exponential relation with the boiling point,

which means only an exponentially change of pressure will have a comparable influence on

the boiling temperature. Therefore, it is reasonable to simplify the model by considering the

pressure change is limited and the boiling point of sodium hydroxide is stable in this study.

Because of the existence of many other components as nucleation sites, it is rarely possible

that liquid sodium hydroxide will be superheated without evaporation or sodium hydroxide

vapour being supercooled without condensation. It indicates the liquid and gaseous sodium

hydroxide can be in an equivalent state.

Therefore, constant boiling points for N a and N aOH vapor are adopted in this study. The

boiling point of liquid N aOH at atmospheric pressure as 1663K is used and the boiling point

of liquid N a is 1155K. As deliberated in the assumptions, phase temperature is not considered

in the multi-component particle whereas an equilibrium temperature will be calculated for

each particle.

The latent heat for liquid N aOH evaporation in a standard condition is -219.12kJ/mol, as

shown in Eq. 3.11. The negative value represents an exothermal reaction. Eq. ?? presents

the standard enthalpy change of sodium-water reaction as -177.46kJ/mol, which can be

considered as the reaction heat released at an equilibrium temperature at 298K.

N aOH(l ) → N aOH(g ),∆H 298 =−219.12k J/mol (3.11)

It can be noted that the latent heat of liquid N aOH is larger than the reaction heat, which

indicates the sodium hydroxide cannot be heated up by itself to surpassing the boiling point.

If we neglect the pressure influence, a circulate process can be imagined that the amount of

liquid N aOH will be increased by the generation in the reaction. One can assume the particle

is heated up surpassing 1663K due to the chemical heat released. However, by the means of

N aOH evaporation, the particle temperature can be moderated sufficiently not above the

boiling point of N aOH .

This characteristic provides the idea on modelling the evaporation and condensation of

N aOH in this study. The evaporation rate within one particle in one time-step depends on the
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heat storage in the particle. If the particle temperature surpasses the boiling point of sodium

hydroxide and liquid sodium hydroxide has its content at the same time, it is reasonable to

consider an adequate amount of sodium hydroxide taking part in the evaporation to overcome

the superheating situation. As mentioned, the assumption of evaporation and condensation

rates are infinitely fast, which can ensure a sufficient evaporation or condensation for the

sake of preventing the superheating or supercooling situation. However, the existing amount

of both species, liquid and gaseous sodium hydroxide, may be insufficient to recover to the

boiling point or have a surplus amount. In consequence, the evaporation and condensation

rate of N aOH can be formulated as follows:

Γe
N aOH =


∑

m (Moi Zm cp,m )(Ti−Ts,N aOH )
∆hl ,N aOH

, (Ti ≥ Ts,N aOH ,Γe
N aOH < Moi ZN aOH(l ))

Moi ZN aOH(l ), (Ti ≥ Ts,N aOH ,Γe
N aOH ≥ Moi ZN aOH(l ))

0, (Ti < Ts,N aOH )

(3.12)

Γc
N aOH =


∑

m (Moi Zm cp,m )(Ts,N aOH−Ti )
∆hl ,N aOH

, (Ti ≤ Ts,N aOH ,Γc
N aOH < Moi ZN aOH(g ))

Moi ZN aOH(g ), (Ti < Ts,N aOH ,Γc
N aOH ≥ Moi ZN aOH(g ))

0, (Ti > Ts,N aOH )

(3.13)

where Γe
N aOH and Γc

N aOH are the evaporation and condensation amount in mol per time-step

for N aOH , respectively. ∆hl ,N aOH is the latent heat of N aOH , which can be calculated from

the standard enthalpy difference between gas and liquid phases. Ts,N aOH is the saturated

temperature of N aOH .

In terms of sodium evaporation, based on the assumption and initial condition, there is no

liquid sodium diffusion from liquid particles to gaseous particles. The N a evaporation and

condensation models are highly simplified in this study because they contribute less to the

maximum temperature formation than N aOH . As liquid sodium has an excellent conductivity

as the coolant and sufficient amount compared to leaked water vapor in the steam generator,

the evaporation of liquid sodium induced by the temperature increment of liquid particles is

not considered. Instead, the sodium evaporation occurring at the phase interface is taken into

the consideration in the model because remarkable amount of heat is released induced by the

surface reaction for interfacial particles.

Therefore, the sodium evaporation rate depends on the surface reaction rate. Only liquid

sodium particles which take part in the surface reaction will be considered in the evaporation
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model. The N a evaporation rate is formulated in Eq. 3.14.

Γe
N a, j =

λe Sγs,i
Ti−Ts,N a

T 1/2
s,N a

ω(|rj−ri|,re )
n0

, (Ti ≥ Ts,N a)

0 , (Ti < Ts,N a)
(3.14)

whereΓe
N a, j is the evaporation rate in mol per time-step for each liquid particle which conducts

surface reaction with gaseous particles. γs,i , S, Ti and Ts,N a are the surface reaction rate,

the interfacial area density, the temperature of investigated gaseous particle i and sodium

saturated temperature, respectively. The coefficient of λe is set to 0.1.

The condensation of sodium vapor occurs in gaseous particles where sodium vapor exists due

to the evaporated sodium at the interface. A well-known Silver-Simpson model is applied for

the modelling of sodium condensation rate.

Γc
N a,i =

{
λc SMog R1/2(1−Yi ) Ti−Ts,N a

T 1/2
s,N a

, (Ti ≤ Ts,N a)

0 , (Tg > Ts,N a)
(3.15)

where Γc
N a,i is the condensation rate in mol per time-step in the gaseous particle i and the

coefficient λc is set to 0.1 as well.

3.6 Modelling of Reaction Energy

3.6.1 Enthalpy and Heat Transfer

Eq. 3.1 shows the standard enthalpy of formation, which can be considered as the reaction

energy released under standard conditions at the temperature of 298K. However, the chemical

reaction conducts at varied temperature conditions in the reality. It is not practical to use the

standard energy change of -177.46kJ/mol in the simulation. This study proposed a sophisti-

cated method to calculate the reaction energy by means of the calculation of total enthalpy

change.

First, one has to calculate the total enthalpy of each species based on the following equation.

hi ,m = Moi (ZmCp,m(Ti −T298)+∆ f hΘm) (3.16)

where hi ,m is the total enthalpy of species m in particle i . ∆ f hΘm is the standard enthalpy of

formation of species m. Moi is the total mole amount of all species in the particle i . Zm and
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Table 3.3 – Standard enthalpy of investigated species

Species H2O(g ) H2(g ) N a(g ) N aOH(g ) N a(l ) N aOH(l )
Standard Enthalpy ∆ f hΘm [kJ/mol] -241.83 0.0 107.5 -197.76 2.41 -416.88

Cp,m are the mole fraction and molar heat capacity of species m, respectively. Ti is the particle

temperature and T298 is the temperature at 298K.

It can be straightforward to get the total enthalpy definition for each multi-component particle

by the summation of each species’ enthalpy as follows:

hi = Moi
∑
m

(ZmCp,m(Ti −T298)+∆ f hΘm) (3.17)

where hi is the total enthalpy of particle i . For gaseous particles, species m refer to 6 com-

ponents, which are H2O(g ), H2(g ), N a(g ), N aOH(g ), N a(l ) and N aOH(l ). However, liquid

particles only have one species which is N a(l ). The standard enthalpy values of six species

investigated in this study are listed in Table. 3.3.

Concerning gaseous particles with multiple components, the overall heat conductivity ki for

each specific particle is calculated as follows:

ki = 1

2

[∑
j

Z j k j + (
∑

j

Z j

k j
)−1

]
(3.18)

Heat conductivity between two particles with varied components can be derived by assuming

no heat resistance at the interface, which turns out to be the harmonic mean value:

ki , j =
2ki k j

ki +k j
(3.19)

In the present model, the heat transfer between gas and liquid phase species in the same

gaseous particle is not considered. For the heat conductivity between gaseous and liquid

particles at the interface, the value calculated by using Eq. 3.19 in fact is underestimated

compared to the realistic heat transfer coefficient. The convective heat transfer coefficient

used in SERAPHIM is 10,000 W/m2/K, which is about tens of times larger than the estimated

conductivity for the initial gaseous and liquid particles.

Sodium-water reactions are characterised with considerable reaction heat release. In the

reaction model, reaction heat is assumed to be carried by reaction products of hydrogen and

sodium hydroxide
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3.6.2 Governing Equations

The present research deals with multi-component and multi-phase chemical reaction models

in the Lagrangian frame. Two varied phases of particles are taken into account when building

the governing equations. As mentioned in the reaction models, surface reaction and gas-

phase reaction will only generate products in the gaseous particles. Gaseous components will

conduct the diffusion among gaseous particles while there is no liquid diffusion concerned in

this study. Therefore the main concern in this research is modelling the physical phenomena

reasonably among gaseous particles.

This research focuses on modelling the reaction process at the phase interface and the propa-

gation of reaction zones among tube bundles. The dynamic change does not contribute a lot

to the overall release and propagation of reaction energy in a longer duration than the time

scale of some rapid phenomena, such as reaction and adiabatic expansion. Hence, for the

simplification, the pressure change due to the density and temperature variation of gaseous

particles is neglected in the present work. A detailed simplification strategy will be explained

after the introduction of governing equations.

The mass conservation for multiple species in particle method is ensured by the transport

equations as follows:

For gaseous species in gaseous particles:

DMoZm

Dt
=∇· (Dm∇Mog Ym)︸ ︷︷ ︸

2nd step

+Γs f
m +Γg p

m︸ ︷︷ ︸
1st step

+Γe
m −Γc

m︸ ︷︷ ︸
3rd step

(3.20)

where Mo is the total mole amount of all 6 species in the particle. Zm is the molar fraction of

species m. Dm is the diffusion coefficient of species m. Mog is the total mole amount of all 4

gaseous species in the particle. Ym is the volume fraction of gaseous species m. Γs f
m and Γg p

m

refer to the molar change of species m induced by surface reaction and gas-phase reaction,

respectively. Γe
m and Γc

m correspond to the molar change of species m induced by evaporation

and condensation, respectively.

For liquid species in gaseous particles:

DMoZm

Dt
=−Γe

m +Γc
m +Γs f

m +Γg p
m (3.21)

For liquid species in liquid particles:

DMoZN a

Dt
=−Γs f

N a −Γe
N a (3.22)

where Γs f
N a represents the mole amount of liquid sodium participating in the surface reaction

in the liquid particle. Γe
N a is the mole amount of liquid sodium to be vaporised.
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The momentum equation is given in Eq. 3.23. The discretising method has been introduced in

the Chapter 2.

Dρu

Dt
=−∇P +∇· (µ∇u

)+ f (3.23)

The energy equation is formulated as:

Dh

Dt
= V ∇·k∇T︸ ︷︷ ︸

2nd-3rd step

+Ss f ,N a︸ ︷︷ ︸
1st step

+Sdi f ,i n +Sdi f ,out︸ ︷︷ ︸
2nd step

+Se +Sc︸ ︷︷ ︸
3rd step

(3.24)

where h is the total enthalpy of all 6 species in the particle. V is the particle volume. Ss f ,N a ,

Sdi f ,i n , Sdi f ,out , Se , Sc are the enthalpy change of the particle induced by liquid sodium

participation in surface reaction, incoming species diffusion, outgoing species diffusion,

evaporation and condensation, respectively. Because all reactants and products are in the

same particle in gas-phase reaction with no heat distributed to neighbouring particles, the

total enthalpy change induced by gas-phase reaction is 0 in the investigated particle.

Concerning the molar fraction and volume fraction, the following relationship exists. The two

variables will be updated simultaneously a few times in the calculation using a fractional step

method.

DMoZm

Dt
= DMog Ym

Dt
(3.25)

3.6.3 Numerical Procedure

Regarding the fractional step method, one first only consider the contribution of reactions

(Γs f
m , Γg p

m ) to the molar change in Eq. 3.20 to get a first intermediate value (Mon′
i , Z n′

m,i ) for each

species. As mentioned, Mon′
g ,i and Y n′

m,i will be calculated at the same time.

Mon′
i Z n′

m,i −Mon
i Z n

m,i = (Γs f
m +Γg p

m )∆t (3.26)

With an updated volume fraction Y n′
m for gaseous species, a new diffusion coefficient Dn′

m will

be calculated as well, which is used in the second intermediate step calculation considering

the diffusion term in Eq. 3.20. Therefore, use Eq. 3.25 to obtain the second intermediate values

(Mon′′
g ,i , Y n′′

m,i , Mon′′
i , Z n′′

m,i ) for each particle.

Mon′′
g ,i Y n′′

m,i −Mon′
g ,i Y n′

m,i

∆t
= 2d

n0λ

∑
j 6=i

2Dn′
m,i Dn′

m, j

Dn′
m,i +Dn′

m, j

(Mon′
g , j Y n′

m, j −Mon′
g ,i Y n′

m,i )ω(
∥∥rj − ri

∥∥) (3.27)
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So far, the molar change of species due to reaction and diffusion are taken into account.

In terms of enthalpy change, Eq. 3.28 shows the total enthalpy of the investigated particles just

after chemical reaction with the assumption of no heat being transported or distributed to

other particles.

The total enthalpy at the first intermediate step is given as:

hn′
i = hn

i + (Ss f ,N a)∆t (3.28)

The total enthalpy hi of each particle is calculated as follows:

hi = Moi
∑
m

(Zm,i (Cp,m(Ti −T298)+∆ f hΘm)) (3.29)

The total enthalpy at the second intermediate step can be obtained as:

hn′′
i = hn

i + (Ss f ,N a +Sdi f ,i n +Sdi f ,out )∆t (3.30)

Ss f ,N a∆t = ∑
j

(Γs f , j (Cp,N a(l )(T j −T298)+∆ f hΘm)) (3.31)

where Γs f , j is the mole amount of liquid sodium participating in the surface reaction for

neighbouring liquid sodium particle j .

Sdi f ,i n∆t = ∑
m,i n

(Mon′′
i Z n′′

m,i −Mon′
i Z n′

m,i )(Cp,m(T j −T298)+∆ f hΘm) (3.32)

Sdi f ,out∆t = ∑
m,out

(Mon′′
i Z n′′

m,i −Mon′
i Z n′

m,i )(Cp,m(Ti −T298)+∆ f hΘm) (3.33)

Now it is available to calculate the equilibrium temperature T n′
i after reaction and diffusion.

hn′′
i can also be expressed by using the unknown T n′

i as follows:

hn′′
i = Mon′′

i

∑
m

(Z n′′
m (Cp,m(T n′

i −T298)+∆ f hΘm)) (3.34)
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Substitute Eq. 3.30 in Eq. 3.34, the equilibrium temperature T n′
i for each particle can be

calculated. Then the enthalpy change induced by the heat conduction among particles is

calculated as follows:

Mon′′
i

∑
m(Z n′′

m Cp,m(T n′′
i −T n′

i ))

∆t
=V

2d

n0λ

∑
j 6=i

ki , j (T n′
j −T n′

i )ω(
∥∥rj − ri

∥∥) (3.35)

where T n′′
i is the temperature value for each particle after the heat conduction.

Finally, evaporation and condensation of N a and N aOH will be considered by comparing the

temperature of T n′′
i to their boiling points. Because no evaporation and condensation occurs

for H2O and H2, Z n′′
H2O and Z n′′

H2
are equal to Z n+1

H2O and Z n+1
H2

, respectively.

For example of N aOH , the following equations are used for the calculation of Mon+1
i and

Z n+1
N aOH(l ) in gaseous particles.

Mon+1
i Z n+1

N aOH(l ) = Mon′′
i Z n′′

N aOH(l ) −Γe
N aOH(l ) +Γc

N aOH(g ) (3.36)

Mon+1
i Z n+1

N aOH(g ) = Mon′′
i Z n′′

N aOH(g ) +Γe
N aOH(l ) −Γc

N aOH(g ) (3.37)

The temperature T n+1
i at n +1 time-step can be calculated in Eq. 3.38.

Mon+1
i

∑
m

(Z n+1
m (Cp,m(T n+1

i −T298)+∆ f hΘm)) = Mon′′
i

∑
m

(Z n′′
m (Cp,m(T n′′

i −T298)+∆ f hΘm)) (3.38)

For example of N a, the following equations are used for the calculation of Mon+1
i and Z n+1

N a(l )
in gaseous particles.

Mon+1
i Z n+1

N a(l ) = Mon′′
i Z n′′

N a(l ) −Γe
N a(l ) +Γc

N a(g ) (3.39)

Mon+1
i Z n+1

N a(g ) = Mon′′
i Z n′′

N a(g ) +Γe
N a(l ) −Γc

N a(g ) (3.40)
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Because the sodium evaporation comes from the liquid particles, the calculation of tempera-

ture T n+1
i at n +1 time-step is slightly different from Eq. 3.38.

Mon+1
i

∑
m

(Z n+1
m (Cp,m(T n+1

i −T298)+∆ f hΘm)) = Mon′′
i

∑
m

(Z n′′
m (Cp,m(T n′′

i −T298)+∆ f hΘm))

+∑
j

(Γe
j (Cp,N a(l )(T j −T298)+∆ f hΘm))

(3.41)

Up to now, the proposed fractional step method for discretising the mass and energy governing

equations is shown from time step n to n +1.
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4 Simulation and Verification

Chapter 2 illustrates the modification and improvement of the original MPS method in terms

of the thermo-hydraulic framework. Chapter 3 gives a thorough explanation of modelling the

chemical reaction on the basis of particle methods. This chapter is focused on the investigation

of the simulation results by coupling both thermo-hydraulic and chemical reaction models

using particle methods.

4.1 Particle and Time-Step Size

Before the simulation, a discussion on the choice of particle and time-step size is conducted

firstly. In the original MPS method, the time-step size limited by Courant number has been

applied, which depends on the maximum velocity and particle size shown in Eq. ??.

∆t ≤ mi n(Cc
d

‖ui‖
) (4.1)

where ∆t is the time-step size. Cc is the Courant number, normally smaller than 0.2. d is the

particle diameter and ui is the velocity of particle i .

The viscosity, mass diffusion and heat transport equations are solved explicitly in the present

method, which in fact requires the consideration on choosing adequate time-step and particle

size based on the diffusion number.

The diffusion number constrained by the viscosity, heat conductivity, mass diffusion coeffi-

cient is given as follows:

∆t ≤ mi n(Cd
d 2ρi

2µi
) (4.2)

43



Chapter 4. Simulation and Verification

∆t ≤ mi n(Cd
d 2ρi Cp

ki
) (4.3)

∆t ≤ mi n(Cd
d 2

Di
) (4.4)

where Cd is the diffusion number.

As mentioned, the gas-liquid heat conductivity in my case is much underestimated than the

coefficient used in SERAPHIM. A larger heat conductivity also requires a smaller time-step.

The particle size also has the influence on the surface reaction rate and heat transportation

process. Sensitivity analysis needs to be done in the future work concerning this point. An-

other concern is that a larger particle size may not reflect some detailed thermo-hydraulics

phenomena. But concerning the application on sodium-water reaction, the estimation on the

products and temperature distribution is in priority.

4.2 Analytical Conditions

To start with, a preliminary chemical reaction in a simplified model without tubes is con-

ducted. The structure of tube bundles has the influence on the propagation of steam jet and

reaction zone. Excluding the tube structure to conduct the simulation can make it available to

investigate the characteristics of reaction phenomena independently.

The configuration for the simulation is shown in Fig. 4.1. The geometric dimensions of the

configuration are listed in Table. 4.1. Particles used in this simulation case have a diameter

as 0.01 m. The breach for leakage steam is located at the bottom center of the configuration,

with a width as three times of the particle diameter.

Liquid sodium particles are filled in the model up to the height of 1.5 m with a free-surface.

Above the sodium surface, no particle is arranged inside the sodium tank. In order to verify the

mass and energy conservation, the configuration is closed at the top to prevent any leakage of

particles departing from the computation domain. The margin of the void space above the

sodium surface is sufficiently large to not influence a continuous injection of steam particles.

The velocity of steam particles is assigned as 400 m/s initially on the vertical direction with no

horizontal profiles until surpassing the bottom wall. The detail of initial particle density for

two phases is presented in Table. 4.1 as well. The initial temperature of leakage steam is 641 K

while the temperature of background sodium is set at 742 K.

In this simulation case, steam particles are continuously injected into the sodium side with a
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4.3. Investigation of Simulation Results

Table 4.1 – Geometric dimensions and initial conditions for simulation cases.

Geometric Dimensions Initial Conditions
Items Value Items Value

Particle diameter 0.01 m Steam velocity X: 0 m/s, Y: 400 m/s
Inner width of sodium tank 1.01 m Steam density 2.0 kg/m3

Height of liquid sodium 1.50 m Sodium density 896.0 kg/m3

Thickness of simulation domain 0.01 m Temperature of steam 641 K
Breach width 0.03m Temperature of liquid sodium 742 K

duration of 10 ms. After 10 ms, no more new steam particles will be added into the computation

domain while the simulation continues until 20 ms.

4.3 Investigation of Simulation Results

The purpose of this simulation is to investigate the reaction process in a short duration time

and verify the reaction model. As the sodium-water reaction is very aggressive and complex,

the transient physical property is largely varied by the simulation time. It is of great importance

to investigate the transient physical property of particles. Therefore, four timestamps during

the simulation are chosen for the analysis, which are at 1 ms, 5 ms, 10 ms and 15 ms.

As mentioned, the transient property varies considerably along the simulation time for the

sodium-water chemical reaction. The transient property is important as some extreme values

can result in specific phenomena, such as explosion due to the high temperature and pressure.

By investigating the transient property, one can have an intuitive impression on how the

reaction undergoes and verify the model quantitively.

In this research, time-averaged physical properties are investigated as well. Considering the

impact on the tube failure, the failure frequency of tubes depends on the cumulative periods of

distribution of high temperature and corrosive reaction products. It is reasonable to figure out

the location where high temperature and corrosive products appear longer in the simulation.

4.3.1 Velocity Field

In the case of applying the high-speed steam injection, the velocity attenuation is of great

importance for the investigation. The absolute speed of each particle at 5ms and 10ms in the

simulation has been plotted in Fig. 4.1.

As shown in Fig. 4.1, the initial injection velocity attenuates frequently around the exit of

leakage. From the point view of momentum conservation, though the steam particles are

injected with very high velocity, they slows down considerably when interact with liquid
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(a) t = 5ms (b) t = 10ms

Figure 4.1 – Absolute velocity profile at 5ms and 10ms

sodium particles which are much heavier than steam particles.

Since the compressibility of gas phase is not fully developed, no constraction or expansion will

take place around the leakage exit. In order to achieve the stability of computation, average

particle density are taken into account for interfacial gaseous particles. By doing so, an efficient

momentum exchange between two phases will avoid the overlap of particles and mitigate

extremely high acceleration for lighter density particles. Therefore, steam particles can be

smoothly injected into the liquid sodium side without causing the instability of computation.

It can be observed that some particles around the breach reach a velocity of over 400 m/s. Due

to the slowing down of particle at the interface, steam particles are accumulated around the

breach and the number density of particles are much higher locally. Therefore, high-speed

particles will obtain horizontal velocity profiles as well because of the pressure gradient caused

by number density variation.

It raises a question that whether the compressibility of gas phase has a large effect on the simu-

lation results. As a difference from the practical issue, this simulation case adopts a constantly

initial velocity as one boundary condition whereas in the reality pressure at the injection side

is constant. The former one is used in this simulation for the aim of simplification. In a more
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practical case, high pressurised water vapor will expand first because of the pressure difference

from the background sodium. After water vapor obtains high speeds, the distribution of vapor

around the leakage exit becomes dilute, which in feedback results in contraction of water

vapor. Therefore, a relatively stable reaction zone forms when the strength of expansion and

contraction are equivalent.

As this research is mainly focusing on the reaction consequence, it is reasonable to neglect the

compressibility around the leakage exit while investigating the reaction process at the phase

interface.

4.3.2 Distribution of Reactants and Products

In this section, a thorough investigation on different reactants and products is conducted.

Excluding the initial two reactants of water vapor and liquid sodium, and two products of

hydrogen and liquid sodium hydroxide, sodium vapor and sodium hydroxide vapor induced

by the evaporation are considered as well.

Fig. 4.2 presents the water vapor mole amount at 1ms, 5ms, 10ms and 15ms, respectively. In

all figures, the mole amount of water vapor shows a gradient distribution from red to blue,

representing a higher concentration to a lower one. The initial mole amount of water vapor

is 1.11e-4 mol per particle. During the simulation, this initial value is the maximum value as

well.

At 1ms, one can notice that higher distributions of mole amount exist in the jet interior and

lower ones at the interface. It makes sense that the reaction takes place at the interface and

consumes water vapor frequently, while the water vapor in the jet interior does not take part

in the reaction because of no contact with liquid sodium at the early beginning of simulation.

The gradient distribution of water vapor mole amount observed at the interface has a width

more than one particle diameter. It indicates the consequence of mass diffusion of water

vapor from neighbouring particles to interfacial particles. In Fig. 4.2a, a continuous water

vapor distribution can still be observed while in Fig. 4.2b, Fig. 4.2c and Fig. 4.2d, dispersed

distribution are shown due to the impact of reaction and oscillation of injection jet. Some

water vapor particles are exhausted in the reaction process of liquid sodium. It is more

obviously that after stopping the injection at 10 ms, the distribution of water vapor at 15 ms

are more diluted.

Fig. 4.3 with hydrogen mole amount plotted present an opposite situation to the water vapor.

At 1 ms in Fig. 4.3a, hydrogen is built-up at the interfacial gaseous particles. With the injection

moving forward, the initially interfacial particles are mainly still situated at the interface

conducting the reaction with liquid sodium. Therefore, interfacial particles accumulate the

reaction products of hydrogen and sodium hydroxide along the simulation until they pass

into the interior of water vapor jet.
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The distribution of sodium vapor mole amount in particles are presented in Fig. 4.4, while the

distribution of sodium hydroxide vapor mole amount is shown in Fig. 4.5. All these figures show

a similar characteristic that the distribution of sodium vapor and sodium hydroxide vapor are

more dispersed than water vapor and hydrogen. Because generating both components is based

on the evaporation model, only when particles with higher temperature than their boiling

points, sodium and sodium hydroxide vapor can be generated, which is not a continuous

process. The diffusion coefficient of both components are much smaller than water vapor

and hydrogen. Therefore, the diffusion impact of both components on their distributions is

relatively small. The diffusion happens from higher concentration to lower one which means

they diffuse from the generation sites to other location where no reaction happens. Therefore,

it is more likely that both components diffuse from the particles at high temperature to the

ones at low temperature, which results in an instant condensation into liquid components.

Therefore, the distribution of sodium vapor and sodium hydroxide vapor are more dispersed

than water vapor and hydrogen.

In this model, there are four gaseous components which are water vapor, hydrogen, sodium

vapor and sodium hydroxide vapor. In gaseous particles, due to the condensation of sodium

vapor and sodium hydroxide vapor, these particles are not fully occupied by gaseous compo-

nents. Fig. 4.7 present the volume fraction of hydrogen among the other gaseous components.

It is much evident that hydrogen is accumulated in the interfacial particles which will suppress

the chemical reaction rate.

In Fig. 4.7, evolutions of total mole amount of six components along the simulation time

are plotted, respectively. As mentioned, the water vapor injection continuous until 10 ms.

Therefore, it is observed that the evolution rate of all components mitigates after 10 ms.

Though the cumulative generation of hydrogen in interfacial particles has a negative feedback

on the its generation rate, the continuous injection and progressively increasing surface of

reaction zones compensate the negative feedback. Thus, an almost constant generation rate

of hydrogen can be observed in Fig. 4.7d.

Concerning the condensation of sodium vapor and sodium hydroxide vapor, the reduction

tendency of evolution curves in Fig. 4.7 shows the phenomena. On one hand, since there is

no more injection of new water vapor particles after 10 ms, the total reaction rate decreases

and less chemical reaction heat is released to keep particles at higher temperature than their

boiling points. On the other hand, mass diffusion and heat conduction continue to dissipate

the heat to neighbouring particles. It can be sure that sodium hydroxide vapor starts to

condensate earlier and more quickly than sodium vapor, which can be noticed from Fig. 4.7.

Fig. 4.8 presents the vapor fraction of sodium hydroxide with respect to the simulation time.

The maximum vapor percentage of sodium hydroxide is around 4%, which indicates the latent

heat of sodium hydroxide evaporation is considerably larger than the reaction heat released.

Only 4% of evaporation of liquid sodium hydroxide can suppress the high temperature to the

level of its boiling point, which can be observed in the next section.
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4.3.3 Temperature Field

In this section, transient temperature profiles are plotted in Fig. 4.9 at four different times-

tamps. As the reaction takes place firstly at the interface, the reaction heat is released into the

interfacial particles. As a consequence, high temperature particles are mainly situated at the

interface as shown in Fig. 4.9. The particles around the leakage exit are nearly new water vapor

particles with initial temperature values. After 10 ms, the high temperature zone appear in the

interior of water vapor jet due to the convection of interfacial particles to the inner part.

As mentioned in the previous section, only 4% of the evaporation of liquid sodium hydroxide

can mitigate particle temperature to the boiling point. It indicates that no particle after the

reaction will have a temperature surpassing the boiling point of sodium hydroxide, which can

be observed in Fig. 4.9 where the maximum temperature is around 1650 K.

Apart from the transient temperature, time-averaged temperature profiles are shown in

Fig. 4.10. The time-averaged temperature distribution differs from the transient temperature

that a more gradient distribution can be observed. Moreover, the high temperature zones

appear around two sides of the leakage exit at the beginning and then propagate to the interior

of water vapor jet with a certain distance from the breach. The maximum time-averaged

temperature is around 1400 K.

Once particles are injected into the liquid sodium, particles on two sides of the jet will contact

with sodium for a much longer time than those at other locations. Due to the termination

of injection, gaseous particles moves much slower after 10 ms. It is accounted for the high

temperature zone occur in the inner part as well departing from the breach with a distance.

4.4 Verification of Mass and Energy Conservation

In this simulation case, chemical reaction, mass diffusion, evaporation and condensation

have the influence on the mass evolution of each component. To verify the accuracy of those

models implemented, three elements of hydrogen, oxygen and sodium are investigated with

their mass evolution during the period of reaction.

The total mass evolution for each isotope is plotted in Fig. 4.11. The flat curves of toal mass

evolution for three isotopes indicate the mass conservation has been achieved. The modelling

of reaction, mass diffusion, evaporation and condensation are proved to be solved accurately

in this research.

For the verification of energy conservation, the absolute enthalpy evolution of all species in

the configuration is plotted in Fig. 4.12. Likewise, a flat curve of enthalpy evolution has been

achieved in this multidisciplinary simulation. The modelling of reaction energy, enthalpy

change induced by diffusion, evaporation and condensation, and heat conduction are proved

to be solved in the computation correctly.
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After the verification of the implemented models, validation of simulation results by comparing

to experimental data or validated date is necessary for proving the feasibility and credibility of

implementing the proposed models for further research.
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(a) t = 1ms (b) t = 5ms

(c) t = 10ms (d) t = 15ms

Figure 4.2 – Mole amount distribution of H2O at 1, 5, 10 15ms 51
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(a) t = 1ms (b) t = 5ms

(c) t = 10ms (d) t = 15ms

Figure 4.3 – Mole amount distribution of H2 at 1, 5, 10 15ms52



4.4. Verification of Mass and Energy Conservation

(a) t = 1ms (b) t = 5ms

(c) t = 10ms (d) t = 15ms

Figure 4.4 – Mole amount distribution of Na Vapor at 1, 5, 10 15ms 53
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(a) t = 1ms (b) t = 5ms

(c) t = 10ms (d) t = 15ms

Figure 4.5 – Mole amount distribution of NaOH Vapor at 1, 5, 10 15ms54
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(a) t = 1ms (b) t = 5ms

(c) t = 10ms (d) t = 15ms

Figure 4.6 – Volume fraction of H2 at 1, 5, 10 15ms 55
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(a) H2O (b) H2

(c) Na(g) (d) NaOH(g)

(e) Na(l) (f) NaOH(l)

Figure 4.7 – Evolution of molar amount of H2O, H2, Na(g), NaoOH(g), Na(l), NaoOH(l) within
20 ms.
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Figure 4.8 – Vapor fraction of NaOH within 20 ms.
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(a) t=1ms (b) t=5ms

(c) t=10ms (d) t=15ms

Figure 4.9 – Temperature Profile at 1, 5, 10 and 15 ms
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(a) 0-1ms (b) 0-5ms

(c) 0-10ms (d) 0-15ms

Figure 4.10 – Time-averaged temperature profile in 1, 5, 10 and 15ms
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(a) H

(b) O

(c) Na

Figure 4.11 – Mass conservation of element H, O and Na
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Figure 4.12 – Enthalpy conservation over 20ms
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5 Application in Configuration with
Tube Bundles

In the former chapter, simulations of sodium-water chemical reaction are conducted without

the interference of heat-exchanger tubes. Heat exchanger tubes are equipped in the steam

generator for the aim of cooling the sodium coolant which brings out the heat from the reactor

core, and heating up the pressurised water for the usage in the second loop. The configuration

of tube bundles in the steam generator has the influence on the flowing trajectory of leaked

steam jet and the propagation of chemical reaction zones, given a leakage incident of steam

jet in the steam generator.

The breach of the failed tube can occur at any location and the jet leakage has the possibility

to be injected in the steam generator at all directions. Therefore, the most adjacent target tube

depends on the location of the breach and the direction of steam jet. It is of great importance

to estimate the evolution of reaction zones in the steam generator once an incident takes place

or to locate the failed tube and the breach by monitoring the reaction zones.

For the validation of the study of this thesis, configurations including tube bundles are used for

the investigation of simulation results under the influence of complex conditions. This chapter

starts with an investigation on simulations with a single tube and discuss the impact of a single

target tube on the development of reaction zones. In the second section, investigation on

the effect of sub-channels between tubes will be conducted by applying multiple tubes in the

same configuration of models presented in the former chapter. For a further application and

validation, a full-scale model of steam generator with 95 tubes is constructed for comparing

the simulation results to the ones calculated by using SERAPHIM. Reasonable and similar

phenomena of the reaction reflected from the results will be presented and explained in this

chapter.

By utilising more practical configurations for simulations, the modelling methodology can be

somehow validated by obtaining the similar phenomena as the observation in experiments

and incidents.
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5.1 Simulation with a Single Tube

Figure 5.1 – Model configuration with a single tube

Table 5.1 – Geometric dimensions and initial conditions for simulation cases.

Geometric Dimensions Initial Conditions
Items Value Items Value

Particle diameter 0.01 m Steam velocity X: 0 m/s, Y: 10 m/s
Inner width of sodium tank 1.01 m Steam density 2.0 kg/m3

Height of liquid sodium 1.50 m Sodium density 896.0 kg/m3

Thickness of simulation domain 0.01 m Temperature of steam 641 K
Breach width 0.03m Temperature of liquid sodium 742 K

Firstly, a single tube inside the model will be investigated for the aim of investigating the

thermo-hydraulic impact by the change of the structure. The same simulation conditions as

in the previous chapter are adopted. Comparison of simulation results before and after the

inclusion of a single tube will be conducted.

64



5.2. Simulation with Multiple Tube Bundles

As illustrated in Fig. 5.1, a tube configuration is set up in the model and surrounded by the

liquid sodium. The geometry and initial conditions are listed in Table. 4.1, which are almost

the same as the condition used in Chapter 4 except the initial velocity. The steam jet starts

from the same location as in the previous models. The tube diameter is about the size of

16 times of particle diameters. For the simplification of investigation, the heat conduction

between particles and tube wall are not considered.

With regard to the initial conditions, water vapor jet with a width of 3 particle diameters and

an initial velocity of 10 m/s is injected into the liquid sodium side.

Fig. 5.2 shows the transient temperature of each particle at 10ms and 20ms respectively. In the

first 20ms, Fig. 5.2 presents a relatively symmetric temperature distribution when the front of

water vapor does not have a direct contact with the target tube wall.

However, with the simulation going on and the approach of water vapor to the target tube wall,

the temperature profile at 40 ms and 60 ms starts becoming asymmetric, which is due to the

disturbance escalation of flow jet. If the momentum is conserved, the total momentum may

have values on either the left or right horizontal direction. Given the front lighter particles

situated slightly on the left side, the sequential water vapor particles will moving towards

the left side due to the less inertia of lighter density particles compared to heavier sodium

particles. In consequence, a short flow jet will move towards to the left side.

Concerning the distribution of reactant and products, water vapor and hydrogen are selected

for the investigation and plotted in Fig. 5.3, and Fig. 5.4 respectively. Consistent phenomena

and features of distribution can be observed.

5.2 Simulation with Multiple Tube Bundles

As a difference from the first section, this section is mainly focusing on the study of the

influence from the gaps between tubes. The vertical arrangement of tubes is shown in Fig. 5.5.

This configuration contains 21 tubes, each of which has a diameter as long as 16 particle

diameters.

The initial simulation condition is set as the same as the previous section that an initially

vertical velocity of 10m/s is assigned to injected particles.

In Fig. 5.6, transient temperature values of each fluid particle have been plotted with respect

to the simulation at 10, 20, 30 and 50 ms, respectively.

As indicated from the above figures showing the temperature profiles, the transient temper-

ature for particles are lower than 1500 K, which is lower than the boiling point of NaOH.

Therefore, it can be observed later that the evaporation of NaOH does not take place within 50

ms but only occurs in a very short period after 50ms.
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Furthermore, under the influence of multiple tubes, the heigh temperature region is mainly

distributed around the tube walls. Because there is no heat conduction considered in this

model from particles to tube walls, the temperature of interfacial water vapor particles will

decrease due to the heat conduction with liquid sodium.

Time-averaged particle temperature is calculated for estimating the accumulating impact

of temperature distribution in terms of a longer period, which is plotted in Fig. 5.7. Since

the temperature is averaged from the beginning of injection to the selected time step, the

time-averaged particle temperature profile is dependent on the local evolution from the start

of the simulation. The initial temperature of all particles is definitely lower than the ones after

chemical reaction takes place. Thus, the time-averaged particle temperature is reasonably

smaller than the transient values.

Fig. 5.8 plots the molar evolution of six species within 60 ms. As explained that the transient

temperature is lower than the boiling point of NaOH, almost no NaOH vapor is generated

along the period of 60 ms. The evolution of sodium vapor oscillates a few times indicating the

change of dominance process between evaporation and condensation.

The total enthalpy evolution for each species is presented in Fig. 5.9. Investigation of mass

and enthalpy conservation is plotted in Fig. 5.10, where flat evolution indicates the converged

mass and enthalpy are achieved. Transient and time-averaged molar amount of water vapor

are plotted in Fig. 5.11 and Fig. 5.12, respectively. The transient mole amount of hydrogen

at 4 timestamps is plotted in Fig. 5.13. Based on the result of molar amount of each gaseous

species, volume fraction of gaseous species in the gaseous particles can be calculated and

presented in Fig. 5.12. By comparing the hydrogen volume fraction distribution to the transient

temperature distribution, one can note the in a short time period, the location with higher

hydrogen concentration normally is observed with higher temperature. Because in a short

period time, the hydrogen volume fraction is just around 50% which means there is still a

large amount of water vapor inside the particle. The reaction heat releasing rate has not been

reduced to be lower than the heat transfer rate, which indicates a continuous increment of

temperature. For a longer simulation with hydrogen volume fracton larger than 80%, the

phenomena can be inversely observed.

5.3 Simulation in a Full-Scale Steam Generator

This section presents the investigation of sodium-water chemical reaction in a full steam gen-

erator model with multiple tube bundles. As mentioned in the introduction, SERAPHIM is a

numerical code used for simulating sodium-water chemical reaction with sufficient validation

by experiments. Therefore, the simulation results obtained from the present method are com-

pared to the ones calculated in SERAPHIM with the similar configuration and conditions for

the sake of validation. Due to some limitation of the present method, setting the exactly same

boundary conditions with SERAPHIM is very difficult. Therefore, some boundary conditions

will be varied and a discussion on this variation will be presented later.
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The full model used in MPS simulations has 95 tubes with a ruptured tube shown in Fig. 5.18,

where water vapor is injected vertically into the liquid sodium side. The gravitational force

direction is set with a rightwards rotation of 23 degree with respect to its originally vertical

direction as the gravity arrow shows in Fig. 5.18. Water vapor is discharged from the nozzle

inside the ruptured tube with a depth of 3 particle diameters. It is for the sake of the stability

of calculation to force injected particles to have constantly initial velocities before entering

into the sodium side. All four sides of the configuration are constructed with particle walls

as free slip boundaries except an exit with a free surface on the top left corner. It differs from

the boundary conditions used in SERAPHIM simulations. Constant pressure is set on the

horizontal top and bottom sides, while free slip boundaries are set on the left and right sides

in the SERAPHIM case.

Initial conditions are tabulated in the Table. 5.2. Two particles per row are arranged in the

nozzle and kept with a diameter of 0.004m. To approach to a long simulation period, a large

amount of particles have to be injected into the sodium side. For the sake of the completion

of simulation by limited computational sources, the number of particles to be injected is

expected to be as small as possible by means of adopting a large particle diameter. Likewise,

the time step is expected to be sufficiently large while ensuring the computing stability and

convergence of solutions. Based on this consideration, a low discharging velocity of 1.0 m/s

is applied in this validation case. Though some physical phenomena may be neglected by

using large diameter and time steps such as turbulence and surface tension, the main concern

in this simulation is to have an overview of the reaction on the large scale of a full steam

generator. Therefore, the initial conditions in this case are applicable to investigate the overall

temperature distribution and particle propagation among tube gaps.

Table 5.2 – Initial conditions for an integrated simulation with 95 tubes.

Initial conditions MPS SERAPHIM
Particle diameter 0.004 m -

Breach width 0.008 m 0.008m
Initial Velocity. 1.0 m/s 1.0 m/s

Water Vapor Temperature 641K 620 K
Water Vapor Density 2.0 kg/m3 0.52 kg/m3

Sodium Temperature 742K 732 K
Sodium Density 896.0 kg/m3 896.0 kg/m3

Initial time step 1e-4 s -
Simulation period 2.0 s 2.0 s

5.4 Comparison to SERAPHIM Results

To start with, the absolute velocity distribution of gaseous particles is investigated and aver-

aged in 1.0-2.0s, which is plotted in Fig. 5.19. As one can notice, the flow trajectory of gaseous
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particles is mainly distributed among the tube gaps along the inversely gravitational direction

induced by the bouyancy. In addition to the channel where the main trajectory locates, some

of gaseous particles spread to neighbouring tube channels. The right channel with respect to

the main one is occupied by wall particles at its end near the free surface, which depresses

the upwards movements of gaseous particles. Therefore, it can be observed particle trajectory

is much denser in the left channel than that in the right one. The averaged speed for most

gaseous particles ranges in 0-2.0 m/s and it becomes smaller when approaching to the free

surface. Because gaseous particles have a tendency to spread near the free surface, they get

surrounded by more liquid particles with larger viscosity values. In consequence, the velocity

value is depressed by the increasing viscosity impact.

For the sake of validation of the results from MPS, simulation results performed in SERAPHIM

by Dr. A. Uchibori [30] are used for the comparison.

The time-averaged gas phase velocity profile from SERAPHIM during 1.0-2.0s is plotted on

Fig. 5.20. The averaged velocity ranges from 0 to 2.5m/s, which is slightly larger than the result

in MPS. It is because of the gaseous particles contain liquid species in the particle methods.

Meanwhile, a larger density of 2 kg/m3 is used in MPS cases compared to the density about

0.53 kg/m3 used in SERAPHIM. In fact, SERAPHIM uses the initial condition of constant

pressure and temperature to calculate the density. The jet trajectory in both methods has a

good agreement as well.

Fig. 5.21 present the time and mass averaged temperature of both gaseous and liquid particles,

which almost has no large difference from the results averaged by enthalpy. It is noted that the

temperature mitigates along the distance far away from the breach. Generally, the temperature

distribution is lower than 700 oC except some locations with extreme values around 800 oC . It

is because no liquid sodium particles pass through the corresponding grid. In this simulation,

the grid size is the same as the particle diameter which results in gaseous particles keep

occupying the same grid without liquid particles moving in.

The time-averaged temperature from SERAPHIM results presented in Fig. 5.22 has the similar

phenomenon that maximum temperature appear in a short range from the breach. As men-

tioned, the heat conductivity between gas and liquid phase used in SERAPHIM is tens of time

larger than the value used in MPS. The heat transfer from gaseous particles to liquid sodium

particles in MPS is not as fast as in SERAPHIM, which results in higher temperature observed

in MPS simulation. Furthermore, SERAPHIM considers modelling the compressibility of gas

phase. The heat dissipation by volume expansion can also be expected, which reduces the

local temperature as well. Finally, the density of water vapor used in MPS is around 4 times

larger than in SERAPHIM. The reaction rate is expected to be larger in the MPS case. After the

same period of heat conduction, the remaining heat is much larger in MPS cases as well. The

above explanations can account for the observation of higher temperature in MPS results.

Fig. 5.21 shows the time and mass averaged temperature of gaseous particles during 1.0-2.0s.

The mass averaged value is calculated by the mass fraction multiplied by the temperature
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values of gaseous and liquid particles. One can notice the maximum temperature about 800
oC around the first target tube and then the temperature is moderated sharply around the

second target tube along the trajectory channel. As mentioned in the section of governing

equations, the energy for gas expansion is not considered in this work, which will definitely

induce higher temperature in this simulation than the realistic phenomena.

The distribution of NaOH concentration in MPS and SERAPHIM results are plotted in Fig. 5.23

and Fig. 5.24, respectively. The NaOH concentration is about twice larger than SERAPHIM

results because the density used in MPS is around 4 times larger. NaOH is more spreading in

MPS rather than being concentrated beside tube walls observed in SERAPHIM. It is because

that the particle size is much larger than the mesh size used in SERAPHIM, which accounts

for the spreading observation. The order of the magnitude and distribution of the NaOH

concentrations shows the acceptable consistency in the two methods.

The time-averaged volume fraction of H2O in gaseous particles from MPS is presented in

Fig. 5.27, while the time-averaged volume fraction profile of H2O from SERAPHIM calculation

is plotted in Fig. 5.26. With the initial velocity of 1 m/s injection, the water vapor is consumed

immediately after discharged into the sodium side. It accounts for the zero volume fraction

of water vapor observed in SERAPHIM results. The results obtained from MPS also has the

similar observation that except the small region around the breach, water vapor is exhausted

completely. For the region around the breach, it can be understood that a larger water vapor

density used in MPS results in insufficient consumption near the exit.

The time-averaged volume fraction profile of H2 in gaseous particles are shown in the Fig. 5.27,

while the volume fraction of H2 from SERAPHIM shown in Fig. 5.28. There is also consistency

on H2 distribution in both methods. The volume fraction is the same as 1.0 after the first

target tube. Around the first target tube, because the underestimated heat transfer, sodium

evaporation occurs in MPS simulations. Though H2 distribution is much wider in SERAPHIM,

at the same location the void fraction presented in Fig. 5.29 from SERAPHIM is almost 0, which

actually indicates little amount of hydrogen concentration. In MPS method, because H2 is

constrained inside the particle and particle size is much larger, such phenomena can not be

reproduced.

Though some differences are observed in the above figures which are induced by the different

modelling and initial conditions in MPS, the main characteristic of the results from both

methods can be noticed. It indicates the validity of the developed MPS method for simulating

the sodium-water reaction.
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.2 – Transient temperature profile70
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.3 – Mole amount distribution of H2O vapor at 10, 20, 40 and 60 ms 71
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.4 – Mole amount distribution of H2 at 10, 20, 40 and 60 ms72



5.4. Comparison to SERAPHIM Results

Figure 5.5 – Model configuration with 21 tubes
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(a) t = 10 ms (b) t = 20 ms

(c) t = 30 ms (d) t = 50 ms

Figure 5.6 – Transient temperature profile74



5.4. Comparison to SERAPHIM Results

(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.7 – Time-averaged temperature profile within 10 and 20ms respectively
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(a) H2O (b) H2

(c) Na(g) (d) NaOH(g)

(e) Na(l) (f) NaOH(l)

Figure 5.8 – Molar evolution of six species within 60 ms.
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(a) H2O (b) H2

(c) Na(g) (d) NaOH(g)

(e) Na(l) (f) NaOH(l)

Figure 5.9 – Enthalpy evolution of six species within 60 ms.
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(a) Mass conservation

(b) Enthalpy conservation

Figure 5.10 – Conservation of mass and enthalpy within 60ms
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.11 – Mole amount distribution of H2O vapor at 10, 20, 40 and 60 ms
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(a) 0 - 10 ms (b) 0 - 20 ms

(c) 0 - 40 ms (d) 0 - 60 ms

Figure 5.12 – Time-averaged mole amount of H2O vapor within 10, 20, 40 and 60 ms
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.13 – Mole amount distribution of H2 at 10, 20, 40 and 60 ms
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(a) H2O at 20ms (b) H2 at 20ms

(c) H20 at 60ms (d) H2 at 60ms

Figure 5.14 – Volume fraction of H2O and H2 at 20ms
82
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 20 ms

Figure 5.15 – Mole amount distribution of N a vapor at 10, 20, 40 and 60 ms
83



Chapter 5. Application in Configuration with Tube Bundles

(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 20 ms

Figure 5.16 – Mole amount distribution of N aOH liquid at 10, 20, 40 and 60 ms
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(a) t = 10 ms (b) t = 20 ms

(c) t = 40 ms (d) t = 60 ms

Figure 5.17 – Diffusion coefficient of H2O among gaseous particles at 10, 20, 40 and 60 ms.
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Figure 5.18 – Model configuration of a full-scale steam generator
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Figure 5.19 – Time-averaged absolute velocity in [m/s] of gaseous particles from MPS during
1.0-2.0s

Figure 5.20 – Time-averaged gas phase velocity from SERAPHIM during 1.0-2.0s[30]
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Figure 5.21 – Time and mass averaged temperature in [oC ] from MPS during 1.0-2.0s

Figure 5.22 – Time-averaged mass-averaged temperature from SERAPHIM during 1.0-2.0s[30]
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Figure 5.23 – Time-averaged mole amount of NaOH in [mol] in gaseous particles from MPS
during 1.0-2.0s

Figure 5.24 – Time-averaged NaOH from SERAPHIM during 1.0-2.0s[30]
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Figure 5.25 – Time-averaged volume fraction of H2O in gaseous particles from MPS during
1.0-2.0s

Figure 5.26 – Time-averaged volume fraction of H2O vapor from SERAPHIM during 1.0-2.0s[30]
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Figure 5.27 – Time-averaged volume fraction of H2 in gaseous particles from MPS during
1.0-2.0s

Figure 5.28 – Time-averaged volume fraction of H2 from SERAPHIM during 1.0-2.0s[30]
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Figure 5.29 – Time-averaged void fraction from SERAPHIM during 1.0-2.0s[30]
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6 Conclusions

A new methodology has been developed on the basis of MPS method with the feasibility to

simulate multi-disciplinary sodium-water chemical reactions. It also has the applicability to

simulate a multiphase and multi-density high-speed jet flow with stable numerical solutions.

To be specific, the particle method is proposed to using the averaging density for interfacial

particles to avoid the extremely large acceleration for lighter particles. Moreover, the particle

method has also been developed with the feasibility of simulate multi-component parti-

cles given a complex phenomena including many physical mechanism. The mass diffusion

and heat transfer models for multi-component particles coupled with reaction models are

developed and verified with the applicability for many other reaction simulation.

As a difference from other methodologies modelling the sodium-water reaction, the reaction

energy in this research is calculated solely based on the enthalpy change induced the species

transformation in reactions, the species diffusion, evaporation and condensation process,

rather than adopting a constant reaction heat at the standard temperature.

Simulation cases presented in this work have shown the validity of the proposed methodology

via the investigation on the velocity profiles, reactants and products concentration profiles,

and temperature of reaction zones in sodium-water reactions. Mass and energy conservation

have been verified even considering the evaporation and condensation of sodium and sodium

hydroxide. Water and hydrogen mole amount distribution have presented reasonable phe-

nomena. Furthermore, the validation of the present method has been done by the simulation

in a full-scale of steam generator, which shows a good agreement with the SERAPHIM results.

It indicates the proposed method of this study can promisingly provide more insights for

further investigations based on the simulation results.
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