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Abstract

In this dissertation, well-posedness, asymptotic stability and derivation for partial
differential equations (PDE for short) related to the Navier-Stokes equations is con-
sidered. The Navier-Stokes equation is one of a most fundamental equation in fluid
dynamics, and there is a large number of literature on the mathematical analy-
sis. PDEs considered in this dissertation are deeply involved with fluid phenomena
familiar to us, e.g. vortex, weather forecasts, and free boundary problems.

In Chapter 1 asymptotic stability of the three-dimensional Oseen vortex is con-
sidered. The three-dimensional Oseen vortex is one of a fundamental model for
three-dimensional vortex and also an exact solution to the Navier-Stokes equations.
The main result in this chapter is L2-asymptotic stability of the three-dimensional
Oseen vortex under the large perturbation on a periodic layer.

Mathematical studies for the Oseen vortex have been basically intended for
the two-dimensional case and there are few mathematical results on the three-
dimensional Oseen vortex. In the two-dimensional case, there are many researches
on the Oseen vortex on stability. Especially, asymptotic stability of two-dimensional
Oseen vortex on R2 with arbitrary total circulation has been established. However,
asymptotic stability of three-dimensional Oseen vortex on R3 is still open even if to-
tal circulation is small. Difficulties of mathematical analysis of the three-dimensional
Oseen vortex are that no spatial decay in the vertical direction is obtained, three-
dimensional Oseen vortex has strong singularity, and inequalities that hold for the
mild solutions of the three-dimensional Navier-Stokes equations are not applicable
for the three-dimensional Oseen vortex.

The main result in this section is L2-asymptotic stability of the three-dimensional
Oseen vortex for large initial perturbation on an infinite layer R2 × T. Idea of the
proof is based on consideration that methods used in the two-dimensional case are
applicable when the domain is close to R2. Strategy to show the asymptotic stability
is based on energy estimate for the perturbed equation. First, the weak solution
to the perturbed equation is constructed. We first show the existence of the weak
solution to the perturbed equations with logarithmic energy estimate. Finiteness
of vertical length of the domain is essentially used in the construction. In fact,
we construct a local-in-time strong solution that belongs to a subspace of L2 using
finiteness of vertical length and extend this solution in L2 to get global in time weak
solution. This procedure needed to avoid strong singularity of the initial data to the
three-dimensional Oseen vortex. To show L2 decay at infinity, the solution is divided
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into two parts; the averaged part on the vertical variable and the average-free part.
The Poincaré inequality is applicable to the average-free part to get the decay. The
former part is independent of the vertical variable. We derive the equations that
the averaged part satisfies and show the decay by two-dimensional arguments.

In Chapter 2, justification of the derivation of primitive equations is considered.
Compared with the Navier-Stokes equations, the equation of the vertical component
of the vector field w in the Navier-Stokes equations is replaced by the hydrostatic
approximation in the primitive equations. The primitive equations describe the
motion of the fluid filled in a thin domain, e.g. ocean and atmosphere, and is
used to the prediction of the motion of the atmosphere and weather. Global well-
posedness of the primitive equations in Sobolev space H1 is known. Inspired by this
fact, the primitive equations have been actively studied from a mathematical point
of view in recent years.

The primitive equations is formally derived from the Navier-Stokes equations
with anisotropic viscosity; the horizontal viscosity is O(1) and the vertical one is
O(ε2). Applying change of variable to this equations, we find the scaled Navier-
Stokes equations (SNS)

∂tv −∆v + u · ∇v +∇Hp = 0,

∂tw −∆w + u · ∇w +
∂zp

ε2
= 0,

div u = 0,

where u = (v, w), v and w are horizontal velocity and vertical velocity, respectively,
and p is the pressure. ∇H is the horizontal gradient,div is the divergence, ∆ is the
Laplace operator. Taking ε → 0 for (SNS), we can formally derive the primitive
equation. Justification of the above formal derivation from a mathematical point of
view gives us information on the relationship between the primitive equations and
the Navier-Stokes equations and new insights into the global well-posedness of the
Navier-Stokes equations.

Our aim of this chapter is to justify the derivation of the primitive equations
from (SNS) and, at the same time, prove the global well-posedness of the scaled
Navier-Stokes equations under Lp-Lq maximal-regularity settings on the flat torus
T3. Recently, justification of the derivation in L2-framework with precise con-
vergence rate O(ε) was obtained. Global well-posedness of (SNS) for H2-initial
data was also proved. The main result of this section is the mathematical jus-
tification of the derivation of primitive equations in the maximal regularity class
E1(T ) = W 1,p(0, T ;Lq(T3)) ∩ Lp(0, T ;W 2,q(T3)) (T > 0) for 1 < p, q < ∞ with ap-
propriate conditions due to Sobolev embeddings, where Lr is the Lebesgue space and
Wm,r is the m-th order Sobolev space for a positive integer m and r ∈ (1,∞). An-
other important result of this section is global well-posedness of (SNS) in E1(T ) for
small ε. Note that global well-posedness of the primitive equations in the maximal
regularity class is known.

We derive the equation that difference between the solution of the primitive
equation and the solution of (SNS) satisfies, and estimate the solution to the equa-
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tions of difference by O(ε). The basic idea is based on what small data implies
global existence of the solution. Two problems need to be solved: the maximal
regularity of the linearization operator and the improved regularity result for the
vertical velocity of the solution to the primitive equations w. The former is shown
by using scaling, Lq-boundedness of the Riesz operator, and maximal regularity of
the Laplace operator. The latter is needed to estimate error terms in the equations
of the difference. Since the primitive equations have no equation describing time
evolution of w, less regularity for w has been only known. This difficulty is solved by
deriving the non-linear parabolic equations that w satisfies from the time evolution
of v and divergence-free condition, and estimate this equation by maximal regular-
ity of the Laplace operator. Combining with and the Fujita-Kato’s iteration, we
construct the solution to the equation of the difference and, at the same time, show
the justification of the derivation. This chapter is based on joint work with Profes-
sor Yoshikazu Giga, Professor Matthias Hieber, Professor Amru Hussein, Professor
Takahito Kashiwabara and Doctor Marc Wrona.

In Chapter 3, we extend the result of Chapter 2 into the Dirichlet boundary
condition. Namely, we justify the derivation of the primitive equations and prove
the global well-posedness of the scaled Navier-Stokes equations(SNS) in maximal-
regularity class E1(T ) on T2 × (−1, 1) under the two boundary condition. Note
that the case of the Dirichlet-Neumann boundary condition is included by reflection
argument. It is rather important to consider the case of such boundary condi-
tions than the periodic boundary condition since the Dirichlet boundary condition
is physically more reasonable. Note that there is no result on the justification of the
derivation even in L2-settings under the Dirichlet boundary condition. Moreover,
we also obtain global well-posedness of (SNS) in maximal regularity class for small
ε.

The main difficulty is to prove the maximal regularity of the anisotropic Stokes
operator, which is the linearized operator for (SNS), with uniform estimate on ε and
the improved regularity result for w. To show maximal regularity of the anisotropic
Stokes operator is substantially difficult and complicated compared with periodic
case by the effect of the boundary. Moreover, the scaling argument used in Section
2 is not applicable. Sufficient conditions to show maximal regularity for linearized
operators have beed studied by many researchers. For instance, bounded imaginary
power (BIP), bounded H∞-calculus and R sectoriality of the semigroup are typical
sufficient conditions. In this chapter BIP of the anisotropic Stokes operator is proved.
If we try to check other sufficient conditions, it is difficult to find ε-dependence of the
estimate. The proof of BIP of the anisotropic Stokes operator is based on a concrete
calculation of symbol and boundedness of Fourier multiplier operator and singular
integral operator. It enables us to find the contribution of ε clearly and to establish
uniform estimate on ε. To prove improved regularity is also harder than the case
of periodic boundary condition since the method used in the periodic case does not
work directly by the effect of boundary. If we apply the method used in Chapter 2
directly, second order derivative at the boundary appears. It is impossible to bound
this term from above by interior W 2,p-norm. Thus, we use a cut-off technique to
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avoid this difficulty. We introduce a cut-off function φ to eliminate the effect near
the boundary, multiply this function to vertical component of vector fields w and
seek the solution that φw satisfies. Applying maximal regularity to the equation
and summing up each function with cut-off, we have improved regularity of w. The
result of this chapter is joint work with Professor Yoshikazu Giga and Professor
Takahito Kashiwabara.

In Chapter 4 we consider global well-posedness of higher order linear elliptic
problem with dynamic boundary conditions in Lp-Lq maximal regularity settings
on bounded domain and exterior domain. Time derivative is included in boundary
conditions in the case of dynamic boundary conditions. These types of problems are
considered as the linearized equations for the various non-linear equations related to
free-boundary problems. In recent years, free boundary problems have been actively
studied in various types of problems, including those related to fluid mechanics. Free
boundary problems are not always second-order and semi-linear equations, there are
many quasi-linear problems with higher-order terms. It is known that approaches
using maximal regularity are more effective to obtain local well-posedness for free-
boundary problems rather than semi-group approaches. Therefore, considering the
well-posedness of general elliptic problems with dynamic boundary conditions in
maximal regularity settings leads to a comprehensive understanding of various free
boundary problems. Well-posedness of higher-order linear parabolic problems with
dynamic boundary conditions in general settings have already known. On the other
hand, for the elliptic problem with dynamic boundary condition with general set-
tings, well-posedness is not known.

The main result in this chapter is that, for bounded domains, or exterior domain,
the above linear elliptic equation with dynamic boundary conditions is well-posed
in the class of maximal regularity under conditions appropriate for each coefficient.
We first establish the maximal regularity result in the half-space. Then extend this
results into bounded and exterior domains with canonical way. In the case of the
half space, we first seek the solution formula of Laplace-Fourier multiplier type on
the half space with constant coefficients. To get the solution formula of the solution,
so-called Lopatinskii-Shapiro condition is needed. This condition ensures solvability
of the ordinal differential equations which is obtained by applying partial Fourier
transform with respect to x′ = (x1, ·, xn−1)-variable. To show the boundedness of
the Laplace-Fourier multiplier, asymptotic Lopatinskii-Shapiro condition is needed.
This condition is used to control boundedness the multiplier at infinity. Combining
with the boundedness of the Laplace-Fourier multiplier and operator valued Fourier
multiplier theorem and H∞-calculus, we obtained the boundedness solution opera-
tor. The result of this chapter is joint work with Doctor Naoto Kajiwara.
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Chapter 1

Asymptotic Stability of Small
Oseen Type Vortex under
Three-Dimensional Large
Perturbation

We consider the three-dimensional Navier-Stokes equations whose initial data
may have infinite kinetic energy. We establish unique existence of the mild so-
lution to the Navier-Stokes equations for small initial data in the whole space
R3 and a vertically periodic product space R2×T1 which may be constant in
vertical direction so that it includes the Oseen vortex. We further discuss its
asymptotic stability under arbitrarily large three dimensional perturbation in
R2 × T1.

1.1 Introduction
Let Ω be R3 or R2×T1, where T1 = R/Z is one dimensional flat torus. We consider
the incompressible Navier-Stokes equations

∂tu−∆u+ u · ∇u+∇p = 0 in Ω× (0,∞),

divu = 0 in Ω× (0,∞),

u(0) = u0 in Ω,

(1.1.1)

where u = (u1(x, t), u2(x, t), u3(x, t)) and p(x, t) respectively stand for an unknown
velocity field and a pressure. The functions u0 denote a given initial velocity. ∂t,
∆ denotes partial derivative in time and Laplace operator on the Euclidean space
respectively. The differential operator u · ∇ denotes

∑
1≤j≤3 uj∂j.

Let us recall a special self-similar solution called the three dimensional Oseen
vortex or Lamb-Oseen vortex:

Os(xh, xv, t) =
Γ

2π

(−x2, x1, 0)
|xh|2

(1− e−
|xh|2
4t ), xh = (x1, x2), xv = x3, (1.1.2)

1



where Γ is the total circulations. The two-dimensional Oseen vortex is a solution to
the Navier-Stokes equations whose initial vorticity is a Dirac measure supported at
the origin, and it is one of the simplest vortex. The three-dimensional Oseen vortex
is an extension of two-dimensional one.

The goals of this chapter are summarized as follows;

(1) We construct a unique solutions with non-smooth and singular initial data so
that the Oseen vortex is included as a three-dimensional flow,

(2) We discuss its asymptotic stability under large three-dimensional perturbation
periodic in vertical direction.

There are many results on the existence of the solution to (1.1.1). It is well
known that Leray [17] showed the existence of a global-in-time weak solution u in
Rn to (1.1.1) satisfying the following energy estimate:

‖u(τ)‖2L2 +

∫ t

0

‖∇u(τ)‖2L2dτ ≤ ‖u0‖2L2

for initial data u0 ∈ L2. Unfortunately, the Oseen vortex is not a Leray’s weak
solution since the energy of the Oseen vortex is infinite.

For non-L2-initial data, Kato [11] proved that (1.1.1) is globally well-posed for
small Lm-initial data in Rm withm ≥ 2 by using iteration to the integral formulation
of (1.1.1):

u(t) = et∆u0 −
∫ t

0

e(t−τ)∆P (u(τ) · ∇u(τ))dτ, (1.1.3)

where et∆ and P are the heat kernel and the Helmholtz projection respectively. The
choice of function space is related to the scaling transformation:

v(x, t) → λv(λx, λ2t), p(x, t) → λ2p(λx, λ2t),

which dose not change the equation. Scale-invariant function spaces are critical
ones that iteration method works. In this case Lm(Rm) and L∞

t L
m
x (Rm × (0,∞))

are scale-invariant function space under the above scaling transformation. Indepen-
dently, Giga and Miyakawa [7] proved the existence of the solutions in Lr(Rr) in
bounded domains with the Dirichlet boundary condition. The result of this paper
was obtained even before [11] but it took long time to be published after the paper
was accepted.

In three-dimensional case, L3(R3) is one of scale-critical function spaces, but it
does not include homogeneous functions like 1

|x| . This means that L3(R3) is too
restrictive to construct a self-similar solution. In this direction, Giga and Miyakawa
[6] proved that the vorticity equations is well-posed for small initial data and there is
a unique self-similar solution by taking initial vorticity in the Morrey spaceM 3

2 (R3).
The Morrey space is scale-invariant and include homogeneous functions. Moreover,
since rotOs(·, 0) ∈M

3
2 , the result of [6] provides a class of function space of solution

to the Navier-Stokes equations which includes the three dimensional Oseen vortex

2



provided that Γ is sufficiently small. However, in [6], smoothness for initial data
is needed to define rotu0. For instance, for a bounded function Θ(x) on the two
dimensional unit sphere whose derivative is not a Radon measure, rot(Θ( x

|x|)Os(x, 0))

is not in M 3
2 . On the other hand, Kozono and Yamazaki [14] proved well-posedness

for small initial data in weak-L2 space in two-dimensional exterior domains. Since
the two-dimensional Oseen vortex is in weak-L2 space, the Oseen vortex belongs to
the class of solutions provied in [14] Moreover, there is no restriction on smoothness
of initial data in [14]. In Cannone [2] and Koch and Tataru [12], it was showed that
(1.1.1) is globally well-posed for small initial data in the Besov spaces B−1+n

p
p,∞ (Rn)

(1 < p < ∞) and BMO−1(Rn) space respectively. The result of [12] is the most
general on the well-posedness to (1.1.1).

Our second aim is to show L2-asymptotic stability to the solution that is con-
structed in the first aim under large three-dimensional perturbation. We call a basic
flow b, which is a solution to the Navier-Stokes equations, is L2-asymptotically sta-
ble if we perturb its initial data b0 by each solenoidal vector field v0 belonging to
the appropriate function space, then there exists a solution to the Navier-Stokes
equations u with initial data u0 = b0 + v0 such that the difference of u between
b or sometimes the difference of u between b (or b + et∆v0 if necessary) goes to
zero as t → ∞ in L2 topology. Asymptotic stability for the Navier-Stokes equa-
tions has been widely studied. However, there are few the results on the asymp-
totic stability under large perturbation. In three-dimensional case, Schonbek [20]
proved that 0 is asymptotically stable for L2∩L1-perturbation on R3. Subsequently,
Miyakawa and Schonbek [19] study optimal decay rate. On the other hand, Kozono
[13] proved asymptotic stability for the Leray’s weak solution u ∈ Lp

tL
q
x satisfying

Serrin’s condition [21] (2
p
+ 3

q
= 1 for 2 ≤ p < ∞ and 3 < q ≤ ∞) on uniformly C3

domains. This result allows unbounded domains such as a exterior domain or a do-
main with non-compact boundbary. Karch, Pilarczyk and Schonbek [10] proved L2-
asymptotic stability for small mild solution V ∈ Xσ, where Xσ is a function space of
solenoidal vector fields satisfying |〈v · ∇V,w〉| ≤ C(supt>0‖V (t)‖Xσ)‖∇v‖L2‖∇w‖L2

for all v, w ∈ L∞
t L

2
x ∩L2

t Ḣ
1
x. This result allows many function spaces. For instance,

weak L3 space satisfies above estimate, and then it is a subspace of Xσ. The decay
rate to L3,∞-mild solutions was also studied by [8]. Although [10] is the most com-
prehensive result for the asymptotic stability of small mild solutions to (1.1.1), the
three dimensional Oseen vortex is not included in this result.

In the two-dimensional case, Maekawa [18] proved asymptotic stability for the
solutions obtained by [14] under C∞

0

L2,∞

-large perturbation in the whole space and
the exterior domain. This result give us asymptotic stability to the small two-
dimensional Oseen vortex.

Let us consider our two problems in more detail. For the first problem, since
the two-dimensional Oseen vortex is in L2,∞ and three dimensional Oseen vortex is
independent of xv variable, it is good idea to construct mild solution in an anisotropic
function space Y 2 := L∞

v L
2,∞
h with the norm ‖f‖Y 2 = ‖‖f(xh, xv)‖L2,∞

h
‖L∞

v
. Note

the three dimensional Oseen vortex is in Y 2 at fixed time. Moreover, Y 2 is scale-
invariant under the natural scaling and does not require any smoothness. In fact,
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we are able to construct a mild solution in this space for small initial data by using
iteration. To this end it is needed to establish some Lp-Lq-like estimates for the heat
kernel and the composite operator et∆P div. Lp-Lq estimate for the heat kernel and
the composite operator is well-known, but Lp-Lq-like estimate for their operators
in anisotropic spaces something like Y 2 are not yet well studied. For that reason
we first show Lp-Lq-like estimates, after that, we construct mild solution to (1.1.1).
Althought the method is almost the same as [6] and [14], the choice of function space
is new. Moreover, it is possible to construct mild solution to initial data which is
not covered by [6] such as highly oscillating one.

Our second aim is to show asymptotic stability of mild solutions obtained in
the first aim under arbitrarily large initial perturbation. Let b be a solution to
(1.1.1) with initial data b0 constructed in our first aim, which is a basic flow, and
v0 ∈ L∞

v C
∞
0,h

L2,∞

(R2 ×T1) be a arbitrary large initial perturbation. By choice of v0,
it can be decomposed as

v0 = ṽ0 + b̃0,ϵ,

where v0 ∈ L∞
v C

∞
0,h(R2 × T1) and ‖b̃0,ϵ‖Y 2(R2×T1) ≤ ε for arbitrary small ε > 0. Let

u is a solution to (1.1.1) with initial data b0 + v0. Under this condition, we can
show limt→∞‖u(t) − b(t) − et∆v0‖L2(R2×T1) ≤ Cε, where C > 0 is independent of
ε. If initial perturbation belongs to better space, taking ε = 0, we can also show
limt→∞‖u(t)− b(t)‖L2(R2×T1) = 0 without restriction on size of initial perturbation.
This means asymptotic stability of b. Let us introduce our strategy to this end. We
need several steps. For the basic flow b with initial data b0, we can construct a new
basic flow b̃ with initial data b0 + b̃0,ϵ so that the difference ‖b̃(t) − b(t)‖Y 2(R2×T1)

can be estimated small enough since the difference of b0 and b̃0 is sufficiently small.
v := u− b̃ satisfies the following perturbed Navier-Stokes equations;

∂tv −∆v + v · ∇v + b̃ · ∇v + v · ∇b̃+∇q = 0 in R2 × T1 × (0,∞),

div v = 0 in R2 × T1 × (0,∞),

v(0) = ṽ0 on R2 × T1.

(1.1.4)

We have to show the existence of a weak solution to this equation and its decay.
Since the fifth term of the left-hand side of the above equation v ·∇b̃ has singularity
at t = 0, it is difficult to get the energy inequality by integration by parts on
R2×T1× (0, T ) for some T > 0 and show the existence of a weak solution to (1.1.4)
directly. To avoid this, we construct a unique local-in-time mild solution v to (1.1.4)
on (0, T ] for some T > 0 with initial data ṽ0 in a subspace of L2(R2 × T1), after
that, we show the existence of global-in-time weak solution with initial data v(T ).
The local-in-time mild solution is constructed as [18]. We follow his approach. To
show the existence of a weak solution with initial data v(T ), we first construct a
unique solution to approximated equations to (1.1.4) with energy inequality that is
independent of approximation parameter. Next, taking limit to the approximated
solution, we obtain a weak solution to (1.1.4).

Finally, we prove the decay of ‖v(t)‖L2(R2×T1) as t→ ∞. To prove this, since the
domain is vertically periodic, we can apply the Fourier expansion to v with respect
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to xv variable:

v(xh, xv, t) = v0(xh, t) +
∑
j ̸=0

vj(xh, t) e
2πij

=: v0 + vos.

Using orthogonality of the Fourier series, we can derive the equation that v0 satisfies.
Since the averaged term v0 is independent of xv, we can apply two-dimensional
argument as in [18] to get the decay of ‖v0(t)‖L2(R2×T1) as t → ∞. Unfortunately,
because of the non-linearity of (1.1.4) and dependence of vos on xv variable, it is
difficult to show the decay to the oscillating term by using same way as the averaged
term. However, we can avoid this difficulty using Poincáre-type inequality and get
the decay of ‖vos‖L2(R2×T1). It is worth to mention that there was no result on
asymptotic stability to the three-dimensional Oseen vortex under three-dimensional
perturbation, even if basic flows or initial perturbation are small, and domain has
no boundary. Our result is somewhat restrictive in terms of domain. We hope to
get similar result on R3 under large L2-initial perturbation in future work.

This chapter is organized as follows. In first section, we define notations and
notions and state our main theorem. In section 2 the solutions to NS that contain the
three dimensional Oseen vortex are constructed by using the Fujita-Kato iteration
method. We state Maekawa’s decomposition to the Oseen type flows in section
3. The existence of the solutions to the perturbed Navier-Stokes equations with
logarithmic energy estimate is proved in section 4. In section 5 we establish energy
estimate for the low-frequency part to the zero Fourier mode. In this section some
lemmas that leads the energy decay to the oscillating part are shown. The final
section we establish the energy decay which implies the the asymptotic stability for
the solution that constructed in second section.

1.2 Notations and Main results
In this section, we introduce some notations to state our two main theorem and
introduce them. In three-dimensional case, we write a variable x of the form x =
(xh, xv) ∈ R2 ×R, where xh is a horizontal variable and xv is a vertical variable. ∂j
is a partial derivative with respect to xj. For a multi-index α = (α1, . . . , αn) and
x = (x1, . . . , xn), we write ∂α = ∂α1

1 . . . ∂αn
n . For x = (x1, . . . , xn), 1 ≤ m ≤ n and

1 ≤ k1, k2, . . . , km ≤ n, we write ∂mk1k2···km = ∂k1∂k2 · · · ∂km . We write ∇h = (∂1, ∂2)
T

and divh = ∇h·. The norm in a Banach space B is denoted by ‖·‖B. Bσ denotes
space of solenoidal vector fields belonging to B. C∞

0 (M) denotes the set of all
smooth and compactly supported functions in a manifold M. S denotes the space of
all rapidly decreasing functions in the sense of Schwartz. S ′ denotes its topological
dual, i.e. the space of tempered distribution. Ff and f̂ denote the Fourier transform

Ff(ξ) = f̂(ξ) :=
1

(2π)
n
2

∫
Rn

e−x·ξf(x)dx.

Lp(Rn) denotes the Lebesgue spaces for 1 ≤ p ≤ ∞ with the standard norm. Lp
loc is

locally Lp space. Lp,q(Rn) denotes the Lorentz spaces for 1 < p <∞ and 1 ≤ q ≤ ∞
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with the quasi-norm

‖f‖Lp,q = p
1
q (

∫ ∞

0

tq |{x ∈ Rn ; |f(x)| > t}|
q
p )
dt

t
)
1
q

‖f‖Lp,∞ = sup t |{x ∈ Rn ; |f(x)| > t}|
1
p .

For s ∈ R, Hs(Rn) denotes the Bessel potential spacesHs(Rn) := {f ∈ S ′ ; ‖f‖Hs :=
‖(1 + |ξ|)sf̂‖L2 < ∞} and the Riesz potential space Ḣs := {f ∈ S ′ ; ‖f‖Ḣs :=

‖|ξ|s f̂‖L2 < ∞}. For a Banach space B, a domain U and t ∈ U , we write Lp
tB

(1 ≤ p ≤ ∞), Lq,r
t B (1 < q < ∞ and 1 ≤ r ≤ ∞ ) and Hs

tB (s ∈ R) as the B-
valued Lebesgue space, the B-valued Lorentz space and he B-valued Sobolev space,
respectively. When B is a Lebesgue space, a Lorentz space or a Sobolev space in a
domain Ω with variable x, we add a subscript x to B as Bx. In three-dimensional
case, for 1 ≤ p, r <∞ and 1 < q <∞, we abbreviate Lp

xv
Lq,r
xh

as Lp
vL

q,r
h . For T > 0,

let us denote Qvper,T the anisotropic space-time product space (R2×T1)×(0, T ). We
denote by et∆ the heat semi-group which is written by convolution form et∆f = Gn

t ∗f
for the n-dimensional Gaussian kernel Gn

t (x) = e−|x|2/4t/(4πt)n/2. We denote by P
the Helmholtz projection.

We define vertically anisotropic function spaces to define the mild solutions to
(1.2.3) that include the three dimensional Oseen vortex.

Definition 1.2.1. Let Ω = R3 or R2 × T1 and 1 ≤ p, q ≤ ∞. The vertically
anisotropic space Xp(Ω), Xp(Ω) Y

q(Ω) and Yq(Ω) are the space of functions that
are locally integrable and satisfy

‖f‖Xp := sup
xv

(

∫
R2

|f(xh, xv)|p dxh)
1
p <∞,

‖f‖Xq := (

∫
R2

(sup
xv

|f(xh, xv)|)pdxh)
1
p <∞,

‖f‖Y q := sup
xv

sup
λ>0

λ(
∣∣{xh ∈ R2 ; |f(xh, xv)| > λ}

∣∣) 1
q <∞,

‖f‖Yq := sup
λ>0

λ(

∣∣∣∣{xh ∈ R2 ; sup
xh

|f(xh, xv)| > λ}
∣∣∣∣) 1

q <∞

respectively, where |S| denotes the Lebesgue measure of S.

Remark 1.2.2. Y q is larger than Yq. Indeed, for xv ∈ R and λ > 0, we find

{xh ∈ R2 ; sup
xv∈R

|f(xh, xv)| > λ} ⊃ {xh ∈ R2 ; |f(xh, xv)| > λ}.

This implies

‖f‖Y q = sup
xv∈R

sup
λ>0

λ(
∣∣{xh ∈ R2 ; |f(xh, xv)| > λ}

∣∣) 1
q

≤ sup
xv∈R

sup
λ>0

λ(

∣∣∣∣{xh ∈ R2 ; sup
x∈R

|f(xh, xv)| > λ}
∣∣∣∣) 1

q

= ‖f‖Yq .
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Definition 1.2.3. Let T > 0. Let

v0 ∈ L2
σ(R2 × T1), b ∈ C∞

w,tY
2
x ((R2 × T1)× (0, T ))

be a solution to (1.1.1) with initial data b0 ∈ Y 2
σ (R2 × T1) satisfying following esti-

mates

sup
0≤τ≤T

‖b(τ)‖Y 2(R2×T1) ≤ C‖b0‖Y 2(R2×T1) (1.2.1)

sup
0≤τ≤T

τ
1
4‖b(τ)‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1). (1.2.2)

A vector field v ∈ C∞
w,tL

2
x ∩ L2

tH
1
x((R2 × T1) × (0, T )) is called a weak solution to

the perturbed Navier-Stokes equations by b̃ with initial data v0 ∈ L2(R2 × T1) if v
satisfies

∂tv −∆v + div(v ⊗ v + v ⊗ b+ b⊗ v) +∇q = 0 in (R2 × T1)× (0, T )

div v = 0 in (R2 × T1)× (0, T )

v(0) = v0 on R2 × T1

(1.2.3)

in the sense of distribution with q ∈ L1
tL

1
x,loc((0, T ) × (R2 × T1)) with energy in-

equality;

‖v(t)‖2L2(R2×T1) + 2

∫ t

1

‖∇v(τ)‖2L2(R2×T1)dτ

≤ C1‖v0‖2L2(R2×T1)(1 + t)
C2∥b0∥4

Y 2(R2×T1)

for all t > 1, where C1, C2 > 0 is independent of t, and continuity of initial data;

‖v(t)− v0‖L2(R2×T1) → 0 (1.2.4)

as t→ +0.

Now, we state the main results in this chapter which the existence of the Oseen
type vortex and its asymptotic stability.

Theorem 1.2.4. Let Ω = R3 or R2 × T1. Let u0 ∈ Y 2
σ (Ω). Then there exists

a positive number δ > 0, if ‖u0‖Y 2(Ω) ≤ δ, there exists a unique mild solutions
u ∈ L∞

t Y
2
x (Ω× (0,∞)) of (1.1.1) such that

u(x, t) = et∆u0 −
∫ t

0

e(t−τ)∆Pdivu(τ)⊗ u(τ))dτ in Y 2(Ω)

for all t ∈ (0, T ), where et∆ and P are the heat kernel and the Helmholtz projection
respectively, and

sup
0<t<T

‖u(t)‖Y 2(Ω) ≤ C‖u0‖Y 2(Ω), (1.2.5)
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sup
0<t<T

t
1
4‖u(t)‖X4(Ω) ≤ C‖u0‖Y 2(Ω). (1.2.6)

Moreover, u is weakly continuous with initial data u0 in the sense following sense;

lim
t→0

|〈u(t)− u0, φ〉| = 0,

for all φ ∈ (L1
vL

p
h)σ ∩

(
L1
vL

2,1
h

)
σ
, where 1

p
= 1

r
+ 1

4
for all 1

2
< 1

r
< 3

4
.

Remark 1.2.5. For u0 ∈ Y2,σ(Ω), unique existence of the unique mild solution to
(1.2.3) can be proved in Theorem 1.2.4

The following corollary is the direct consequence of Theorem1.2.4.
Corollary 1.2.6. Let u0 ∈ Y 2

σ (R3) satisfying λu0(λx) = u0(x) for all λ > 0. Then
there exists δ > 0 such that, if ‖u0‖Y 2(R3) < δ, there exists a unique self-similar
mild solution u ∈ L∞

t Y
2
x (R3 × (0,∞)) to (1.1.1) satisfying (1.2.7) and u(x, t) =

λu(λx, λ2t).

Theorem 1.2.7. Let δ > 0 sufficiently small, b0 ∈ Y 2(R2×T1) be a solenoidal vector
fields satisfying ‖b0‖Y 2(R2×T1) ≤ δ and b is a mild solution to (1.1.1) constructed by
Theorem 1.2.4 with initial data b0. Let v0 ∈ L∞

v C
∞
0,h

L2,∞
h (R2 × T1) be a solenoidal

initial perturbation, which can be written as

v0 = ṽ0 + b̃0, (1.2.7)

for ṽ0 and b̃0 are solenoidal vector fields satisfying ṽ0 ∈ L∞
v C

∞
0,h(R2 × T1) and

b̃0 ∈ Y 2(R2 × T1) with ‖b̃0‖Y 2(R2×T1) ≤ ε for some small ε > 0. Let b̃ be a mild
solution to (1.1.1) constructed by Theorem 1.2.4 with initial data b0+ b̃0. Then there
exits a weak solution ṽ ∈ L∞

t L
2
x ∩L2

t Ḣ
1
x ((R2 × T1)× (0,∞)) to (1.2.3) perturbed by

b̃ such that

lim
t→∞

||ṽ(t)||L2(R2×T1) = 0, (1.2.8)

Moreover, u := ṽ+ b̃ is a weak solution to (1.1.1) with initial data v0 + b0 such that

lim
t→∞

∣∣∣∣u(t)− b(t)− et∆v0
∣∣∣∣

L2(R2×T1)
= Cε, (1.2.9)

where C > 0 is independent of small δ and small ε.
Remark 1.2.8. 1. In (1.2.9), −et∆v0 is needed. ||u(t)− b(t)||L2(R2×T1) does not

always decays at infinity since its initial data belongs to Y 2(R2 × T1). Role
of −et∆v0 is to remove this singularity of b0 and v0. Actually, we find from
definition of u and v0 that

u(t)− b(t)− et∆v0

= ṽ(t) + (b̃(t)− b(t)− et∆b̃0)− et∆ṽ0

First and third terms decays in L2-sense as t → ∞ since their initial data
belong to L2(R2 × T1) or much better space. Second term also belongs to
L∞
t L

2
x(R2 × T1) since its initial data have no singularity.
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2. ε can be taken arbitrarily small by choice of v0, ṽ0 and b̃0.

3. In our proof, if v0 ∈ X
4/3
σ (R2 × T1) ∩X4

σ(R2 × T1), we can take ε = 0. Thus,
left hand side of (1.2.9) equals to zero.

1.3 Construction of the Oseen type vortex
In this section, we prove Theorem 1.2.4. The next estimates for the heat semigroup
on our anisotropic spaces play a key role in this chapter.

Proposition 1.3.1. 1. Let 1 ≤ q ≤ r ≤ ∞, α = (α1, α2) be a multi-index and
x = (x′, xn) = (x1, . . . , xn−1). Then

‖∂α1

x′ ∂
α2
n et∆f‖Xr(Rn) ≤ Ct−

n−1
2

( 1
r
− 1

q
)− |α|

2 ‖f‖Xq(Rn) (1.3.1)

for all t > 0 and f ∈ Xq(Rn), where the constant C > 0 depends only on n,
r, q and α.

2. Let 1 < q < r < ∞ and α = (α1, α2) be a multi-index and x = (x′, xn) =
(x1, . . . , xn−1). Then

‖∂α1

x′ ∂
α2
n et∆f‖Y r(Rn) ≤ Ct−

n−1
2

( 1
r
− 1

q
)− |α|

2 ‖f‖Y q(Rn) (1.3.2)

for all t > 0 and f ∈ Y q(R3), where the constant C > 0 depends only on n, r,
q and α.

3. Let 1 ≤ q ≤ r ≤ ∞.Then

‖(et∆ − es∆)f‖Xr(Rn) ≤ C(t− s)θt−θ−n−1
2

( 1
q
− 1

r
)‖f‖Xq(Rn) (1.3.3)

for all 0 < s < t and f ∈ Xq(Rn), where the constant C > 0 depends only on
n, r and q.

4. Let 1 < q ≤ r < ∞. Then the composite operator et∆Pdiv extends to a
bounded operator from Xq(R3) to Xr(Rn) with

‖et∆PdivF‖Xr(Rn) ≤ Ct
n−1
2

( 1
r
− 1

q
)− 1

2‖F‖Xq(Rn) (1.3.4)

for all t > 0 and F ∈ Xq(Rn), where the constant C > 0 depends only on n,
r and q.

5. Let 1 < q ≤ r <∞ and 0 < θ < 1. Then

‖(es∆ − id)et∆PdivF‖Xr(Rn) ≤ Ct−
n−1
2

( 1
q
− 1

r
)−θ− 1

2 sθ‖F‖Xq(Rn). (1.3.5)

for all s, t > 0 and F ∈ Xr(Rn), where the constant C > 0 depends only on
n, r and q.

9



Proof. Let Gn
t be the n-dimensional Gaussian kernel. Then we find from the Hölder

inequality ∫
R
∂α2
n G1

t (xn − ξn) g (ξn) dξn

≤
∫
R

[
∂α2
n G1

t (xn − ξn)
] 1

r′ ×
[
∂α2
n G1

t (xn − ξn)
] 1

r g (ξn) dξn

≤ Ct−
α2r

′
2

(∫
R
∂α2
n G1

t (xn − ξn) |g|r (ξn) dξn
)1/r

,

for all g ∈ Lq(R), and thus∣∣∂α2
n ∂α1

x′ e
t∆f
∣∣r (x′, xn)

≤ Ct−
α2r

2r′

∫
R
∂α2
n G1

t (xn − ξn)

∣∣∣∣∫
Rn−1

∂α1

x′ G
n−1
t (x′ − ξ′) f (ξ′, ξn) dξ

′
∣∣∣∣r dξn.

We use the Fubini theorem and the Young inequality to get

‖∂α2
n ∂α1

x′ e
t∆f(·, xn)‖rLr

x′

≤ Ct−
α2r

2r′

∫
Rn−1

∫
R
∂α2
n G1

t (xn − ξn)

∣∣∣∣∫
Rn−1

∂α1

x′ G
n−1
t (x′ − ξ′) |f(ξ′, ξn)| dξ′

∣∣∣∣r dξndx′
≤ Ct−

α2r

2r′

∫
R
∂α2
n G1

t (xn − ξn)t
− r(n−1)

2
( 1
q
− 1

r
)−α1r

2 ‖f(·, ξn)‖rLq

x′
dζ

= Ct−
r(n−1)

2
( 1
q
− 1

r
)− rα2

2r′ −
α1r
2 ∂α2

n G1
t ∗ ‖f(·, ξn)‖rLq

x′
.

Applying the Young inequality again, we have (1.3.1) .(1.3.2) follows from interpo-
lation. Let us prove (1.3.3). Since

(et∆ − es∆)f =

∫ t

s

d

dτ
eτ∆fdτ

=

∫ t

s

∆eτ∆fdτ,

then we find from (1.3.1) that

‖(et∆ − es∆)f‖Xr(Rn) ≤ C

∫ t

s

‖∆eτ∆f‖Xrdτ

≤ C‖f‖Xq(Rn)

∫ t

s

τ−1−n−1
2

( 1
q
− 1

r
)dτ

≤ Cs−θ−n−1
2

( 1
q
− 1

r
)‖f‖Xq(Rn)

∫ t

s

τ−1+θdτ

≤ Cs−θ−n−1
2

( 1
q
− 1

r
)(t− s)θ‖f‖Xq(Rn).

We write the composite operator as convolution form

(et∆PdivF )j =
∑

1≤k,l≤3

Kj,k,l,t ∗ Fk,l
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where

Kj,k,l,t(x) = ∂lG
n
t (x)δj,k +

∫ ∞

t

∂3jklG
n
τ (x)dτ.

Let α = (α1, α2) be a multi-index with length three. Then we find from (1.3.1) that

‖
∫ ∞

t

∂3jklG
n
τ (x)dτ ∗ Fk,l‖Lr

x′

≤
∫ ∞

t

‖∂3jklGn
τ ∗ Fkl‖Lr

x′
dτ

=

∫ ∞

t

‖∂α1

x′ ∂
α2
xn
Gn

τ ∗ Fkl‖Lr
x′
dτ

≤ C

∫ ∞

t

τ−
|α2|
2

−n−1
2

( 1
q
− 1

r
)(∂α1

x′ G
1
τ (xn) ∗ ‖Fk,l(·, xn)‖rLq

x′
)
1
r dτ.

Thus it follows that

‖
∫ ∞

t

∂3jklG
n
τ (x)dτ ∗ Fk,l‖Xr(Rn)

≤ C‖Fk,l‖Xq(Rn)

∫ ∞

t

τ−
3
2
−n−1

2
( 1
q
− 1

r
)dτ

≤ Ct−
1
2
−n−1

2
( 1
q
− 1

r
)‖Fj,k‖Xq(Rn).

This implies (1.3.4). Since

(es∆ − id)et∆PdivF =

∫ s+t

t

d

dτ
eτ∆PdivFdτ

=

∫ s+t

t

∆e
τ
2
∆e

τ
2
∆PdivFdτ,

we find from (1.3.4)

‖
∫ s+t

t

∆e
τ
2
∆e

τ
2
∆PdivFdτ‖Xr(Rn)

≤ C

∫ s+t

t

τ−1‖e
τ
2
∆PdivF‖Xr(Rn)dτ

≤ C‖F‖Xq(Rn)

∫ s+t

t

τ−
3
2
−n−1

2
( 1
q
− 1

r
)dτ

≤ C‖F‖Xq(Rn)t
−θ− 1

2
−n−1

2
( 1
q
− 1

r
)

∫ s+t

t

τ θ−1dτ

≤ C‖F‖Xq(Rn)t
−θ− 1

2
−n−1

2
( 1
q
− 1

r
)sθ.

This implies (1.3.5)
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Let T > 0 and u0 ∈ Y 2
σ(R3). We inductively define the function uj as follows.

u1 = et∆u0 (1.3.6)

uj+1 = et∆u1 −
∫ t

0

e(t−τ)∆Pdiv(uj(τ)⊗ uj(τ))dτ (1.3.7)

for all t ∈ (0, T ) and positive integer j. Firstof all, we have to show uniform
boundedness of t 14‖uj(t)‖X4(R3) and ‖uj(t)‖Y 2(R3) on j to prove Theorem1.2.4,.

Lemma 1.3.2. Let j be any positive integer. Then there exists a positive constant
C, C1 and C2 such that

sup
t>0

t
1
4‖u1(t)‖X4(R3) ≤ C‖u0‖Y 2(R3) (1.3.8)

sup
t>0

t
1
4‖uj+1(t)‖X4(R3) ≤ C1 sup

t>0
t
1
4‖u1(t)‖X4(R3) + C2(sup

t>0
t
1
4‖uj(t)‖X4(R3))

2. (1.3.9)

Proof. (1.3.8) is the direct consequence of (1.3.2). By definition of uj+1, we find

‖uj+1(t)‖X4(R3)

≤ C‖u1(t)‖X4(R3) +

∫ t

0

‖e(t−τ)∆Pdiv(uj(τ)⊗ uj(τ))‖X4(R3)dτ.

Using (1.3.4), we get

||uj+1||X4(R3) ≤ C‖u1(t)‖X4(R3) + C

∫ t

0

(t− τ)−
1
2
− 1

4‖uj(τ)⊗ uj(τ)‖X2(R3)dτ

≤ C‖u1(t)‖X4(R3) + C

∫ t

0

(t− τ)−
1
2
− 1

4‖uj(τ)‖2X4(R3)dτ

≤ C‖u1‖X4(R3) + C(sup τ
1
4‖uj(τ)‖X4(R3))

2

∫ t

0

(t− τ)−
3
4 τ−

1
2dτ

≤ C‖u1‖X4(R3) + C(sup τ
1
4‖uj(τ)‖X4(R3))

2t−
1
4

for all t ∈ (0,∞). This implies the lemma.

From Lemma 1.3.2, there exists some 0 < α < 1
4C1C2

, if supt>0 t
1
4‖u1(t)‖X4(R3) <

α, we obtain

sup
t>0

t
1
4‖uj(t)‖X4(R3) ≤ A∞ :=

1−
√
1− 4C1C2α

2C2

. (1.3.10)

Lemma 1.3.3. Let j be any positive integer. Then there exists positive constants
C, C1 and C2 such that

sup
t>0

‖u1(t)‖Y 2(R3) ≤ C‖u0‖Y 2(R3) (1.3.11)

sup
t>0

‖uj+1(t)‖Y 2(R3) ≤ C1 sup
t>0

‖u1(t)‖Y 2(R3) + C2(sup
t>0

t
1
4‖uj(t)‖X4(R3))

2. (1.3.12)
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Proof. (1.3.11) is the direct consequence of (1.3.2). Let us show (1.3.12). We use
duality argument. Let φ ∈ C∞

0,σ(R3), then we find

|〈uj+1(t), φ〉|

≤ |〈u1(t), φ〉|+
∫ t

0

∣∣〈e(t−τ)∆Pdiv(uj(τ)⊗ uj(τ)), φ〉
∣∣ dτ

≤ |〈u1(t), φ〉|+ C‖φ‖L1
vL

2,1
h (R3)

∫ t

0

‖e(t−τ)∆Pdivuj(τ)⊗ uj(τ)‖X4(R3)dτ. (1.3.13)

Using (1.3.4), we get

|〈uj+1(t), φ〉| ≤ ‖u1(t)‖Y 2(R3)‖φ‖L1
vL

2,1
h (R3)

+ C(sup
t>0

τ
1
4‖uj(τ)‖X4(R3))

2‖φ‖L1
vL

2
h(R3)

∫ t

0

(t− τ)−
1
2 τ−

1
2dτ

≤ ‖u1(t)‖Y 2(R3)‖φ‖L1
vL

2,1
h (R3) + C(sup

t>0
τ

1
4‖uj(τ)‖X4(R3))

2‖φ‖L1
vL

2
h(R3)

(1.3.14)

for all t > 0. Since C∞
0,σ(R3) is dense in

(
L1
vL

2,1
h

)
σ
(R3), the above estimate leads

(1.3.12).

Next, we show the uniform bound for t 14‖uj+1(t) − uj(t)‖X4(R3) and ‖uj+1(t) −
uj(t)‖Y 2(R3) for all j ≥ 1.

Proposition 1.3.4. Let j be any positive integer. Then there exists positive con-
stants C and C1 such that

sup
t>0

t
1
4‖u2(t)− u1(t)‖X4(R3) ≤ C(sup

t>0
t
1
4‖u1(t)‖X4(R3))

2, (1.3.15)

sup
t>0

t
1
4‖uj+2(t)− uj+1(t)‖X4(R3)

≤ C1(sup
t>0

t
1
4‖uj(t)‖X4(R3) + sup

t>0
t
1
4‖uj+1(t)‖X4(R3)) sup

t>0
t
1
4‖uj+1(t)− uj(t)‖X4(R3)

(1.3.16)

Proof. We find from definition of u2 and ((1.3.4)

‖u2(t)− u1(t)‖X4(R3)

≤
∫ t

0

‖e(t−τ)∆Pdiv(u1(τ)⊗ u1(τ))‖X4(R3)dτ

≤
∫ t

0

(t− τ)−
3
4‖u1(τ)‖2X4(R3)dτ

≤ C(sup
τ>0

τ
1
4‖u1(τ)‖X4(R3))

2

∫ t

0

(t− τ)−
3
4 τ−

1
2dτ

≤ C(sup
τ>0

τ
1
4‖u1(τ)‖X4(R3))

2t−
1
4 .
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This lead (1.3.15). Similarly, we see from (1.3.4)

‖uj+2(t)− uj+1(t)‖X4(R3)

≤
∫ t

0

‖e(t−τ)∆Pdiv(uj+1(τ)⊗ uj+1(τ)− uj(τ)⊗ uj(τ))‖X4(R3)dτ

≤ C

∫ t

0

‖e(t−τ)∆Pdiv((uj+1(τ)− uj(τ))⊗ uj+1(τ)

− uj(τ)⊗ (uj+1(τ)− uj(τ))‖X4(R3)dτ

≤ C

∫ t

0

(t− τ)−
3
4 (‖uj+1(τ)‖X4(R3) + ‖uj(τ)‖X4(R3))‖uj+1(τ)− uj(τ)‖X4(R3)dτ

≤ C(sup
τ>0

τ
1
4‖uj‖X4(R3)) sup

τ>0
(τ

1
4‖uj+1(τ)− uj(τ)‖X4(R3))

∫ t

0

(t− τ)−
3
4 τ−

1
2dτ.

≤ Ct−
1
4 (sup

τ>0
τ

1
4‖uj‖X4(R3)) sup

τ>0
(τ

1
4‖uj+1(τ)− uj(τ)‖X4(R3)). (1.3.17)

This estimate implies (1.3.16).

Proposition 1.3.5. Let j be any positive integer. Then there exists a positive
constant C and C1 such that

sup
t>0

‖u2(t)− u1(t)‖Y 2(R3) ≤ C(sup
t>0

t
1
4‖u1(t)‖X4(R3))

2, (1.3.18)

sup
t>0

‖uj+2(t)− uj+1(t)‖Y 2(R3)

≤ C1(sup
t>0

t
1
4‖uj(t)‖X4(R3) + sup

t>0
t
1
4‖uj+1(t)‖X4(R3))

× sup
t>0

t
1
4‖uj+1(t)− uj(t)‖X4(R3). (1.3.19)

Proof. We use duality argument. Let φ ∈ C∞
0,σ(R3). Then (1.3.4) implies

|〈u2(t)− u1(t), φ〉|

≤
∣∣∣∣∫ t

0

〈e(t−τ)∆Pdiv(u1(τ)⊗ u1(τ)), φ〉
∣∣∣∣ dτ

≤ C

∫ t

0

(t− τ)−
1
2‖u1(τ)‖2X4(R3)‖φ‖L1

vL
2
h(R3)dτ

≤ C sup
τ>0

τ
1
4 (‖u1(τ)‖X4(R3))

2‖φ‖L1
vL

2,1
h (R3)

∫ t

0

(t− τ)−
1
2 τ−

1
2dτ.

This implies (1.3.18). Using (1.3.4) again, we get

|〈uj+2(t)− uj+1(t), φ〉|

≤
∫ t

0

∣∣〈e(t−τ)∆Pdiv(uj+1(τ)⊗ uj+1(τ)− uj(τ)⊗ uj(τ)), φ〉
∣∣ dτ

14



≤
∫ t

0

(t− τ)−
1
2 (‖uj+1(τ)‖X4(R3) + ‖uj(τ)‖X4(R3))

× ‖uj+1(τ)− uj(τ)‖X2(R3)‖φ‖L1
vL

2
h(R3)dτ

≤ CA∞ sup
t>0

(τ
1
4‖uj+1(τ)− uj(τ)‖X4(R3))‖φ‖L1

vL
2,1
h (R3)

∫ t

0

(t− τ)−
1
2 τ−

1
2dτ

≤ CA∞‖φ‖L1
vL

2,1
h (R3) sup

t>0
(τ

1
4‖uj+1(τ)− uj(τ)‖X4(R3))

for all t > 0. Since C∞
0,σ(R3) is dense in

(
L1
vL

2,1
h

)
σ
(R3), we have (1.3.19).

Take ‖b0‖Y 2 so small that 2C1A∞ < 1, where C1 is the constant appearing in
Proposition 1.3.4 and Proposition 1.3.5, then we find from Proposition1.3.4 and
Proposition 1.3.5 that∑

j≥0

sup
t>0

t
1
4‖uj+1(t)− uj(t)‖X4(R3) <∞,∑

j≥0

sup
t>0

‖uj+1(t)− uj(t)‖Y 2(R3) <∞.

Thus uj = u0 +
∑j−1

j=0(uj+1 − uj) converge in A and L∞
t Y

2
x ((R3)× (0,∞)). where A

is a vector valued measureable functions of f(x, t) in R3 × (0,∞) such that ‖f‖A =

supt>0 t
1
4‖f(t)‖X4(R3) < ∞. We denote limj→∞ uj as u. Let us show continuity of

‖u(t)‖X4(R3) and ‖u(t)‖Y 2(R3).

Proposition 1.3.6. Let u be a mild solutions to (1.1.1) satisfying

sup
t>0

‖u(t)‖Y 2 + sup
t>0

t
1
4‖u(t)‖X4 <∞.

Then u(t) is continuous in X4(R3) for t ∈ (0,∞).

Proof. It suffices to show lims→t−0‖u(t) − u(s)‖X4(R3) = 0. Let 0 < s < t < ∞.
Then we find

‖u(t)− u(s)‖X4(R3)

≤ ‖et∆u0 − es∆u0‖X4

+

∫ t

s

‖e(t−τ)∆Pdiv(u(τ)⊗ u(τ))‖X4(R3)dτ

+

∫ s

0

‖e(t−τ)∆Pdiv(u(τ)⊗ u(τ))− e(s−τ)∆Pdiv(u(τ)⊗ u(τ))‖X4(R3)dτ

=: I1 + I2 + I3.

First, using (1.3.3), we find

I1 = ‖(e(t−s)∆ − id)es∆u0‖X4(R3)

≤ C(t− s)θs−θ‖u0‖X4(R3).
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Second, we see from (1.3.4) that

I2 ≤ C

∫ t

s

(t− τ)
1
4‖u(τ)‖2X4(R3)dτ

≤ C(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))

2

∫ t

s

(t− τ)−
3
4 τ−

1
2dτ

≤ C(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))

2s−
1
2

∫ t

s

(t− τ)−
3
4dτ

≤ C(sup
τ>0

(τ
1
4‖u(τ)‖X4(R3)))

2s−
1
2 (t− s)

1
4

.

Finally, using (1.3.5), we obtain

I3 ≤
∫ s

0

‖(e(t−s)∆ − id)e(s−τ)∆Pdiv(u(τ)⊗ u(τ))‖X4(R3)dτ

≤ C(t− s)θ
∫ s

0

(s− τ)−
θ
2
− 3

4‖u(τ)‖2X4(R3)dτ

≤ C(t− s)θ(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))

2

∫ s

0

(s− τ)−
θ
2
− 3

4 τ−
1
2dτ

≤ C(t− τ)θ(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))

2s−
θ
2
− 1

4 .

Therefore, ‖u(t)− u(s)‖X4R3 → 0 as s→ t− 0. The proposition is proved.

Proposition 1.3.7. Let u be a mild solution for (1.1.1) satisfying

sup
t>0

‖u(t)‖Y 2(R3) + sup
t>0

t
1
4‖u(t)‖X4(R3) <∞.

Then u(t) is weakly∗ continuous in Y 2(R3) on t ∈ (0,∞).

Proof. We use duality argument. Let φ ∈ C∞
0 (R3) and 0 < s < t < ∞. It suffices

to lims→t−0 |〈u(t)− u(s), φ〉| = 0. It follows

|〈u(t)− u(s), φ〉|
≤
∣∣〈et∆u0 − es∆u0, φ〉

∣∣
+

∫ t

s

∣∣〈e(t−τ)∆Pdiv(u(τ)⊗ u(τ)), φ〉
∣∣ dτ

+

∫ s

0

∣∣〈(e(t−s)∆ − id)e(s−τ)∆Pdiv(u(τ)⊗ u(τ)), φ〉
∣∣ dτ.

=: I1 + I2 + I3.

Set φ̃ = es∆φ. Then we find

I1 ≤
∣∣∣〈e(t−s)∆u0 − u0, φ̃〉

∣∣∣ = ∣∣∣〈u0, e(t−s)∆φ̃− φ̃〉
∣∣∣
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≤
∣∣∣∣〈∫

R
G1

t−s (x3 − y3)u0 (x
′, y3) dy3,

∫
R2

G2
t−s (x

′ − y′) φ̃ (y′, x3) dy
′ − φ̃〉

∣∣∣∣
+

∣∣∣∣〈u0,∫
R
G1

t−s (x3 − y3) φ̃ (x
′, y3) dy3 − φ̃〉

∣∣∣∣
≤
∥∥∥∥∫

R
G1

t−s (x3 − y3)u0 (x
′, y3) dy3

∥∥∥∥
Y 2(R3)

×
∥∥∥∥∫

R2

G2
t−s (x

′ − y′) φ̃ (y′, x3) dy
′ − φ̃

∥∥∥∥
L1
vL

2,1
h (R3)

+ ‖u0‖Y 2(R3)

∥∥∥∥∫
R
G1

t−s (x3 − y3) φ̃ (x
′, y3) dy3 − φ̃

∥∥∥∥
L1
vL

2,1
h (R3)

.

Thus, we find from continuity of heat semi-group and Lebesgue’s dominated con-
vergence theorem, I1 → 0 as s→ t− 0. It follows from (1.3.4) that

|I2| ≤ C

∫ t

s

‖e(t−τ)∆Pdiv(u(τ)⊗ u(τ))‖X2(R3)‖φ‖L1
vL

2,1
h (R3)dτ

≤ C

∫ t

s

(t− τ)−
1
2‖u(τ)‖2X4(R3)‖φ‖L1

vL
2,1
h (R3)dτ

≤ C(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))

2‖φ‖L1
vL

2,1
h (R3)

∫ t

s

(t− τ)−
1
2 τ−

1
2dτ

≤ Cs−
1
2 (sup

τ>0
τ

1
4‖u(τ)‖X4(R3))

2‖φ‖L1
vL

2,1
h (R3)

∫ t

s

(t− τ)−
1
2dτ

≤ Cs−
1
2 (t− s)

1
2 (sup

τ>0
τ

1
4‖u(τ)‖X4(R3))

2‖φ‖L1
vL

2,1
h (R3).

This implies I2 → 0 as s→ t−0. Let 0 < θ < 1
4
. Using (1.3.3), we find

|I3| ≤
∫ s

0

‖(e(t−s)∆ − id)e(s−τ)∆Pdiv(u(τ)⊗ u(τ))‖X2(R3)‖φ‖L1
vL

2
h(R3)dτ

≤ C

∫ s

0

(s− τ)−
3
4
−θ(t− s)θ‖u(τ)‖2X4(R3)dτ

≤ C(t− s)θ(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))

2‖φ‖L1
vL

2,1
h (R3)

∫ s

0

(s− τ)−
3
4 τ−

1
2dτ

≤ C(t− s)θs−
1
4 (sup

τ>0
τ

1
4‖u(τ)‖X4(R3))

2‖φ‖L1
vL

2,1
h (R3).

This implies I3 → 0 as s→ t−0. We have required continuity on (0,∞).

The following Lemma implies the continuity to the initial data.

Lemma 1.3.8. Let 4
3
< r < 2 and 1

p
= 1

r
+ 1

4
. Let u be a mild solution for (1.1.1)

satisfying

sup
t>0

‖u(t)‖Y 2(R3) + sup
t>0

t
1
4‖u(t)‖X4(R3) <∞.
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Then

lim
t→0

|〈u(t)− u0, φ〉| = 0,

for all φ ∈ (L1
vL

p
h)σ (R

3) ∩
(
L1
vL

2,1
h

)
σ
(R3)

Proof. We use duality argument. Let φ ∈ C∞
0,σ(R3) and t > 0. Then

|〈u(t)− u, φ〉|
≤
∣∣〈et∆u0 − u0, φ〉

∣∣
+

∫ s

0

∣∣〈e(t−τ)∆Pdiv(u(τ)⊗ u(τ)), φ〉
∣∣ dτ

=: I1 + I2.

We find from the Hölder inequality∣∣〈et∆u0 − u0, φ〉
∣∣ = ∣∣〈u0, et∆φ− φ〉

∣∣
≤
∣∣∣∣〈∫

R
G1

t (x3 − y3)u0 (x
′, y3) dy3,

∫
R2

G2
t (x

′ − y′)φ (y′, x3) dy
′ − φ〉

∣∣∣∣
+

∣∣∣∣〈u0,∫
R
G1

t (x3 − y3)φ (x
′, y3) dy3 − φ〉

∣∣∣∣
≤
∥∥∥∥∫

R
G1

t (x3 − y3)u0 (x
′, y3) dy3

∥∥∥∥
Y 2(R3)

∥∥∥∥∫
R2

G2
t (x

′ − y′)φ (y′, x3) dy
′ − φ

∥∥∥∥
L1
vL

2,1
h (R3)

+ ‖u0‖Y 2(R3)

∥∥∥∥∫
R
G1

t (x3 − y3)φ (x
′, y3) dy3 − φ

∥∥∥∥
L1
vL

2,1
h (R3)

.

Thus, we find from continuity of heat semi-group and Lebesgue’s dominated con-
vergence theorem

|I1| → 0 (1.3.20)

as t→ 0. Next, let 4
3
< r < 2 and 1

p
= 1

r
+ 1

4
. Applying (1.3.4), we have

I2 ≤
∫ t

0

‖e(t−τ)∆P div (u(τ)⊗ u(τ))‖Xp+X2‖φ‖L1
vL

p′ (R3)∩L1
vL

2(R3)dτ

≤ C

∫ t

0

(t− τ)−
1
2‖u(τ)⊗ u(τ)‖Xp(R3)+X2(R3)‖φ‖L1

vL
p′ (R3)∩L1

vL
2(R3)(R3)dτ.

Using the Hölder inequality, duality argument and interpolation inequality

‖f‖L2,1(R2) ≤ C‖f‖Lr(R2)∩L4(R2),

we find

I2 ≤ C

∫ t

0

(t− τ)−
1
2‖u(τ)‖X4(R3)+Xr(R3)‖u(τ)‖X4(R3)‖φ‖L1

vL
p′ (R3)∩L1

vL
2(R3)dτ
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≤ C

∫ t

0

(t− τ)−
1
2‖u(τ)‖Y 2(R3)‖u(τ)‖X4(R3)‖φ‖L1

vL
p′ (R3)∩L1

vL
2(R3)dτ

≤ C(sup
τ>0

‖(τ)‖Y 2(R3))(sup
τ>0

τ
1
4‖u(τ)‖X4(R3))‖φ‖L1

vL
p′ (R3)∩L1

vL
2(R3)

∫ t

0

(t− τ)−
1
2 τ−

1
4dτ

≤ Ct
1
4 (sup

τ>0
‖(τ)‖Y 2(R3))(sup

τ>0
τ

1
4‖u(τ)‖X4(R3))‖φ‖L1

vL
p′ (R3)∩L1

vL
2(R3).

This implies I2 → 0 as t→ 0. The lemma is proved.

The following proposition implies the uniqueness of u.

Lemma 1.3.9. Let δ > 0 sufficiently small and u0 ∈ Y 2
σ (R3) satisfying ‖u0‖Y 2(R3) ≤

δ. Then there exists at most one solutions u to (1.1.1) with initial data u0 ∈ Y 2(R3)
satisfying

sup
t>0

t
1
4‖u(t)‖X4(R3) ≤ C‖u0‖Y 2(R3) (1.3.21)

Proof. Let u1 and u2 be two solution to the Navier-Stokes equations satisfying

sup
t>0

t
1
4‖uj(t)‖X4(R3) ≤ C‖u0‖Y 2(R3), j = 1, 2.

Then we obtain

‖u1(t)− u2(t)‖X4(R3) ≤
∫ t

0

‖e(t−τ)∆Pdiv(u1(τ)⊗ u1(τ)− u2(τ)⊗ u2(τ))‖X4(R3)dτ

≤ C(sup
τ>0

τ
1
4‖u1(τ)‖X4(R3) + sup

τ>0
τ

1
4‖u2(τ)‖X4(R3))

× sup
τ>0

τ
1
4‖u1(τ)− u2(τ)‖X4(R3)

∫ t

0

(t− τ)−
3
4 τ−

1
2dτ

≤ C ′t−
1
4‖u0‖Y 2(R3) sup

τ>0
τ

1
4‖u1(τ)− u2(τ)‖X4(R3).

If we take δ so small that C ′‖u0‖Y 2(R3) < 1, we find

sup
τ>0

τ
1
4‖u1(τ)− u2(τ)‖X4(R3) ≡ 0.

The lemma is proved.

When Ω = R2 × T, the mild solution u with initial data u0 ∈ Y 2(Ω) is periodic
with respect to vertical variable. Actually, if u0 is periodic with respect vertical vari-
able, then by definition u1 is also periodic with respect to same variable. Thus we
find uj is also periodic with respect to vertical variable inductively, and limit func-
tions also is periodic in same same variable. We complete the proof of Theorem1.2.4.

Now, we prove (1.1.1) is locally-in-time well-posed for large initial data if its
singularity is sufficiently small.
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Theorem 1.3.10. Let ε > 0 sufficiently small and u0 ∈ Y 2
σ (Ω) such that

lim sup
λ→∞

λ |{x ∈ Ω ; |u0(x)| > λ}|1/2 < ε. (1.3.22)

there exists T > 0 and a unique mild solution u to (1.1.1) satisfying (1.2.5), (1.2.6)
and (1.2.7) for 1/p = 1/r + 1/4 for all 1/2 < 1/r < 3/4.

Proof. It is sufficient to show that there exists T > 0 such that

sup
0<t<T

t
1
4‖et∆u0‖X4(Ω) ≤ δ

for some small δ > 0. Actually, if we obtain this estimate, we find approximation
solutions uj (j = 1, 2, ...) satisfy

sup
0<t<T

||uj(t)||Y 2(Ω) + sup
0<t<T

t1/4||uj(t)||X4(Ω) ≤ Cδ. (1.3.23)

for some C > 0. Passing their limit as j → ∞, limit vector field is a mild solution
to (1.1.1) satisfying (1.2.7). By (1.3.22), u0 can be decomposed as

u0 = u0,1 + u0,2, where u0,1 ∈ Y 2(Ω), ‖u0,1‖Y 2(Ω) < ε and u0,2 ∈ X4(Ω).

(1.3.4) implies ∥∥et∆u0∥∥X4(Ω)
≤
∥∥et∆u0.1∥∥X4(Ω)

+
∣∣∣∣et∆u0.2∣∣∣∣X4(Ω)

(1.3.24)

≤ Ct−
1
4 ‖u0,1‖Y 2(Ω) + C ‖u0,2‖X4(Ω) . (1.3.25)

Thus we have

sup
0<t<T

t1/4
∥∥et∆u0∥∥X4(Ω)

≤ Cε+ CT 1/4 ‖u0,2‖X4(Ω) . (1.3.26)

If we take T > 0 sufficiently small, we (1.3.23). We complete the proof.

1.4 Maekawa’s decompotion of basic flow and
their estimate

In this section, we decompose the basic flow as the Maekawa’s paper [18] to
show the asymptotic stability of the Oseen type vortex. Let us recall Maekawa’s
decomposition of basic flows in [18].

Proposition 1.4.1. (Maekawa’s decomposition of basic flow and their estimate
in two-dimensional case [18]) There exists a constant δ > 0 such that, for any
b0 ∈ L2,∞(R2) with ‖b0‖L2,∞(R2) ≤ δ and T > 1, the solution b to two dimensional
Navier-Stokes equation (1.1.1) with initial data b0 is decomposed as b = bT + bT , for
bT , b

T ∈ L∞
t L

2,∞
x (R2 × (0,∞)) satisfy

sup
t>0

‖bT (t)‖L2,∞(R2) + sup
t>0

(t+ T )
1
4‖bT (t)‖L4(R2) ≤ C‖b0‖L2,∞(R2) (1.4.1)
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sup
t>0

‖bT (t)‖L2,∞(R2) + sup
t>0

t
1
4‖bT (t)‖L4(R2) ≤ C‖b0‖L2,∞(R2) (1.4.2)

and bT also satisfies the energy estimate

‖bT (t)‖2L2(R2) +

∫ t

1

‖∇bT (τ)‖2L2(R2)dτ ≤ C‖b0(R2)‖2L2,∞(R2) log(1 + T ) (1.4.3)

for all t > 1.

The following proposition is the Maekawa’s decomposition to the three dimen-
sional Oseen type vortex.

Proposition 1.4.2. (Maekawa’s decomposition of the Oseen type basic flow and
its estimate) There exists a constant δ > 0 such that, for any b0 ∈ Y 2(R2 × T1)
with ‖b0‖Y 2

σ (R2×T1) ≤ δ and T > 1, the solution b to (1.1.1) with initial data b0 is
decomposed as b = bT +b

T , where bT and bT with bT , bT ∈ Cw∗,tY
2
x ((R2×T1)×(0,∞))

satisfy

sup
t>0

‖bT (t)‖Y 2(R2×T1) + sup
t>0

(t+ T )
1
4‖bT (t)‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1) (1.4.4)

sup
t>0

‖bT (t)‖Y 2(R2×T1) + sup
t>0

t
1
4‖bT (t)‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1) (1.4.5)

and bT also satisfies the energy estimate

‖bT (t)‖2L2(R2×T1) +

∫ t

1

‖∇bT (τ)‖2L2(R2×T1)dτ ≤ C‖b0‖2Y 2(R2×T1) log(1 + T ) (1.4.6)

for all t > 1.

To show the Proposition 1.4.2, we have to decompose the initial data to the basic
flow b.

Proposition 1.4.3. Let T > 1 and b ∈ Y 2(R2 × T1). Then there exists a positive
constant C such that b0 can be decomposed as b0 = b0,T + bT0 satisfying

‖b0,T‖Y 2(R2×T1) + T
1
4‖b0,T‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1) (1.4.7)

‖bT0 ‖Y 2(R2×T1) +
(2− q)

1
2

T
1
q
− 1

2

‖bT0 ‖Xq(R2×T1) ≤ C‖b0‖Y 2(R2×T1), (1.4.8)

for all q ∈ [4
3
, 2).

Proof. It follows from Lemma 3.2 in [18] that

‖b0,T (·, xv)‖L2,∞
h (R2) + T

1
4‖b0,T (·, xv)‖L4

h
≤ C‖b0(·, xv)‖L2,∞

h (R2)

‖bT0 (·, xv)‖L2,∞(R2) ≤ C‖b0(·, xv)‖L2,∞
h (R2)

‖bT0 (·, xv)‖Lq
h(R2) ≤ C

T
1
q
− 1

2

(2− q)
1
2

‖b0(·, xv)‖L2,∞(R2).

This inequalities imply the proposition.
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proof of Proposition1.4.2. Let δ > 0 be sufficient small. We find ‖b0,T‖Y 2 , ‖bT0 ‖Y 2 ≤
δ by definition. Using contraction principle as[18], we can construct a unique mild
solution to the following integral equation with initial data b0,T

bT (t) = et∆b0,T −
∫ t

0

e(t−τ)∆Pdiv(bT (τ)⊗ b(τ))dτ, (1.4.9)

where et∆ and P are the heat semigroup and the Helmholtz projection on R2 × T1

respectively. Moreover, the solution bT satisfies

sup
t>0

‖bT (t)‖Y 2(R2×T1) + sup
t>0

(t+ T )
1
4‖bT (t)‖X4(R2×T1) ≤ C‖b0,T‖Y 2(R2×T1).

in Qvper,T , where Qvper,T = R2 × T1 × (0, T ). Similarly, there exits a functions bT
satisfying

bT (t) = et∆bT0 −
∫ t

0

et−τ∆Pdiv(bT (τ)⊗ b(τ))dτ,

and

sup
t>0

‖bT (t)‖Y 2(R2×T1) + sup
t>0

t
1
4‖bT (t)‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1).

Note that bT and bT satisfies b = bT +b
T . Now, we prove the energy estimate (1.4.6).

First, we have to check bT (t) ∈ L2(R2 × T1) for all t ≥ 1. Indeed, it follows from
(1.3.4) that

‖et∆bT0 ‖L2(R2×T1) ≤ ‖et∆bT0 ‖X2((R2×T1))

≤ Ct−( 1
q
− 1

2
)‖bT0 ‖Xq(R2×T1), for all q ∈ [

4

3
, 2), (1.4.10)

and

‖
∫ t

0

e(t−τ)∆Pdiv(bT (τ)⊗ b(τ))dτ‖L2(R2×T1)

≤ C

∫ t

0

‖e(t−τ)∆Pdiv(bT (τ)⊗ b(τ))‖X2(R2×T1)dτ

≤ C(sup
t>0

τ
1
4‖bT (τ)‖X4(R2×T1))(sup

τ>0
τ

1
4‖b(τ)‖X4(R2×T1))

∫ t

0

(T − τ)−
1
2 τ−

1
2dτ

≤ C‖b0‖2Y 2(R2×T1). (1.4.11)

Thus, we get bT (t) ∈ L2(R2 × T1). Next, since bT satisfies

∂tb
T −∆bT + b · ∇bT +∇q = 0, and div bT = 0,

it follows by testing with bT and integration by parts

‖bT (t)‖2L2(R2×T1) +

∫ t

1

‖∇b(τ)‖2L2(R2×T1)dτ≤‖bT (1)‖2L2(R2×T1) (1.4.12)
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for all t ≥ 1. From (1.4.10) and (1.4.11), the right hand side of (1.4.12) satisfies

‖b(1)‖2L2(R2×T1) ≤ C‖b0‖Y 2(R2×T1)

(
T

1
q
− 1

2

(2− q)
1
2

+ ‖b0‖Y 2(R2×T1)

)
(1.4.13)

for all q ∈ [4
3
, 2). Taking q so that 2− q = 1

4 log(1+T )
, we finally obtain

‖bT (t)‖2L2(R2×T1) +

∫ t

1

‖∇bT (τ)‖2L2(R2×T1)dτ

≤ C‖b0‖Y 2(R2×T1)(‖b0‖Y 2(R2×T1) + log(1 + T )).

1.5 Logarithmic energy estimates for perturbed
equations with their construction

In this section, we construct a weak solution to the perturbed Navier-Stoks
equations v defined in the second section with initial data v0 ∈ L∞

v C
∞
0,h(R2 × T1).

Firstly, we construct a local-in-time mild solution on (0, T∗). Secondly, we establish
the global-in-time weak solution with initial data v(T∗).

Proposition 1.5.1. Let δ > 0 be sufficiently small and v0 ∈ X
4
3
σ (R2×T1)∩X4

σ(R2×
T1). Let us assume that b ∈ L∞

t Y
2
x (Qvper,∞) be a solution to (1.1.1) with initial data

b0 ∈ Y 2
σ (R2 × T1) with ‖b0‖Y 2(R2×T1) ≤ δ obtained in Theorem 1.2.4 satisfying

sup
t>0

‖b(t)‖Y 2(R2×T1) + sup
t>0

t
1
4‖b(t)‖X4(R2×T1) ≤ δ.

Then there exist T∗ > 0 and a unique mild solution v ∈ Y
4
3
σ (R2 × T1 × (0, T∗)) ∩

X4
σ(R2 × T1 × (0, T∗)) to (1.1.4) satisfying

v(t) = et∆b0 −
∫ t

0

e(t−τ)∆Pdiv(v(τ)⊗ v(τ) + v(τ)⊗ b(τ) + b(τ)⊗ v(τ))dτ (1.5.1)

and

sup
0<τ<T∗

‖v(τ)‖
X

4
3 (R2×T1)

≤ C‖v0‖X 4
3 (R2×T1)

(1.5.2)

sup
0<τ<T∗

‖v(τ)‖X4(R2×T1) ≤ C‖v0‖X4(R2×T1). (1.5.3)

Proof. Put

N(v, w, t) :=

∫ t

0

e(t−τ)∆Pdiv(v(τ)⊗ w(τ) + v(τ)⊗ b(τ) + b(τ)⊗ v(τ))dτ,
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where v, w ∈ L∞
t (X

4
3 ∩X4)x. It is sufficient to show that there exist constants C1

and C2 such that

‖N(v, w, t)‖
(L∞

t X
4
3 ∩L∞

t X4
x)(Qvper,T∗ )

(1.5.4)

≤ C1T∗
1
4‖v‖

(L∞
t X

4
3 ∩L∞

t X4
x)(Qvper,T∗ )

‖w‖
(L∞

t X
4
3 ∩L∞

t X4
x)(Qvper,T∗ )

+ C2δ‖v‖(L∞
t X

4
3 ∩L∞

t X4
x)(Qvper,T∗ )

(1.5.5)

for v, w ∈ L∞
t (X

4
3 ∩ X4)x(QT∗,per). Actually, if it holds, taking T∗ small and using

the Picard contraction principle, we obtain the mild solution. Using (1.3.4), we find

‖N(v, w, t)‖
X

4
3 (R2×T1)

(1.5.6)

≤
∫ t

0

‖e(t−τ)∆Pdiv(v(τ)⊗ w(τ) + v(τ)⊗ b(τ) + b(τ)⊗ v(τ))‖
X

4
3 (R2×T1)

dτ

≤ C

∫ t

0

(t− τ)−
3
4 (‖v(τ)‖

X
4
3 (R2×T1)

‖w(τ)‖X4(R2×T1) (1.5.7)

+ 2‖v(τ)‖
X

4
3 (R2×T1)

‖b(τ)‖X4(R2×T1))dτ

≤ C1t
1
4 ( sup

0<τ<t
‖v(τ)‖

X
4
3 (R2×T1)

)( sup
0<τ<t

‖w(τ)‖X4(R2×T1))

+ C2( sup
0<τ<t

‖v(τ)‖
X

4
3 (R2×T1)

)(sup
τ>0

τ
1
4‖b(τ)‖X4(R2×T1)). (1.5.8)

Similarly, we find

‖N(v, w, t)‖X4(R2×T1) ≤
∫ t

0

‖e(t−τ)∆Pdiv(v(τ)⊗ w(τ) + v(τ)⊗ b(τ) (1.5.9)

+ b(τ)⊗ v(τ))‖X4(R2×T1)dτ

≤ C

∫ t

0

(t− τ)−
3
4 (‖v(τ)‖X4(R2×T1)‖w(τ)‖X4(R2×T1) (1.5.10)

+ ‖v(τ)‖X4‖b(τ)‖X4)dτ

≤ C1t
1
4 ( sup

0<τ<t
‖v(τ)‖X4(R2×T1))( sup

0<τ<t
‖w(τ)‖X4(R2×T1)) (1.5.11)

+ C2( sup
0<τ<t

‖v(τ)‖X4(R2×T1))(sup
τ>0

τ
1
4‖b(τ)‖X4(R2×T1)). (1.5.12)

We construct a global-in-time weak solution to the perturbed Navier-Stokes
equations on (0,∞) with initial data v(T∗) ∈ L2(R2 × T1). Firstly, we construct a
solution to the mollified perturbed Navier-Stokes equations. Secondly, taking limit
for it, we get a solution to the perturbed Navier-Stokes equations.

Let ψ be the standard mollifier and (f)ρ(x) denote 1
ρ3
ψ( ·

ρ
) ∗ f . The following

proposition assert that there exist a weak solutions to the mollified perturbed Navier-
Stokes equations with initial data v0 ∈ L2(R2 × T1).
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Proposition 1.5.2. Let 0 < ρ < 1 and T > 0. aLet b ∈ L∞
t Y

2
x (Qvper,T ) and be a

mild solution to (1.1.1) with non-zero initial data b0 ∈ Y 2
σ satisfying

sup
t>0

‖b(t)‖Y 2(R2×T1) + sup
t>0

(t+ 1)
1
4‖b(t)‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1). (1.5.13)

Then there exists a unique weak solution vρ ∈ (L∞
t L

2
x ∩ L2

tH
1
x)(Qvper,T ) to the mol-

lified perturbed Navier-Stokes equation

∂tv
ρ −∆vρ + (vρ)ρ · ∇vρ + b · ∇vρ + vρ · ∇b+∇q = 0, (1.5.14)

div v = 0, (1.5.15)

with initial data v0 ∈ L2
σ(R2 × T1) satisfying∫ t

0

−〈vρ, ∂tφ〉+ 〈∇vρ : ∇φ〉 − 〈vρ ⊗ (vρ)ρ + (b)ρ ⊗ vρ + vρ ⊗ (b)ρ : ∇φ〉dτ

= 〈v0, φ〉 (1.5.16)

for any φ ∈ C∞
0,σ(Qvper,T ). Moreover, vρ satisfies the energy estimate

‖vρ(t)‖L2(R2×T1) +

∫ t

0

‖∇vρ(τ)‖2L2(R2×T1)dτ

≤ C1(1 + t)
C2∥b0∥4

Y 2(R2×T1)‖v0‖2L2(R2×T1) (1.5.17)

for all t ∈ (0, T ), where constants C1 and C2 are independent of ρ.

Proof. Let v, w ∈ L∞
t L

2
x(Qvper,T ). We define Nρ as

Nρ(v, w, t)

:=

∫ t

0

e(t−τ)∆Pdiv(v(τ)⊗ (w)ρ(τ) + v(τ)⊗ (b)ρ(τ) + (b)ρ(τ)⊗ v(τ))dτ. (1.5.18)

First, we show that there exits a positive constant 0 < T∗ < 1 and

vρ ∈ L∞
t L

2
x(Qvper,T∗)

∩L2
tH

1
x(Qvper,T∗) such that

vρ(t) = et∆v0 −Nρ(v
ρ, vρ, t), in (L∞

t L
2
x ∩ L2

t Ḣ
1
x)(Qvper,T∗). (1.5.19)

It follows from integration by parts that

‖et∆v0‖L∞
t L2

x(Qvper,T∗ )
+ ‖et∆v0‖L2

t Ḣ
1
x(Qvper,T∗ )

≤ ‖v0‖L2(R2×T1).

Since

(

∫ t

0

‖v(τ)⊗ (w)ρ(τ)‖2L2(R2×T1) + ‖(b)ρ(τ)⊗ v(τ)‖2L2(R2×T1)

+ ‖v(τ)⊗ (b)ρ(τ)‖2L2(R2×T1)dτ)
1
2
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≤ C1(

∫ t

0

‖v(τ)‖L2(R2×T1)‖(w)ρ(τ)‖L∞(R2×T1)

+ ‖(b)ρ(τ)‖L∞(R2×T1)‖v(τ)‖L2(R2×T1)dτ)
1
2

≤ C1ρ
− 3

2T
1
2
∗ (‖v‖L∞

t L2
x(Qvper,T∗ )

‖w‖L∞
t L2

x(Qvper,T∗ )

+ ‖b‖L∞
t X4

x(Qvper,T∗ )
‖v‖L∞

t L2
x(Qvper,T∗ )

),

it follows from energy estimate that

‖Nρ(v, w, t)‖L∞
t L2

x(Qvper,T∗ )
+ ‖N(v, w, t)‖L2

t Ḣ
1
x(Qvper,T∗ )

≤ C1ρ
− 3

2T
1
2
∗ (‖v‖L∞

t L2
x(Qvper,T∗ )

‖w‖L∞
t L2

x(Qvper,T∗ )

+ ‖b‖L∞
t X4

x(Qvper,T∗ )
‖v‖L∞

t L2
x(Qvper,T∗ )

).

Thus, if we take T∗ so small that

T
1
2
∗ < min(1, ρ

3
2
‖b‖L∞

t X4
x(Qvper,T∗ )

+ 2‖v0‖L2(R2×T1)

4C1‖b‖L∞
t X4

x(Qvper,T∗ )

−

√
(‖b‖L∞

t X4
x(Qvper,T∗ )

+ 2‖v0‖L2(R2×T1))2 − ‖b‖L∞
t X4

x(Qvper,T∗ )

4C1‖b‖2L∞
t X4

x(Qvper,T∗ )

),

there exists a unique mild solution v to

vρ(t)

= et∆v0 −
∫ t

0

e(t−τ)∆Pdiv(vρ(τ)⊗ (vρ)ρ(τ) + vρ(τ)⊗ (b)ρ(τ) + (b)ρ(τ)⊗ vρ(τ))dτ

on t ∈ (0, T∗).
Next, we show the a priori bound for v. This leads the existence of global-in-time

weak solution to (1.5.17). Integration by parts to (1.5.14) yields

1

2
∂t‖vρ(t)‖2L2(R2×T1) + ‖∇vρ(t)‖2L2(R2×T1)

≤ |〈b(t)⊗ vρ(t) : ∇vρ(t)〉|
≤ C‖b(t)⊗ vρ(t)‖L2(R2×T1)‖∇vρ(t)‖L2(R2×T1). (1.5.20)

Using interpolation inequality and the Young inequality, we get

(1.5.20) ≤ C‖b(t)‖X4(R2×T1)‖vρ(t)‖
1
2

L2(R2×T1)‖∇v
ρ(t)‖

3
2

L2(R2×T1)

≤ C‖b(t)‖4X4(R2×T1)‖vρ(t)‖2L2(R2×T1) +
1

2
‖∇vρ(t)‖2L2(R2×T1). (1.5.21)

Applying the Gronwall inequality to (1.5.20) and (1.5.21), we obtain

‖vρ(t)‖2L2 +

∫ t

0

‖∇vρ(τ)‖2L2(R2×T1)dτ
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≤ exp(C

∫ t

0

‖b(τ)‖4X4(R2×T1)dτ)‖v0‖2L2(R2×T1) ≤ C2(1 + t)
C3∥b0∥4

Y 2(R2×T1)‖v0‖2L2(R2×T1).

Thus, we get a priori estimate ‖u(t)‖L2 ≤ C2(1 + T )C3∥b0∥4
Y 2‖v0‖L2 . Using this

estimate, we can extend the maximal existence time by

min(1, ρ3(
‖b‖L∞

t X4
x(Qvper,T ) + 2C2(1 + T )C3∥b0∥4

Y 2‖v0‖L2

4C1‖b‖L∞
t X4

x(Qvper,T )

−

√
(‖b‖L∞

t X4
x(Qvper,T ) + 2C2(1 + T )C3∥b0∥4

Y 2‖v0‖L2)2 − ‖b‖2L∞
t X4

x(Qvper,T )

4C1‖b‖2L∞
t X4

x(Qvper,T )

).

Since T is finite, we can use same argument until the existence time become greater
than T . The proposition is proved.

Now, let us prove the existence of the perturbed Navier-Stokes equation for
L2-initial data.

Proposition 1.5.3. Let T > 0, v0 ∈ L2
σ(R2 ×T1) and b ∈ L∞

t Y
2
σ (Qvper,T ) be a mild

solution to (1.1.1) with initial data b0 ∈ Y 2
σ satisfying

sup
t>0

‖b(t)‖Y 2(R2×T1) + sup
t>0

(t+ 1)
1
4‖b(t)‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1). (1.5.22)

Then there exists a weak solution v to the perturbed Navier-Stokes equation
∂tv −∆v + div(v ⊗ v + v ⊗ b+ b⊗ v) +∇q = 0 in R2 × T1 × (0, T ),

div v = 0 in R2 × T1 × (0, T ),

v(0) = v0 onR2 × T1

(1.5.23)

in the sense of distribution with q ∈ L1
tL

1
x,loc((0, T )×(R2×T1)) with energy inequality;

‖v(t)‖2L2(R2×T1) + 2

∫ t

1

‖∇v(τ)‖2L2(R2×T1)dτ

≤ C1‖v0‖2L2(R2×T1)(1 + t)
C2∥b0∥4

Y 2(R2×T1)

for all t > 1, where C1, C2 > 0 is independent of t, and continuity of initial data;

‖v(t)− v0‖L2(R2×T1) → 0 (1.5.24)

as t→ +0

Proof. We have shown the existence of a solution to the mollified equations with
energy estimate, which is uniform on ρ. We have to get uniform estimate in ρ
to ‖∂tvρ‖L2

tH
−3
x

to take limit to the mollified equations. Let φ ∈ L2
tH

3
x(Qvper,T ).

Applying the Hölder inequality, the Sobolev embedding Hs ↪→ L∞ for s > 3
2
, the

Hölder inequality and the Gagliardo-Nirenberg ineqality, we have∫ T

0

|〈∂tvρ(τ), φ(τ)〉| dτ
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≤
∫ T

0

|〈∇vρ(τ),∇φ(τ)〉| dτ

+

∫ T

0

∣∣∣〈< vρ(τ)⊗ vρ(τ) + vρ(τ)⊗ (b)ρ (τ) + (b)ρ (τ)⊗ vρ(τ);∇φ(τ)〉
∣∣∣ dτ

≤ C ‖∇vρ‖L2
tL

2
x(Qvper,T ) ‖∇φ‖L2

tL
2
x(Qvper,T )

+ C

∫ T

0

‖vρ(τ)‖2L2(R2×T1) ‖∇φ(τ)‖L∞(R2×T1) dτ

+ C

∫ T

0

‖b (τ)‖X4(R2×T1) ‖v
ρ (τ)‖

1
2

L2(R2×T1) ‖∇v
ρ (τ)‖

1
2

L2(R2×T1) ‖∇φ‖L2
tL

2
x(Qvper,T ) dτ

≤ C ‖∇vρ‖L2
tL

2
x(Qvper,T ) ‖∇φ‖L2

tL
2
x(Qvper,T )

+ C ‖vρ‖2L∞
t L2

x(Qvper,T ) ‖∇φ‖L2
tH

s
x(Qvper,T )

+ C ‖vρ‖
1
2

L∞
t L2

x(Qvper,T ) ‖∇v
ρ‖

1
2

L2
tL

2
x(Qvper,T )

‖∇φ‖L2
tL

2
x(Qvper,T )

for some C > 0 which is depend on T and ‖b0‖Y 2(R2×T1). Thus we have

||vρ||L2
tH

−3
x (Qvper,T ) <∞,

which is uniform in ρ. Therefore, from (1.5.17), the above estimate and the Aubin-
Lions theorem, there exit a subsequence {vρj}ρj ⊂ {vρ}ρ and a vector field v such
that

vρj → v weakly∗ in L∞
t L

2
x(Qvper,T ) (1.5.25)

∇vρj → ∇v weakly in L2
tL

2
x(Qvper,T ) (1.5.26)

vρj → v in L2
tL

2
loc,x(Qvper,T ), (1.5.27)

as j → ∞. v satisfies (1.5.23) in the sense of distribution. Moreover, the limit
functions v satisfies the energy estimate

‖v(t)‖L2(R2×T1) +

∫ t

0

‖∇v(τ)‖2L2(R2×T1)dτ

≤ C1(1 + t)
C2∥b0∥4

Y 2(R2×T1)‖v0‖2L2(R2×T1), (1.5.28)

and the perturbed Navier-Stokes equation. From the estimates above,

t→ 〈v(t), φ〉 (1.5.29)

is continuous on [0, T ) for all φ ∈ L2(R2 × T1), and

‖v(t)− v0‖L2 → 0 as t→ 0. (1.5.30)

The proposition is proved.

Fix T > 0. Then, from Proposition 1.5.1 and Proposition 1.5.3, we have a global
weak solutions v ∈ L∞

t L
2
x(QT,vper) to the perturbed Navier-Stokes equations with
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initial data v0 ∈ (X
4
3 ∩X4)(R2 ×T1). Moreover, since v(T1) ∈ (X

4
3 ∩X4)(R2 ×T1)

for all 0 < T1 < T∗, it follows that

‖v(t)‖2L2(R2×T1) +

∫ t

T1

‖∇v(τ)‖2L2(R2×T1)dτ ≤ C1(1 + t)C2∥b0∥4
Y 2‖v(T1)‖2L2(R2×T1)

(1.5.31)

for all T1 < t < T , where C > 0 is independent of t. Hereafter, we denote T1 as 1
for simplicity. The following proposition is the logarithmic energy estimate for v.

Proposition 1.5.4. Let δ > 0 sufficiently small. Let b0 ∈ Y (R2 × T1) satisfy
‖b0‖Y 2

σ (R2×T1) < δ and b ∈ L∞
t Y

2(R2 × T1) be the mild solution with initial data b0
such that

sup
t>0

‖b(t)‖Y 2(R2×T1) + sup
t>0

t
1
4‖sup

t>0
‖X4(R2×T1) ≤ C‖b0‖Y 2(R2×T1)

for some constant C. Then the solution v to the perturbed Navier-Stokes with b
obtained by Proposition 1.5.1 and Proposition 1.5.3 with initial data v0 satisfies

‖v(t)‖2L2(R2×T1) +

∫ t

1

‖∇v(τ)‖2L2(R2×T1)dτ ≤ Cϵ + Cδ2 log(1 + t) (1.5.32)

for t > 1 where Cϵ and C are independent of t.

Proof. First, we find from Proposition 1.4.2 there exist bT and bT such that b =
bT + bT satisfying (1.4.4), (1.4.5) and (1.4.6). Put vT := v − bT , then we find that
vT satisfies

∂tv
T −∆vT + div(vT ⊗ vT + vT ⊗ bT + bT ⊗ vT − bT ⊗ bT )

+∇q = 0, in R2 × T1 × (0,∞) (1.5.33)
div vT = 0 in R2 × T1 × (0,∞), (1.5.34)

for some q ∈ L1
loc,tL

1
loc,x(R2 ×T1 × (0,∞)). It follows from integration by parts that

1

2
∂t‖vT‖2L2(R2×T1) + ‖∇vT‖2L2(R2×T1) = 〈vT ⊗ bT − bT ⊗ bT : ∇v〉. (1.5.35)

Using the Hölder inequality and the Young inequality, we find∣∣〈vT ⊗ bT : ∇vT 〉
∣∣ ≤ C‖vT ⊗ bT‖L2(R2×T1)‖∇vT‖L2(R2×T1)

≤ C‖bT‖4X4(R2×T1)‖vT‖2L2(R2×T1) +
1

4
‖∇vT‖2L2(R2×T1) (1.5.36)

and ∣∣〈bT ⊗ bT : ∇v〉
∣∣ ≤ ‖bT ⊗ bT‖L2(R2×T1)‖vT‖L2(R2×T1)

≤ C‖bT‖2X4(R2×T1)‖bT‖2X4(R2×T1) +
1

4
‖vT‖2L2(R2×T1), (1.5.37)
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Using the Gronwall inequality, we find for t ∈ (1, T ] that

‖vT (t)‖2L2(R2×T1) +

∫ t

1

‖∇vT (τ)‖2L2(R2×T1)dτ

≤ C exp(

∫ t

1

‖bT (τ)‖4X4(R2×T1)dτ)(‖vT (1)‖2L2(R2×T1)

+

∫ t

1

‖bT (τ)‖2X4‖bT (τ)‖2X4dτ)

≤ C exp(C1

∫ t

1

(T + τ)−1dτ)(‖vT (1)‖2L2(R2×T1)

+ ‖bT‖4Y 2(R2×T1)

∫ t

1

τ−
1
2 (T + τ)−

1
2dτ)

≤ C(‖vT (1)‖2L2(R2×T1) + δ4) (1.5.38)

Since v = vT + bT , it follows from energy inequality (1.4.6) that

‖vT (1)‖2L2 ≤ 2(‖v(1)‖2L2(R2×T1) + ‖bT (t)‖2L2(R2×T1))

≤ C + C‖b0‖4X4(R2×T1) log(1 + T ). (1.5.39)

Then we obtain

‖v(t)‖2L2(R2×T1) +

∫ t

1

‖∇v(τ)‖2L2(R2×T1)dτ

≤ C(‖vT (t)‖2L2(R2×T1) +

∫ t

1

‖∇vT (τ)‖2L2(R2×T1)dτ

+ ‖bT (t)‖2L2(R2×T1) +

∫ t

1

‖bT (τ)‖2L2(R2×T1)dτ)

≤ C + Cδ2 log(1 + T ). (1.5.40)

If we teke t = T , then we have (1.5.32).

1.6 Estimates for vertically averaged part
In this section, we show some lemmas that enable us to get the L2-decay for the

weak solution to the perturbed Navier-Stokes equations. The decay estimate of v in
this section is possible for any v that is constructed as the limit function of solutions
vρ obtained by Proposition 1.5.2.

Applying the Fourier expansion to v with respect to xv, we can decompose v
into averaged part va and oscillating part vos;

v(xh, xv, t) =
∑
k∈Z

vk(xh, t)e
2πixvk = v0(xh, t) +

∑
k ̸=0

vk(xh, t)e
2πxvk

=: va(xh, t) + vos(xh, xv, t).
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Because of orthogonality of the Fourier series, it follows from (1.5.32) that

‖va(t)‖2L2(R2) +

∫ t

1

‖∇hva‖2L2(R2) ≤ C + Cδ2 log(1 + t) (1.6.1)

‖vos(t)‖2L2(R2×T1) +

∫ t

1

‖∇vos‖2L2(R2×T1) ≤ C + Cδ2 log(1 + t). (1.6.2)

We first show the following proposition to prove the decay of averaged part.

Proposition 1.6.1. Let T > 0. Put wa := (−∆h)
− 1

4va, where

(−∆h)
sf = F−1(|ξh|s Ff)

for s ∈ R. Then there exist constants C > 0 and M > 0 such that

‖wa(t)‖2L2(R2) +

∫ t

1

‖∇hwa(t)‖2L2(R2)dτ

≤ C(1 + t)Mδ2(1 + log(1 + t) + sup
1≤τ≤t

‖vos(τ)‖L2(R2×T1) log(1 + t)) (1.6.3)

for all 1 < t ≤ T .

Proof. Integrating (1.2.3) with respect to xv over T1, then we find

∂tv
1
a −∆hv

1
a + div

∫
T1

(v1v + b1v + v1b)dxv + ∂1q = 0 (1.6.4)

∂tv
2
a −∆hv

2
a + div

∫
T1

(v2v + b2v + v2b)dxv + ∂2q = 0 (1.6.5)

∂tv
3
a −∆hv

3
a + div

∫
T1

(v3v + b3v + v3b)dxv = 0. (1.6.6)

(1.6.4) (1.6.5) are the two dimensional perturbed Navier-Stokes system and (1.6.6)
is two dimensional heat equation respectively. It follows from integration by parts

1

2
∂t‖wa‖2L2(R2) + ‖∇wa‖2L2(R2)

≤ |
∫
R2

∫
T1

(v ⊗ v + b⊗ v + v ⊗ b)dxv : ∇h(−∆h)
− 1

4wadxh|

= |
∫
R2

∫
T1

((va + vos)⊗ (va + vos) + b⊗ (va + vos)

+ (va + vos)⊗ b)dxv : ∇(−∆h)
− 1

4wadxh|

= |
∫
R2

∫
T1

(va ⊗ va + vos ⊗ vos + b⊗ va + b⊗ vos + va ⊗ b

+ vos ⊗ b)dxv : ∇(−∆h)
− 1

4wadxh|
=: I1 + I2 + I3 + I4 + I5 + I6. (1.6.7)

Estimate for I1 The Sobolev embedding

‖va‖L4(R2) ≤ C‖(−∆h)
1
4 va‖L2(R2) (1.6.8)
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and the interpolation inequality

‖(−∆h)
1
4va‖L2(R2) ≤ C‖va‖

1
2

L2(R2)‖∇hva‖
1
2

L2(R2) (1.6.9)

yield

|I1| ≤ C‖va‖2L4(R2)‖(−∆h)
1
4wa‖L2(R2)

≤ C‖(−∆h)
1
4va‖2L2(R2)‖(−∆h)

1
4wa‖L2(R2)

≤ C‖va‖L2(R2)‖(−∆h)
1
2va‖L2(R2)‖(−∆h)

1
4wa‖L2(R2)

≤ C‖∇hva‖L2(R2)‖(−∆h)
1
4wa‖2L2(R2)

≤ C‖∇hva‖L2(R2)‖wa‖L2(R2)‖∇hwa‖L2(R2).

Applying the Young inequality to the last inequality, we find

|I1| ≤ C‖∇hva‖2L2(R2)‖wa‖2L2(R2) +
1

8
‖∇hwa‖2L2(R2)

Estimate for I2 Using the Schwarz inequality, (1.6.8), (1.6.9) and the Young
inequality, we find

|I2| ≤ C‖
∫
T1

vos ⊗ vosdxv‖L2(R2×T1)‖(−∆h)
1
4wa‖L2(R2)

≤ C

∫
T
‖vos‖L4

h(R2)dxv‖wa‖
1
2

L2(R2)‖∇hwa‖
1
2

L2(R2),

≤ C

∫
T
‖(−∆h)

1
4vos‖2L2

h(R2)dxv‖wa‖
1
2

L2(R2)‖∇hwa‖
1
2

L2(R2)

≤ C

∫
T
‖vos‖L2

h(R2)dxv‖∇hvos‖L2
h(R2)dxv‖wa‖

1
2

L2(R2)‖∇hwa‖
1
2

L2(R2)

≤ C‖vos‖L2(R2×T1)‖∇vos‖L2(R2×T1)‖wa‖
1
2

L2(R2)‖∇hwa‖
1
2

L2(R2)

≤ C1‖vos‖2L2(R2×T1)‖∇vos‖L2(R2×T1)

+ C2‖∇vos‖2L2(R2×T1)‖wa‖2L2(R2) +
1

8
‖∇hwa‖2L2(R2)

≤ C1‖vos‖L2(R2×T1)‖∇v‖2L2(R2×T1)

+ C2‖∇v‖2L2(R2×T1)‖wa‖2L2(R2) +
1

8
‖∇hwa‖2L2(R2).

Estimate for I3 and I5. Using the Hölder inequality,(1.6.8), (1.6.9) and the Young
inequality, we find

|I3|+ |I5| ≤ C

∫
T1

‖b‖L4
h(R2)‖va‖L4

h(R2)dxv‖(∆h)
1
4wa‖L2(R2)

≤ C‖b‖X4(R2×T1)‖va‖L4(R2)‖wa‖
1
2

L2(R2)‖∇hwa‖
1
2

L2(R2),

≤ C‖b‖X4(R2×T1)‖(−∆)
1
4va‖L2(R2)‖wa‖

1
2

L2(R2)‖∇hwa‖
1
2

L2(R2)
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≤ C‖b‖X4(R2×T1)‖wa‖
1
2

L2(R2)‖∇hwa‖
3
2

L2(R2)

≤ C‖b‖4X4(R2×T1)‖wa‖2L2(R2) +
1

8
‖∇hwa‖2L2(R2).

Estimate for I4 and I6. Using the Hölder inequality, (1.6.8), (1.6.9) and the
Poincaré inequality, we find

|I4|+ |I6| ≤ C

∫
T1

‖b‖L4
h(R2)‖vos‖L4

h(R2)dxv‖(−∆h)
1
4wa‖L2(R2)

≤ C

∫
T1

‖b‖L4
h(R2)‖(−∆h)

1
4vos‖L2

h(R2)dxv‖(−∆h)
1
4wa‖L2(R2)

≤ C‖b‖X4(R2×T1)

∫
T1

‖vos‖
1
2

L2
h(R2)

‖∇hvos‖
1
2

L2
h(R2)

dxv‖(−∆h)
1
4wa‖L2(R2)

≤ C‖b‖X4(R2×T1)‖vos‖
1
2

L2(R2×T1)‖∇vos‖
1
2

L2(R2×T1)‖wa‖
1
2

L2(R2)‖∇hwa‖b
1
2

L2(R2)

≤ C1‖b‖2X4(R2×T1)‖vos‖L2(R2×T1)

+ C2‖∇vos‖2L2(R2×T1)‖wa‖2L2(R2) +
1

8
‖∇hwa‖2L2(R2)

≤ C1‖b‖2X4(R2×T1)‖∇vos‖L2(R2×T1)

+ C2‖∇vos‖2L2(R2×T1)‖wa‖2L2(R2) +
1

8
‖∇hwa‖2L2(R2).

Thus, from (1.6.7), above estimates and the Gronwall inequality, we get

‖wa(t)‖2L2
h
+

∫ t

1

‖∇wa(τ)‖2L2
h
dτ ≤ exp(Φ(t))‖wa(1)‖2L2

h
+

∫ t

1

Ψ(τ)dτ (1.6.10)

where

Φ(t) = C1

∫ t

1

(‖∇v(τ)‖2L2 + ‖b(τ)‖4X4)dτ

Ψ(t) = C2 exp(

∫ t

τ

Φ(s)ds)(‖vos(t)‖L2‖∇vos(t)‖2L2 + ‖b(t)‖2X4‖∇vos(t)‖L2).

Using (1.6.2) and (1.2.6), we find

Φ(t) ≤ C1(1 + δ2 log(1 + t)).

and∫ t

1

Ψ(t)dτ

≤ C2(1 + t)C1δ2( sup
1≤τ≤t

‖vos(τ)‖L2

∫ t

1

‖∇vos(τ)‖2dτ +
∫ t

1

‖b(τ)‖2X4‖∇vos(τ)‖L2dτ)

≤ C2(1 + t)C1δ2( sup
1≤τ≤t

‖vos(τ)‖L2

∫ t

1

‖∇vos(τ)‖2dτ
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+ (

∫ t

1

‖b(τ)‖4X4dτ)
1
2 (

∫ t

1

‖∇vos(τ)‖2L2dτ)
1
2 )

≤ C2(1 + t)C1δ2(1 + log(1 + t) + sup
1≤τ≤t

‖vos(τ)‖L2 log(1 + t)).

Thus, we obtain

‖wa(t)‖2L2(R2) +

∫ t

1

‖∇wa(t)‖2L2(R2)dτ

≤ C(1 + t)Mδ2(1 + log(1 + t) + sup
1≤τ≤t

‖vos(τ)‖L2(R2×T1) log(1 + t)) (1.6.11)

1.7 Decay estimates for perturbation
In this section, we show the decay of ‖v(t)‖L2 → 0 as t → ∞. The Poincaré

inequality is useful to derive the decay to the oscillating part.

Proposition 1.7.1. Let δ > 0 sufficient small, b0 ∈ Y 2
σ (R2×T1) with ||b0||Y 2(R2×T1) ≤

δ and v0 ∈
(
L∞
v C

∞
0,h

)
σ
(R2×T1). Let b be a mild solution to (1.1.1) obtained in Theo-

rem 1.2.4 with initial data b0 and v is a weak solution to the perturbed Navier-Stokes
equations with initial data v0 obtained by Proposition 1.5.4. Then there exists a
constant Cδ and C which are independent of t such that

‖v(t)‖L2(R2×T1) ≤ Ct−
1
2{C + C1(1 + t)Mδ2(1 + log(1 + t) + log

3
2 (1 + t)}.

for t ≥ 1.

Proof. Let t ≥ 1. From (1.6.2) and (1.6.11), there exists t0 ∈ [ t
2
, t] such that

‖wa(t0)‖2L2
h(R2) + ‖vos(t0)‖2L2(R2×T1) + t0(‖∇wa(t0)‖2L2

h(R2) + ‖vos(t0)‖2L2(R2×T1))

≤ C + C1(1 + t0)
Mδ2(1 + log(1 + 2t0) + log

3
2 (1 + 2t0)). (1.7.1)

Therefore using interpolation the inequality, (1.7.1) and the Poincaré inequality, we
have

‖v(t0)‖2L2(R2×T1) ≤ 2(‖va(t0)‖2L2
h(R2) + ‖vos(t0)‖2L2(R2×T1))

≤ ‖wa(t0)‖L2
h(R2)‖∇hwa(t0)‖L2

h(R2) + ‖vos‖L2(R2×T1)‖∇vos‖L2(R2×T1)

≤ t
− 1

2
0 {C + C1(1 + t0)

Mδ2(1 + log(1 + 2t0) + log
3
2 (1 + 2t0)}. (1.7.2)

Since v solves the perturbed Navier-Stokes equations

∂tv −∆v + div(v ⊗ v + v ⊗ b+ b⊗ v) +∇q = 0, (1.7.3)
div v = 0, (1.7.4)
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for some q ∈ L1
loc,tL

1
loc,x(R2×T1× (0,∞)). Then it follows from integration by parts

and the Gronwall inequality that

‖v(t)‖2L2(R2×T1) +

∫ t

t0

‖∇v(τ)‖2L2(R2×T1)dτ (1.7.5)

≤ exp(

∫ t

t0

C‖b(s)‖4X4(R2×T1)ds)‖v(t0)‖2L2(R2×T1). (1.7.6)

Since ∫ t

t0

‖b(s)‖X4(R2×T1)ds ≤ C log
t

t0
≤ C log 2, t0 ∈ (

t

2
, t),

we finally obtain from (1.7.2) and (1.7.5) that

‖v(t)‖2L2(R2×T1) ≤ C‖v0(t0)‖2L2(R2×T1)

≤ Ct−
1
2{C + C1(1 + t)Mδ2(1 + log(1 + t) + log

3
2 (1 + t)}.

Proof of theorem1.2.7. Fix arbitrarily small η > 0. Set

u(t) = ṽ(t) + (b̃(t)− b(t)− et∆b̃0)− et∆ṽ0

= ṽ(t) + w0,ϵ(t)− et∆ṽ0

Let T > sufficiently large. By Proposition 1.7.1, we have ||ṽ(t)||L2(R2×T1) → 0 as
t → ∞. Since ṽ0 ∈ L∞

v C
∞
0,h(R2 × T1) ⊂ L1(R2 × T1), we find

∣∣∣∣et∆ṽ0∣∣∣∣L2(R2×T1)
≤

Ct−1/2||ṽ0||L1(R2×T1) → 0 as t→ ∞. Let us show ||wϵ||L2(R2×T1) ≤ Cε. Since b̃(t) and
b(t) are mild solutions to (1.1.1), it follows that

‖wϵ(t)‖L2(R2×T1)

≤ C

∫ t

0

(t− τ)−
1
2‖b(τ)⊗ (b̃(τ)− b(τ)) + (b̃(τ)− b(τ))⊗ b(τ))‖L2(R2×T1)dτ

≤ C(sup
τ>0

τ
1
4‖b(τ)‖X4(R2×T1) + sup

τ>0
τ

1
4‖b̃(τ)‖X4(R2×T1))

× (sup
τ>0

τ
1
4‖b̃(τ)− b(τ)‖X4(R2×T1))

∫ t

0

(t− τ)−
1
2 τ−

1
2dτ

≤ C(δ + δ + ε)ε

≤ Cε.

In the third inequality, we use supτ>0 τ
1/4‖b̃(τ) − b(τ)‖X4(R2×T1) ≤ Cε, which is

follows from construction of b̃ and b.
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Chapter 2

Rigorous Justification of the
Hydrostatic Approximation for
the Primitive Equations by scaled
Navier-Stokes equations - the Case
of Perfectly Slip Boundary
Condition

Considering the anisotropic Navier-Stokes equations as well as the primi-
tive equations, it is shown that the horizontal velocity of the solution to the
anisotropic Navier-Stokes equations in a cylindrical domain of height ε with
initial data u0 = (v0, w0) ∈ B

2−2/p
q,p , 1/q+1/p ≤ 1 if q ≥ 2 and 4/3q+2/3p ≤ 1

if q ≤ 2, converges as ε → 0 with convergence rate O(ε) to the horizontal
velocity of the solution to the primitive equations with initial data v0 with
respect to the maximal-Lp-Lq-regularity norm. Since the difference of the
corresponding vertical velocities remains bounded with respect to that norm,
the convergence result yields a rigorous justification of the hydrostatic ap-
proximation in the primitive equations in this setting. It generalizes in par-
ticular a result by Li and Titi for the L2-L2-setting. The approach presented
here does not rely on second order energy estimates but on maximal Lp-Lq-
estimates which allow us to conclude that local in-time convergence already
implies global in-time convergence, where moreover the convergence rate is
independent of p and q.

2.1 Introduction
The primitive equations for the ocean and atmosphere are considered to be a funda-
mental model for geophysical flows, see e.g. the survey article [15]. The mathemat-
ical analysis of these equations has been pioneered by Lions, Teman and Wang in
their articles [16, 18, 34], where they proved the existence of global, weak solutions
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to the primitive equations. Their uniqueness remains an open problem until today.
Global strong well-posedness of the primitive equations for initial data in H1 was
shown by Cao and Titi in [4] using energy methods. A different approach, based
on the theory of evolution equations, was introduced by Hieber and Kashiwabara in
[12] and subsequent works [7–9, 24].

It is the aim of this chapter to show that the primitive equations can be ob-
tained as the limit of anisotropically scaled Navier-Stokes equations. The scaling
parameter ε > 0 represents the ratio of the depth to the horizontal width. Such
an approximation is motivated by the fact that for large-scale oceanic dynamics,
this aspect ratio ε is rather small and implies anisotropic viscosity coefficients (see
e.g. [19]). For an aspect ratio ε, i.e., in the case where the spacial domain can be
represented as Ωε = G × (−ε,+ε) for some G ⊂ R2, and a horizontal and vertical
eddy viscosity 1 and ε2, respectively, the system can be rescaled into the form

∂tvε + uε · ∇vε −∆vε +∇Hpε = 0,
ε(∂twε + uε · ∇wε −∆wε) +

1
ε
∂zpε = 0,

div uε = 0.
(2.1.1)

in the time-space domain (0, T )× Ω1, which is independent of the aspect ratio. We
refer to [14] for more details on this rescaling procedure. Here the horizontal and
vertical velocities vε and wε describe the three-dimensional velocity uε = (vε, wε),
while pε denotes the pressure of the fluid. Here ∂z denotes the vertical-derivative,
∇H and divH the horizontal gradient and divergence, whereas div, ∇ and ∆ stand
for the usual three-dimensional spatial divergence, gradient, and Laplacian.

First convergence results for the above system in the steady state case go back
to Besson and Laidy [3]. The convergence of the above system has been studied first
by Azérad and Guillén in [2] in the setting of weak convergence, where no uniform
convergence rate was given.

Recently, Li and Titi [14] investigated the strong convergence of the above system
within the L2-L2-setting for horizontal initial velocities belonging to H1 and H2. In
addition, they showed a convergence rate of order O(ε).

There are two aims in this chapter; to show convergence results of the above
system (justification of the hydrostatic approximation) in the strong sense and to
give global well-posedness of the scaled Navier-Stokes equations (NSε) within the
Lp-Lq-setting. Our method is very different from the one introduced by [14], whereas
they rely on second order energy estimates, our approach is based on maximal Lp-
Lq-regularity estimates for the heat equation and the non-linear terms. This allows
us to give a very short proof of the convergence result in the more general Lp-Lq-
setting, which even in the L2-L2-setting allows for a slightly larger class of initial
data compared to the one introduced by Li and Titi in [14] by using energy estimates.
Details is provided in Section 3.

Our methodology for the proofs of the convergence and global well-posedness
of (NSε) is quite different from that of [14]. There they derived several a priori
estimates for a difference system (see (2.3.1) below) obtained by subtracting (PE)
from (NSε), which are then combined with the local well-posedness of (NSε) to
conclude its global-in-time solvability. However, in this chapter we focus only on
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(2.3.1) and directly derive its global well-posedness, together with a solution upper
bound ofO(ε), using maximal regularity results for a linearized problem. As a result,
global well-posedness of (NSε) and a convergence result are obtained immediately.
This is achieved by subdiving the whole time interval into small pieces and solving
(2.3.1) on each subinterval. We emphasize that this strategy is based not on usual
construction of a local-in-time solution with large data but on that of a global-in-
time solution with small data, where the smallness of the data is provided by that of
ε. Since our proof is straightforward, concise and short, we believe that it deserves
to be presented as another approach to justification of hydrostatic approximation.

2.2 Preliminaries
Consider the cylindrical domain Ω := (0, 1)2×(−1, 1). Let u = (v, w) be the solution
of the primitive equations

∂tv + u · ∇v −∆v +∇Hp = 0 in (0, T )× Ω,
∂zp = 0 in (0, T )× Ω,

div u = 0 in (0, T )× Ω,
p periodic in x, y

v, w periodic in x, y, z, even and odd in z,
u(0) = u0 in Ω,

(PE)

and uε = (vε, wε) be the solution of the anisotropic Navier-Stokes equations

∂tvε + uε · ∇vε −∆vε +∇Hpε = 0 in (0, T )× Ω,
∂twε + uε · ∇wε −∆wε +

1
ε2
∂zpε = 0 in (0, T )× Ω,

div uε = 0 in (0, T )× Ω,
pε periodic in x, y, z, even in z,

vε, wε periodic in x, y, z, even and odd in z,
uε(0) = u0 in Ω.

(NSε)

Here v and vε denote the (two-dimensional) horizontal velocities, w and wε the ver-
tical velocities, and p and pε denote the pressure term for the primitive equations
as well as the Navier-Stokes equations, respectively. These are functions of three
space variables x, y ∈ (0, 1), z ∈ (−1, 1). The vertical periodicity and parity condi-
tions correspond to an equivalent set of equations with vertical Neumann boundary
conditions for the horizontal velocity and vertical Dirichlet boundary conditions for
the vertical velocity (cf. e.g. [5]). Since w is odd, the divergence free condition for
the primitive equation translates into divH v = 0, where v(x, y) = 1

2

∫ 1

−1
v(x, y, z) dz,

and

w(·, ·, z) = −
∫ z

−1

divH v(·, ·, ζ) dζ. (2.2.1)

For p, q ∈ (1,∞) and s ∈ [0,∞) we define the Bessel potential and Besov spaces

Hs,p
per(Ω) = C∞

per(Ω)
∥·∥Hs,p

and Bs
p,q,per(Ω) = C∞

per(Ω)
∥·∥Bs

p,q
,
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where C∞
per(Ω) denotes the space of smooth functions that are periodic of any or-

der (cf. [12, Section 2]) in all three directions on ∂Ω. The space Hs,p(Ω) denotes
the Bessel potential space of order s, with norm ‖ · ‖Hs,p defined via the restriction
of the corresponding space defined on the whole space to Ω (cf. [23, Definition
3.2.2.]). Moreover, Bs

p,q(Ω) denotes a Besov space on Ω, which is defined by re-
strictions of functions on the whole space to Ω, see e.g. [23, Definition 3.2.2.].
Note that Lp(Ω) = H0,p

per(Ω) and Bs
p,2,per(Ω) = Hs

p,per(Ω). The anisotropic structure
of the primitive equations motivates the definition of the Bessel potential spaces
Hs,p

xy := Hs,p((0, 1)2) and Hs,p
z := Hs,p(−1, 1) for the horizontal and vertical vari-

ables, respectively. Similarly as above we write Lp
xy := H0,p

xy and Lp
z := H0,p

z and set
Hs,p

xy H
r,q
z := Hs,p((0, 1)2;Hr,q

z ).
The divergence free conditions in the above sets of equations can be encoded

into the space of solenoidal functions

Lp
σ(Ω) = {u ∈ C∞

per(Ω)
3 : div u = 0}

∥·∥Lp

and
Lp
σ(Ω) = {v ∈ C∞

per(Ω)
2 : divH v = 0}

∥·∥Lp

.

For given p, q ∈ (1,∞) we set

X0 := Lq(Ω), X1 := H2,q
per(Ω),

Xv
0 := {v ∈ Lq

σ(Ω) : v even in z}, Xv
1 := {v ∈ H2,q

per(Ω)
2 ∩ Lq

σ(Ω) : v even in z},
Xu

0 := {(v1, v2, w) ∈ Lq
σ(Ω) : v1, v2 even w odd in z},

Xu
1 := {(v1, v2, w) ∈ H2,q

per(Ω)
3 ∩ Lq

σ(Ω) : v1, v2 even w odd in z},

and consider the traces spaces

Xu
γ = (Xu

0 , X
u
1 )1−1/p,p and Xv

γ = (Xv
0 , X

v
1 )1−1/p,p,

where when there is no ambiguity we set Xγ := Xu
γ . Here (·, ·)1−1/p,p denotes the

real interpolation functor. Following the lines of [24, Section 4] and [16] the trace
space Xγ can be characterized as follows.

Lemma 2.2.1 (Characterization of the trace space). Let p, q ∈ (1,∞). Then

Xγ =



{(v1, v2, w) ∈ B
2−2/p
q,p,per(Ω)3 ∩ Lq

σ(Ω) : v = (v1, v2) even, w odd in z,
(∂zv, w) = 0 at z = −1, 0, 1},
1 > 2

p
+ 1

q
,

{(v1, v2, w) ∈ B
2−2/p
q,p,per(Ω)3 ∩ Lq

σ(Ω) : v = (v1, v2) even, w odd in z,
w = 0 at z = −1, 0, 1},
1 < 2

p
+ 1

q
.

For p, q ∈ (1,∞) and t, T ∈ [0,∞] we also define the maximal regularity spaces

E0(t, T ) := Lp(t, T ;X0), E1(t, T ) := Lp(t, T ;X1) ∩H1,p(t, T ;X0),
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and analogously Ev
i (t, T ) and Eu

i (t, T ) with respect to Xv
i and Xu

i , respectively (i =
0, 1). In order to simplify our notation, we sometimes write only Ei(t, T ) without
superscripts and Ei(T ) when t = 0. For a function space to describe pressure, we
introduce Eπ

1 (t, T ) := {π ∈ Lp(t, T ;H1,q(Ω)) :
∫
Ω
π(s) dx = 0 for a.e. s ∈ (t, T )}.

Finally, we say that u = (v, w) is a strong solution to the primitive equations (in
the Lp-Lq-setting), if v ∈ Ev

1 and (PE) holds almost everywhere. We say that uε is
a strong solution to the Navier-Stokes equations, if u ∈ Eu

1 and (NSε) holds almost
everywhere.

2.3 Main Result
Roughly speaking, the idea of our approach consists of controlling the maximal
regularity norm of the differences (vε − v, ε(wε − w)) by the aspect ratio ε. To this
end, we introduce the difference equations of (NSε) and (PE): setting Vε := vε − v,
Wε := wε − w, Uε := (Vε,Wε) and Pε = pε − p, we obtain

∂tVε −∆Vε +∇HPε = FH(Uε, u) in (0, T )× Ω,
∂t(εWε)−∆(εWε) +

1
ε
∂zPε = εFz(Uε, u) in (0, T )× Ω,

divUε = 0 in (0, T )× Ω,
Pε periodic in x, y, z, even in z,

Vε,Wε periodic in x, y, z, even and odd in z,
Uε(0) = 0 in Ω,

(2.3.1)

where the forcing terms FH and Fz are given by

FH(Uε, u) := −Uε · ∇v − u · ∇Vε − Uε · ∇Vε,
Fz(Uε, u) := −Uε · ∇w − u · ∇Wε − Uε · ∇Wε − ∂tw − u · ∇w +∆w.

Applying the maximal regularity estimate given in (2.5.1) to (2.3.1), we are able to
estimate ‖(Vε, εWε)‖E1 in terms of the right hand sides. The latter will be estimated
in a series of lemmas in Section 2.4. Like this we obtain a quadratic inequality for
the norm of the differences and we need to ensure that the constant term as well as
the coefficient in front of the linear term are sufficiently small. This can be achieved
provided the aspect ratio ε is small enough and provided both the vertical and
horizontal solution of the primitive equations exist globally in the maximal regularity
class (cf. Theorem 2.3.2 and Proposition 2.4.5). As a first step, the following global
existence and uniqueness result on the vertical velocity of the primitive equations is
needed.

Proposition 2.3.1. Let p, q ∈ (1,∞) with 1
p
+ 1

q
≤ 1 and T > 0. Let v0 ∈ Xv

γ .
Then there exists a unique global strong solution u = (v, w) of (PE), i.e, v ∈ Ev

1(T ).

Assumption (A). Let q ∈
(
4
3
,∞
)
and p ≥ max

{
q

q−1
; 2q
3q−4

}
, i.e.,

1 ≥
{ 1

p
+ 1

q
, if q ≥ 2,

2
3p

+ 4
3q
, if q ≤ 2.
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Here, we introduce strategy to get the global well-posedness of (NSε) for ε << 1.
As already mentioned, the solution to (NSε) is constructed as (the solution to (PE))
+ (small perturbation). The small perturbation is the solution to (2.3.1). This
is constructed with maximal Lp-Lq-regularity of linearized equations and iteration.
The method is different from Li and Titi’s strategy. Their proof of relies on the ex-
istence of the weak solution to the primitive equation and the scaled Navier-Stokes
equations. On the other hand, our proof relies only on the existence of the primitive
equation and the difference equation. Although initial data of (2.3.1) is zero, it
is unable to obtain global solution to (2.3.1) directly since our non-linear estimate
depends on time. Therefore, we construct the solution on small time interval and
repeat this up to any finite time T . The time interval that iteration works is inde-
pendent of ε. Note that if p = q = 2, the existence time of the solution to (2.3.1)
admits T = ∞. Whether the existence time admits infinity in the case of p = q = 2
seems more clear than Li and Titi’s paper. Uniqueness of our solution to (NSε) is
rather clear since our maximal regularity space is super critical to the scale-invariant
space. We are now in the position to state our main result.

Theorem 2.3.2. Let p, q fulfill Assumption (A), u0 = (v0, w0) ∈ Xu
γ and T > 0.

Let u = (v, w) ∈ Eu
1(T ) be the solution of (PE) given by Proposition 2.3.1, where

w = −
∫ x3

−1
divH v(·, ·, ζ)dζ. Then (v, w) ∈ Eu

1(T ).

For later convenience, we employ the notation T in the next theorem to mean
T appearing in (2.3.1) (T will be used in a different context in Subsection (2.5.2)).

Theorem 2.3.3. Under the same assumptions as in Theorem 2.3.2, for sufficiently
small ε > 0 there exists a unique solution (Uε, Pε) ∈ Eu

1(T )×Eπ
1 (T ) of (2.3.1) such

that
‖(Vε, εWε)‖E1(T ) + ‖∇εPε‖E0(T ) ≤ Cε,

where ∇ε := (∇H , ε
−1∂z) and the constant C depends only on p, q, T, u. Moreover,

(uε, pε) := (u+Uε, p+Pε) constitutes a unique solution of (NSε) in Eu
1(T )×Eπ

1 (T ).

Remarks 2.3.4. a) If the solution u = (v, w) of the primitive equations exists glob-
ally in time, the convergence rate is uniform for all T ∈ (0,∞]. For example, if
p = q = 2 and the initial data are mean value free, one can show that the solution
to the primitive equations exists globally in E1(T ) with T = ∞.
b) We note that the case p = q = 2, investigated before in [14], is covered by
our result. More specifically, they assumed v0 ∈ H2 whereas for our purposes
v0, divH v0 ∈ H1 suffices. Also, it is remarkable that the convergence rate is inde-
pendent of p and q, though the constant C in Theorem 2.3.3 may depend on p and
q.
c) Our method can be adjusted to the case with perturbed initial data. That is,
given initial data (u0,ε)ε>0 ⊂ Xγ converging to u0 in Xγ as ε→ 0 of order O(δε) for
some null-sequence (δε)ε>0, then Theorem 2.3.3 holds with (vε, wε) replaced by the
solution of (NSε) with initial data v0,ε. In that case the maximal regularity norm of
the differences is bounded by Cmax{ε, δε} and consequently the convergence rate
is of order O(max{ε, δε}).
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2.4 Nonlinear estimates and maximal regularity
of (PE)

The proof of Theorem 2.3.3 relies upon estimates on the terms FH and Fz in
equations (2.3.1) within the Lp-Lq-framework. These estimates imply eventually
a quadratic inequality for the difference of the velocities. In order to establish these
estimates we need to ensure that the solution of the primitive equations belongs to
the maximal regularity class (see Proposition 2.4.5) and that the nonlinear terms
can be estimated in E0(T ), see Lemma 2.4.2 and 2.4.4. We hence subdivide our
proof in three steps. Throughout this section let T < ∞. We first estimate the
bilinear terms and keep track of the T -dependence of the norms involved.

We also prove prove that the vertical and horizontal solution of the primitive
equations belong to the maximal regularity class Eu

1(T ), which is Theorem 2.3.3.

2.4.1 Nonlinear estimates
We will make use of the following classical Mixed Derivative Theorem, see e.g.
[20, Corollary 4.5.10].

Proposition 2.4.1 (Mixed Derivative Theorem). If θ ∈ [0, 1], then

E1(T ) ↪→ Hθ,p(0, T ;H2−2θ,q(Ω)).

Lemma 2.4.2. Let p, q ∈ (1,∞) such that 2/3p + 1/q ≤ 1. Then for all v1, v2 ∈
E1(T ) and ∂ ∈ {∂x, ∂y, ∂z}, there exists a constant C > 0 such that

‖v1∂v2‖E0(T ) ≤ C‖v1‖E1(T )‖v2‖E1(T ), C > 0. (2.4.1)

Proof. Set θ1 = 2
3p

and θ2 = 1
2
θ1. The Mixed Derivative Theorem and Sobolev’s

embeddings H2/3p,p(0, T ) ↪→ L3p(0, T ) and H2−2θ1,q(T3) ↪→ L3q(T3) yield

E1(T ) ↪→ Hθ1,p(0, T ;H2−2θ1,q) ↪→ H2/3p,p(0, T ;H2−2θ1,q) ↪→ L3p(0, T ;L3q(Ω)),

E1(T ) ↪→ Hθ2,p(0, T ;H2−2θ2,q) ↪→ H1/3p,p(0, T ;H2−2θ2,q) ↪→ L3p/2(0, T ;H1,3q/2(Ω)).

Hölder’s inequality thus implies

‖v1∂v2‖Lp(Lq) ≤ ‖‖v1‖L3q‖∂v2‖L3q/2‖Lp ≤ ‖v1‖L3p(L3q)‖v2‖L3p/2(H1,3q/2)

≤ C‖v1‖E1‖v2‖E1 .

Lemma 2.4.3. Let q ∈ (1,∞), v1, v2 ∈ H1+1/q,q(Ω) and w1 :=
∫ z

−1
divH v1. Then

there exists a constant C > 0 such that

‖w1∂zv2‖Lq ≤ C‖v1‖H1+1/q,q‖v2‖H1+1/q,q .
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Proof. Similarly as in [12, Lemma 5.1] we obtain by anisotropic Hölder’s inequality
and Sobolev inequalities

‖w1∂zv2‖Lq ≤ ‖w1‖L2q
xyL∞

z
‖∂zv2‖L2q

xyL
q
z

≤ C‖ divH v1‖L2q
xyL1

z
‖∂zv2‖L2q

xyL
q
z

≤ C‖v1‖H1+1/q
xy L1

z
‖v2‖H1/q,q

xy H1,q
z
.

Lemma 2.4.4. Let p, q ∈ (1,∞) such that 1/p+1/q ≤ 1. Then for all v1, v2 ∈ E1(T )
and w1 given by w1 :=

∫ z

−1
divH v1 there exists a constant C > 0 such that

‖w1∂zv2‖E0(T ) ≤ C‖v1‖E1(T )‖v2‖E1(T ). (2.4.2)

Proof. Set θ = 1
p
. Applying the Mixed Derivative Theorem, Proposition 2.4.1 and

Sobolev’s embeddings in the same way as Lemma 2.4.2 yield

E1(T ) ↪→ Hθ,p(0, T ;H2−2θ,q) ↪→ H1/2p,p(0, T ;H2−2θ,q) ↪→ L2p(0, T ;H1+1/q,q(Ω)),

Putting X := H1+1/q,q and Lp(Lq) := E0(T ), Lemma 2.4.3 and the above embed-
dings imply

‖w1∂zv2‖Lp(Lq) ≤ C ‖‖v1‖X‖v2‖X‖Lp ≤ C‖v1‖L2p(X)‖v2‖L2p(X)

≤ C‖v1‖E1(T )‖v2‖E1(T ).

2.4.2 Maximal regularity of (PE) including the vertical com-
ponent

Together with non-linear estimates in Section 2.4.1, we prove that the solution
u = (v, w) of the primitive equations belongs to the maximal regularity class Eu

1(T ).

Proposition 2.4.5. Let p, q fulfill Assumption (A) and let v be the strong solution
of the primitive equations associated to v0 satisfying (v0, w0) ∈ Xγ. Then

u = (v, w) ∈ Eu
1(T ) for all T > 0.

Proof. It was shown in [16, Theorem 3.3c] that the primitive equations admit a
unique solution v ∈ Ev

1(T ), which satisfies in addition v ∈ C∞((0, T ), C∞(Ω)2) and
hence w ∈ C∞((0, T ), C∞(Ω)) for any T > 0. It remains to show that w belongs to
the maximal regularity class E1(T

∗) for some T ∗ > 0. Applying
∫ z

−1
divH(·) to (PE)

yields
∂tw −∆w = f(v, w) in (0,∞)× Ω,

where f(v, w) = −
∫ z

−1
divH (∇Hp+ u · ∇v). Note that the trace of the second

derivative with respect to z of w at z = −1 vanish since w is odd with respect to z.
Using divH v = 0, for z = 1 we obtain 2∆Hp = − divH

∫ 1

−1
u · ∇v and thus

f(v, w) =
1

2

∫
z

divH u · ∇v =
1

2

∫
z

divH div u⊗ v,
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where
∫
z
:=
∫ 1

z
−
∫ z

−1
+z
∫ 1

−1
. Observe that

divH div u⊗v = ∂z(w divH v+v ·∇Hw)+(divH v)
2+2v ·∇H divH v+∇Hv · (∇Hv)

T .

Hence, f(v, w) =: f1(v, w) + f2(v) + f3(v, w) with

f1 = (w divH v − v · ∇Hw)|1z, f2 =
1

2

∫
z

(
∇Hv · (∇Hv)

T + (divH v)
2
)
,

f3 =

∫
z

∂zv · ∇Hw.

Here we used the fact that
∫
z
v · ∇H divH v = −2(v · ∇Hw)|1z +

∫
z
∂zv · ∇Hw,

which follows by integration by parts. By Lemma 2.4.2 we obtain ‖f1‖E0(T ) ≤
C‖v‖E1(T )‖w‖E1(T ) and moreover

‖f2‖Lp(Lq) ≤ C‖∂zf2‖Lp(Lq
xyL1

z)
≤ C‖v‖2

L2p(H1,2q
xy L2

z)
,

‖f3‖Lp(Lq) ≤ C‖∂zf3‖Lp(Lq
xyL1

z)
≤ C‖v‖L2p(L2q

xyH
1,2
z )‖w‖L2p(H1,2q

xy L2
z)
.

For 1 ≥ 1/p+ 1/q we find by the Mixed Derivative Theorem and Sobolev’s embed-
dings

E1 ↪→ H1/2p,p(H2−1/p,q) ↪→ H1/2p,p(H1+1/q,q
xy Lq

z ∩H1/q,q
xy H1,q

z )

↪→ L2p(H1,2q
xy Lq

z ∩ L2q
xyH

1,q
z ).

If additionally q ≥ 2, the above embedding implies E1 ↪→ L2p(H1,2q
xy L2

z ∩ L2q
xyH

1,2
z ).

Similarly, for q < 2 and 1 ≥ 4/3q + 2/3p we find

E1 ↪→ H
1
2p

,p
(
H2− 1

p
,q
)
↪→ H

1
2p

,p

(
H

1+ 1
q
,q

xy H
1
q
− 1

2
,q

z ∩H
1
q
,q

xy H
1+ 1

q
− 1

2
,q

z

)
↪→ L2p

(
H1,2q

xy L2
z ∩ L2q

xyH
1,2
z

)
.

The above embeddings imply

‖f2(v)‖E0(T ) ≤ C‖v‖2E1(T ) and ‖f1(v, w)‖E0(T ) + ‖f3(v, w)‖E0(T ) ≤ C‖v‖E1(T )‖w‖E1(T ).

In particular f2(v) ∈ E0(T ). By maximal regularity there exists a solution operator
S : Xγ × E0(T ) → E1(T ) such that u := S(w0, f2(v)) satisfies

∂tu−∆u = f2 in (0,∞)× Ω, u(0) = w0.

Setting now Bv = −f1(v, ·) − f3(v, ·) ∈ L(E1(T ),E0(T )), i.e. it is a bounded linear
operator from E1(T ) to E0(T ), and adding Bvu on both sides we see that

∂tu−∆u+Bvu = f2 +Bvu = [I+BvS(0, ·)]f2 +BvS(w0, 0) in (0,∞)× Ω.

Next, note that ‖S(0, ·)‖L(E0(T ),E1(T )) can be bounded uniformly for T ≤ 1. Moreover
‖Bv‖L(E1(T ),E0(T )) ≤ C‖v‖E1(T ) by the previous estimates on f1 and f3. Choosing
now T ∗ small enough such that ‖v‖E1(T ∗) <

(
C‖S(0, ·)‖L(E0(T ∗),E1(T ∗))

)−1
, we see
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that ‖BvS(0, ·)‖L(E0(T ∗)) < 1. A Neumann series argument yields [I+BvS(0, ·)]−1 ∈
L(E0(T

∗)), and thus

ũ := S
(
w0, [I+BvS(0, ·)]−1(f2 −BvS(w0, 0))

)
∈ E1(T

∗)

solves

∂tũ−∆ũ+Bvũ = [I+BvS(0, ·)]−1(f2 −BvS(w0, 0)) +Bvũ

= [I+BvS(0, ·)]−1(f2 −BvS(w0, 0)) +BvS
(
0, [I+BvS(0, ·)]−1(f2 −BvS(w0, 0))

)
+BvS(w0, 0)

= [I+BvS(0, ·)][I+BvS(0, ·)]−1(f2 −BvS(w0, 0)) +BvS(w0, 0) = f2

in (0, T ∗)×Ω with ũ(0) = w0. Since f(v, ·) = f2(v)−Bv and since the heat equation
is uniquely solvable, we finally obtain w = ũ ∈ E1(T

∗). Summing up, w ∈ E1(T ) for
any T > 0.

2.5 Proof of the main result
2.5.1 Maximal regularity for the anisotropic Stokes equa-

tions
Proposition 2.5.1. For p, q ∈ (1,∞), ε > 0, T > 0, F = (FH , Fz) ∈ E0(T ), and
U0 ∈ Xγ, there exists a unique solution (U, P ) =

(
(V,W ), P

)
∈ Eu

1(T )× Eπ
1 (T ) of

(∂t −∆) ( V
εW ) +∇εP = F in (0, T )× Ω,

divU = 0 in (0, T )× Ω,

P periodic in x, y, z, even in z,

V,W periodic in x, y, z, even and odd in z,

U |t=0 = U0 =: (V0,W0) in Ω,

satisfying

‖(V, εW )‖E1(T ) + ‖∇εP‖E0(T ) ≤ C‖F‖E0(T ) + CT‖(V0, εW0)‖Xγ . (2.5.1)

Here, the constant C depends only on p, q and CT depends only on p, q, T .

Proof. Since uniqueness easily follows from (2.5.1), we prove existence of a solution.
First, for a.e. t ∈ (0, T ) we construct P = P (t) by solving the following anisotropic
Poisson equation in a periodic setting:

∆εP := (∆H + ε−2∂2z )P = divH FH + ε−1∂zFz =: divε F in Ω,∫
Ω

P dx = 0. (2.5.2)
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Denoting by F the Fourier transform and setting kε = (k1, k2, ε
−1k3)

T and mε(k) =
m(kε) with m(k) = −k⊗k

|k|2 ∈ R3×3, we obtain ∇εP = F−1mεFF . Since kε∇mε(k) =

kε∇m(kε) and

sup
γ∈{0,1}3

sup
k ̸=0

|kγDγmε(k)| = sup
γ∈{0,1}3

sup
kε ̸=0

|kγεDγm(kε)| = 1,

Mikhlin’s theorem in the period setting, see e.g. [11, Proposition 4.5], implies that
mε is an Lp-Fourier multiplier satisfying ‖F−1mεF‖L(Lq(Ω)) ≤ C for some C = Cq >
0. Consequently,

‖∇εP‖Lp(0,T ;Lq(Ω)) ≤ C‖F‖Lp(0,T ;Lq(Ω)). (2.5.3)
Next we define U ∈ E1(T ) by solving the following heat equation:

(∂t −∆) ( V
εW ) = F −∇εP, U |t=0 = U0, (2.5.4)

with periodic boundary conditions and parity conditions. Such a solution does
exist by the well-known maximal regularity result for the laplace operator, which
combined with (2.5.3) also yields

‖(V, εW )‖E1(T ) ≤ C‖F −∇εP‖E0(T ) + CT‖(V0, εW0)‖Xγ

≤ C‖F‖E0(T ) + CT‖(V0, εW0)‖Xγ . (2.5.5)

It remains to prove that G := divU = divε(V, εW ) ≡ 0. In fact, by (2.5.2) and
(2.5.4) we deduce ∂tG −∆G = 0 in (0, T ) × Ω. We also find that G is periodic in
Ω and G|t=0 = 0. Therefore, G must vanish by the uniqueness of the heat equation.
This completes the proof of Proposition 2.5.1.

2.5.2 Proof of Theorem 2.3.3
It suffices for us to find an integerM ≥ 0 and ε0 > 0, which depend only on p, q, u, T ,
such that the following assertion (Am) holds true for all m = 0, 1, . . . ,M recursively
and for all ε ∈ (0, ε0]. For this purpose we introduce T := T /(M+1) and a sequence
of increasing positive numbers {Cm,T}Mm=0 given by the recursive formula

C0,T = 4C∗(Cu + C2
u), Cm,T = 4

(
C∗(Cu + C2

u) + CTCtrCm−1,T

)
,

where C∗ is to be defined below (see the argument after (2.5.9)), Cu = ‖u‖E1(0,T ), CT

is the constant in (2.5.1), and Ctr is the embedding constant of E1(mT, (m+1)T ) ↪→
C([mT, (m+ 1)T ];Xγ) that is independent of m.
Assertion (Am). The time trace of Uε at t = mT , denoted by Uε(mT ), is well
defined in Xγ. In addition, there exists a unique solution (Uε, Pε) ∈ Eu

1(mT, (m +
1)T )× Eπ

1 (mT, (m+ 1)T ) of

(∂t −∆)

(
Vε
εWε

)
+∇εPε =

(
FH(Uε, u)
εFz(Uε, u)

)
in (mT, (m+ 1)T )× Ω,

divUε = 0 in (mT, (m+ 1)T )× Ω,

Pε periodic in x, y, z, even in z,

Vε,Wε periodic in x, y, z, even and odd in z,

Uε|t=mT = Uε(mT ) in Ω,

(2.5.6)
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satisfying

Xε,m,T := ‖(Vε, εWε)‖E1(mT,(m+1)T ) + ‖∇εPε‖E0(mT,(m+1)T ) ≤ Cm,T ε. (2.5.7)

Let us establish this assertion by induction with respect to m. We only prove
(Am) assuming (Am−1) because the proof for (A0) can be done in the same way if
we note that Uε(0) = 0.

We construct a successive approximation (U
(j)
ε , P

(j)
ε ) =:

(
(V

(j)
ε ,W

(j)
ε ), P

(j)
ε

)
to

(2.5.6) by solving the following anisotropic Stokes equations:

(∂t −∆)

(
V

(j)
ε

εW
(j)
ε

)
+∇εP

(j)
ε =

(
FH(U

(j−1)
ε , u)

εFz(U
(j−1)
ε , u)

)
in (mT, (m+ 1)T )× Ω,

divU (j)
ε = 0 in (mT, (m+ 1)T )× Ω,

P (j)
ε periodic in x, y, z, even in z,

V (j)
ε ,W (j)

ε periodic in x, y, z, even and odd in z,

U (j)
ε |t=mT = Uε(mT ), in Ω,

(2.5.8)
whose existence is guaranteed by Proposition 2.5.1. When j = 0, we understand
U

(j−1)
ε ≡ 0. We will derive a uniform bound for

X
(j)
ε,m,T := ‖(V (j)

ε , εW (j)
ε )‖E1(mT,(m+1)T ) + ‖∇εP

(j)
ε ‖E0(mT,(m+1)T ).

By Lemmas 2.4.2 and 2.4.4, the forcing terms

FH(U
(j−1)
ε , u) = −V (j−1)

ε · ∇Hv −W (j−1)
ε ∂zv − v · ∇HV

(j−1)
ε − w∂zV

(j−1)
ε

− V (j−1)
ε · ∇HV

(j−1)
ε −W (j−1)

ε ∂zV
(j−1)
ε ,

εFz(U
(j−1)
ε , u) = ε(−V (j−1)

ε · ∇Hw − w divH V
(j−1)
ε )− εW (j−1)

ε divH(v + V (j−1)
ε )

− (v + V (j−1)
ε ) · ∇H(εW

(j−1)
ε )− ε(∂tw + u · ∇w −∆w),

are estimated as

‖FH(U
(j−1)
ε , u)‖E0(mT,(m+1)T )

≤ C‖V (j−1)
ε ‖E1(mT,(m+1)T )(‖V (j−1)

ε ‖E1(mT,(m+1)T ) + ‖v‖E1(mT,(m+1)T )),

‖εFz(U
(j−1)
ε , u)‖E0(mT,(m+1)T )

≤ C‖V (j−1)
ε ‖E1(mT,(m+1)T )‖w‖E1(mT,(m+1)T )

+ C‖εW (j−1)
ε ‖E1(mT,(m+1)T )(‖V (j−1)

ε ‖E1(mT,(m+1)T ) + ‖v‖E1(mT,(m+1)T ))

+ Cε(‖w‖E1(mT,(m+1)T ) + ‖w‖2E1(mT,(m+1)T )).

By the induction assumption (Am−1) we have Uε ∈ E1((m − 1)T,mT ) ↪→ C([(m −
1)T,mT ];Xγ), which implies that Uε(mT ) ∈ Xγ is well defined and that

‖(Vε(mT ), εWε(mT ))‖Xγ ≤ Ctr‖(Vε, εWε)‖E1((m−1)T,mT ) ≤ (CtrCm−1,T )ε.
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We are in the position to apply the maximal regularity estimate (2.5.1) to (2.5.8),
which gives

X
(j)
ε,m,T ≤ C

(
‖u‖E1(mT,(m+1)T )X

(j−1)
ε,m,T + (X

(j−1)
ε,m,T )

2 + (Cu + C2
u)ε
)

+ (CTCtrCm−1,T )ε (2.5.9)

for some constant C depending only on p, q. Let us designate this constant by C∗
in the subsequent argument.

Now choose a sufficiently large M such that (recall T = T /(M + 1))

C∗‖u‖E1(t,t+T ) ≤ 1/4 ∀t ∈ [0, T − T ].

Then such M and T depend only on p, q, T , u, and it follows that

X
(j)
ε,m,T ≤ 1

4
X

(j−1)
ε,m,T + C∗(X

(j−1)
ε,m,T )

2 +
Cm,T

4
ε, j ≥ 1.

Similarly we obtain X
(0)
ε,m,T ≤ (Cm,T/4)ε. This yields, for ε ≤ ε0 := (4C∗CM,T )

−1,
the upper bound

X
(j)
ε,m,T ≤

3/4−
√

9/16− C∗Cm,T ε

2C∗
=

C∗Cm,T ε

2C∗
√

9/16 + C∗Cm,T ε
≤ Cm,T ε, (2.5.10)

which is uniform for j = 0, 1, . . . By considering the equations that Ũ (j)
ε := U

(j)
ε −

U
(j−1)
ε and P̃ (j)

ε := P
(j)
ε −P

(j−1)
ε (j ≥ 1) satisfy and applying the maximal regularity

estimate (2.5.1), we deduce that

‖(Ṽ (j)
ε , εW̃ (j)

ε )‖E1(mT,(m+1)T ) + ‖∇εP̃
(j)
ε ‖E0(mT,(m+1)T )

≤ 3

4

(
‖(Ṽ (j−1)

ε , εW̃ (j−1)
ε )‖E1(mT,(m+1)T ) + ‖∇εP̃

(j−1)
ε ‖E0(mT,(m+1)T )

)
, j ≥ 2.

From this the existence of (Uε, Pε) := limj→∞(U
(j)
ε , P

(j)
ε ) in Eu

1(mT, (m + 1)T ) ×
Eπ

1 (mT, (m + 1)T ) follows. We now take the limit j → ∞ in (2.5.8) and (2.5.10)
to conclude the solvability of (2.5.6) and the estimate (2.5.7), respectively. The
uniqueness proof is standard, so we omit it. This completes the proof of (Am) and,
consequently, that of Theorem 2.3.3.

Remark 2.5.2. If the solution of (PE) exists in the maximal regularity class with
the time interval (0,∞), we can find some T1 such that ‖u‖E1(T1,∞) ≤ 1

4C∗
. In this

case our construction of the solution above can be applied to extend the result of
Theorem 2.3.3 up to T = ∞ as well.
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Chapter 3

Justification of the Hydrostatic
Approximation - the Case of
Non-Slip Boundary Condition

In this paper, justification of the hydrostatic approximation in the primi-
tive equations in the maximal Lp-Lq-settings is considered under the non-
slip boundary condition. We show the solution to the scaled Navier-Stokes
equations with initial data u0 ∈ B

2−2/p
q,p (Ω) converges to the solution to the

primitive equations with the same initial data in E1(T ) = W 1,p(0, T ;Lq(Ω))∩
Lp(0, T ;W 2,q(Ω)) with order O(ϵ) where (p, q) ∈ (1,∞)2 satisfies 1

p ≤ min(1−
1/q, 3/2− 2/q). The global well-posedness of the scaled Navier-Stokes equa-
tions in E1(T ) is also proved for sufficiently small ϵ > 0. Note that T = ∞ is
included.

3.1 Introduction
The primitive equations with the non-slip boundary condition is

(PE)


∂tu−∆u+ u · ∇v +∇Hπ = 0 in Ω× (0,∞),

∂zπ = 0 in Ω× (0,∞),
div u = 0 in Ω× (0,∞),

u = 0 on ∂Ω× (0,∞)

where u = (v, w) ∈ R2 × R and π are a velocity field and a pressure, respectively,
∇H = (∂x, ∂y)

T , and Ω = T2 × (−1, 1). Hereafter, we say the non-slip boundary
condition as the Dirichlet boundary condition. By divergence-free condition and the
Dirichlet boundary condition, w is given by the formula

w(x′, x3, t) = −
∫ x3

−1

divH v(x
′, x3, t)dζdζ =

∫ 1

x3

divH v(x
′, x3, t)dζdζ.

The primitive equation is a fundamental model for geographic flow. Existence of
weak solution to the primitive equations with L2-initial data was proved by Li-
ons, Temam and Wang [17]. Local-in-time well-posedness was proved by [18]. Al-
though global well-posedness of the 3-dimensional Navier-Stokes equations is the
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well-known open problem, for the primitive equation this problem have been solved
by Cao and Titi [4]. Hieber and Kashiwabara [23] extended this result to prove
global well-posedness for the primitive equation in Lp-settings. Recently, Giga,
Gries, Hieber, Hussein and Kashiwabara [6] obtained global-in-time well-posedness
in the maximal regularity space (mixed Lebesgue-Sobolev space)W 1,p(0, T ;Lq(Ω))∩
Lp(0, T ;W 2,q(Ω)) for T > 0 under various boundary conditions.

Our first aim in this paper is to give a rigorous justification of derivation of the
primitive equations under the Dirichlet boundary condition. We first give a explana-
tion of its derivation. Let us consider the following anisotropic viscous Navier-Stokes
equations in thin domain

(ANS)

{
∂tu− (∆H + ε2∂2z )u+ u · ∇u+∇π = 0 in Ωϵ × (0,∞),

div u = 0 in Ωϵ × (0,∞),
(3.1.1)

where Ωϵ = (−ε, ε) × T2. If ε = 1, (ANS) is the usual Navier-Stokes equations.
(ANS) valid for incompressible viscous fluid filled with thin domains. Actually, if we
put the Reynolds number 1, since length and velocity is ε-order, apparent viscosity
for vertical direction must be ε2-order in the Reynolds number point of view. The
primitive equations is formally derived from above equations. Set new unknowns;

• uϵ := (vϵ, wϵ)

• vϵ(x, y, z, t) := v(x, y, z/ε, t)

• wϵ(x, y, z, t) := w(x, y, z/ε, t)/ε

• πϵ(x, y, z, t) := π(x, y, z/ε, t).

Then, (uϵ, πϵ) satisfy the scaled Navier-Stokes equations in a fixed domain

(SNS)


∂tvϵ −∆vϵ + uϵ · ∇vϵ +∇Hπϵ = 0 in Ω× (0,∞),

ε2 (∂twϵ −∆wϵ + uϵ · ∇wϵ) + ∂zπϵ = 0 in Ω× (0,∞),
divϵ u = 0 in Ω× (0,∞).

(3.1.2)

Taking formally ε→ 0 for the above equations, we get the primitive equations.
The existence of weak solution to the Navier-Stoke equations first proved by

Leray [29]. Its uniqueness is stile open problem. Global-in-time well-posedness first
proved by Fujita and Kato [11] for H1/2-initial data. After that, the solution space
was extended by many researchers. For instance, Kato [26], Cannone [5] and Koch
and Tataru [27] proved global-in-time well-posedness of small data in Lq for q ≥ n,
B

−1+n/q
q,p for 1 < q < ∞ and BMO−1, respectively, where n is the space dimension.

See Lemarié-Rieusset’s book [30] for further previous works.
Rigorous justification of the primitive equations from the scaled Navier-Stokes

equations was studied by Aezérad and Guillén [2]. They obtained weak* conver-
gence in the natural energy space L∞(0, T ;L2(T3)) ∩ L2(0, T ;H1(T3)) for T > 0.
Recently, Li and Titi [14] improved their result to get strong convergence with
the aid of regularity of the solution to the primitive equations. Furukawa, Giga,
Hieber, Hussein, Kashiwabara and Wrona [12] extended Li and Titi’s result in
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maximal-regularity space H1,p(0, T ;Lq(Ω))∩Lp(0, T ;H2,q(Ω)) for Ω = T3 and 1/p ≤
min(1 − 1/q, 3/2 − 2/q) with a different strategy. Note that the case of p = q = 2
is corresponding to Li and Titi’s result. As we already mentioned, the primitive
equation is a model for geographic flow. Although, it is more physically natural
to consider the case of Dirichlet-Neumann and Dirichlet boundary conditions, there
was no result of justification of derivation to the primitive equation from the Navier-
Stokes equations.

Set

E1(T ) = {u ∈ H1,p(0, T ;Lq(Ω)) ∩ Lp(0, T ;H2,q(Ω)) ; div u = 0, u|x=±1 = 0}
E0(T ) = {u ∈ Lp(0, T ;Lq(Ω)) ; divu = 0, u|x=±1 = 0}

Eπ
1 (T ) = {π ∈ Lp(0, T ;W 1,q(Ω)) ;

∫
Ω

π dx ≡ 0}

Xγ = {u ∈ B2−2/p
q,p ; divu = 0, u|x=±1 = 0},

where Xγ is the trace space of E1(T ). Let us seek the solution Uϵ = (Vϵ,Wϵ) to
∂tVϵ −∆Vϵ +∇HPϵ = FH in Ω× (0, T ),

∂t(εWϵ)−∆(εWϵ) +
∂z
ϵ
Pϵ = εFz + εF in Ω× (0, T ),

divUϵ = 0 in Ω× (0, T ),
Uϵ = 0 on ∂Ω× (0, T ),

Uϵ(0) = 0 on Ω,

(3.1.3)

where

• FH = − (Uϵ · ∇Vϵ + u · ∇Vϵ + Uϵ · ∇v)

• Fz = − (Uϵ · ∇Wϵ + u · ∇Wϵ + Uϵ · ∇w)

• F = − (∂tw −∆w + u · ∇w).

(3.1.3) is the equation of the difference between the solution to the (PE) and (SNS).

Theorem 3.1.1. Let T > 0. Suppose (p, q) satisfies 1
p
≤ min(1 − 1/q, 3/2 − 2/q)

and u0 ∈ Xγ. Let u ∈ E1(T ) be a solution of (PE) with initial data u0 ∈ Xγ.Then
there exists constant C = C(p, q, ‖u‖E1(T )) and a unique solution Uϵ = (Vϵ,Wϵ) to
(3.1.3) such that

‖ (Vϵ, εWϵ) ‖E1(T ) ≤ εC. (3.1.4)

Moreover, uϵ = (vϵ, wϵ) := (v+Vϵ, w+Wϵ) is the unique solution to (SNS) in E1(T ).

This theorem implies the justification of the hydrostatic approximation.

Corollary 3.1.2. Let T > 0. Suppose (p, q) satisfies 1
p
≤ min(1 − 1/q, 3/2 − 2/q)

and u0 ∈ Xγ. Let u and uϵ be a solution of (PE) and (SNS) in E1 under the Dirichlet
boundary condition with initial data u0, respectively, such that

||u||E1(T ) + ||(vϵ, εwϵ)||E1(T ) ≤ C0 (3.1.5)
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for some C0 = C0(u0, p, q, T ). Then there exists a positive C = C(u0, p, q, C0) such
that

||(vϵ − v, ε(wϵ − w))||E1(T ) ≤ εC.

Our strategy to show Theorem 3.1.1 is based on the estimate for (Vϵ, εWϵ). To
explain the strategy some key lemma are needed; maximal regularity result of the
anisotropic Stokes operator and improved regularity result for vertical component
of the solution to the primitive equation. Consider the linearized problem of (SNS);

∂tu−∆u+∇ϵπ = f in Ω× (0, T ),
divϵ u = 0 in Ω× (0, T ),

u = 0 on ∂Ω× (0, T ),
u(0) = u0 on Ω,

(3.1.6)

where ∇ϵ = (∂1, ∂2, ∂3/ε) and divϵ = ∇ϵ·. We introduce some known results on
maximal regularity of the Stokes operator, which is corresponding to the case ε = 1.
Solonnikov [40] first proved Lq-Lq maximal regularity for the Stokes operator. Giga
[13] proved bounded imaginary power in bounded domain, this implies maximal
Lp-Lq regularity via Dore-Venni theory [7]. Giga and Sohr [19] proved maximal
regularity in an exterior domain. Abels [1] proved bounded imaginary power of the
Stokes operator in an infinite layer domain. Further studies on maximal regularity
were done by many researchers, for instance, Dore and Veni [7] and Weis [42]. See
Denk, Hieber and Prüss [8] for further comprehensive research. In our case, it is
needed to clarify the dependence of ε to maximal regularity. This is a key point.
We show the following
Lemma 3.1.3. Let 1 < p, q < ∞, 0 < ε ≤ 1 and T > 0. Let f ∈ E0(T ) and
u0 ∈ Xγ. Then there there exist constants C = C(p, q) > 0 and C ′ = C ′(p, q) > 0,
which are independent of ε, and (u, π) satisfying (3.1.6) such that

||∂tu||E0
+
∣∣∣∣∇2u

∣∣∣∣
E0

+ ||∇ϵπ||E0
≤ C||f ||E0

+ C ′||u0||Xγ
. (3.1.7)

The proof of Lemma 3.1.3 is based on Abels’s paper [1]. It is needed to clarify
independence of ε of C and CT . Unfortunately, it is not clear in [1]. However, the
strategy in [1] works on our problem. We construct the anisotropic Stokes operator
by the method in [1] and show the boundedness of imaginary power. Note that,
in our previous paper [12], maximal regularity of the anisotropic Stokes operator
is much easier since the corresponding Stokes operator is essentially the same as
the Laplace operator on T3. In the case of the Dirichlet boundary condition, the
corresponding Stokes operator becomes to be much more difficult by the effect of
boundaries, which is essentially the different point to in the case of the periodic
boundary conditions.

F = ∂tw−∆w+u ·∇w appears in the right hand side of (3.1.3). Thus, we need
to improve the regularity of w and estimate this term in Lp(0, T ;Lq(Ω)).
Lemma 3.1.4. Let T > 0 and u0 = (v0, w0) ∈ Xγ with w0 = −

∫ x3

−1
divH v0 dζ and

u = (v, w) be the solution to (PE). Assume v ∈ E1(T ). Then there exist a constant
C = C(p, q, ‖u0‖Xγ , ‖v‖E1(T )) such that

‖w‖E1(T ) ≤ C. (3.1.8)
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Since v ∈ E1(T ), which is the vertical component of the solution to the prim-
itive equations, has already proved, it follows w(·, x3) = −

∫ x3

−1
divHv(·, ζ)dζ ∈

H1,p(0, T ;H−1,q(Ω))∩Lp(0, T ;H1,p(Ω)) . This derivative loss is due to the absence of
the equation of time-evolution of w in the primitive equation. In our previous paper
[12], which is the case of periodic boundary condition, we recover the regularity of
w by deriving the equation which w satisfies and applying maximal regularity of
the Laplace operator to the equation. However, in the case of the Dirichlet bound-
ary condition, this method is not applicable directly because of the second-order
derivative term at the boundary, which banishes in the case of periodic bound-
ary condition. Therefore, it is needed to escape this difficulty. Actually, we can
escape this by so-called cut-off technique. We multiply w by the cut-off function
φ ∈ C∞

0 (T), which is equal to 0 near the one side of the boundary, and seek the
equations that φw satisfies. In this equation, second-order derivative at the bound-
ary does not appear, and thus applying maximal regularity of the Laplace operator,
we can recover the regularity of w. Note that the remainder terms derived from the
effect of cut-off can be treated as a low-order term.

Let us introduce our strategy to show Theorem 3.1.1. First, boundedness of non-
linear terms FH and Fz in (3.1.3) on E0 is shown. F is also bounded E0(T ) by Lemma
3.1.3. Second, we apply Lemma 3.1.4 to (3.1.3) to get a quadratic inequality, which
leads ||(Vϵ, εWϵ)||E1(T ⋆) ≤ Cε for some short time T ⋆ and ε-independent constant
C > 0. Since C depends only on p, q, ‖u0‖Xγ , ‖u‖E1(T ) and T , if we take ε small,
we can extended the time to all finite time T by finite step.

In this paper, ||·||X→Y denotes operator norm from a Banach spaceX to a Banach
space Y . We define the Fourier transform by Ff(ξ) =

∫
Rd e

−ix·ξf(x) dx, the Fourier
inverse transform by F−1f(x) = 1

(2π)d

∫
Rd e

ix·ξf(ξ) dξ. The Fourier transform on the
torus Td and its inverse trance form are denoted by Fd and Fd, respectively. Fx′

means the partial Fourier transform with respect to x′ ∈ R2 and the partial Fourier
inverse transform with respect to ξ′ by F−1

ξ′ . Define Σθ := {λ ∈ C : |arg λ| < π − θ}.
For a Fourier multiplier operator F−1

ξ m(ξ)Fx in R3, we denote by [m]M the Mikhlin
constant. F−1

ξ′ m(ξ)F ′
x is a Fourier multiplier operator in R2 with Mikhlin constant

[m]M′ . For 0 < ε ≤ 1, ∆ϵ = ∂21+∂
2
2+∂

2
3/ε

2 denotes the anisotropic Laplace operator.
E0f is 0-extension onto R3 for a f supported in Ω. R0f is the restriction on Ω for
a function f defined on R3. For a integrable function f defined on Ω, we write its
vertical average by f = 1

2

∫ 1

−1
f(·, ·, ζ) dζ

3.2 BIP of the Anisotropic Stokes Operator
This section is devoted to the proof of BIP of the anisotropic Stokes operator along
with [1].

3.2.1 Boundedness of Fourier multipliers
Although, the case of infinite layer R2 × (−1.1) is considered in [1], his method
also works in a case of periodic layer Ω = T2 × (−1, 1) thanks to Fourier multiplier
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theorem on the torus, e.g.Proposition Proposition 4.5 in [22] and [20].

Proposition 3.2.1 ([22]). Let 1 < p < ∞ and m ∈ C∞(Rd \ {0}) satisfies the
Mikhlin condition:

[m] := sup
α∈{0,1}d

sup
ξ∈Rd\{0}

∣∣ξα∂αξm(ξ)
∣∣ <∞. (3.2.1)

Let ak = m(k) for k ∈ Zd \ {0} and a0 ∈ C. Then there exits a constant C =

C(p, d) > 0, for f =
∑

n∈Zd f̂ne
in· ∈ Lp(Td), the Fourier multiplier operator of

discrete type

T : f 7→
∑
n∈Zd

anf̂ne
in· (3.2.2)

is bounded such that

‖Tf‖Lp(Td) ≤ Cmax([m], a0)‖f‖Lp(Td). (3.2.3)

Let us consider the resolvent problem to (3.1.6) ;
λu−∆u+∇ϵπ = f in Ω,

divϵ u = 0 in Ω,
u = 0 on ∂Ω,

(3.2.4)

for λ ∈ Σθ (0 < θ < π/2) and f ∈ Lq(Ω). Let Hϵ : Lp(Ω) → Lp
σ,ϵ(Ω) =

{u ∈ Lp(Ω) ; divϵu = 0, u|x3=±1 = 0} (1 < p <∞) be the anisotropic Helmholtz pro-
jection on Ω, its Lp-boundedness is proved later. Let Aϵ = Hϵ(−∆) be the Stokes
operator with the domain D(Aϵ) = Lp

σ,ϵ(Ω) ∩W 2,p(Ω). For a > 0 and 0 < z < 1/2,
fractional power of Aϵ is defined via a Dunford calculus

Az
ϵ =

1

2πi

∫
Γθ

(−λ)z(λ+ Aϵ)
−1 dλ,

where 0 < θ < π/2 and Γϵ = Rei(−π+θ)∪Rei(π−θ). Our aim in this section is to prove

Lemma 3.2.2. Let 1 < q < ∞, 0 < a < 1/2, z ∈ C satisfying −a < Re z < 0 and
0 < θ < π/2. Then there exist a constant C = C(q, a, θ) such that

||Az
ϵ ||Lq(Ω)→Lq(Ω) ≤ Ceθ|Imz|. (3.2.5)

If the above lemma is proved, then we obtain maximal of the anisotropic Stokes
operator via the formula(

d

dt
+ Aϵ

)−1

=

∫ c−i∞

c+i∞

(d/dt)zA1−z
ϵ

sin πz
dz (3.2.6)

for 0 < c < 1 and the Dore-Venni theory [7].
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To show Lemma 3.2.2, we decompose the solution (u, π) for (3.2.4) into three
parts;

u = R0v1 − v2 +∇ϵπ3, (3.2.7)
∇ϵπ = ∇ϵπ1 +∇ϵπ2, (3.2.8)

where vj and πj are solutions to

(I)

{
λv1 −∆v1 +∇ϵπ1 = E0f in T2 × R,

divϵ v1 = 0 in T2 × R,

(II)


λv2 −∆v2 +∇ϵπ2 = 0 in Ω,

divϵ v2 = 0 in Ω,
v2 = γv1 − (γv1 · ν)ν on ∂Ω,

and

(III)

{
∆ϵπ3 = 0 in Ω,

∇ϵπ3 · ν = (γv1 · ν)ν on ∂Ω,

respectively, where γ = γ± is the trace operator to the upper and lower boundary,
respectively, and ν is the unit outer normal. To show Lemma 3.2.2, we need to
obtain ∣∣∣∣∣∣∣∣ 1

2πi

∫
Γ

(−λ)zR0v1 dλ

∣∣∣∣∣∣∣∣
Lq(Ω)

+

∣∣∣∣∣∣∣∣ 1

2πi

∫
Γ

(−λ)zv2 dλ
∣∣∣∣∣∣∣∣
Lq(Ω)

+

∣∣∣∣∣∣∣∣ 1

2πi

∫
Γ

(−λ)z∇ϵπ3 dλ

∣∣∣∣∣∣∣∣
Lq(Ω)

≤ Ceθ|Im z|||f ||Lq(Ω).

We focus on the effect of ε to the solution of above three equations. Throughout
this section we frequently use partial Fourier transform to construct solutions and
estimate these partial Fourier multipliers.

Proposition 3.2.3 ([1]). Let m′(ξ′, z, ζ) such that

[m′(·, z, ζ)]M′ ≤ C⋆ (|z − a|+ |ζ − b|)−1 (3.2.9)

for some a, b ∈ {−1, 1}. Then there exists a constant C = C(q), for the partial
Fourier multiplier operator given by

Mf = F−1
ξ′

∫ 1

−1

m′(ξ′, z, ζ)Fx′f(ξ′, ζ) dζ, (3.2.10)

it holds that

||Mf ||Lq ≤ CC⋆||f ||Lq . (3.2.11)

Rescaled Lp-Fourier multipliers are also bounded Lp multiplier by the direct
consequence of the Mikhlin theorem.
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Proposition 3.2.4. Let m ∈ Cd/2+1(Rd \ {0}) be a Lp-Fourier multiplier with the
Mikhlin constant [m]M ≤ C for some C > 0. Then rescaled one mϵ(ξ) := m(εξ) is
also bounded from Lp into itself such that

[mϵ] ≤ C.

The above proposition is frequently used in this section to get ε-independent
estimate for scaled multipliers. We show boundedness of some Fourier multiplier
operators in advance. We set

sλ = (λ+ |ξ′|2)1/2

for ξ′ ∈ R2.

Proposition 3.2.5.

• Let 0 < θ < π/2, λ ∈ Σθ, t > 0 and α be a positive integer. Then there exist
constants c > 0 and C > 0 such that[

|ξ′|α e−tsλ
]
M′ ≤ C

e−ct|λ|1/2

tα
,

[
e−sλ

sλ

]
M′

≤ C |λ|−1/2 e−c|λ|1/2 . (3.2.12)

• Let −1 ≤ x3 ≤ 1. Then there exists a constant C > 0 which is independent of
ε, such that [

sinh(ε |ξ′|x3)
sinh(ε |ξ′|)

ε |ξ′|
1 + ε |ξ′|

]
M′

≤ C,[
cosh(ε |ξ′|x3)
sinh(ε |ξ′|)

ε |ξ′|
1 + ε |ξ′|

]
M′

≤ C. (3.2.13)

for all 0 < ε ≤ 1.

• Let −1 ≤ x3 ≤ 1. Then there exists a constant C > 0, which is independent
of ε, such that[

sinh(ε |ξ′|x3)
cosh(ε |ξ′|)

]
M′

≤ C,

[
sinh(ε |ξ′|x3)
cosh(ε |ξ′|)

]
M′

≤ C (3.2.14)

for all 0 < ε ≤ 1.

Proof. (??) is the direct consequence of the Mikhlin theorem. (3.2.12) is a direct
consequence of Lemma3.5 in [1] and the Mikhlin theorem. The Mikhlin theorem
implies there exit a constant C > 0 such that[

|ξ′|α e−t|ξ′|
]
M′

≤ C

tα
,

[
1

λ+ (1− ε2) |ξ′|2

]
M′

≤ C

λ
(3.2.15)

for all t ∈ R and α > 0. By definition of sinh and cosh, we find the formula

sinh(ε |ξ′|x3)
sinh(ε |ξ′|)

=
eϵ|ξ

′|x3 − e−ϵ|ξ′|x3

eϵ|ξ′| − e−ϵ|ξ′| =
e−ϵ|ξ′|(x3−1)

1− e−2ϵ|ξ′| −
e−ϵ|ξ′|(x3+1)

1− e−2ϵ|ξ′| (3.2.16)
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and

sinh(ε |ξ′|x3)
cosh(ε |ξ′|)

=
e−ϵ|ξ′|(x3−1)

1− e−2ϵ|ξ′| +
e−ϵ|ξ′|(x3+1)

1− e−2ϵ|ξ′| (3.2.17)

Thus, multiplying |ξ′|
1+|ξ′| by both sides of (3.2.16), we obtain[

sinh(ε |ξ′|x3)
sinh(ε |ξ′|)

ε |ξ′|
1 + ε |ξ′|

]
M′

≤ C

[
e−ϵ|ξ′|(x3−1) ε |ξ′|

(1− e−2ϵ|ξ′|)

1

(1 + ε |ξ′|)

]
M′

+

[
e−ϵ|ξ′|(x3+1) ε |ξ′|

(1− e−2ϵ|ξ′|)

1

(1 + ε |ξ′|)

]
M′

≤ C. (3.2.18)

Second inequality of (3.2.13) is proved by the same as above using (3.2.17). By
definition of sinh and cosh, the Mikhlin theorem implies (3.2.14).

3.2.2 Estimate for v1
Let us consider the equations (I). For a ∈ C we denote by τaf = f(a·) the rescaling
operator by a. The anisotropic Helmholtz projection Pϵ

R3 on R3 with symbols

FPR3

ϵ = I3 − ξϵ ⊗ ξϵ, ξϵ =

(
ξ1, ξ2,

ξ3
ε

)
∈ R3,

is bounded in Lq(R3) by boundedness of the Riesz operator and the formula

F−1
ξ m(aξ)Fxf = τa−1

[
F−1

ξ m(ξ)Fxτaf
]
, (3.2.19)

Actually apply (3.2.19) with respect to third variable, then, the symbol is nolonger
independent of ε. For a ∈ C, we denote by τ 3a the rescaling operator with respect
to third variable. Changing the variable with respect to and using boundness of the
Riesz operator, we find

‖PR3

ϵ f‖Lp(R3) = ε−1‖P1

[
τ 31/ϵf

]
‖Lp(R3) ≤ C‖f‖Lp(R3),

where τ 3a is the rescaled operator with respect to third variable for a > 0. We define
PT2×R
ϵ be the anisotropic Helmholtz projection on T2 × R with symbols

Fx3Fd,x′PT2×R
ϵ = I3 −

 n1

n2

ξ3/ε

⊗

 n1

n2

ξ3/ε

 , n1, n2 ∈ Z, ξ3 ∈ R.

We find PT2×R
ϵ is bounded from Lq(T2 × R) into itself by boundedness of Pϵ and

Proposition 3.2.1.
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Proposition 3.2.6. Let 1 < q < ∞, 0 < a < 1/2, z ∈ C satisfying −a < Rez < 0
and 0 < θ < π/2. Then there exists a constant C = C(q, a, θ) such that∣∣∣∣∣∣∣∣ 1

2πi
R0

∫
Γθ

(−λ)z(λ−∆T2×R)
−1PT2×R

ϵ E0f dλ

∣∣∣∣∣∣∣∣
Lq(T2×R)

≤ Ceθ|Im z|||f ||Lq(Ω) (3.2.20)

for all f ∈ Lq(Ω).

Proof. It is known that the Laplace operator on a cylinder T2 × R has BIP. Com-
bining with this fact and Lq-boundedness of PT2×R

ϵ , we have (3.2.20).

Let us calculate the partial Fourier transform for v1 with respect to the horizontal
variable, which is needed to obtain representation formula for v2 later. We temporary
consider on R2 × R. Let g ∈ Lq(R2 × (−1, 1)). The solution to the equation{

λṽ −∆ṽ +∇ϵπ̃ = g in R3,
divϵ ṽ = 0 in R3,

is given by

ṽ = (λ−∆R3)−1 PR3

ϵ E0f.

Moreover,

(λ−∆R3)−1 PR3

ϵ g (3.2.21)

= F−1(λ+ |ξ|2)−1

(
I3 −

ξϵ ⊗ ξϵ

|ξϵ|2

)
Fg

= F−1
ξ′

∫
R
kλ,ϵ(ξ

′, x3 − ζ)Fx′g(ξ′, ζ) dζ, (3.2.22)

where

k′λ,ϵ(ξ
′, x3)

= F−1
ξ3

[
(λ+ |ξ|2)−1

(
I3 −

ξϵ ⊗ ξϵ

|ξϵ|2

)]
=
e−sλ

2sλ

(
I 0
0 0

)
−

(
ξ′ ⊗ ξ′ ϵ2

λ+(1−ϵ2)|ξ′|2
−ϵ|ξ|′e−|x3|sλ+sλe

−|x3|ϵ|ξ′|
2sλϵ|ξ′| −iξ′ ϵ2

λ+(1−ϵ2)|ξ′|2
e−|x3|sλ−e−|x3|ϵ|ξ′|

2

−iξ′
T ϵ2

λ+(1−ϵ2)|ξ′|2
e−|x3|sλ−e−|x3|ϵ|ξ′|

2 − |ξ′|2 ϵ2

λ+(1−ϵ2)|ξ′|2
−ϵ|ξ|′e−|x3|sλ+sλe

−|x3|ϵ|ξ′|
2sλϵ|ξ′|

)

=:
e−sλ

2sλ

(
I2 0
0 0

)
−
(

ξ′ ⊗ ξ′η′λ,ϵ(ξ
′, x3) −iξ′∂3η′λ,ϵ(ξ′, x3)

−iξ′T∂3η′λ,ϵ(ξ′, x3) − |ξ′|2 η′λ,ϵ(ξ′, x3)

)
. (3.2.23)

kλ,ϵ(ξ
′, x3) is calculated by the residue theorem. Actually, since poles of

(
λ+ |ξ|2

)−1

are ξ3 = ±isλ, the residue theorem implies the partial Fourier inverse transform of
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(
λ+ |ξ|2

)−1 with respect to ξ3 is given by inserting ξ3 = isλ or − isλ into eix3ξ3 so
that the real part become to be negative. Thus, we have

e′λ(ξ
′, x3) := F−1

ξ3

(
λ+ |ξ|2

)−1
=
e−|x3|sλ

sλ
(3.2.24)

Moreover, this formula leads

F−1
ξ3

[
|ξϵ|2

]−1
= F−1

ξ3

[
ε2

ε2 |ξ′|2 + ξ23

]
=
εe−|x3|ϵ|ξ′|

|ξ′|
.

Combining with the above two calculations and the formula

I3 −
ξϵ ⊗ ξϵ

|ξϵ|2
=

(
I2 0
0 0

)
−

(
ξ′⊗ξ′

|ξ′ϵ|
2

ξ3ξ′/ϵ

|ξ′ϵ|
2

ξ3ξ′
T /ϵ

|ξ′ϵ|
2 − |ξ′ϵ|

2

|ξ′ϵ|
2

)
,

we have kλ,ϵ. Thus, the solution v1 to (I) with external force g ∈ Lq(T2×R) is given
by

v1 = Kλ,ϵg := F−1
d,n′

∫
R
kλ,ϵ(n

′, x3 − ζ)Fd,x′g(n′, ζ) dζ, (3.2.25)

3.2.3 Boundedness of the anisotropic Helmholtz projection
Next, we consider the equation (III) with boundary data φ = (φ+, φ−). Applying
the partial Fourier transform to (III), we have{ (

∂2
z

ϵ2
− |n′|2

)
Fd,x′π3(n

′, x3) = 0,
∂z
ϵ
Fd,x′π3(n

′,±1) = Fd,x′φ±(n
′).

(3.2.26)

for n′ ∈ Z2 and x3 ∈ (−1, 1). The solution to (3.2.26) is of the form

Fd,x′π3(n
′, x3) = C1e

ϵx3|n′| + C2e
−ϵx3|n′|

for some constant C1 and C2. Take the constants so that (3.2.26) satisfied, namely

C1 =
Fd,x′φ+ + Fd,x′φ−

4 |n′| cosh(ε |n′|)
+

Fd,x′φ+ −Fd,x′φ−

4 |n′| sinh(ε |n′|)
,

C2 = −Fd,x′φ+ + Fd,x′φ−

4 |ξ′| cosh(ε |n′|)
+

Fd,x′φ+ −Fd,x′φ−

4 |ξ′| sinh(ε |n′|)
,

then the solution to (3.2.26) is given by

π3(x
′, x3)

= F−1
d,n′

(
sinh(εx3 |n′|)
|n′| cosh(ε |n′|)

Fd,x′φ+ + Fx′φ−

2
+

cosh(εx3 |n′|)
|n′| sinh(ε |n′|)

Fd,x′φ+ −Fd,x′φ−

2

)
.
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Moreover, its anisotropic gradient given by

∇ϵπ3 = F−1
d,n′

(
in′ sinh(ϵx3|n′|)
|n′| cosh(ϵ|n′|)

Fd,x′ϕ++Fd,x′ϕ−

2
+ in′ cosh(ϵx3|n′|)

|n′| sinh(ϵ|n′|)
Fd,x′ϕ+−Fd,x′ϕ−

2
cosh(ϵx3|n′|)
cosh(ϵ|n′|)

Fd,x′ϕ++Fd,x′ϕ−

2
+ sinh(ϵx3|n′|)

sinh(ϵ|n′|)
Fd,x′ϕ+−Fd,x′ϕ−

2

)
=: F−1

d,n′αϵ,+(n
′, x3)Fd,x′φ+ + F−1

d,n′αϵ,−(n
′, x3)Fd,x′φ−. (3.2.27)

We take trace to (3.2.27) to get

γ±∇ϵπ3 = F−1
d,n′

(
±in′ sinh(ϵ|n′|)
|n′| cosh(ϵ|n′|)

Fd,x′ϕ++Fd,x′ϕ−

2
+ in′ cosh(ϵ|n′|)

|n′| sinh(ϵ|n′|)
Fd,x′ϕ+−Fd,x′ϕ−

2
Fd,x′ϕ++Fd,x′ϕ−

2
± Fd,x′ϕ+−Fd,x′ϕ−

2

)
.

We take φ± = γ±PT2×(−1,1)
ϵ E0f for f ∈ Lq(Ω) and set

Πϵf := F−1
d,n′

[
αϵ,+(n

′, x3)γ+Fd,x′

(
e3 · PT2×R)

ϵ E0f
)]

+ F−1
d,n′

[
αϵ,−(n

′, x3)γ−Fd,x′

(
e3 · PT2×R

ϵ E0f
)]
.

Lemma 3.2.7. Let 1 < q <∞ and 0 < ε ≤ 1. Then there exist a constant C = C(q)
such that

||Πϵf ||Lq(Ω) ≤ C||f ||Lq(Ω),

for all f ∈ Lq(Ω).

Proof. We seek the multiplier of Πϵ by a direct calculation. Recall that the symbol
of PT2×R

ϵ is of the form

Fx3Fd,x′PT2×R
ϵ =

(
I2 0
0 0

)
−

(
n′⊗n′

|n′
ϵ|2

n′ξ3/ϵ

|n′
ϵ|2

n′T ξ3/ϵ

ϵ|n′
ϵ|2

− |n′|2

|n′
ϵ|2

)
. (3.2.28)

Since the symbol of PT2×R
ϵ have poles at ξ3 = ±iε |n′|, we apply e3· to (3.2.28) by

the left hand side and use the residue theorem so that the power of e is negative to
get

Fd,x′(e3 · PT2×R
ϵ E0f) = −

∫ 1

−1

ie−|x3−ζ|ϵ|n′|

2
εn′ · Fd,x′f ′(n′, ζ) dζ

+

∫ 1

−1

e−|x3−ζ|ϵ|n′|

2
ε |n′| Fd,x′f3(n

′, ζ) dζ. (3.2.29)

Note that the integration is due to the relationship between the Fourier transform
and convolution. Applying trace operators γ± and αϵ,±(n

′, x3), respectively, and
taking Fourier inverse transform with respect to n′, we find

Πϵf(x
′, x3)

= −F−1
d,n′

∫ 1

−1

αϵ,+(n
′, x3)

ie−|1−ζ|ϵ|n′|

2
εn′ · Fx′f ′(n′, ζ) dζ
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+ F−1
d,n′

∫ 1

−1

αϵ,+(n
′, x3)

e−|1−ζ|ϵ|n′|

2
ε |n′| Fd,x′f3(n

′, ζ) dζ

−F−1
d,n′

∫ 1

−1

αϵ,−(n
′, x3)

ie−|−1−ζ|ϵ|n′|

2
εn′ · Fd,x′f ′(n′, ζ) dζ

+ F−1
d,n′

∫ 1

−1

αϵ,−(n
′, x3)

e−|−1−ζ|ϵ|n′|

2
ε |n′| Fd,x′f3(n

′, ζ) dζ

=: I1 + I2 + I3 + I4. (3.2.30)

and, by the definition of α±,ϵ,

I1 = −F−1
d,n′

∫ 1

−1

1

2

(
in′ sinh(x3|n′|)
|n′| cosh(ϵ|n′|) + in′ cosh(ϵx3|n′|)

|n′| sinh(ϵ|n′|)
cosh(ϵx3|n′|)
cosh(ϵ|n′|) + sinh(ϵx3|n′|)

sinh(ϵ|n′|)

)
ie−|1−ζ|ϵ|n′|

2
εn′ · Fd,x′f ′(n′, ζ) dζ.

Symbols in the integral can be written by A(εn′)(1 + ε |n′|)e−ϵ|n′|(|x3±1|+|ζ±1|) for a
symbol A with a ε-independent Mikhlin constant by Propositions 3.2.13 and 3.2.14.
The same argument is valid for Ij (j = 2, 3, 4). Thus, we find from Propositions
3.2.1, 3.2.3,3.2.4 and 3.2.5 that

||Πϵf ||Lq(Ω) ≤ C||f ||Lp(Ω) + C

∣∣∣∣∣
∣∣∣∣∣
∫ 1

−1

||f(·, ζ)||Lq(T2)

|x3 ± 1|+ |ζ ± 1|
dζ

∣∣∣∣∣
∣∣∣∣∣
Lq(−1,1)

≤ C||f ||Lq(Ω),

for all f ∈ Lq(Ω), where the constant C is independent of ε.

Let PN,ϵ := R0

(
PT2×R
ϵ E0 − Πϵ

)
. Then lemma 3.2.7 implies PN,ϵ is bounded from

Lp(Ω) into itself.

Corollary 3.2.8. Let 1 < q <∞ and 0 < ε ≤ 1. Then there exist a constant C > 0,
which is independent of ε, such that

||PN,ϵf ||Lp(Ω) ≤ C||f ||Lp(Ω), (3.2.31)

for all f ∈ Lp(Ω).

Remark 3.2.9. PN,ϵ is not the anisotropic Helmholtz projection on Ω. PN,ϵ is the
operator which maps from the Lp(Ω)-vector fields into Lp(Ω)-divergence-free vector
fields with tangential trace. We find that the anisotropic Helmholtz projection is
bounded from Lp(Ω) into itself by the same method of Lemma 3.2.7. Let u ∈ Lp(Ω).
Then, we obtain the solution πϵ to the Neumann problem{

∆ϵπϵ = divϵ u in Ω,
γ±

∂3πϵ

ϵ
= u · ν± on ∂Ω.

(3.2.32)

The anisotropic Helmholtz projection Hϵ is defined by

Hϵu = u−∇ϵπϵ.
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In the case of the Dirichlet boundary condition, i.e. γ±u = 0, the right hand side of
the second equality of (3.2.32) is zero. Let us consider the Lp-boundedness of ∇ϵπϵ,
which implies the boundedness of the anisotropic Helmholtz projection. Let π1

ϵ and
π2
ϵ be the solutions to

∆ϵπ
1
ϵ = E0divϵu in T2 × R, (3.2.33)

and {
∆ϵπ

2
ϵ = 0 in Ω

γ±
∂3πϵ

ϵ
= −γ±ν± · ∇ϵ∆

−1
ϵ E0divϵ u on ∂Ω,

respectively. Then, we find

πϵ = R0π
1
ϵ + π2

ϵ .

Let us first consider (3.2.33). It follows from integration by parts

Fx3Fd,x′E0divϵu = Fd,x′

∫ 1

−1

e−ix3ξ3

(
divHu

′(·, x3) +
∂3u3(·, x3)

ε

)
dx3

= i
(
n′ ξ3/ε

)T · Fd,x′(E0u)

= Fx3Fd,x′divϵ(E0u).

This formula, the Mikhlin theorem and Proposition 3.2.1 imply∣∣∣∣∇ϵπ
1
ϵ

∣∣∣∣
Lp(Ω)

≤ C||u||Lp(Ω), (3.2.34)

where C > 0 is independent of ε. Moreover, since e3 · ∇ϵ∆
−1
ϵ divϵ is given by the left

hand side of (3.2.29), we can use the same method as Lemma 3.2.7 to estimate∣∣∣∣∇ϵπ
2
ϵ

∣∣∣∣
Lp(Ω)

≤ C||u||Lp(Ω), (3.2.35)

where C > 0 is also independent of ε. (3.2.34) and (3.2.35) implies Lp-boundedness
of the anisotropic Helmholtz projection on Ω.

Proposition 3.2.10. Let 0 < ε ≤ 1, 1 < q < ∞, 0 < a < 1/2, z ∈ C satisfying
−a < Rez < 0 and 0 < θ < π/2. Then there exists a constant C = C(q, a, θ), for
each f ∈ Lq(Ω), the solution π3 to (III) with boundary data (γKλ,ϵf · ν)ν satisfies∣∣∣∣∣∣∣∣ 1

2πi

∫
Γθ

(−λ)z∇ϵπ3 dλ

∣∣∣∣∣∣∣∣
Lq(Ω)

≤ Ceθ|Im z|||f ||Lq(Ω),

where C > 0 is independent of ε.

Proof. Since

∇ϵπ3 = ΠϵKλ,ϵE0f (3.2.36)

and the Cauchy integral commutes with Πϵ, combining with Proposition 3.2.6 and
Lemma 3.2.7, we obtain the conclusion.
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3.2.4 Estimate for v2
Let us consider the equation (II) with tangential boundary data g = (g+, g−). Set

y′λ,ϵ(n
′) = 2sλ

(
I2 +

ε |n′|
sλ

n′ ⊗ n′

|n′|2

)
and

yλ,ϵ(n
′) =

(
y′λ,ϵ(n

′) 0
0 0

)
. (3.2.37)

Then, yλ,ϵ satisfies

k′λ,ϵ(n
′, 0)yλ,ϵ(n

′) = J2 :=

(
I2 0
0 0

)
. (3.2.38)

Let us define a multiplier operator Lλ,ϵ as

Lλ,ϵg(n
′, x3) = PT2×R

ϵ F−1
d,n′ [e

′
λ(n

′, 1− x3)yλ,ϵ(n
′)Fd,x′g+(n

′)]

+ PT2×R
ϵ F−1

d,n′ [e
′
λ(n

′,−1− x3)yλ,ϵ(n
′)Fd,x′g−(n

′)] , (3.2.39)

where e′λ is defined by (3.2.24). Let p′λ,ϵ(n′, x3) be a partial Fourier transform of the
symbol of PT2×R

ϵ with respect to ξ3 for 0 ≤ x3 ≤ 1. Then

Lλ,ϵg(n
′, ·) = F−1

d,n′

[
p′ϵ(n

′, ·) ∗3 e′λ(n′, 1− ·)y′λ,ϵ(n′)Fd,x′g+(n
′)
]

+ F−1
d,n′

[
p′ϵ(n

′, ·) ∗3 e′λ(n′,−1− ·)y′λ,ϵ(n′)Fd,x′g−(n
′)
]
, (3.2.40)

where · ∗3 · is convolution with respect to x3. We set

Wλ,ϵ = PN,ϵLλ,ϵ. (3.2.41)

Then, Wλ,ϵg is a solution to (II) with boundary data γWλ,ϵg.
We first get a Fourier multiplier of γWλ,ϵ. Next, we show the map Sλ,ϵ : g 7→

γWλ,ϵg has bounded inverse for large λ. Put

Vλ,ϵg = Wλ,ϵS
−1
λ,ϵg, (3.2.42)

then, Vλ,ϵg gives the solution to (II) with boundary data g.

Proposition 3.2.11. Let 0 < ε < 1, 0 < θ < π/2, 1 < q < ∞ and λ ∈ Σθ. Let
r > 0 be sufficiently large, which is independent of ε. Then, for |λ| > r, there exists
a bounded operator Rλ,ϵ from Lq(Ω) into itself satisfying

||Rλ,ϵ||Lq(Ω)→Lq(Ω) ≤
C

|λ|1/2
, (3.2.43)

where C > 0 is independent of ε, such that

−S−1
λ,ϵ = I +Rλ,ϵ. (3.2.44)
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Proof. Let g ∈ Lq(T2). Since e′λ is an even function with respect to x3, we find from
a change of variable that

p′ϵ(n
′, ·) ∗3 e′λ(n′, 1− ·) =

∫
R
p′ϵ(n

′, · − ζ)e′λ(n
′, 1− ζ) dζ

= −
∫
R
p′ϵ(n

′, η)e′λ(n
′,−1 + · − η) dη

= −k′λ,ϵ(n′,−1 + ·),

and similarly

p′ϵ(n
′, ·) ∗3 e′λ(n′,−1− ·) = −k′λ,ϵ(n′, 1 + ·)

Thus, we find from (3.2.40) that

Lλ,ϵg(n
′, ·) = F−1

d,n′

[
−k′λ,ϵ(ξ′,−1 + ·)y′λ,ϵ(ξ′)Fd,x′g+(ξ

′)
]

+ F−1
d,ξ′

[
−k′λ,ϵ(ξ′, 1 + ·)y′λ,ϵ(ξ′)Fd,x′g−(ξ

′)
]
, (3.2.45)

We apply PN,ϵ to (3.2.45) to get

Sλ,ϵg = γ±Wλ,ϵg

= −F−1
d,n′

[
k′λ,ϵ(n

′,−1± 1)yλ,ϵ(ξ
′)Fd,x′g+(n

′)
]

−F−1
d,n′

[
α+,ϵ(n

′,±1)e3 · k′λ,ϵ(n′, 2)yλ,ϵ(n
′)Fd,x′g−(n

′)
]

−F−1
d,n′

[
k′λ,ϵ(n

′, 1± 1)yλ,ϵ(ξ
′)Fd,x′g−(n

′)
]

−F−1
d,n′

[
α−,ϵ(n

′,±1)e3 · k′λ,ϵ(n′,−2)yλ,ϵ(n
′)Fd,x′g+(n

′)
]

= I1 + I2 + I3 + I4. (3.2.46)

Let us estimate I1 and I3. (3.2.38) implies

F−1
d,n′

[
k′λ,ϵ(n

′, 0)yλ,ϵ(n
′)Fd,x′g±(n

′)
]
= g±. (3.2.47)

We need to show the other terms are O(1/ |λ|1/2). By (3.2.23) and (3.2.37), we have

k′λ,ϵ(ξ
′,±2)yλ,ϵ(n

′)

= e−sλ

(
J2 +

ε |n′|
sλ

J2n⊗ J2n

|n′|2

)
− J2n⊗ J2n

ε2

λ+ (1− ε2) |n′|2
e−2sλ

(
J2 +

ε |n′|
sλ

J2n⊗ J2n

|n′|2

)
− J2n⊗ J2n

ε2

λ+ (1− ε2) |n′|2
e−2ϵ|n′|

ε |n′|
sλ

(
J2 +

ε |n′|
sλ

J2n⊗ J2n

|n′|2

)
=: II1 + II2 + II3.

We find from (3.2.12) and (3.2.13) in Proposition 3.2.5 and[
1

λ+ (1− ε2) |ξ′|2

]
M′

≤ C

|λ|
,

[
|ξ′|
sλ

]
M′

+

[
J2ξ ⊗ J2ξ

|ξ′|2

]
M′

≤ C (3.2.48)

68



that

[II1]M′ ≤ Ce−c|λ|
1
2 (3.2.49)

and

[II2]M′ ≤
Ce−c|λ|1/2

|λ|
(3.2.50)

for large λ, where constants c, C > 0 are independent of ε. Note that I3 have little
bit problem near ε = 0 since, at this point, we can not use decay of e−2ϵ|ξ′| to
obtain uniform boundedness of the Mikhlin constant. However, we can use decay of
1/(λ + (1 − ε2) |ξ′|2) around ε = 0. On the other hand, when ε is away from 0, we
have no problem. Thus, combining with these observation, we can conclude by the
Mikhlin theorem that

[II3]M′ ≤
C

|λ|
1
2

, (3.2.51)

where C > 0 is independent of ε. Thus we find from (3.2.49), (3.2.50) and (3.2.50)
that ∣∣∣∣F−1

d,n′

[
k′λ,ϵ(n

′,±2)yλ,ϵ(n
′)Fd,x′g(n′)

]∣∣∣∣ ≤ C

|λ|
1
2

||g||Lp(Ω). (3.2.52)

Next, we estimate I2 and I4. It follows from (3.2.23) that

e3 · k′λ,ϵ(n′,±2)yλ,ϵ(n
′)Fd,x′g∓(n

′)

= e3 ·
[
e−sλ

2sλ
yλ,ϵ(n

′)Fd,x′g∓ −
(

η′λ,ϵ(n
′,±2)n′ ⊗ n′y′λ,ϵ(n

′) 0

−∂3η′λ,ϵ(n′,±2)in′Ty′λ,ϵ(n
′) 0

)
Fd,x′g∓

]
= −

(
−∂3η′λ,ϵ(n′,±2)in′Ty′λ,ϵ(n

′) 0
)
Fd,x′g∓.

Recall ∂3ηλ,ϵ(n′,±2) = ϵ2

λ+(1−ϵ2)|n′|2
e−2sλ−e−2ϵ|n′|

2
. Then, we find from (3.2.12) in

Proposition 3.2.5 and (3.2.48) that

[(1 + ε |ξ′|) ∂3ηλ,ϵ(ξ′,±2)y′λ(ξ
′)]M′

=

[
(1 + ε |ξ′|) ε2

λ+ (1− ε2) |ξ′|2
(
e−2sλ − e−2ϵ|ξ′|

)
sλ

(
I2 +

ε |ξ′|
sλ

ξ′ ⊗ ξ′

|ξ′|2

)]
M′

≤ C

|λ|
1
2

,

where C > 0 is independent of ε. Since 3.2.13) and (3.2.14) in Proposition 3.2.5
imply [

α±,ϵ(ξ
′,±2)ε |ξ′|

(1 + ε |ξ′|

]
M′

<∞
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uniformly on ε, combining with Proposition 3.2.1, we finally obtain∣∣∣∣F−1
d,n′α+,ϵ(n

′,±1)e3 · k′λ,ϵ(n′, 2)yλ,ϵ(n
′)Fd,x′g−

∣∣∣∣
Lq(T2)

+
∣∣∣∣F−1

d,n′α−,ϵ(n
′,±1)e3 · k′λ,ϵ(n′,−2)yλ,ϵ(n

′)Fd,x′g+
∣∣∣∣
Lq(T2)

≤ C

|λ|
1
2

||g||Lq(T2), (3.2.53)

where C is independent of ε. Thus, taking |λ| sufficiently large, choice of λ is also
independent of ε, we can conclude by (3.2.46), (3.2.47), (3.2.46), (3.2.52) and (3.2.53)
that

−Sλ,ϵ = I +O(|λ|−1/2).

Proposition 3.2.12. Let 0 < θ < π/2, λ ∈ Σθ, 1 < q < ∞ and 0 < ε ≤ 1. Then
there exist r > 0 and a constant C > 0, which is independent of ε and λ, if |λ| ≥ r,
Vλ,ϵ defined by (3.2.42) satisfies

||Vλ,ϵg||Lq(Ω) ≤ C |λ|−1/2q ||g||Lq(∂Ω) (3.2.54)

for all g ∈ Lq(∂Ω).

Proof. We take r > 0 so that Rλ,ϵ exists. Then S−1
λ,ϵ is bounded on Lq(Ω). Together

with boundedness of PT2×R
ϵ on Lq(T2 × R) and PN,ϵ on Lq(Ω) and the resolvent

estimate for the Dirichlet Laplacian on Ω, see Lemma 5.3 in [1], we find

||Vλ,ϵg||Lq(Ω =
∣∣∣∣PN,ϵLλ,ϵS

−1
λ,ϵg
∣∣∣∣
Lq(Ω)

≤ C
∣∣∣∣Lλ,ϵS

−1
λ,ϵg
∣∣∣∣

Lq(Ω

≤ C |λ|−1/2q
∣∣∣∣S−1

λ,ϵg
∣∣∣∣

Lq(Ω

≤ C |λ|−1/2q ||g||Lq(Ω,

where C > 0 is independent of ε.

Proposition 3.2.13. Let 1 < q < ∞ and 0 < ε ≤ 1. Then there exists a constant
C > 0, which is independent of ε, such that∣∣∣∣∣∣∣∣F−1

d,n′
1 + ε |n′|
ε |n′|

(
e3 · Fx′,d

(
PT2×R
ϵ E0f

))∣∣∣∣∣∣∣∣
Lq(Ω)

≤ C||f ||Lq(Ω), (3.2.55)

for all f ∈ Lq(Ω).

Proof. Since the symbol have poles at ξ3 = ±iε |n′|, we obtain its partial Fourier
transform with respect to ξ3 by the residue theorem. Thus, we have

F−1
d,n′

1

ε |n′|

(
e3 · Fx′

(
PT2×R
ϵ E0f

))
70



=
1

2
F−1

d,n′

∫ 1

−1

1

ε |n′|

[
e−|x3−ζ|ϵ|n′|iεn′ · Fd,x′f ′(n′, ζ)

+e−|x3−ζ|ϵ|n′|ε |n′| Fd,x′f3(n
′, ζ)
]
dζ.

This formula, the Mikhlin theorem and Proposition 3.2.1 imply∣∣∣∣∣∣∣∣F−1
d,n′

1

ε |n′|

(
e3 · Fd,x′

(
PT2×R
ϵ E0f

))∣∣∣∣∣∣∣∣
Lq(T2)

≤ C||f ||Lq(R2),

where C is independent of ε.

Let us show BIP for the solution operator for v2.

Proposition 3.2.14. Let 0 < θ < π/2, λ ∈ Σθ, 1 < q <∞, 0 < ε < 1, 0 < a < 1/2,
z satisfying −1/2 < Rez < 0 and 0 < θ < π. Then there exists a constant
C = C(q, a, θ), it holds that∣∣∣∣∣∣∣∣ 1

2πi

∫
Γθ

(−λ)zVλ,ϵ [γv1 − (γv1 · ν)ν] dλ
∣∣∣∣∣∣∣∣
Lq(Ω)

≤ Ce|Imz|θ||f ||Lq(Ω), (3.2.56)

where v1 = Kλ,ϵf for f ∈ Lq(Ω).

Proof. It holds that

γv1 − (γv1 · ν)ν = γKλ,ϵE0f − γΠϵKλ,ϵE0f.

We find from this formula, (3.2.41), (3.2.42), (3.2.39), Corollary 3.2.11 and (3.2.27)
that the integrand of the left hand side of (3.2.56) can be essentially written as

PN,ϵPT2×R
ϵ F−1

d,n′

∫ 1

−1

e′λ(ξ
′,±1− x3)yλ,ϵ(n

′)e′λ(ξ
′,±1− ζ)

×Fd,x′

(
PT2×R
ϵ E0f

)
(n′, ζ)dζ

+PN,ϵPT2×R
ϵ F−1

d,n′

∫ 1

−1

e′λ(n
′,±1− x3)yλ,ϵ(n

′)αϵ,±(n
′,±1)e′λ(n

′,±1− ζ)

× ε |n′|
1 + ε |n′|

1 + ε |n′|
ε |n′|

Fd,x′

(
PT2×R
ϵ E0f

)
(n′, ζ)dζ

+Wλ,ϵRλ,ϵ [γKλ,ϵE0f − γΠϵKλ,ϵE0f ]

=:I1 + I2 + I3,

where ± should be take properly. It follows from Proposition 3.2.5 that

[e′λ(ξ
′,±1− x3)yλ,ϵ(ξ

′)e′λ(ξ
′,±1− ζ)]M′

≤ C

[
e|±1−x3|sλ

(
I2 +

ε |ξ′|
sλ

ξ′ ⊗ ξ′

|ξ′|2

)
e|±1−ζ|sλ

sλ

]
M′

≤ C
e−c|λ|1/2(|±1−x3|+|±1−ζ|)

|λ|1/2
(3.2.57)
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Thus, we find from change of integral line so that |λ| > R, where R is large enough
to ensure existence of S−1

λ,ϵ in Proposition 3.2.11, that∣∣∣∣∣∣∣∣ 1

2πi

∫
Γ

(−λ)zI1 dλ
∣∣∣∣∣∣∣∣

Lq(Ω

≤ C

∣∣∣∣∣
∣∣∣∣∣
∫ 1

−1

∫
Γ

|λz|Ce
−c|λ|1/2(|x3−a|+|ζ−b|)

|λ|1/2
||PϵE0f(·, ζ)||Lq(T2) dλ dζ

∣∣∣∣∣
∣∣∣∣∣
Lq(−1,1)

≤ C||f ||Lq(Ω)

+ C

∣∣∣∣∣∣∣∣∫ 1

−1

∫ ∞

R

eθ|Imz|CrRez−1/2e−cr1/2(|x3−a|+|ζ−b|)||f(·, ζ)||Lq(T2) dr dζ

∣∣∣∣∣∣∣∣
Lq(−1,1)

≤ C||f ||Lq(Ω) + CRe
θ|Imz|

∣∣∣∣∣
∣∣∣∣∣
∫ 1

−1

||f(·, ζ)||Lq(T2)

|x3 − a|+ |ζ − b|
dr

∣∣∣∣∣
∣∣∣∣∣
Lq(Ω)

where C is independent of ε. Applying Lemma 3.2.3, we obtain∣∣∣∣∣∣∣∣∫
Γ

(−λ)zI1 dλ
∣∣∣∣∣∣∣∣

Lq(Ω)

≤ Ceθ|Imz|||f ||Lq(Ω) (3.2.58)

Since α±,ϵ is definde by (3.2.27), it follows from (3.2.13), (3.2.37) and Proposition
3.2.5 that [

e′λ(ξ
′,±1− x3)yλ,ϵ(ξ

′)αϵ,±(ξ
′,±1)e′λ(ξ

′,±1− ζ)
ε |ξ′|

1 + ε |ξ′|

]
M′

≤ C
e−c|λ|1/2(|±1−x3|+|±1−ζ|)

|λ|1/2
.

Thus we find from Proposition 3.2.13∣∣∣∣∣∣∣∣ 1

2πi

∫
Γ

(−λ)zI2 dλ
∣∣∣∣∣∣∣∣

Lq(Ω)

≤ Ceθ|Imz|
∣∣∣∣∣∣∣∣F−1

n′
1 + ε |ξ′|
ε |n′|

Fx′ (PϵE0f) (n
′, ζ)

∣∣∣∣∣∣∣∣
Lq(Ω)

≤ Ceθ|Imz|||f ||Lq(Ω).

Applying Lq(Ω)-boundedness of PN,ϵ, the resolvent estimate for the Dirichlet Lapla-
cian, ee Lemma 5.3 in [1]„ Proposition 3.2.11, the resolvent estimate for the Dirichlet
Laplacian on T2 ×R, Lq(Ω)-boundedness of Πϵ, the trace theorem and the interpo-
lation inequality, we have

||I3||Lq(Ω) = ||PN,ϵLλ,ϵRλ,ϵγ [Kλ,ϵE0f − γΠϵKλ,ϵE0f ]||Lq(Ω)

≤ C |λ|−1/2q ||Rλ,ϵγ [Kλ,ϵE0f − γΠϵKλ,ϵE0f ]||Lq(Ω)

≤ C |λ|−1/2q−1/2 ||γ [Kλ,ϵE0f − γΠϵKλ,ϵE0f ]||Lq(Ω)
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≤ C |λ|−1/2q−1/2−1/q′−1/2+δ ||f ||Lq(Ω)

= C |λ|−3/2+δ ||f ||Lq(Ω)

for small δ > 0. Thus we find by the change of integral curve∣∣∣∣∣∣∣∣ 1

2πi

∫
Γ

(−λ)zI3 dλ
∣∣∣∣∣∣∣∣

Lq(Ω)

≤ C||f ||Lq(Ω). (3.2.59)

Proof of Lemma 3.2.2. Lemma 3.2.2 is the direct consequence of Proposition 3.2.6,
Proposition 3.2.10 and Proposition 3.2.14.

Corollary 3.2.15. Let p, q ∈ (1,∞), T > 0, F = (fH , fz) ∈ E0(T ), U0 ∈ Xγ and
ε > 0. Then there is a unique solution (Uϵ, Pϵ) ∈ E1(T )× E0(T ) to the equation

∂tV −∆V +∇HP = fH in (0, T )× Ω,
∂t(εW )−∆(εW ) + ∂3P

ϵ
= fz in Ω× (0, T ),

divH V + ∂z
ϵ
(εW ) = 0 in Ω× (0, T ),

U = 0 on ∂Ω× (0, T )
U(0) = U0 in Ω,

(3.2.60)

where P is unique up to a constant. Moreover, there exist constants C > 0 and
CT > 0, which is independent of ε, such that

‖ (V, εW ) ‖E1(T ) + ‖∇εP‖E0(T ) ≤ C‖F‖E0(T ) + CT‖ (V0, εW0) ‖Xγ . (3.2.61)

Proof. Lemma 3.1.2 implies there exists a solution (Ũ , P̃ ) to (3.1.6) with initial data
U0 such that

‖Ũ‖E1(T ) + ‖∇εP̃‖E0(T ) ≤ C‖F‖E0(T ) + CT‖U0‖Xγ .

Set

V = Ṽ , W = εW̃ , P = P̃ .

Then (U, P ) is the desired solution satisfying (3.2.61).

3.3 Nonlinear Estimates and Regularity of w
In this section we introduce some Propositions on nonlinear estimates to estimate
FH , Fz and F and on regularity of w, which is vertial component of the solution to
the primitive equations. Although, the following Propositions have already proved
in [12], we introduce them to explain our restriction for p and q and for reader’s
convenience.

Proposition 3.3.1 ([12]). Let T > 0, p, q ∈ (1,∞) such that 2/3p+1/q ≤ 1. Then
for any v1, v2 ∈ E1(T ) there exist a constant C = C(p, q) > 0 such that

||v1∂xv2||E0(T ) ≤ C||v1||E1(T )||v2||E1(T )
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Proposition 3.3.2 ([12]). Let T > 0 and z ∈ (−1, 1). Let p, q ∈ (1,∞) such that
1/p + 1/q ≤ 1. Then for any v1, v2 ∈ E2(T ) and w1 := −

∫ −1

z
divHv1 dζ there exist

a constant C = C(p, q) > 0 such that

||w1∂3v2||E0(T ) ≤ C||v1||E1(T )||v2||E1(T ). (3.3.1)

Restriction for p and q in our theorem is due to Proposition 3.3.1 and Proposition
3.3.2.

Proposition 3.3.3. Let T > 0, 1 < p, q < ∞, v0 ∈ Xγ, w0 =
∫ x3

−1
divH v0 dζ ∈

Xγ(Ω), f, ∂3f ∈ E0(T ) and φ ∈ C∞[−1, 1] be a cut-off function

φ =

{
0 (−1 ≤ x3 ≤ −3

4
)

1 (0 ≤ x3 ≤ 1)

Let u∗ = (v∗, w∗) ∈ E1(T )×W 1,p (0, T ;W−1,q(Ω))∩Lp (0, T ;W 1,q(Ω)) be the solution
of (PE). Then, there exists a solution u = (v, w) to

∂tv −∆v = f in Ω× (0, T ),
divH v + ∂3w = φ′w∗ in Ω× (0, T ),

u = 0 on ∂Ω× (0, T ),
v(0) = φ(v0 − v0) in Ω,

(3.3.2)

where w(0) = φw0 by compatibility condition, such that

||v||E1(T ) + ||∂3v||E1(T ) + ||w||E1(T )

≤ C
(
||g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q)(T3) + ||∂3g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q(T3))

)
+ C

(
||f ||E0(T ) + ||∂3f ||E0(T )

)
, (3.3.3)

where g := φ′w∗.

Proof. Let u1 = (v1, w1) be the solution to

∂tv
1 −∆v1 = f in Ω× (0, T )

v = 0 in Ω× (0, T )
v1(0) = 0 on Ω

,

The maximal regularity of the Laplace operator implies

‖v1‖E1(T ) ≤ C‖f‖E0(T ). (3.3.4)

Moreover we find

‖∂3v1‖E1(T ) ≤ C‖∂3‖E0(T ). (3.3.5)

Put u1 = (v1, 0)T . By the Bogovskii lemma, see Section 2 of [39] for instance, there
exists a vector u2 = (v2, w2) ∈ E1 such that

div u2 = g − div u1 in Ω× (0, T ),
u2 = 0 in Ω× (0, T ),

(3.3.6)
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and ,by (3.3.4)∣∣∣∣u2∣∣∣∣E1(T )
≤ C||g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q)(T3) + ||f ||E1(T ). (3.3.7)

Moreover, ∂3g ∈ H1,p (0, T ;H−1,q(Ω)) ∩ Lp (0, T ;H1,q(Ω)) and (3.3.5) implies∣∣∣∣∂3u2∣∣∣∣E1(T )
≤ C||∂3g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q(T3)) + ||∂3f ||E1(T ) (3.3.8)

Set ũ = (ṽ, w̃) := u− u1 − u2, then ũ satisfies

∂tṽ −∆ṽ = −∂tv2 +∆v2 in Ω× (0, T )
divH ṽ + ∂3w̃ = 0 in Ω× (0, T ),

w(·, ·,−1) = 0 on Ω× (0, T ),

ũ(0) = (φ(v0 − v0), φw0)
T − u2(0) on Ω.

(3.3.9)

It follows from f ∈ E0(T ), (3.3.7), the trace theorem and the maximal regularity of
the Laplace operator that

||ṽ||E1(T ) ≤ C
(
||g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q)(T3) + ||f ||E0(T )

)
. (3.3.10)

Applying ∂3 both sides of (3.3.9), similarly we have

||∂3ṽ||E1(T ) ≤ C
(
||∂3g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q)(T3) + ||∂3f ||E0(T )

)
. (3.3.11)

Thus, by divergence-free condition and (3.3.8), w̃ satisfies

∂tw̃ −∆w̃ = divH ∂3ṽ|x3=−1 − ∂tw
2 +∆w∗ − divH ∂3v

2|x3=−1 in Ω× (0, T )
v = 0 on Ω× (0, T )

w̃(0) = φw0 − w2(0) in Ω

Thus we find from (3.3.10), (3.3.11), the trace theorem and the maximal regularity
of the heat equation that

||w̃||E1(T )

≤ C
(
||∂3g||H1,p(0,T ;H−1,q(T3))∩Lp(0,T ;H1,q)(T3) + ||∂3f ||E0(T )

)
+ CT

∣∣∣∣φw0 − w2(0)
∣∣∣∣
Xγ(Ω)

.

We completed the proof.

Let us show w ∈ E1(T ). In our previous paper [12], we first derive the equa-
tion which w satisfies by applying

∫ x3

−1
divH · dζ to the equations v satisfies Then,

estimating the corresponding nonlinear terms and applying the maximal regularity
principle, we obtain w ∈ E1(T ). However, it is hard to apply this method directly
to the case of the Dirichlet boundary condition because of the term with the second
derivative at the boundary. This term is due to integration over (−1, x3). Note
that this difficulty does not appear under the periodic boundary condition since the
boundary term vanishes by periodicity. We can avoid this difficulty by using some
cut-off technique which eliminate the effect of the boundary condition. Lemma 3.1.4
is used in the proof to deal with reminder term coming from effect of cut-off.
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Remark 3.3.4. It have already known that v ∈ E1 with initial data v0 ∈ Xγ by
Giga, et al. [16].

Proof of Lemma 3.1.4. Integrating (PE) both sides over (−1, 1), we find (v, π) sat-
isfies

∂tv −∆v +∇Hπ = −
∫ 1

−1
v · ∇Hv + w∂3v dζ + (∂3v)|x3=1

x3=−1 in Ω× (0, T )

divHv = 0 in Ω× (0, T )
v = 0 on ∂Ω× (0, T )

v(0) = v0 in Ω.

(3.3.12)

Put ṽ = v − v. Then, ũ = (ṽ, w) satisfies

∂tṽ −∆ṽ = −ṽ · ∇H ṽ − w∂zṽ − v · ∇H ṽ − ṽ · ∇Hv

−1
2

∫ 1

−1
ṽ · ∇H ṽ − (divH ṽ) dζ

+1
2
(∂3v)|x3=1

x3=−1 in Ω× (0, T ),
divH ṽ + ∂zw = 0 in Ω× (0, T )

ṽ = 0 on ∂Ω× (0, T )
ṽ(0) = v(0)− v0 on Ω

(3.3.13)

Note that the pressure term no longer appears in the above equations. Let us
introduce a cut-off function φ1, φ2 ∈ C∞(−1, 1) such that φ1 ≡ 0 on [−1,−3/4) and
φ1 ≡ 1 on (0, 1] and φ2 ≡ 1 on [−1, 0) and φ2 ≡ 0 on (3/4, 1]. Put φ3 = 1 − φ1 − φ2.
Then obviously

w = φ1w + φ3w + φ2w(=: w1 + w3 + w2). (3.3.14)

Now we show wj ∈ E1 for j = 1, 2, 3. To this end, we first derive the equation that
w1 satisfies. Multiply φ1 to (3.3.13) to get

∂t(φ1ṽ)−∆(φ1ṽ) = 2φ′
1∂zṽ + φ′′

1 ṽ − φ1ṽ · ∇H ṽ
−φ1w∂zṽ − φ1v · ∇H ṽ − φ1ṽ · ∇Hv

−1
2
φ1

∫ 1

−1
ṽ · ∇H ṽ − (divH ṽ)ṽ dζ

+1
2
φ1(∂3v)|x3=1

x3=−1 in Ω× (0, T ),
divH(φ1ṽ) + ∂z(φ1w) = φ′

1w in Ω× (0, T )
φ1ṽ(0) = φ1(v(0)− v0) on Ω

(3.3.15)

Let u∗ = (v∗, w∗) be a solution to the equation

∂tv
∗ −∆v∗ = −1

2
φ(∂3v)|x3=1

x3=−1 in Ω× (0, T ),
div u∗ = φ′w in Ω× (0, T )

u = 0 on ∂Ω× (0, T ),
v1(0) = φ(v0 − v0) in Ω

(3.3.16)

We find from Proposition 3.3.3 that u∗ satisfies

‖u∗‖E1(T ) + ‖∂3v∗‖E1(T ) ≤ C‖v‖E1(T ).

76



Put Ũ = (Ṽ , W̃ ) := (φ1ṽ−v∗, φ1w−w∗). Since div Ũ = divH Ṽ +∂3W̃ = 0, applying
−divH to the equation that Ũ satisfies and integrating over (−1, x3) with respect to
vertical variable, we find

∂tW̃ −∆W̃

= ∂zdivHv
1|x3=−1

+

∫ x3

−1

2φ′
1divH∂ζ ṽ + φ′′

1divH ṽ

+ divH(−φ1ṽ · ∇H ṽ − (W̃ + w∗)∂ζ ṽ − φ1v · ∇H ṽ − φ1ṽ · ∇Hv)dζ

− 1

2

∫ 1

−1

φ1(ζ) dζdivH

∫ 1

−1

ṽ · ∇H ṽ − (divH ṽ)ṽ dζ

=: I1 + I2 + I3, (3.3.17)
with initial data φ1w0. By the choice of v∗ and the trace theorem, we have ‖I1‖E0(T ) ≤
C for some C > 0. We use integration by parts to get

I2 = (divHv)φ
′
1 −

∫ x3

−1

divHvφ
′′ dζ

+ ṽ · ∇H(W̃ + w1)− (W̃ + w∗)divHv + v · ∇H(W̃ + w∗)

+

∫ x3

−1

(φ1∂j ṽ · ∇H ṽ − (∂ζ ṽ) · ∇H(W̃ + w∗))

+∇H(W̃ + w∗) · ∂ζ ṽ − (∂ζ(W̃ + w∗)divH ṽ)dζ

+

∫ x3

−1

φ1∂jv · ∇H ṽ + φ′
1v · ∇H(W̃ + w∗) + φ1∂j ṽ · ∇Hvj dζ. (3.3.18)

We can apply Proposition 3.3.1 and 3.3.2 to I2 to get

||I2||E0(T ) ≤ C
(
‖W̃‖E1(T )||ṽ||E1(T ) + ||ṽ||2E1(T )

)
. (3.3.19)

Similarly, we have

||I3||E0(T ) ≤ C
(
‖W̃‖E1(T )||ṽ||E1(T ) + ||ṽ||2E1(T )

)
. (3.3.20)

Note that constants in (3.3.19) and (3.3.20) are independent of T since constants
in Proposition 3.3.1 and 3.3.2 are independent of ε. Thus we find from the maxi-
mal regularity of the heat equation, implicit function theorem and Neumann series
argument, which is the same way as in Proposition 4.8 in [12], that

‖W̃‖E1(T ) ≤ C

for some C = C(p, q, ||v||E1(T ), ||w0||Xγ
). Thus, we obtain

‖w1‖E1(T ) ≤ ‖W̃‖E1(T ) + ‖w∗‖E1(T ) ≤ C

for some C = C(p, q, ||v||E1(T ), ||w0||Xγ
). Same argument is valid for w2, w3 and thus

‖w̃2‖E1(T ) + ‖w̃3‖E1(T ) ≤ C

Note that for w3 need to take integral interval as [x3, 1] when we use divergence free
condition to get the solution formula of vertical component of vector field from one
of horizontal component. We complete the proof.
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3.4 Justification of the Hydrostatic
approximation and Global-wellposedness
of the anisotropic Navier-Stokes Equations

Let us prove our main theorem.

Proof of Theorem 3.1.1. Let T > 0. Let C1/10 be the maximum of constants C
in Proposition 3.3.1 and 3.3.2, (3.2.61) and the constant in the trace theorem. Let
us construct a solution (Vε, εWε) to (3.1.3) with zero initial data on [0, T ]. Set
(uε, pε) := (v + Vε, w +Wε, p + Pε), then this is the desired solution to (SNS). We
denote by ‖ · ‖E1(mT,(m+1)T ) and ‖ · ‖E0(mT,(m+1)T ) the E1-norm and E0-norm on the
time interval [mT, (m+ 1)T ], respectively. Let us take 0 < T ≤ 1 so small that

C1‖u‖E1(mT,(m+1)T ) ≤
1

4
, (3.4.1)

for all positive integer m. This choice of T is clearly independent of ε. We di-
vide the time interval [0, T ] into ∪N

m=0[mT, (m + 1)T ]. Put F = F (Vε,Wε, u) :=
(FH(Vε,Wε, u)), Fz(Vε,Wε, u)) be the left hand side of (3.1.3). We denote by

R(F,U0) = (Ru(F,U0),Rp(F,U0)) = (U, P )

the solution to (3.2.60) with initial data U0. Set inductively

Uε,1 = Ru(F (0, u), 0), Pε,1 = Rp(F (0, u), 0), (3.4.2)
Uε,j+1 = Ru(F (Uj, u), 0), Pε,j+1 = Rp(F (Uj, u), 0) (3.4.3)

Proposition 3.3.1, 3.3.2 and 3.2.15 lead

‖ (Vε,j+1, εWε,j+1) ‖E1(T ) + ‖∇εPε,j+1‖E0(T )

≤ C1T
η
(
‖u‖E1(T )‖ (Vε,j, εWε,j) ‖E1(T ) + ‖ (Vε,j, εWε,j) ‖2E1(T )

)
+ εC1T

η
(
‖u‖E1(T ) + ‖u‖2E1(T )

)
, (3.4.4)

This quadratic inequality and (3.4.1) implies

‖ (Vε,j, εWε,j) ‖E1(T ) + ‖∇εPε,j‖E0(T ) ≤ 2εC∗, (3.4.5)

for C∗ = (1/4C1 + 1/16C2
1) and small ε > 0. Put

Ũε,j = Uε,j+1 − Uε,j (j ≥ 1), Ũε,0 = Uε,1 (3.4.6)
P̃ε,j = Pε,j+1 − Pε,j (j ≥ 1), P̃ε,0 = Pε,1. (3.4.7)

Then seeking the equation which (Ũε,j, P̃ε,j) satisfies and applying Proposition 3.3.1,
3.3.2 and 3.2.15, we have

‖(Ṽε,j+1, εW̃ε,j+1)‖E1(T ) + ‖∇εP̃j+1‖E0(T )

≤ C1T
η
(
‖ (Vε,j, εWε,j) ‖E1(T ) + ‖ (Vε,j+1, εWε,j+1) ‖E1(T )
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+2‖u‖E1(T )

)
‖(Ṽε,j, εW̃ε,j)‖E1(T )

≤ 3

4

(
‖(Ṽε,j, εW̃ε,j)‖E1(T ) + ‖∇εP̃j‖E0(T )

)
.

Thus (Uε, Pε) := (limj→∞ Uj, limj→∞ Pj) = (
∑

j=0 Ũε,j,
∑

j=0 P̃ε,j) exists on [0, T ]
and satisfies

‖ (Vε, εWε) ‖E1(T ) + ‖∇εPε‖E0(T ) ≤ 2εC∗. (3.4.8)

By construction (Uε, Pε) satisfies (3.1.3) on [0, T ]. Moreover, by trace theorem there
exists a constant Ctr > 0 such that

‖ (Vε(T ), εWε(T )) ‖Xγ ≤ Ctr‖ (Vε, εWε) ‖E1(0,T ) ≤ 2εC∗Ctr. (3.4.9)

Next let us construct the solution to (3.1.3) on [T, 2T ] with initial data Uε(T ). By
the trace theorem, ‖Uε(T )‖Xγ ≤ Ctr‖Uε‖E1(T ) ≤ 2εC∗Ctr for some constant Ctr > 0.
Put aε,1 = (bε,1, cε,1) = Ru(0, Uε(T )) and πε,1 = Rp(0, Uε(T )). Corollary 3.2.15
implies

‖ (bε,1, εcε,1) ‖E1(T,2T ) + ‖∇επε,1‖E0(T,2T ) ≤ 2εC∗CtrCT . (3.4.10)

Let the vector field aε = (bε, cε) be the solution to
∂tbε −∆bε +∇Hπε = FH(b1,ε + bε, cε,1 + cε, u)

∂t(εcε)−∆(εcε) +
∂3
ε
πε = εFz(b1,ε + bε, cε,1 + cε, u)

div aε = 0
aε(T ) = 0

(3.4.11)

Then Uε = aε,1 + aε and Pε = πε,1 + πε is a solution to ((3.1.3) with initial data
Uε(T ). Let us construct the solution to (3.2.60). Let F (b1,ε + bε, cε,1 + cε, u) =
(FH(b1,ε + bε, cε,1 + cε, u), εFz(b1,ε + bε, cε,1 + cε, u)) Set inductively

aε,j+1 = aε,1 +Ru(F (b1,ε + bε+j, cε,1 + cε+j, u), 0), (3.4.12)
πε,j+1 = Rp(F (b1,ε + bε+j, cε,1 + cε+j, u), 0) (3.4.13)

for j ≥ 1. Applying Proposition 3.3.1, 3.3.2 and 3.2.15 to (3.4.11), we find

‖ (bε,j+1, εcε,j+1) ‖E1(T,2T ) + ‖∇επε,j+1‖E0(T,2T )

≤ C1T
η‖u‖E1(T,2T )‖ (bε,1 + bε,j, ε(cε,1 + cε,j)) ‖E1(T,2T )

+ C1T
η‖ (bε,1 + bε,j, ε(cε,1 + cε,j)) ‖2E1(T,2T )

+ εC1T
η
[
‖u‖E1(T,2T ) + ‖u‖2E1(T,2T )

]
≤ C1T

η‖ (bε,j, εcε,j) ‖2E1(T,2T )

+ C1T
η
(
‖u‖E1(T,2T ) + 2‖ (bε,1, εcε,1) ‖E1(T,2T )

)
‖ (bε,j, εcε,j) ‖E1(T,2T )

+ εC1T
η
[
‖u‖E1(T,2T )‖ (bε,1, εcε,1) ‖E1(T,2T ) + ‖ (bε,1, εcε,1) ‖2E1(T,2T )

]
+ εC1T

η
[
‖u‖E1(T,2T ) + ‖u‖2E1(T,2T )

]
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If we take ε so small that

‖aε,1‖E1(T,2T ) ≤ 2εC∗CtrCT ≤ 1

8C1

(3.4.14)

we have

‖ (bε,j+1, εcε,j+1) ‖E1(T,2T ) + ‖∇επε,j+1‖E0(T,2T )

≤ C1‖ (bε,j, εcε,j) ‖2E1(T,2T ) +
1

2
‖ (bε,j, εcε,j) ‖E1(T,2T ) + εC∗CTCtr + εC∗

≤ C1‖ (bε,j, εcε,j) ‖2E1(T,2T ) +
1

2
‖ (bε,j, εcε,j) ‖E1(T,2T ) + εC∗(1 + CTCtr).

Thus, we have by induction

‖ (bε,j, εcε,j) ‖E1(T,2T ) + ‖∇επε,j‖E0(T,2T ) ≤ 2εC∗(1 + CTCtr). (3.4.15)

for all j ≥ 1. Set

ãε,j = aε,j+1 − aε,j (j ≥ 1), ãε,0 = aε,0

π̃ε,j = πε,j+1 − πε,j (j ≥ 1), π̃ε,0 = πε,0

Applying Proposition 3.3.1, 3.3.2 and 3.2.15 to the equations that (ãε,j+1, π̃ε,j+1)
satisfies, we find

‖(b̃ε,j+1, εc̃ε,j+1)‖E1(T,2T ) + ‖∇επ̃ε,j+1‖E0(T,2T )

≤ C1T
η
(
‖ (bε,j, εcε,j) ‖E1(T,2T ) + ‖ (bε,j+1, εcε,j+1) ‖E1(T,2T ) + 2‖u‖E1(T,2T )

)
× ‖(b̃ε,j, εc̃ε,j, )‖E1(T,2T )

≤
[
C1

(
‖ (bε,j, εcε,j) ‖E1(T,2T ) + ‖ (bε,j+1, εcε,j+1) ‖E1(T,2T )

)
+

1

2

]
× ‖(b̃ε,j, εc̃ε,j, )‖E1(T,2T )

≤ 3

4
‖(b̃ε,j, εc̃ε,j, )‖E1(T,2T ).

The last inequality holds if ε is sufficiently small. Thus,

(aε, πε) := ( lim
j→∞

aε,j, lim
j→∞

πε,j) = (
∑
j=0

ãε,j,
∑
j=0

π̃ε,j)

exists and satisfies (3.4.11) such that

‖ (bε, εcε) ‖E1(T,2T ) + ‖∇επε‖E0(T,2T ) ≤ 2εC∗(1 + CTCtr). (3.4.16)

(Uε, Pε) solves (3.1.3) on the time interval [T, 2T ] with initial data Uε(T ) such that

‖ (Vε, εWε) ‖E1(T ) + ‖∇εPε‖E0(T )

≤ ‖ (bε,1, εcε,1) ‖E1(T,2T ) + ‖ (bε, εcε) ‖E1(T,2T ) + ‖∇επε,1‖E0(T,2T ) + ‖∇επε‖E0(T,2T )

≤ CT‖Uε(T )‖Xγ + 2εC∗(1 + CtrCT ) ≤ 2εC∗(1 + 2CtrCT )
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By induction, the solution (Uε, Pε) constructed by the same way on the time interval
[mT, (m+ 1)T ] satisfies

‖ (Vε, εWε) ‖E1(mT,(m+1)T ) + ‖∇εPε‖E0(mT,(m+1)T )

≤ 2εC∗ [1 + 3CTCtr (1 + 3CTCtr(· · · ))] =: 2εαj

Since T is finite, this induction ends in finite steps. Thus we conclude

‖ (Vε, εWε) ‖E1(T ) + ‖∇εPε‖E1(T ) ≤ 2ε
∑

1≤j≤n

αj. (3.4.17)
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Chapter 4

Solvability of the higher-order
elliptic problem in Lp-Lq settings
under dynamic boundary
conditions

In this chapter, the higher-order elliptic problem under dynamic boundary
conditions is considered. We give a sufficient condition of solvability of this
problem in the maximal Lp-Lq settings on bounded and exterior domains. Our
method is based on vector-valued harmonic analysis and abstract functional
calculus.

4.1 Introduction
We consider the vector-valued quasi-steady problems of the following

ηu+A(t, x,D)u = f(t, x) (t ∈ J, x ∈ G),
∂tρ+ B0(t, x,D)u+ C0(t, x,DΓ)ρ = g0(t, x) (t ∈ J, x ∈ Γ),

Bj(t, x,D)u+ Cj(t, x,DΓ)ρ = gj(t, x) (t ∈ J, x ∈ Γ, j = 1, · · · ,m),
ρ(0, x) = ρ0(x) (x ∈ Γ),

(4.1.1)

where η > 0, J ⊂ [0, T ] is a finite interval or G ⊂ Rn (n ≥ 2) is a bounded
and exterior domain with the boundary Γ. The functions f, {gj}mj=0, ρ0 are given
data and the functions u and ρ are unknown functions. (A,Bj, Cj) are differential
operators with order (2m,mj, kj), respectively. The aim of this paper is to obtain
maximal Lp-Lq regularity of these equations. More precisely we characterize the
data space X×

∏m
j=0 Yj×πZρ and the solution space Zu×Zρ such that these spaces

are isomorphism.
This quasi-steady problems are considered as the linearized equations for the

various non-linear equations, e.g. free boundary problems. One of the successful
methods to solve the free boundary problems is the transformation from time-varying
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domain to fixed domain. After we use this transformation, the equation has an
unknown function called a height function on the boundary, and the equation on
the boundary has time derivative of order one. If the original equation has a time
derivative in an interior domain, the transformed equation also has a time derivative
in a domain. On the other hand, if there is no time derivative in the original equation
in the domain, the transformed equation does not have a time derivative. Usually,
the derived equation is also non-linear, but the linearized equation corresponds to
the relaxation type or the quasi-steady type. The first one corresponds to the first
derivative in the interior equation and it has already considered in the paper [8]. As
far as we know, the second one has not considered yet. Therefore we consider these
problems in this paper.

The paper is organized as follows. In Section 4.2, basic function spaces and as-
sumptions for A, Bj and Cj including smoothness are introduced. Then our main
result is stated. In Section 4.3, basic notions of operator theory, e.g. operator-valued
multiplier theorems and H∞-calculus, are introduced for the reader’s convenience.
In Section 4.4, we first consider (4.1.1) under G = Rn

+ with the differential oper-
ators having no lower order terms and constant coefficients. The problem is first
reduced into the case of f = 0 and ρ0 = 0. Then the partial Laplace-Fourier trans-
form is applied to get the solution formula of Fourier multiplier type. In this step,
the Lopatinskii-Shapiro condition (LS) is frequently used. Operator-valued Fourier
multiplier theorem due to Weis [42] and the operator-valued H∞-functional calculus
due to Kalton-Weis [25] are applied to the solution operator to obtain its maximal
regularity of the solutions. Here, the asymptotic Lopatinskii-Shapiro (ALS) con-
ditions are also needed. By perturbation and localization procedure, our maximal
regularity result for the full problem of (4.1.1) is proved.

4.2 Main results
Let us introduce notation to give our main results and state our theorem. Let N is
a set of positive integer and N0 = N∪{0}. Differential operators in (4.1.1) are given
by

A(t, x,D) :=
∑

|α|≤2m

aα(t, x)D
α,

Bj(t, x,D) :=
∑

|β|≤mj

bjβ(t, x)D
β,

Cj(t, x,DΓ) :=
∑
|γ|≤kj

cjγ(t, x)D
γ
Γ,

where m is a positive integer, mj ∈ N0 ∩ [0, 2m), kj ∈ N0 for j = 0, · · · ,m. The
symbols D, respectively DΓ mean −i∇, respectively −i∇Γ, where ∇ denotes the
gradient in G and ∇Γ the surface gradient on Γ. We assume that all boundary
operators Bj and at least one Cj are non-trivial. The order kj is defined by −∞
when Cj = 0. The unknown functions u(t, x), ρ(t, x) belongs to Hilbert spaces E
and F . Note that the case E = F = CN(N ∈ N) is allowed. For the coefficients
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of the above differential operators, aα(t, x), bjβ(t, x) ∈ B(E), cjγ(t, x) ∈ B(F,E) for
j = 1, · · · ,m, and b0β(t, x) ∈ B(E,F ) and c0γ(t, x) ∈ B(F ).

Let 1 < p, q <∞. We would like to find the maximal Lp-Lq regularity solutions,
i.e.

u ∈ Zu := Lp(J ;W
2m
q (G;E)),

then we should assume

f ∈ X := Lp(J ;Lq(G;E)).

Since we expect the regularity of gj is the same as Bju,

g0 ∈ Y0 := Lp(J ;W
2mκ0
q (Γ;F )),

gj ∈ Yj := Lp(J ;W
2mκj
q (Γ;E)) (j = 1, · · · ,m)

with

κj := 1− mj

2m
− 1

2mq
(j = 0, · · · ,m)

from the trace theorem. Thus, the solution class which ρ belongs to should be

ρ ∈ W 1
p (J ;W

2mκ0
q (Γ;F )) ∩

m⋂
j=0

Lp(J ;W
kj+2mκj
q (Γ;F ))

= W 1
p (J ;W

2mκ0
q (Γ;F )) ∩ Lp(J ;W

l+2mκ0
q (Γ;F ))

=: Zρ,

from the differential structure of the equation (4.1.1), where l := maxj=0,··· ,m with
lj = kj −mj +m0. We always assume l ≥ 0 in this paper. It can be expected by
the trace theorem that

ρ0 ∈ πZρ := Bl(1−1/p)+2mκ0
qp (Γ;F ).

Under these settings and assumptions (E), (SA), (SB), (SC), (LS) and (ALS) in-
troduced later, we shall show the solution operator is an isomorphism between the
data (f, {gj}mj=0, ρ0) ∈ X ×

∏m
j=0 Yj × πZρ and the solution (u, ρ) ∈ Zu × Zρ.

First we assume normal ellipticity of A as usual. The subscript # denotes the
principal part of the corresponding operator, e.g. A#(t, x,D) =

∑
|α|=2m aα(t, x)D

α.

(E) (Ellipticity of the interior symbol) For all t ∈ J , x ∈ G in the case G is a
bounded domain, x ∈ G ∪ {∞} in the case G is an exterior domain, and for all
ξ ∈ Rn satisfying |ξ| = 1, we assume normal ellipticity for A(t, x, ξ) with an angle
less than π/2, and thus

σ(A#(t, x, ξ)) ⊂ C+ := {z ∈ C | Re z > 0}.

Here σ(A#(t, x, ξ)) denotes the spectrum of the bounded operator
A#(t, x, ξ) ∈ B(E).
Next, we introduce conditions of smoothness to the coefficients of A, Bj and Cj.
These conditions allow us to use localization and perturbation argument.
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(SA) For |α| = k ≤ 2m− 1, there exists rα ≥ q with 1
rα

≤ 2m−k
n

such that

aα ∈ L∞(J ;Lrα(G;B(E))).

For |α| = 2m, assume

aα ∈ BUC(J ×G;B(E)).

In the case G is exterior domain, we impose the condition that the asymptotic
state at infinity aα(t,∞) := lim|x|→∞,x∈G aα(t, x) exists and is bounded uniformly
with respect to t ∈ J for all |α| = 2m.

(SB) Let E0 := B(E,F ) and Ej := B(E) for j = 1, · · · ,m. For each j = 0, · · · ,m
and |β| = k ≤ mj − 1, there exist sjβ, rjβ ≥ q with 1

sjβ
≤ mj−k

n−1
, 1

rjβ
≤ 2m−k−1/p

n−1
such

that

bjβ ∈ L∞(J ; (Lsjβ ∩B2mκj
rjβ ,q

)(Γ; Ej)).

For |β| = mj, assume

bβ ∈ BUC(J × Γ; Ej).

(SC) Let F0 := B(F ) and Fj := B(F,E) for j = 1, · · · ,m. For each
j = 0, 1, · · · ,m and |γ| = k ≤ kj − 1, there exist tjγ, τjγ ≥ p and scjγ, rcjγ ≥ q with
l

tjγ
+ n−1

scjγ
≤ l − k +mj −m0 and l

τjγ
+ n−1

rcjγ
≤ l − k + 2mκ0 such that

cjγ ∈ Ltjγ (J ;Lscjγ
(Γ;Fj)) ∩ Lτjγ (J ;B

2mκj

rcjγ ,q
(Γ;Fj))

For |β| = kj, assume

cj,γ ∈ BUC(J × Γ;Fj).

The following two conditions are needed to get the formula of solution operator
and ensure their boundedness.
(LS)(Lopatinskii-Shapiro conditions) For each fixed t ∈ J and x ∈ Γ, we freeze the
coefficients of differential operator at (t, x). We rewrite the equations (4.1.1) in
coordinates associated with x so that the positive part of xn-axis has the direction
of the inner normal at x after a transformation and a rotation. For all η > 0,
(λ, ξ′) ∈ (C+ × Rn−1) \ {(0, 0)} and {hj}mj=0 ∈ F × Em, the ODEs on the half line
R+ = (0,∞) given by

ηv(y) +A#(t, x, ξ
′, Dy)v(y) = 0 (y > 0),

B0#(t, x, ξ
′, Dy)v(0) + (λ+ C0#(t, x, ξ′))σ = h0,

Bj#(t, x, ξ
′, Dy)v(0) + Cj#(t, x, ξ′)σ = hj (j = 1, · · · ,m)

(4.2.1)

admit a unique solution (v, σ) ∈ C2m
0 (R+;E)× F , where

C2m
0 (R+;E) =

{
v ∈ C2m(R+;E) ; lim

y→∞
v(y) = 0

}
.

To obtain the maximal Lp-Lq regularity, we need another type of
Lopatinskii-Shapiro condition which ensures boundedness of the symbol of the
solution operator.
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(ALS) (Asymptotic Lopatinskii-Shapiro conditions) For each fixed t ∈ J and
x ∈ Γ we rewrite the equations (4.1.1) by the same way as above. For all η > 0,
ξ ∈ Rn−1 and {hj}mj=1 ∈ F × Em,

ηv(y) +A#(t, x, ξ
′, Dy)v(y) = 0 (y > 0),

Bj#(t, x, ξ
′, Dy)v(0) = hj (j = 1, · · · ,m)

admit a unique solution v ∈ C2m
0 (R+;E). For all (λ, ξ′) ∈ C+ × Sn−2, all

{hj}mj=0 ∈ F × Em the ordinary differential equations in R+ = [0,∞) given by

A#(t, x, ξ
′, Dy)v(y) = 0 (y > 0),

B0#(t, x, ξ
′, Dy)v(0) + (λ+ δl,l0C0#(t, x, ξ′))σ = h0,

Bj#(t, x, ξ
′, Dy)v(0) + δl,ljCj#(t, x, ξ′)σ = hj (j = 1, · · · ,m)

admit a unique solution (v, σ) ∈ C2m
0 (R+;E)× F . Here

Sn−2 := {ξ′ ∈ Rn−1; |ξ′| = 1} and δi,j is the Kronecker delta, δi,j = 1 for i = j and
δi,j = 0 for i 6= j. Moreover, we assume the following elliptic equations. For
ξ′ ∈ Sn−2,

A#(t, x, ξ
′, Dy)v(y) = 0 (y > 0),

Bj#(t, x, ξ
′, Dy)v(0) = hj (j = 1, · · ·m)

admit a unique solution v ∈ C2m
0 (R+;E), respectively. We are now in the position

to state our main results.

Theorem 4.2.1. Let J = [0, T ], G ⊂ Rn be a domain with a compact boundary
Γ = ∂G of class C2m+l−m0, 1 < p, q <∞ and E and F be Hilbert spaces. Assume
assumptions (E), (SA), (SB), (SC), (LS) and (ALS) hold. Then, there exist
positive constants η0, C and CT , if η ≥ η0, for

(f, {gj}mj=0, ρ0) ∈ X ×
m∏
j=0

Yj × πZρ,

(4.1.1) admits a unique solution (u, ρ) ∈ Zu × Zρ such that

‖u‖Zu + ‖ρ‖Zρ ≤ C‖f‖X + C

m∑
j=0

‖gj‖Yj
+ CT‖ρ0‖πZρ .

4.3 Preliminaries
In this section, notation, notion, basic tools of vector valued harmonic analysis

are introduced. For Banach spaces X and Y , B(X;Y ) denotes the set of bounded
linear operators from X to Y . H∞(Σϕ) denotes the set of bounded holomorphic
functions on a sector

Σϕ :=
{
reiθ ∈ C \ {0} ; r > 0, |θ| < φ

}
.
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For a Banach space X, H∞(Σϕ;X) is the set of X-valued bounded holomorphic
functions on Σϕ for 0 < φ < π equipped with the norm

‖f‖H∞(Σϕ) := sup
λ∈Σϕ

|f(λ)| .

Lp(Ω;X) (1 ≤ p ≤ ∞) and W s
q (Ω;X) (s ∈ R, 1 ≤ q ≤ ∞) are the X-valued

Lebesgue space and the Sobolev space on Ω. F and F−1 are Fourier transform and
its inverse transform, respectively. Especially, we denote Fx′ by the partial Fourier
transform with respect to x′-variable. L and L−1 are Laplace transform and its
inverse transform, respectively.

Definition 4.3.1. A Banach space X is said to be of class HT if the Hilbert
transform H defined by

Hf(t) :=
1

π
lim
R→∞

∫
R−1≤|s|≤R

f(t− s)
ds

s

is bounded on Lp(R;X) for some p ∈ (1,∞). When X is of the class HT , then
Lp(J ;X) is also of class HT .

Definition 4.3.2. Let X and Y be Banach spaces. A family of operators
T ⊂ B(X,Y ) is said to be R-bounded, if there exists a constant C > 0 and
p ∈ [1,∞) such that, for each positive integer N , Ti ∈ T , xi ∈ X and for all
independent symmetric {−1, 1}-valued random variables εi on a probability space
(Ω,A, µ), the inequality∣∣∣∣∣

N∑
i=1

εiTixi

∣∣∣∣∣
Lp(Ω;Y )

≤ C

∣∣∣∣∣
N∑
i=1

εixi

∣∣∣∣∣
Lp(Ω;X)

(4.3.1)

holds. We denote by RT the infimum constant of C which (4.3.1) holds.

It is known that if (4.3.1) holds for some p ∈ [1,∞), then (4.3.1) holds for all
p ∈ [1,∞). Note that uniformly bounded family of operators on Hilbert spaces is
always R-bounded.

Definition 4.3.3. A Banach space X is said to have property (α) if there exists a
constants C > 0 such that∣∣∣∣∣

N∑
i,j=1

αijεiε
′
jxij

∣∣∣∣∣
L2(Ω×Ω′;X)

≤ C

∣∣∣∣∣
N∑

i,j=1

εiε
′
jxij

∣∣∣∣∣
L2(Ω×Ω′;X)

for all αij ∈ {−1, 1}, xij ∈ X, positive integer N , and all symmetric independent
{−1, 1}-valued random variables εi (respectively ε′j) on a probability space
(Ω,A, µ) (respectively (Ω′,A′, µ′)). HT (α) denotes the class of Banach spaces
which belong to HT and have property (α).

Note that Hilbert space is of the class HT (α) and all closed subspaces of Lp(G)
have property (α).
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Proposition 4.3.4 (Operator-valued Fourier multiplier theorem of Lizorkin type,
see [37]). Let 1 < p <∞, X and Y be Banach spaces of the class HT (α). Let
M ⊂ Cn(Rn \ {0};B(X;Y )) be a family of multipliers such that

R
{
ξα∂αξm(ξ) : ξ ∈ Rn \ {0}, α ∈ {0, 1}n, m ∈ M

}
=: CL <∞.

Then F−1mF ∈ B (Lp(Rn;X) ; Lp(Rn;Y )). Moreover,
R
{
F−1mF ; m ∈ M

}
≤ CCL,

for some constant C = C(p, n,X, Y ).
We define a class of holomorphic functions vanishing at the origin and infinity by

H∞
0 (Σθ) = {f ∈ H∞(Σθ) ; |f(λ)| ≤ C |χ(λ)|ε for some C > 0, ε > 0} ,

where 1 < θ < π and χ(λ) = λ/(1 + λ)2. Let 0 < θA < θ < π and A be a sectorial
operator with spectral angle θA and f ∈ H∞

0 (Σθ). We define f(A) via the Cauchy
formula

f(A) :=
1

2πi

∫
∂Σθ

(λ− A)−1f(λ)dλ.

It is called that a sectorial operator A : D(A) ⊂ X → Y with spectral angle θA
have a bounded H∞-calculus if there exists a constant C > 0

‖f(A)‖B(X;Y ) ≤ C‖f‖H∞(Σθ) (4.3.2)
holds for all f ∈ H∞

0 (Σθ), (θ > θA). Sectrial operators satisfying (4.3.2) have an
extended calculus f(A) for f ∈ H∞(Σθ) by the canonical way, and this extension is
uniquely determined.
Definition 4.3.5. Let X be a Banach space. Let 0 < φA < π and A be a sectorial
operator on X with spectral angle φA admitting a bounded H∞-calculus. A is said
to have a R-bounded H∞- calculus if{

h(A) : h ∈ H∞(Σϕ), |h|H∞(Σϕ) ≤ 1
}

(4.3.3)
is R-bounded for some φ ≥ φA. Such an operator is denoted by A ∈ RH∞(X). We
denote by φRH∞ the infimum of φ which (4.3.3) holds.
Let us introduce the Kalton-Weis theorem, which gives a sufficient condition for
boundedness of joint functional calculus and is used to show boundedness of
solution operator in this paper, see e.g. [10], [25], [28] and [37].
Lemma 4.3.6 (Kalton-Weis Theorem, see [25],[10], [28] and [37] ). Let X be a
Banach space of the class HT (α), A be a sectorial operator with spectral angle φA

admitting a bounded H∞-calculus and F be a family of operators satisfying
F ⊂ H∞(Σϕ;B(X)) for φ > φA. Assume each F ∈ F commute with the resolvent
of A, i.e. F (λ)(µ− A)−1 = (µ− A)−1F (λ), and

{F (z) : z ∈ Σϕ, F ∈ F}
is R-bounded. Then there exist a constant C > 0 such that

R (F(A)) ≤ CR{F (z) : z ∈ Σϕ, F ∈ F} .
Lemma 4.3.6 also implies each operator admitting bounded H∞-calculus belongs
to RH∞ provided that X is of class HT (α).
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4.4 Solvability in the Maximal Regularity Space
4.4.1 Reduction to f = 0 and ρ0 = 0

We first consider our problem on the half space Rn
+ and assume the differential

operators have constant coefficients without lower order. Let ERn be the zero
extension operator from Lp(J ;Lq(Rn

+;E)) to Lp(J ;Lq(Rn;E)). It follows from the
Mikhlin theorem that there exist a unique solution u∗ to

ηu+Au = ERnf (t ∈ J, x ∈ Rn),

for f ∈ Lp(J ;Lq(Rn
+;E)) such that

η‖u∗‖Lp(J ;Lq(Rn;E)) + ‖u∗‖Lp(J ;W 2m
q (Rn;E)) ≤ C‖f‖Lp(J ;Lq(Rn

+;E)).

Let ρ0 ∈ B
2mκ0+l(1−1/p)
q,p (Rn−1;F ). Then we also find a unique solution ρ∗ via

maximal regularity of to (η −∆)l/2 that

∂tρ+ (η −∆)l/2ρ = 0 (t ∈ R+, x ∈ Rn−1),
ρ(0) = ρ0 (x ∈ Rn−1)

such that

‖ρ∗‖W 1
p (R+;W

2mκ0
q (Rn−1;F ))∩Lp(R+;W

l+2mκ0
q (Rn−1;F ))

≤ C‖ρ0‖B2mκ0+l(1−1/p)
q,p (Rn−1;F )

.

For the solution (u, ρ) to (4.1.1), if we put (ũ, ρ̃) := (u− u∗, ρ− ρ∗), then (ũ, ρ̃)
satisfies

ηũ+Aũ = 0 (t ∈ J, x ∈ G),
∂tρ̃+ B0ũ+ C0ρ̃ = g0 − (∂tρ∗ + B0u∗ + C0ρ∗) (t ∈ J, x ∈ Γ),

Bjũ+ Cj ρ̃ = gj − (Bju∗ + Cjρ∗) (t ∈ J, x ∈ Γ, j = 1, · · · ,m),
ρ̃(0, x) = 0 (x ∈ Γ).

(4.4.1)

Note that g0 − (∂tρ∗ + B0u∗ + C0ρ∗) ∈ Y0 and gj − (Bju∗ + Cjρ∗) ∈ Yj. Conversely,
the solution of the original equations is given by (u, ρ) := (ũ+ u∗, ρ̃+ ρ∗). Thus, it
suffice to consider the case of f = 0 and ρ0 = 0 from now on.

4.4.2 Partial Fourier transform and solution formula on
the half space

We continue to consider the case of the half space and assume differential
operators having constant coefficients without lower order terms. Assume that
(u, ρ) are solutions to (4.1.1) with f = 0 and ρ0 = 0. Put

v = LtFx′u, σ = LtFx′ρ.
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Then (v, ρ) satisfy
ηv +A(ξ′, Dy)v = 0,

B0(ξ
′, Dy)v(0) + (λ+ C0(ξ′))σ = h0,

Bj(ξ
′, Dy)v(0) + Cj(ξ′)σ = hj (j = 1, · · · ,m),

(4.4.2)

where hj = LtFx′gj for j = 0, · · · ,m. The Lopatinskii–Shapiro condition (LS)
ensures, for each (ξ′, λ) ∈ (Rn−1 × C+) \ {(0, 0)} and for any {hj}mj=0 ∈ F × Em,
there exists a unique solution

v ∈ C2m
0 ([0,∞);E), σ ∈ F

to (4.4.2). We derive the solution operator of Fourier multiplier type and show its
boundedness. As [2, 8, 37], we construct the solution formula. By definition of A
and Bj,

A(ξ′, Dy) =
2m∑
k=0

ak(ξ
′)D2m−k

y , Bj(ξ
′, Dy) =

mj∑
k=0

bjk(ξ
′)Dmj−k

y ,

where ak(ξ′) and bjk(ξ′) are homogeneous of degree k. Set

µ = (η + |ξ′|2m)1/2m, b = |ξ′|/µ, ζ = ξ′/µ, a = η/µ2m

and w := (w1, · · · , w2m)
T for

wk :=

(
1

µ
Dy

)k−1

v (k = 1, · · · , 2m).

Note that (µ, ζ, a) ∈ [η1/2m,∞)×BRn−1(0 ; 1)× (0, 1], where BRd(c; r) is the
d-dimensional open ball with center c and radius r. Then the first equation of
(4.4.2) is equivalent to

Dyw = µA0(ζ, a)w, (4.4.3)

where

A0(ζ, a) :=


0 I 0 · · · 0
0 0 I · · · 0
... ... ... ... ...
0 0 0 0 I
c2m c2m−1 · · · c2 c1

 ,

and

cj := cj(ζ) := −a−1
0 aj(ζ) (j = 1, · · · , 2m− 1),

c2m := c2m(ζ, a) := −a−1
0 (a2m(ζ) + a).
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Actually, it follows from the first equation of (4.4.2) and definition of wj that

(1/µ)Dyw2m = −a−1
0

(
a2m(ξ

′/µ) + η/µ2m
)
w1 −

2m∑
k=2

a−1
0 a2m−k+1(ξ

′/µ)wk.

Thus, we find (4.4.3) from the definition of w. Moreover, (4.4.3) implies

w(y) := eµiA0(ζ,a)yw(0) (y ≥ 0).

We write w(0) = w|y=0 for simplicity. The functions w(y) have to be determined so
that tends to zero at infinity. This is guaranteed by

P+(ζ, a)w0 = 0,

where P+(ζ, a) ∈ B(E2m) is the associated positive spectral projection with
iA0(ζ, a). Note that each spectrum of iA0(ζ, a)) do not lie on the imaginary axis
and P+ is holomorphic and bounded uniformly in (ζ, a) by the Lopatinskii-Shapiro
condition since (ζ, a) run a compact set away from (0, 0). Supremum of real part of
negative spectrum of iA(ζ, a) is bounded by above and infimum of real part of
positive spectrum is bounded by below, this facts imply eµiA(ζ,a)yw(0) → 0 for w(0)
satisfying P+(ζ, a)w(0) = 0 as y → ∞. See [8] and [37] for details of the above
discussion.
Let w := Fx′Lth for h ∈ Lp(J ;W

2m−1/p
q (Rn−1;E2m)). Define the canonical

extension of functions from the boundary to the half space by

T h := L−1
λ F−1

ξ′

[
µ2meµiA0(ζ,a)y (I − P+(ζ, a))w

]
. (4.4.4)

Boundedness of this extension operator is ensured by the following

Proposition 4.4.1. Let 1 < p, q <∞, η ∈ Σφ for small ϕ > 0 and J = R+. Then
there exists a constant C > 0 such that

‖T h‖Lp(J ;Lq(Rn
+;E2m)) ≤ C‖h‖

Lp(J ;W
2m−1/p
q (Rn−1;E2m))

. (4.4.5)

for h ∈ Lp(J ;W
2m−1/p
q (Rn−1;E2m)).

Proof. See [8], section 7.

Put w0 = w(0). Let us continue to seek the solution formula of (w0, σ). Since

Bjv =

mj∑
k=0

bjk(ξ
′)µmj−kwmj−k+1 =

mj∑
k=0

bjk(ζ)µ
mjwmj−k+1

and

Cj(ξ′)σ = Cj(ζ)µkjσ

the second and the third equations of (4.4.2) are equivalent to

B0(ζ)w
0 +

{
λµ−m0 + C0(ζ)µ−m0+k0

}
σ = µ−m0h0,
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Bj(ζ)w
0 + Cj(ζ)µ−mj+kjσ = µ−mjhj (j = 1, · · · ,m), (4.4.6)

P+(ζ, a)w
0 = 0,

where Bj(ζ) := (bjmj
(ζ), · · · , bj0, 0, · · · , 0) for j = 0, · · · ,m. Note that by the

assumptions on (E) and (LS) the above equations (4.4.6) admit a unique solution

(w0, σ) ∈ E2m × F

for each (ξ′, λ) ∈ (Rn−1 × C+) \ {(0, 0)} and {hj}mj=0 ∈ F × Em. Introducing
σ0 := (λ+ µl)µ−m0σ and h := (h0j)

m
j=0 := (µ−mjhj)

m
j=0, we rewrite (4.4.6) into

B0(ζ)w
0 +

λ+ C0(ζ)µl0

λ+ µl
σ0 = h00,

Bj(ζ)w
0 +

Cj(ζ)µlj

λ+ µl
σ0 = h0j (j = 1, · · · ,m),

P+(ζ, a)w
0 = 0.

(4.4.7)

Thus, it follows

B0(ζ)w
0 +

ν + C0(ζ)η−(l0−l)/2mãl−l0

ν + 1
σ0 = h00,

Bj(ζ)w
0 +

Cj(ζ)η−(lj−l)/2mãl−lj

ν + 1
σ0 = h0j (j = 1, · · · ,m),

P+(ζ, ã
2m)w0 = 0.

(4.4.8)

for ν = λ/µl and ã = a1/2m. We write the solution to (4.4.8) as

w0 :=M0
w(ζ, ã, ν)h, σ0 :=M0

σ(ζ, ã, ν)h.

Set YE := Lp(J ;W
2m−1/p
q (Rn−1;E)) and YF := Lp(J ;W

2m−1/p
q (Rn−1;F )).

Proposition 4.4.2. Let 1 < p, q <∞, η > 0 and G = Rn
+. Assume assumptions

(E), (SA), (SB), (SC), (LS) and (ALS) hold. Then, there exist a positive
constant C > 0, it holds that

‖L−1
λ F−1

ξ′

[(
M0

w,M
0
σ

)
Fx′Lth

]
‖Y 2m

E ×YF
≤ C‖h‖YF×Y m

E

for all h ∈ YF × Y 2m
E .

Proof. Analyticity of (M0
w,M

0
σ) on some open set Dζ ×Da × C+ ⊂ Cn−1 × C× C+

including BRn−1(0 ; 1)× [0, 1]× C+ has been already proved in [2]. Boundedness of
(M0

w,M
0
σ) is equivalent to the solvability of ζ ∈ Dζ , ã ∈ Da and ν ∈ C+ ∪ {∞}.

The solvability of (M0
w,M

0
σ) in the case of µ 6= ∞ and λ 6= ∞ is guaranteed by

(LS). We need to control behaviour of (M0
w,M

0
σ) on ν at infinity. Let us consider

the case of |µ| → ∞ or |λ| → ∞. We find

η−(l0−l)/2mãl−lj

ν + 1
→

{
0 if |λ|/ |µ|l → ∞,

δl,lj
c+1

if λ/µl → c,
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and

η−(l0−l)/2mãl−lj

ν + 1
→
{

0 if lj < l and |λ|/ |µ|l → ∞,
1

c+1
if lj = l and λ/µl → c,

and

ν

ν + 1
→
{

1 if |λ|/ |µ|l → ∞,
c

c+1
if λ/µl → c,

for some c ∈ C+. Let us consider the case (i) (|λ|/ |µ|l → ∞). The limit problem of
this case is

B0(ζ)w
0 + σ0 = h00,

Bj(ζ)w
0 = h0j (j = 1, · · · ,m),

P+(ζ, a∗)w
0 = 0.

(4.4.9)

for some a∗ > 0 which is the limit of ã2m. If µ tend to infinity at the same time,
this system corresponds to the following problem; for all {hj}mj=1 ∈ Em and for any
ξ′ ∈ Sn−2,

A(ξ′, Dy)v(y) = 0 (y > 0),

B0(ξ
′, Dy)v

0 + σ0 = h00,

Bj(ξ
′, Dy)v

0 = hj (j = 1, · · · ,m),

admits a unique solution v ∈ C2m
0 ([0,∞);E), which is guaranteed by the third

asymptotic Lopatinskii-Shapiro condition. On the other hand, if µ stile finite, the
corresponding problem is given by

ηv(y) +A(ξ′, Dy)v(y) = 0 (y > 0),

B0(ξ
′, Dy)v

0 + σ0 = h00,

Bj(ξ
′, Dy)v

0 = hj (j = 1, · · · ,m),

for all ξ′ ∈ Rn−1 and {hj}mj=1 ∈ Em. This problem is solvable by the first
asymptotic Lopatinskii- Shapiro condition. Next we consider case (ii)
(λ/µl → c ∈ C+). In these cases, the limit problem is

B0(ζ)w
0 +

c+ δl,l0C0(ζ)
c+ 1

σ0 = h00,

Bj(ζ)w
0 +

δl,ljCj(ζ)
c+ 1

σ0 = h0j (j = 1, · · · ,m),

P+(ζ, 0)w
0 = 0,

(4.4.10)

where c = 0 is included. To ensure solvability of this problem, it is enough to
impose the following the condition; for all {hj}mj=0 ∈ F × Emand for any ξ′ ∈ Sn−2

and λ ∈ C+,

A(ξ′, Dy)v(y) = 0 (y > 0),
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B0#(ξ
′, Dy)v0 + (λ+ δl,l0C0#(ξ′))σ = h0,

Bj#(ξ
′, Dy)v0 + δl,ljCj#(ξ′)σ = hj (j = 1, · · · ,m)

admits a unique solution (v, σ) ∈ C2m
0 ([0,∞);E)× F . This condition is nothing

but the second asymptotic Lopatinskii-Shapiro condition. We find from the above
discussion that M0

w and M0
σ is bounded holomorphic on a open set Dζ ×Da × C+.

Moreover, {
(M0

w,M
0
σ)(ζ, ã, ν) : (ζ, ã, ν) ∈ BRn−1(0 ; 1)× [0, 1]× C+

}
is R-bounded since E and F are Hilbert spaces. Set M0 = (M0

w,M
0
σ) and

L1 = −i∇′(η + (−∆′)m)−1/2m,

L2 = η1/2m(η + (−∆′)m)−1/2m,

L3 = ∂t(η + (−∆′)m))−l/2m.

Then, boundedness and analyticity of M0 leads

R
{
ξ′

α
∂αξ′M

0

(
ξ′

(η + |ξ′|2m)1/2m
,

1

(η + |ξ′|2m)1/2m
, ν

)
: ξ′ ∈ Rn−1 \ {0}, α ∈ {0, 1}n−1, ν ∈ C+

}
<∞.

Thus, the operator valued Fourier multiplier theorem implies

M0(L1, L2, ν) ∈ B(YF × Y m
E ;Y 2m

E × YF )

and
{
M0(L1, µ, ν) : ν ∈ C+

}
is R-bounded on B(YF × Y m

E ;Y 2m
E × YF ) such that

R
{
M0(L1, L2, ν) : ν ∈ C+

}
<∞.

Finally, we use the Kalton-Weis theorem to find
M0(L1, L2, L3) ∈ B(YF × Y m

E ;Y 2m
E × YF ).

We find from Proposition 4.4.1, Proposition 4.4.2 and(
d

dt
+ (−∆′)m

)l/2m

∈ Isom(W 1
p (J ;W

2m−1/p
q (Rn−1;F )) ∩ Lp(J ;W l+2m−1/p

q (Rn−1;F ));YF ),

(η + (−∆′)m)
m0/2m

∈ Isom(W 1
p (J ;W

2m−1/p
q (Rn−1;F )) ∩ Lp(J ;W l+2m−1/p

q (Rn−1;F ));Zρ),

(η + (−∆′)m)
m0/2m ∈ Isom(YF ;Y0)

(η + (−∆′)m)
mj/2m ∈ Isom(YF ;Yj) (j = 1, · · · ,m),
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that

‖u(0)‖YE
+

∥∥∥∥∥
(
d

dt
+ (−∆′)m

)l/2m

(η + (−∆′)m)
m0/2m ρ

∥∥∥∥∥
YF

≤ C

(
‖ (η + (−∆′)m)

m0/2m g0‖YF
+

m∑
j=1

‖ (η + (−∆′)m)
mj/2m gj‖YE

)
,

where u(0) := u|y=0 This leads the desired maximal Lp regularity

η‖u‖X + ‖u‖Zu + ‖ρ‖Zρ ≤ C

(
‖g0‖Y0 +

m∑
j=1

‖gj‖Yj

)

for some C > 0. We finish proving Theorem 4.2.1 in the case of the half space.

4.4.3 The case of bounded domain
Let us consider the case of a bounded domain G and a exterior. The proof is based
on (i) solving the case of variable coefficient with lower order terms, (ii)
localization procedure and coordinate transform. Since this method is well-known,
we do not give a detail of the proof, see [2, 8, 28, 37] for example. We show only
outline of the proof. Note that conditions (E), (LS) and (ALS) are invariant under
the coordinate transform. First we give estimates for lower-order terms.

Proposition 4.4.3. Let aα, bjβ, cjγ satisfy (SA), (SB) and (SC), then there exists
C > 0 such that

‖aαDαu‖X ≤ C‖aα‖L∞(J ;Lrα (G))‖u‖Zu , (|α| ≤ 2m− 1)

‖bjβDβu‖Yj
≤ C‖bjβ‖L∞(J ;(Lsjβ

∩B
2mκj
rjβ,q )(Γ))

‖u‖Zu , (|β| ≤ mj − 1)

‖cjγDγ
Γρ‖Yj

≤ C‖cjγ‖Ltjγ (J ;Lsjγ (Γ))∩Lτjγ (J ;B
2mκj
rjγ,q (Γ))

‖ρ‖Zρ , (|γ| ≤ kj − 1)

Proof. First, for each |α| = k ≤ 2m− 1, the assumption (SA) derives

‖aαDαu‖Lq(G) ≤ ‖aα‖Lrα (G)‖Dαu‖Lr′α
(G)

≤ ‖aα‖Lrα (G)‖u‖W 2m
q (G),

where 1/q = 1/rα + 1/r′α and we use the embedding W 2m
q (G) ↪→ W k

r′α
(G). This

means

‖aαDαu‖X ≤ ‖aα‖L∞(J ;Lrα (G))‖u‖Zu

Second, for each |β| = k ≤ mj − 1, we find from paraproduct formula, definition of
Besov spaces on a domain and the assumption (SB) that

‖bjβDβu‖
W

2mκj
q (Γ)

≤ C(‖bjβ‖Lsjβ
(Γ)‖Dβu‖

B
2mκj

s′
jβ

,q
(Γ)

+ ‖bjβ‖B2mκj
rjβ,q (Γ)

‖Dβu‖Lr′
jβ

(Γ))
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≤ C‖bjβ‖(Lsjβ
∩B

2mκj
rjβ,q )(Γ)

‖u‖
W

2m−1/p
q (Γ)

, (4.4.11)

where 1/q = 1/sjβ + 1/s′jβ = 1/rjβ + 1/r′jβ and we used the embeddings

tr|Γu ∈ W 2m−1/p
q (Γ) ↪→ (B

k+2mκj

s′jβ ,q
∩W k

r′jβ
)(Γ).

Moreover, we have tr|γu ∈ Lp(J ;W
2m−1/p(Γ)) for u ∈ Zu. This means

‖bjβDβu‖Yj
≤ C‖bjβ‖L∞(J ;(Lsjβ

∩Wk
r′
jβ

)(Γ))‖u‖Zu .

At last, for each |γ| = k ≤ kj − 1, it follows from the same way as for (4.4.11) that

‖cjγDγ
Γρ‖W 2mκj

q (Γ)

≤ C

(
‖cjγ‖Lsc

jγ
(Γ)‖Dγ

Γρ‖B2mκj

sc
′

jγ
,q
(Γ)

+ ‖cjγ‖B2mκj
rc
jγ

,q
(Γ)

‖Dγ
Γρ‖Lrc

′
jγ

(Γ)

)

where 1/q = 1/scjγ + 1/sc
′
jγ = 1/rcjγ + 1/rc

′
jγ. Integral in time and use Hölder’s

inequality,

‖cjγDγ
Γρ‖Yj

≤ C‖cjγ‖Ltjγ (J ;Lsc
jγ

(Γ))‖Dγ
Γρ‖Lt′

jγ
(J ;B

2mκj

sc
′

jγ
,q
(Γ))

+ C‖cjγ‖Lτjγ (J ;B
2mκj
rc
jγ

,q
(Γ))

‖Dγ
Γρ‖Lτ ′

jγ
(J ;L

rc
′

jγ
(Γ))

where 1/p = 1/tjγ + 1/tjγ = 1/τjγ + 1/τ ′jγ. Here we use the mixed derivative
theorems

Zρ = W 1
p (J ;W

2mκ0
q (Γ)) ∩ Lp(J ;W

l+2mκ0
q (Γ)) =

⋂
0≤θ≤1

W θ
p (J ;W

l(1−θ)+2mκ0
q (Γ)).

The assumption (SC) ensures the existence of θ ∈ [0, 1] such that

W θ
p (J ;W

l(1−θ)+2mκ0
q (Γ)) ↪→ Lt′jγ

(J ;B
k+2mκj

sc
′

jγ ,q
(Γ)), Lτ ′jγ

(J ;W k
rc

′
jγ
(Γ)),

respectively. This means

‖cjγDγ
Γρ‖Yj

≤ C‖cjγ‖Ltjγ (J ;Lsc
jγ

(Γ))∩Lτjγ (J ;B
2mκj
rc
jγ

,q
(Γ))

‖ρ‖Zρ .

Proposition 4.4.4. Let J = [0, T ], G = Rn
+ and Γ = ∂G, 1 < p, q <∞ and E and

F be separable Hilbert spaces. Let assumptions (E), (SA), (SB), (SC), (LS) and
(ALS) hold. Assume A, Bj and Cj are given by

A(t, x,D) = A#(D) +Asmall(t, x,D) +Alow(t, x,D),

Bj(t, x,D) = Bj#(D) + Bsmall
j (t, x,D) + Blow

j (t, x,D),
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Cj(t, x′, DΓ) = Cj#(DΓ) + Csmall
j (t, x′, DΓ) + Clow

j (t, x′, DΓ),

where A#, Bj# and Cj# satisfy (LS) and (ALS), Alow, Blow
j (j = 0, · · · ,m) and

Clow
j are lower order terms and

‖Asmall(x,D)u‖X ≤ δ‖u‖Zu ,

‖Bsmall
j (t, x,D)u‖Yj

≤ δ‖u‖Zu (j = 0, · · · ,m),

‖Csmall
j (t, x,D)ρ‖Yj

≤ δ‖ρ‖Zρ (j = 0, · · · ,m),

for sufficiently small δ > 0. Then, there exist positive constants η0 > 0, C and CT ,
for

(f, {gj}mj=0, ρ0) ∈ X ×
m∏
j=0

Yj × πZρ,

if η ≥ η0, the equations (4.1.1) admits a unique solution (u, ρ) ∈ Zu × Zρ such that

η‖u‖X + ‖u‖Zu + ‖ρ‖Zρ ≤ C‖f‖X + C
m∑
j=0

‖gj‖Yj
+ CT‖ρ0‖πZρ . (4.4.12)

Proof. Assume |J | be small, where |J | is the length of J . Clearly,
‖u‖D(Alow) ≤ ‖u‖D(A#), ‖u‖D(Blow

j ) ≤ ‖u‖D(Bj#) and ‖u‖D(Clow
j ) ≤ ‖u‖D(Cj#). Thus, if

we take η > 0 sufficiently large, we find from the space-time Sobolev embedding,
which enable us to estimate lower-order terms as small perturbation since |J | is
small, and the Neumann series argument that can be estimated Asmall, Alow,
Bsmall
j , Blow

j , Csmall
j and Clow

j as relatively small perturbations. For J with arbitrary
finite length, we can divide J into finite short intervals. For these short intervals,
we can apply the same argument as above step by step to get (4.4.12).

Now we prove Theorem 4.2.1. For the sake of simplicity, we consider the case of
bounded domains. The case of exterior domains is treated by similar way.
Temporarily, we assume |J | to be small. Let δ > 0 be small. Let us introduce an
open covering of G such that

G ⊂ ∪N
k=0Uk

Uk = B(xk, δ), xk ∈ G (k = 0, · · · ,M)

Uk = B(xk, δ), xk ∈ ∂G (k =M + 1, · · · , N)

for some M and N . We also introduce a partition of unity {ϕj}Nj=0 satisfying

ϕj ∈ C∞
0 (Rn), 0 ≤ ϕj ≤ 1, sptϕj ⊂ Uj,

N∑
j=0

ϕj = 1 on G

Suppose

(u, ρ) ∈ Zu × Zρ
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be a solution to (4.1.1). For k ≥M + 1, we apply the canonical coordinate
transform, which is denoted by Φk, from Uk to local neighborhood of the half space
so that Uk ∩ Γ is flat. Since coefficients are continuous, if we take δ > 0 be
sufficiently small beforehand, we can extend coefficients to the half space and write
these extended coefficients as akα, bkjβ and ckjγ, to the half space so that

‖akα − aα(0, xk)‖L∞(J×Rn
+;E),

‖bkjβ − bjβ(0, xk)‖L∞(J×Rn−1;E),

‖ckjγ − cjγ(0, xk)‖L∞(J×Rn−1;F )

are sufficiently small. Put (uk, ρk, fk, gjk) = (φku, φkρ, φkf, φkgj) for k = 1, · · · , N .
Then, for k = 0, · · · , N , (uk, ρk) satisfies

ηuk +A#uk = Fk(fk, u) (t ∈ J, x ∈ G),
∂tρk + B0#uk + C0#ρk = G0,k(g0,k, u, ρ) (t ∈ J, x ∈ Γ),

Bj#uk + Cj#ρk = Gj,k(gj,k, u, ρ) (t ∈ J, x ∈ Γ) (j = 1, · · · ,m),
ρk(0) = 0 (x ∈ Γ),

(4.4.13)

for

Fk(fk, u) = fk − ϕk (A−A#)u+ [A, ϕk]u

G0,k(g0,k, u, ρ)

= g0,k − ϕk (B0# − B0)u+ [B0, ϕk]u− ϕk (C0# − C0) ρ+ [C0, ϕk] ρ

Gj,k(gj,k, u, ρ)

= gj,k − ϕk (Bj# − Bj)u+ [Bj, ϕk]u− ϕk (Cj# − Cj) ρ+ [Cj, ϕk] ρ

(j = 1, · · · ,m),

where [·, ·] is the commuter. For k = 0, · · · ,M , we can solve

ηuk +A#uk = Fk(u) (t ∈ J, x ∈ Rn)

and find from Proposition 4.4.3 and the regularity estimate of elliptic operators
that

η‖uk‖X + ‖uk‖Zu ≤ C1‖f‖X + ε‖u‖Zu + Cε‖u‖X . (4.4.14)

for sufficiently small ε > 0. Put ρk = 0 for k = 0, · · · ,M . In the case of
k =M + 1, · · · , N , we apply coordinate transform by Φk to (4.4.13). The
transformed problem is solvable by Proposition 4.4.4. Pulling buck the solution to
we obtain the solution to (4.4.13) such that

η‖uk‖X + ‖uk‖Zu + ‖ρk‖Zρ

≤ C‖f‖X + C
m∑
j=0

‖gj‖Yj
+ ε‖u‖Zu + Cε‖u‖X + C |J |α ‖ρ‖Zρ , (4.4.15)
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for some α > 0. |J |α appears because Fk(u)− fk has only lower-order differential
terms. We denote by Sk : X × Y0 × · · · × Ym → Zu × Zρ the solution operator of
(4.4.13) with ρ0 = 0, i.e. (uk, ρk) = Sk(Fk, G0,k, · · · , Gm,k). On the other hand, it
follow that

(u, ρ) =
N∑
k=0

(uk, ρk) =
N∑
k=0

Sk (Fk(fk, u), G0,k(g0,k, u, ρ), · · · , Gm,k(gm,k, u, ρ))

=
N∑
k=0

Sk (Fk(fk, 0), G0,k(g0,k, 0, 0), · · · , Gm,k(gm,k, 0, 0))

+
N∑
k=0

Sk (Fk(0, u), G0,k(0, u, ρ), · · · , Gm,k(0, u, ρ))

=: T (f, g0, · · · , gm)−R(u, ρ), (4.4.16)

where we write restriction of (uk, ρk) on Uk as (uk, ρk) for simplicity. (4.4.14) and
(4.4.15) imply

‖R(u, ρ)‖Zu×Zρ ≤
1

2
‖u‖Zu + C |J |γ ‖ρ‖Zρ .

for some γ > 0. Let S0 : X × Y0 × · · · × Ym → Zu × Zρ be the solution operator of
(4.1.1) with ρ0 = 0, i.e. (u, ρ) = S0(f, g0, · · · , gm). It follows from (4.4.16)

S0 = T (f, g0, · · · , gm)−R (S0(f, g0, · · · , gm)) . (4.4.17)

Then, if we take |J | small and η > 0 large, we can use the Neumann series
argument to get S0 = (Id+R)−1T and

‖S0‖B(X×Y0×···×Ym;Zu×Zρ) ≤ C.

For J with arbitrary finite length, we can divide J into finite short interval. For
this short intervals, the same argument as above also works.

4.5 Examples
In this section we give some examples for our problems. We especially focus on
checking the Lopatinskii-Shapiro and asymptotic Lopatinskii-Shapiro conditions.
Throughout this section, we assume E = F = C and write the outer unit normal
on the boundary by ν.
Example 4.5.1 

ηu−∆u = f (t ∈ J, x ∈ G),
∂νu+ ∂tρ = g0 (t ∈ J, x ∈ Γ),

u− ρ = 0 (t ∈ J, x ∈ Γ)
ρ(0, x) = ρ0(x) (x ∈ Γ).

(4.5.1)
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The equation of the Lopatinskii–Shapiro condition is
(η + |ξ′|2 − ∂2y)v(y) = 0 (y > 0),

−∂yv(0) + λσ = h0,
v(0)− σ = h1.

The solution of the first equation C0(R+;E) is given by
v(y) = e−

√
η+|ξ′|2v(0) = e−µyv(0) for µ = (η + |ξ′|2)1/2. The boundary conditions

lead to the equation (√
η + |ξ′|2 λ
1 −1

)(
v(0)
σ

)
=

(
h0
h1

)
.

We see that the determinant of the matrix is −λ−
√
η + |ξ′|2 6= 0 for η > 0,

(λ, ξ′) ∈ (C+× Rn−1) \ {(0, 0)}. Therefore, the Lopatinskii–Shapiro condition is
satisfied.
The equation of the first asymptotic Lopatinskii–Shapiro condition is{

(η + |ξ′|2 − ∂2y)v(y) = 0 (y > 0),
v(0) = h1.

for η > 0 and ξ ∈ Rn−1 satisfying η + |ξ′| 6= 0. The solution to this ODE is
uniquely determined by v(y) = e−µyh1.
The equation of the second asymptotic Lopatinskii-Shapiro condition is (|ξ′|2 − ∂2y)v(y) = 0 (y > 0),

−∂yv(0) + λσ = h0,
v(0)− σ = h1.

for (λ, ξ′) ∈ C+×Sn−2. The equation of the first equation implies v(y) = e−|ξ′|yv(0),
and thus −∂yv(0) = |ξ′| v(0). Since the determinant of the matrix(

|ξ′| λ
1 −1

)
is never zero by the choice of (λ, ξ′). The equation of the third asymptotic
Lopatinskii-Shapiro condition is{

(|ξ′|2 − ∂2y)v(y) = 0 (y > 0),
v(0) = h1.

for ξ ∈ Sn−2. This equation is uniquely determined by v(y) = e−|ξ′|yh1. Thus, the
Lopatinskii- Shapiro and asymptotic Lopatinskii-Shapiro conditions are satisfied,
and (4.5.1) is solvable in the maximal regularity space.
Example 4.5.2

ηu−∆u = f (t ∈ J, x ∈ G),
∂νu+ ∂tρ−∆Γρ = g0 (t ∈ J, x ∈ Γ),

u− ρ = g0 (t ∈ J, x ∈ Γ),
ρ(0, x) = ρ0(x) (x ∈ Γ).

(4.5.2)
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The equation of the Lopatinskii-Shapiro condition is
(η + |ξ′|2 − ∂2y)v(y) = 0 (y > 0)

−∂yv(0) + λσ + |ξ′|2 v = h0
v(0)− σ = h1.

We find v(y) = e−µyv(0) for µ = (η + |ξ′|2)1/2 and

det

(
µ λ+ |ξ′|2
1 −1

)
6= 0

for ξ′ ∈ Rn−1 and λ ∈ C+ satisfying |ξ′|+ |λ| 6= 0. Thus Lopatinskii-Shapiro
condition is satisfied. Let us check asymptotic Lopatinskii-Shapiro conditions. The
equation of the first and third asymptotic Lopatinskii-Shapiro conditions are{

(η + |ξ′|2 − ∂2y)v(y) = 0 (y > 0)
v(0)− σ = h1.

for ξ ∈ Rn−1 and {
(|ξ′|2 − ∂2y)v(y) = 0 (y > 0)

v(0)− σ = h1.

for ξ ∈ Sn−2. By the same way as above, we find this equation is uniquely solvable.
The equation of the second asymptotic Lopatinskii-Shapiro condition is

(|ξ′|2 − ∂2y)v(y) = 0 (y > 0)

−∂yv(0) + λσ + |ξ′|2 v = h0
v(0) = h1.

v(y) is determined by the first and third equations, and σ is uniquely determined
by the second equation for |ξ′|+ |λ| 6= 0.
Example 4.5.3 The third example is the Cahn–Hilliard equations with the
dynamic boundary condition and surface diffusion

ηu+∆2u = f (t ∈ J, x ∈ G),
∂tu+ ∂νρ−∆Γρ = g0 (t ∈ J, x ∈ Γ),

∂ν∆u = g1 (t ∈ J, x ∈ Γ),
u− ρ = g2 (t ∈ J, x ∈ Γ),
ρ(0, x) = ρ0(x) (x ∈ Γ).

(4.5.3)

The equation of the Lopatinskii–Shapiro condition is
(η + (|ξ′|2 − ∂2y)

2)v(y) = 0 (y > 0),
−∂yv(0) + (λ+ |ξ′|2)σ = h0,

−∂y(|ξ′|2 − ∂2y)v(0) = h1,
v(0)− σ = h2.
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The solution of the first equation which belongs to C0(R+;E) is
v(y) = C1e

−z1y + C2e
−z2y with z1,2 :=

√
|ξ|2 ± η1/2i and C1,2 ∈ C. Note that the

real parts of z1 and z2 are non-negative. The boundary conditions lead z1 z2 λ+ |ξ′|2
z1(z

2
1 − |ξ′|2) z2(z

2
2 − |ξ′|2) 0

1 1 −1

C1

C2

σ

 =

h0h1
h2

 .

We see that the determinant of the matrix is iη1/22z1z2 + (λ+ |ξ′|2 (z1 + z2)), and
it never be zero for η > 0, (λ, ξ′) ∈ C+ × Rn−1 satisfying |ξ′|+ |λ| 6= 0. Therefore
Lopatinskii–Shapiro condition is satisfied. Let us check asymptotic
Lopatinskii-Shapiro conditions.

ηv(y) + (|ξ′|2 − ∂2y)v(y) = 0 (y > 0)

∂y(|ξ′|2 − ∂2y)v(0) = h1
v(0) = h2

The solution is of the form v(y) = C1e
−z1y + C2e

−z2y. Since

det

(
− |ξ′|2 − z31 − |ξ′|2 − z32

1 1

)
= −iη1/2

(
2 |ξ′|2

z1 + z2
+ z1 + z2

)
6= 0,

for ξ′ ∈ Rn−1, the first asymptotic Lopatinskii-Shapiro condition is satisfied. The
equation of the second asymptotic Lopatinskii-Shapiro condition is

(|ξ′|2 − ∂2y)v(y) = 0 (y > 0)

−∂yv(0) + λσ + |ξ′|2 σ = h0
∂y(|ξ′|2 − ∂2y)v(0) = h1

v(0) = h2

The solution is of the form v(y) = C1e
−|ξ′|y + C2ye

−|ξ′|y. Since

det

 |ξ′| −1 λ+ |ξ′|2

0 2 |ξ′|2 0
1 0 0

 = −2 |ξ′| (λ+ |ξ′|2)

for ξ′ ∈ Rn−1 and λ ∈ C+ satisfying |ξ′|+ |λ| 6= 0. The equation of the third
asymptotic Lopatinskii-Shapiro condition


(|ξ′|2 − ∂2y)v(y) = 0 (y > 0)

∂y(|ξ′|2 − ∂2y)v(0) = h1
v(0) = h2

We find from the same way as above this equation admits a unique solution for
Sn−2.
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