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Abstract

In this thesis, the author proposes a dynamic acoustic manipulation system

for macroscopic light-weight spheres whose dimensions are much larger than the

wavelength of the sound, within a human-scale workspace.

The author envisions non-contact manipulation of such scale will open up new

applications such as a three-dimensionally controllable floating display, an exter-

nally actuated aerial robot, and a structure-less manipulator in a microgravity

environment.

In contrast to conventional acoustic manipulations, which stabilizes an object

in the air by generating an acoustic trap, our manipulation method stabilizes it

dynamically using sensor-feedback control of acoustic fields. The proposed method

demonstated manipulation of spheres of 20 cm diameter at a height of more than

one meter.

Manipulation by single-sided arrays is also demonstrated. This provides its lat-

eral scalability of the workspace and good visual and haptic access to the floating

object.

As an application system, we developed a floating display system and an

encounter-type haptic feedback system. The floating display can present an

image in an arbitrary three-dimensional position in full-body spatial augmented

reality applications. It projects an image onto a helium-filled balloon that is

manipulated using the dynamic acoustic manipulation system. Because the total

power is supplied from the environment, this system has a long operational time,

which is limited only by the helium loss. This feature allows it to present static

objects in the air such as menus, icons, and avatars in a calm manner.
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Chapter 1

Introduction

This thesis presents an acoustic manipulation method of macroscopic objects

within a human-scale workspace. Here, the term macroscopic means that the

object is much larger than the wavelength of the sound. In this chapter, the au-

thor first discusses the significance of this technology in terms of its applications.

Then, the author surveys previous acoustic manipulation technologies and other

non-contact manipulation technology. Finally, the contribution of this paper is

summarized and the organization is described.

1.1 Background and Motivation

Scattering and reflecting of propagating ultrasound applies force to an object to

which the ultrasound impinged. The force is called the acoustic radiation force

(ARF). The force can be used to control the motion of an object. Acoustic

manipulation is a technique to control the position of an object utilizing acoustic

radiation force.

Traditionally, acoustic manipulation has been used for manipulation of micro-

scopic objects, or sub-half-wavelength objects, within relatively small workspace

up to tabletop scale [1, 2, 3, 4, 5, 6]. In this research, the author proposes an

acoustic manipulation method that can move and stabilize macroscopic objects

in the air within a human-scale workspace, which is larger than one meter. We

envision that such large-scale manipulation, even of lightweight objects, will open
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up new applications. the author provides some examples below.

• Three-dimentionally controllable floating display for augmented

reality (AR). Projection-based augmented reality is a technology that

superimposes virtual information on surfaces of real-world objects using

projectors. Compared to AR using head-mounted displays or tablet devices,

it has the advantages of seamless integration to the real world, tangible and

intuitive input surfaces, and shareable contents.

Using floating objects with this technology, such interaction surfaces can

be placed at arbitrary three-dimensional positions (Fig. 1.1). Similar goals

have been pursued using aerial vehicles [7, 8, 9]. The proposed manipulation

technology method, it is possible to display contents different from the

conventional method by using the advantage that all the energy required

for floating is supplied from the outside. The detail will be presented in

Chapter 5 along with its implementation.

• Unmanned aerial vehicles. Acoustically manipulated objects equipment

with task-performing payloads such as sensors, or displays can serve as

battery-free aerial vehicles controlled by an external actuator for indoor

use (Fig. 1.1). For example, if a camera or sensor is installed, it can be

used as a robot to patrol the indoor environment. Although available force

to support the weight of payload provided by the acoustic radiation force

is limited, compensation of the weight by the buoyancy of hellium-filled

balloons will ease the problem.

We can find examples of externally actuated vehicles. Most familiar one

may be sailing ships. Another example is solar sails [10]. They utilize exter-

nal power to propel themselves without consuming onboard fuel. There are

a few researches of manipulating particle-size robots by ultrasound. [11].

• Manipulator in micro-gravity environments. The technology can

be used for a general-purpose manipulator in micro-gravity environmnents

because the force required to counteract the gravity is small (Fig. 1.2).

Such a noncontact manipulator for general purpose provides a way to handle
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Airborne ultrasound phased arrays

Externally actuated aerial robot

Floating touch screen

Floating display

Fig. 1.1. Application scenarios.

fragile objects and heated objects. In addition, the absence of mechanical

actuators may save the payloads of the carrier spacecrafts.

We propose a method using airborne ultrasound phased array (AUPA) [12, 13,

14, 15, 16]. Furthermore, the author also shows examples of application systems:

a floating display system and a haptic feedback system.

This research is based on the recent development of transducer arrays. Multiple

arrays can be synchronized by just plugging power source and Ethernet cable [17],

thereby enabling human-scale applications [18, 19, 20]. Although the cost is still

high and its installation is cumbersome, we expect these problems will be solved.

They are commercialized (e.g. Stratos by UltraLeap [21]) and the development of

thinner and more efficient devices are undergoing [22, 23].

1.2 Related Works

In this section, the author surveys noncontact manipulation technologies devel-

oped so far, and describes our contribution in the context of manipulation tech-

nologies.
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Airborne ultrasound phased arrays

Fig. 1.2. Noncontact versatile manipulator for microgravity environment.

Fig. 1.3. Schematic illustration of dynamic acoustic manipulation.
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Noncontact manipulation is a technology to control an object in the air using

exeternal actuators. Historically, it has been achieved by adding a move function

to a levitation technology, which aims to stabilize an object in the air. Therefore,

noncontact manipulation has a close relationship with levitation technologies. An

excellent review of levitation can be found in [5]. Among a number of manipu-

lation/levitation technologies, we introduce acoustic, aerodynamic, and magnetic

ones because the other ones are microscopic and out of the interest of this research.

1.2.1 Acoustic Levitation/Manipulation

Acoustic waves can remotely exert a force in the form of ARF. Although ARF

is relatively weak, it is beneficial in its spatio-temporal controllability and repro-

ducibility compared with aerodynamic forces. Further, ARF can be generated on

general objects, whereas magnetic methods are only applicable to magnetic ob-

jects. These ARF properties are exploited in applications such as mid-air haptic

feedback, by remotely applying a force on a skin [12, 24, 15, 25]. ARF has also

been used for mid-air manipulations. Most existing acoustic manipulation meth-

ods generate an acoustic trap (a point at which the ARF converge), to suspend

an object in the air. Typically, such trap was achieved with nodes of standing

waves generated by opposing transducers or a pair of transducer and reflector.

Whymark demonstrated the suspension of particles in air using a pair of verti-

cally opposing transducers [26]. Foresti et al. achieved horizontal manipulation

of particles by temporally changing the driving voltages of the transducer array

and moving the position of the standing wave [27]. Ochiai et al. demonstrated 3D

particle manipulation by generating a standing wave using two pairs of opposing

phased array devices [28]. A Bessel beam can also be used to trap a particle in the

air. Courtney et al. and Seah et al. demonstrated 2D particle manipulation in a

vertical plane surrounded by transducers using a Bessel beam [29, 30]. Marzo et

al. proposed three types of traps: twin traps, bottle traps, and vortex traps. Fur-

ther, they demonstrated 3D manipulation of particles using a single-sided phased

array device [31]. Later, he developed a functionoal method to trap particles in
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the air [32]. These traps have a well-known limitation regarding the size of the

trapped objects; the object size must be smaller than half the wavelength of the

sound. Trapping of a wavelength-scale particle by multiplexing acoustic vortices

each of which has an opposite chirality was recently reported [33]. Boundary holo-

gram method demonstrated levitation of a sphere of a 30mm radius at a 200mm

altitude and an octahedron of a 50mm diagonal length at the same altitude [34].

Some mid-air acoustic suspension techniques for objects larger than the wave-

length have also been proposed. Anderde et al. suspended an object larger than

the wavelength by creating a standing wave between the transducers and the ob-

ject [35, 36]. Ueha et al. used a near field to manipulate a planar object at a

height in the order of tens of μ m [37, 38]. These methods require the distance

between the object and actuator to be fixed or in close proximity. Therefore,

this requirement constrains the translational DoF of the object. Whereas these

existing acoustic 3D manipulation methods are focused on objects whose sizes are

up to a few wavelengths, our method focuses on macroscopic objects that are 10

times larger than the sound wavelength, for example 200 mm diameter object for

40 kHz ultrasound with the wavelength of 8.5 mm. Our method contributes to

the acoustic manipulation research increasing the size of the objects controlled.

In addition, the workspace of the proposed method is larger than that of conven-

tional methods. To achieve the manipulation of macroscopic objects in a large

workspace, our method dynamically controls the acoustic field to stabilize the

position of the object based on a PID sensor-feedback control scheme, in contrast

to conventional methods that use a quisi-static acoustic field.

Sensor-feedback-based acoustic manipulation is only demonstrated on a two-

dimensional plane that is enclosed by opposing transducers [39, 40].

In the context of acoustic manipulation, this research is an attempt to eliminate

the difficulty of creating a trap in macroscopic scale by performing disturbance

stabilization with sensor-feedback control. It also allows concentration of the

acoustic energy in a single point.
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1.2.2 Magnetic Levitation/Manipulation

Magnetic manipulation technologies is used for control of objects inside workspace

of about 10 cm height. In most applications, it is for eliminating mechanical con-

tact such as bearing or containerless handling in experiments, or two-dimensional

actuation for transportation. Recently, it is used for three-dimensional actua-

tion including vertical movement in the field of microrobotics [41] and interfaces

[42, 43]. The largest workspace of 9cm has been achieved by Lee et al [43].

Aside from target object size and workspace, the technique is also characterized

by its property to act only on magnetic objects. This allows occlusion with non-

magnetic objects while it restricts its use only to magnetic objects.

1.2.3 Aerodynamic Manipulation

In aerodynamic levitaion, a spherical object is levitated by air-jet blowing upward.

The upward flow generates drag force to counteract gravity force. In transverse

directions, Bernoulli and Magnus force produces centering force. The application

includes containerless processing of specimens in physical experiments [44, 45],

interfaces [46, 47], and robotics [48]. The centering force is strong enough to tilt

the jet. Becker et al demonstrated that control of the flow rate and the direction

of the jet can manipulate spheres with radii of several centimeters at the distance

of several tens of centimeters within some jet angles [48].

1.3 Organization

The rest of the paper is organized as follows: Chapter 2 describes the physical

phenomena behind dynamic acoustic manipulation and the airborne ultrasound

phased array. Chapter 3 presents a force balancing control algorithm. Chapter 4

demonstrates acoustic manipulation of macroscopic objects by single-sided phased

array transducers. Chapter 5 proposes an aerial display system that is intended

for use in AR. The application scenarios benefited from the configuration is also
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presented. Chapter 6 proposes another application system: encounter-type haptic

feedback system. Chapter 7 gives the conclusion.
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Chapter 2

Acoustic Radiation Force Model

In this chapter, the acoustic radiation force on a sphere applied by airborne ultra-

sound phased array is investigated. First, the physical principles of sound propa-

gation and acoustic radiation force are introduced. Second, airborne ultrasound

phased array is introduced. Finally, acoustic radiation force on a macroscopic

sphere is discussed in a ray-acoustics approach.

2.1 Physics of Acoustic Radiation Force

This section describes the physics of acoustic radiation pressure. It is known that

an object placed in a sound field receives force. This is called acoustic radiation

pressure.*1

Here, let’s consider what force the acoustic radiation pressure gives from a

hydrodynamic point of view.

The basic equations for inviscid fluids are the equation of continuity and Euler’s

equation described as follows:

∂ρ

∂t
+∇(ρu) = 0 (2.1)

∂u

∂t
+ (u · ∇)u = −∇p. (2.2)

*1 This force may be excited by the sound waves that are observed even when there is no

medium flow. This is another phenomenon called acoustic flow. I’ll omit the explanation

here.
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Consider the case where the pressure changes slightly in the absence of sound

(pressure p = p0, density ρ0, u = 0). Let the change in pressure be ∆p, the

change in density be ∆ρ, and the change in particle velocity be ∆u. Then, the

following relationships about the ratio between the original state and the amount

of change holds: [49]
p

p0
≈ ρ

ρ0
≈ |u|

c0
= ε≪ 1 (2.3)

where ε is called acoustic Mach number. Now, let me consider the power-

expanding of the pressure, density, and particle velocity around the soundless

state. Equations (2.1), (2.2) are expanded to the power as follows.

ρ = ρ0 + ρ1 + ρ2 + ...

p = p0 + p1 + p2 + ... (2.4)

u = u1 + u2 + ...

where the subscripts i means that its quantity is the order of O(εi)．First, the

author considers the quantities of the first order. For the expression assigned

to the expression (2.4) to the expression (2.2), (2.1), the first-order quantity is

collected. Each formula becomes

∂ρ1
∂t

+∇(ρ0u1) = 0 (2.5)

∂u

∂t
= − 1

ρ0
∇p1. (2.6)

Taking the rotation of the Eq. (2.6) yields ∇u = 0 because ∇ ×∇p1 = 0. This

indicates that the particle velocity u can be described by gradient of velocity

potential ϕ1 as follows:

u = −gradϕ1. (2.7)

Substituting this into the expression (2.5) and (2.6) yields:

1

c20

∂2ϕ

∂2t
+∆ϕ1 = 0 (2.8)

As shown in these equations, c0 is the speed of sound. Here，the author assumes

harmonic oscillation. Then, Eq.(2.8) becomes:

(∆ + k2)ϕ1 = 0 (2.9)



2.1 Physics of Acoustic Radiation Force 11

where k = 2π
λ is a wave number. Here, the sound pressure p1 is represented as

p1 = jρωϕ1.

Next, the author considers the quantities of the second order. Taking the

second-order quantities form (2.1) and (2.2) yields:

∇p2 + ρ0
∂u2

∂t
= ∇(U −K) (2.10)

where

U =
p21

2ρ0c2
, K =

1

2
ρ0u · u. (2.11)

As you can see by taking the rotation of the expression (2.10), you can see that

velocity potential can be defined for the second order of the particle velocity.

u2 = −gradϕ2 (2.12)

As [50] pointed out, the following equation holds from the law of conservation of

momentum in the region V surrounding the object.

F =
dM

dt
+
d

dt

∫∫∫
V

ρudV =

∫∫
R

(pn− ρuun)dR (2.13)

Here, when the momentum change of the fluid in the region is written up to the

second order quantity using the velocity potential, the following equation holds:∫∫∫
V

∂

∂t
(ρu)dV = −

∫∫∫
V

ρ0
∂

∂t
∇(ϕ1 + ϕ2)dV +

∫∫∫
V

ρ1u1

= −
∫∫

R

ρ0
∂

∂t
(ϕ1 + ϕ2)ndR+

∫∫∫
V

∂

∂t
(ρ1u1)dV. (2.14)

In the last transformation, the author used the relationship
∫∫∫

V
∇ϕdV =∫∫

S
ϕndS. The following equation also holds:∫∫

R

pndR =

∫∫
ρ0
∂

∂t
(ϕ1 + ϕ2)− L (2.15)

Substituting this into Eq.(2.13) yields:

F = −
∫∫∫

V

∂

∂t
(ρ1u1)dV −

∫∫
R

ρ0u1u1ndR+

∫∫
R

LndR (2.16)

In this thesis, let us consider the case of a rigid body, that is, the case where the

object surface does not deform. This is a reasonable assumption, assuming that
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many solids have a sufficiently high acoustic impedance compared to that of air.

In that case, acoustic radiation pressure is given by the following equation: [51]

Time averaging yields:

F =

∫
S

⟨L− ρ0u1u1n⟩dS (2.17)

where L is Lagrangian, which is given by the following:

L = U −K. (2.18)

Equations (2.17) and (2.18) indicates that acoustic radiation pressure is propor-

tional to the square of the sound pressure on the surface. Let us consider the

case where the object is a rigid body. At that time, the normal component of

the particle velocity on the surface of the rigid body, i.e.un1 = 0. Therefore, Eq.

(2.17) becomes:

F =

∫
S

⟨L⟩dS. (2.19)

As this equation expresses, acoustic radiation pressure can be obtained from the

first-order quantities, that is, the sound pressure obtained in linear acoustics.

2.2 Airborne Ultrasound Phased Array (AUPA)

In this chapter, we describe the specifications of an airborne ultrasound phased

array (AUPA) device used throughout this research (Fig. 2.2).

Each device has 249 ultrasound transducers of 40 kHz resonant frequency (Nip-

pon Ceramic Co., Ltd T4010A1). They are arranged in square lattice forming a

recangular aperture of 182.88 mm × 142.24 mm.

The transducers are driven in the same manner as in [12, 15]. The input voltage

to each transducer is a rectangular wave of 24 Vpp amplitude, 0 V average and 40

kHz frequency (Fig. 2.3). The driving amplitude p is controlled by adjusting the

duty cycle of the inputD. The transducers extract only the component of resonant

frequency (40 kHz) from the input rectangular wave. The resonant component

can be calculated by the Fourier series decomposition. As a result, the following
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relationship between the duty cycle D and the driving amplitude p holds:

D =
1

π
sin−1

(
p

pM

)
(2.20)

where pM is the maximum driving amplitude of the transducer. As shown in this

figure, the maximum amplitude is obtained by a duty cycle of 1/2.

The synchronization method of the driving phase among transducers are de-

scribed in [17]. In this architecture, all AUPA devices are connected in a daisy

chain with Ethernet RJ45 cables. The driving amplitude and phase of each trans-

ducer can be controlled according to the command from the PC. The phase and

amplitudes are refreshed synchronously among all of the transducers on the mul-

tiple devices, which communicate with one another via EtherCAT protocol.

The sound pressure at a position r generated by AUPA can be represented by

the superposition generated by each transducer at ri:

p(r) =
∑
i

qi
Di(θi)

|r − ri|
exp (ik|r − ri|) (2.21)

where the subscripts i is the id of the transducer, qi is the complex gain, θi is

an angle between the transducer and r − ri, and D(θ) is the directivity of the

transducer．

An AUPA can synthesize beams of various waveforms by controlling the driv-

ing phase their onboard transducers synchronously. In this research, plane wave

beams and focusing beams are used (Fig. 2.1). Now, let ψi be the sound pres-

sure (the sum of the incident wave and the reflected wave) generated on the object

surface when a certain element is reflected by the reflector. At this time, since

superposition is established from the expression (2.21), the sound field generated

by the phased-array is

ψ =
∑
i

qiψi. (2.22)
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Fig. 2.1. Waveform synthesis by airborne ultrasound phased array

Fig. 2.2. Appearance of the aerial ultrasonic phased array.

12 V

-12 V

DT

T T

DT

V

t

Fig. 2.3. Input voltage to transducers.
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sound-hard boundary

n
dF=-2           cos( )n

x

y

z

Iin

dS

IindS
c0

-IrefdS
c0 |Iin|dS

c0

Fig. 2.4. Plane wave incident on a planar surface.

Substituting this into (2.17) and (2.18) yields

F = qTA(r)q∗ (2.23)

A =


ψ1ψ

∗
1 ψ1ψ

∗
2 · · · ψ1ψ

∗
N

ψ2ψ
∗
1 ψ2ψ

∗
2 · · · ψ2ψ

∗
N

...
...

. . .
...

ψNψ
∗
1 ψNψ

∗
2 · · · ψNψ

∗
N

 (2.24)

q = [q1 q2 · · · qN]
T
. (2.25)

where * denotes a conjugate. Manipulation is nothing but the problem of design-

ing a complex gain q that generates a sound field that gives the desired force F .

The matrix A is a function of the position of the object. In this study, the author

proposes a method to determine A by observing the position of an object and to

specify q based on A.

From these equations, we can see that this problem consists of three problems.

• How to determine A?

• How to design the force F that controls the object?

• How to find the gain q?
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2.3 Acoustic Radiation Force Model for Macroscopic

Sphere

2.3.1 Analysis of Focusing Beam: Ray-acoustics Approach

Good control requires a reasonably good model. To achieve control of a sphere of

vairous radii within a large workspace, it is necessary to develop an ARF model

that is applicable to various combinations of the radii and the distances. This

section investigates ARF on a macroscopic sphere located far from the aperture,

which is the interest of this research.

Sphere has been a common topic in previous researches on ARF [52, 53, 54, 55,

56]. In previous researches of levitation and manipulation, Gorkov potential [28],

infinite expansions of spherical harmonics [33], finite element method [35], and

boundary element method [34] were used and have been proven to be effective.

Althogh the methods are useful to analyze a single case, it is challenging to predict

the qualitative effect of changes in the object size and distance.

In this section, the author calculates ARF using a ray-acoustics approach. Ray-

acoustics is valid if the scatter is sufficiently larger than the wavelength so that

the effect of diffraction around the scatter is negligible. Ray-acoustics approach

not only reduces the computational cost but also provides insight on the effect

of changes in the object size and distance as described later in Section 2.3.2. A

few Ray-acoustics-based analysis on ARF can be found [57, 58]. The models

were developed as an analogy to optics. However, their applicable scale, their

relationship to wave-acoustics were not discussed. They have not been verified by

experiment.

First, the author develops a ray-acoustic-based ARF model for a macroscpic

rigid sphere based on Fresnel diffraction mode. Second, the author compares the

calculation results of the ray-acoustics approach and a wave-acoustics approach,

which has been proven to be effective. Third, the author investigates the effect

of changes in distance and radius by investigating the ray-acousics-based model.
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u0(x,y) I(x,y)

zf
Aperture Focal plane

�

�

PI

Fig. 2.5. Calculation of acoustic radiation pressure on a macroscopic sphere

based on ray-acoustics. (Left) Step1: Wave propagation to focal plane.

(Right) Step2: Calculation of acoustic radiation pressure based on ge-

ometric reflection of incident ray of intensity I.

Finally, the author reports the result of an ARF measurement experiment and

compare the reuslt with ray-acoustics-based ARF-model.

Acoustic radiation pressure (Fig. 2.4 of an impinging wave can be described

using acoustic intensity I as follows:

P = 2
|I|
c0

cos(β)n (2.26)

I = Re[pv∗]. (2.27)

where Re[·] indicates the real part of ·. Integration (2.26) for all rays that intersects

the sphere results in acoustic radiation force F :

F =

∫
S

2
|I|
c0

cosβndS. (2.28)

In ray-acoustics approach, the acoustic radiation force can be calculated in the

following two steps (Fig. 2.5):

• (Step 1) Calculate the intensity field I(x, y) in front of the sphere.

• (Step 2) Calculate the acoustic radiation force.

Figure 2.6 compares the calculation results based on the ray-acoustics approach

and the wave-acoustics approach [56]. ARF applied by a focusing-on-the-surface

beam from a single AUPA device is shown. The intensity field is numerically
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Fig. 2.6. Comparison of ARF calculation results based on ray-acoustics ap-

proach and wave-acoustics approach for absorption coefficient (Upper:

0 Neper/m. Middle: 0.3 Neper/m. Lower: 0.5 Neper/m).

calculated using Eq. (2.21). It is confirmed that they are in good correspondence

far from the aperture.
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2.3.2 Analytical Calculation

To get an insight on ARF dependency on distance and radius, the author cal-

culates ARF analytically. When a focal point is generated on the sphere, the

pressure on the focal plane p(x, y) and v(x, y) is represented by Fourier transform

of the pressure distribution on the aperture p0(x, y) and its derivative as following:

p(x, y) = ρωU
1

4πzf
exp

(
jk
x2 + y2

2zf

)
p̂0

(
k
x

zf
, k

y

zf

)
(2.29)

v(x, y) = U
1 + jkzf
4πz3f

exp

(
jk
x2 + y2

2zf

)

×

p̂0
(
k
x

zf
, k

y

zf

)
x

y

zf

− j


dp̂0

dνx
(k x

zf
, k y

zf
)

dp̂0

dνy
(k x

zf
, k y

zf
)

0


 (2.30)

where zf is the focal length, f̂(νx, νy) =
∫∞
∞

∫∞
∞ f(x, y)e−j(νxx+νyy)dxdy. Assum-

ing that kzf ≫ 1, we write the particle velocity distribution as follows:

v(x, y) =
jkU

4πz2f
exp

(
jk
x2 + y2

2zf

)p̂0
(
k
x

zf
, k

y

zf

)
x

y

zf

− j


dp̂0

dνx
(k x

zf
, k y

zf
)

dp̂0

dνy
(k x

zf
, k y

zf
)

0


 .

(2.31)

Substituting (2.29) and (2.31) to (2.27) yields:

I(x, y) = ρω

∣∣∣∣ U

4πzf
p̂0

(
k
x

zf
, k

y

zf

)∣∣∣∣2

x/zf

y/zf

1

 . (2.32)

Next, the author calculates the reflection angle and impinging position of the

acoustic ray that passed the position (x, y) using geometric relationships (Fig.

2.7) by using Eq. (2.43), To derive the reflection angles and the incident points,

we only need the direction of intensity vector eI(x, y)

eI = [x/zf y/zf 1]T (2.33)
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It is convenient to use the polar coordinate for its axisymmetry r =
√
x2 + y2.

From the law of cosine, the following relationship holds:

R2 = a2 + (R+ zf )
2 − 2Ra cos(ϕ). (2.34)

Solving the equation and taking smaller solution yields the length a

a = R cos (ϕ)−
√

(R cosϕ)2 − (R+ zf )2 −R2. (2.35)

Again, the law of cosine yields the cosine of the reflection angle β as following:

cos (β) = −R
2 + a2 − (R+ zf )

2

2Ra

For rays tangent to the sphere, the following equation holds:

r2max =
R2

1 + 2 R
zf

, (2.36)

which determines the radius of integration domain S. Using the reflection angle

β and the impinging polar angle θ,

Fz = 2

∫
x2+y2≤r2max

|I|
c0

cosβ cos θdxdy (2.37)

Now we perform variable transformation x = x
zf
, y = y

zf
. Then, the above equa-

tions are shown to be functions only of the ratio of the radius and the distance of

the sphere R = R/zf as following:

Fz

(
R
)
= 2

∫
x2+y2≤r2max

ρω

c0

∣∣∣∣ U4π p̂0 (kx, ky)
∣∣∣∣2 cosβ cos θdxdy (2.38)

r =

√
x2 + y2

rmax =
R

2√
1 + 2R

a =
a

z
=

(R+ 1)√
1 + r2

−

√
(R+ 1)2√

1 + r2
−
[
(R+ 1)2 −R

2
]

cosβ =
R

2
+ a2 − (R

2
+ 1)

2Ra

cos θ =
1√

1 + r2
(cosβ + r sinβ).
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θ

β

r

zf

R

φ

Fig. 2.7. Geometric Relationship among incident points and reflection angles of

the incident acoustic rays.

For the case atmospheric absorption of coefficient α exists, the above equation

can be modified as follows:

Fz(zf , R) = 2 exp (−αzf )
∫
x2+y2≤r2max

ρω

c0

∣∣∣∣ U4π p̂0 (kx, ky)
∣∣∣∣2 cosβ cos θdxdy (2.39)

under the assumption that the distance zf is large enough to approximate

exp (−α
√
x2 + y2 + z2f ) ≈ exp (−αzf ). (2.40)

2.3.3 Case of Focusing Beam of Rectangular Aperture

When a focal point is created by a rectangular aperture of length Lx and Ly, the

sound pressure and velocity on the focal plane are described as follows:

p(x, y) = jωρ
U

4πzf
exp

(
jk
x2 + y2

2zf

)
LxLysinc(

kLx

2πzf
x)sinc(

kLy

2πzf
y) (2.41)

v(x, y) =
1 + jkzf
4πz3f

ULxLy (2.42)

×

sinc(
kLx

2πzf
x)sinc(

kLy

2πzf
y)


x

y

1

− j


dsinc( kLx

2πzf
x)sinc(

kLy

2πzf
y)

sinc( kLx

2πzf
x)dsinc(

kLy

2πzf
y)

0



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where zf is the focal length, U is the volume velocity, and dsinc(x) = d
dx sinc(x).

Assuming kzf ≫ 1 and taking real parts, the intensity field on the focal plane is

described as follows:

I(x, y) = ρ0c

[
U

4πzf
LxLysinc(

kLx

2πzf
x)sinc(

kLy

2πzf
y)

]2 
x/zf

y/zf

1

 . (2.43)

From geometric considerations and Eq. (2.26), acoustic radiation force acing on

a sphere of R radius along beam direction can be described as follows:

Fz =

∫ 2π

0

∫ rmax

0

−2
|I|
c0

cosα
1√

1 + r2
rdrdϕ (2.44)

r =
√
X2 + Y 2

rmax = Rn/
√

2Rn + 1

X = x/zf , Y = y/zf , Rn = R/zf

a =
Rn + 1√
r2 + 1

−

√
R2

n − (Rn + 1)2
(

r2

r2 + 1

)
cosα =

R2
n + a2 − (Rn + 1)2

2Rna
.

Note that Eq. (2.44) is normalized by the distance from the aperture to the focal

point (i.e. the closest point of the sphere). This means that scaling both in radius

and distance of the sphere yields the same magnitude of acoustic radiation force.

Numerical Calculation of the force is shown below. In this simulation, atmo-

spheric absorption coefficient [59] of 0.0005−1 is considered. Although the result

fits well in distant places, the behavior in near fields is inconsistent with mea-

sured values. This error can be corrected by considering the directivity of the

transducers.

2.3.4 Experiment

The author examined directional characteristics of acoustic radiation force on a

sphere generated by focusing beam from an AUPA device of various angles and

distances.
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Fig. 2.8. Comparison of ray-acoustics-based model and measured value (Upper):

Pressure field is numerically propagated considering the directivity of

the transducers. (Lower): Pressure field is analytically propagated us-

ing a Fourier transform assuming a continuous rectangular aperture.

Figure 2.9 shows the experimental setup. An expanded polystyrene sphere

is located is pinned on an electric balance. The author used a robotic arm to

locate the AUPA device precisely. To align the force direction perpendicular to

the surface of the electric balance, the beam axis is perpendicular to the surface

of the electric balance. The green laser line is the reference to check that the

alignment of the AUPA device and the sphere.

Figure 2.10 shows the measurement result depending on the angle and the dis-

tance from the AUPA. From the figures, it is shown that there is little difference

between focusing-on-the-surface beam and focusing-on-the-center beam. The au-

thor stored the data as a table. By looking up the table, the system estimates

acoustic radiation force on a balloon at a specific position and an angle.
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Fig. 2.9. Measurement of acoustic radiation force on a sphere. (Right) Schematic

illustration. (Left) Actual setup.

Fig. 2.10. Measured intensity of acoustic radiation force of focusing beam whose

focus is at the center of the sphere.
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Fig. 2.11. Measured intensity of acoustic radiation force of focusing beam whose

focus is on the surface of the sphere.

2.4 Analysis on Plane Wave Beam: Experimental

Approach

The author developed an experimental ARF model for a plane wave beam by

fitting a cubic polynomial to ARF measurement data.

The author constructed an experimental setup shown in Fig. 2.12 (right). An

expanded polystyrene sphere of 200 mm diameter and 68.5 g weight was used as

the dummy sphere. The sphere was suspended on an aluminum frame with a

string of length 1,400 mm. An AUPA device was fixed at the same height as the

sphere with its aperture directed toward it. The author drove all transducers at

the maximum pressure amplitude pM with the driving phase fixed to an identical

value to emit a plane wave. The sphere oscillated about the equilibrium posi-

tion, where tension, gravity force, and ARF were balanced. The author measured

displacement of the equilibrium position caused by the ARF. Vertical displace-

ment of the sphere was negligible, being a maximum of 0.043 mm. Kinect v2 was

placed above the sphere for the measurement of the displacement, which detected
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Fig. 2.12. (Left)Schematic diagram of the setup for measuring ARF on a rigid

sphere. (Right) Actual settings for the experiment.

a visual marker attached to the top of the sphere. To measure the displacement

accurately, we used its RGB camera in this experiment. The author obtained the

equilibrium position by measuring the average position for 60 seconds. Fig. 2.13

shows the observed magnitude of ARF FM with the maximum driving amplitude

for a varying distance r between the aperture and the center of the sphere. As pre-

viously mentioned a cubic function was fitted to the measured data and obtained

an ARF model described as follows:

FM(r) = 2.71r3 − 9.24r2 + 6.77r + 3.60 (2.45)

(0.4 ≤ r ≤ 1.8)

where the unit of FM(r) is mN and that of r is meter.
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Fig. 2.13. Measured magnitude of acoustic radiation force on a rigid sphere of 200

mm in diameter for various distances from the aperture of the AUPA

device. The black dots indicate the measured values. The dotted line

indicates the polynomial approximate curve fitting the data points.
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Chapter 3

Balancing Control by Multiple

Phased Array Units

In this chapter, Force Balancing Control algorithm is presented. In Force bananc-

ing control algorithm, distributed AUPA devices emit axisymmetric ultrasound

beams of appropriate power toward the target object such that the net force of

ARF and gravity force controls it in proportional-integral-differential (PID) man-

ner. This algorithm can be applied to cases where the beam diameter is smaller

than the size of the object and if the AUPA devices are sparsely distributed such

that the interferences between the AUPAs are negligible. The experiments demon-

strate the manipulation of a sphere of 20 cm diameter more than one meter away

from the transducers.

3.1 Dynamics

In this section we formulate a dynamics model based on the ARF model described

in the previous section to express the behavior of the objects. Consider that

AUPAs at positions r1, r2, · · · rN emits axisymmetric ultrasound beams toward

a sphere at a position r (Fig. 3.1). First, Let me consider ARF exerted by

a single AUPA device at ri. Typical examples of axisymmetric beam include

focusing beam and plane wave. The direction of the ARF is repulsive due to the
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Fig. 3.1. Linear dynamics model of a sphere in balancing control algorithm.

symmetry. The magnitude is a function of the relative position between the sphere

and the AUPA ∆ri = r−ri as described in Chapter 2. The shape of the function

depends on the kind of ultrasound beam and the AUPA specifications. When the

AUPA is driven at the maximum amplitude pM, the ARF F i is described as the

follows:

F i = F (∆ri)
∆ri
|∆ri|

(3.1)

where F (∆r) is a function that the kind of the beam and the specifications of

the AUPA determine. The shape of F (∆r) is investigated in detain in Chapter 2.

Because magnitude of ARF is proportional to the square of the driving amplitude

pi, or the power ui = (pi/pM)2 as indicated by Eq. (2.17), ARF f i at a driving

amplitude pi is described as follows:

f i = uiF i. (3.2)

Next, let me consider ARF exerted by multiple AUPA devices. Here, I assume

that the interferences of ultrasound beams emitted from the AUPA devices are

negligible. This approximation is valid if the diameter of the sphere is larger

than the beam widths and the AUPA devices are sparsely distributed. Then, the

resultant ARF is approximated by the sum of ARF that a single AUPA device

exerts. The net force f total applied to the sphere is described as the sum of ARF
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and the gravity force as follows:

f total = F (r)u−mg (3.3)

0 ≤ u ≤ 1 (3.4)

F (r) = [F 1,F 2, · · · ,FN ] (3.5)

u = [u1, u2, · · · , uN ]
T
. (3.6)

where m is the mass of the object, and g is gravitational acceleration. In the

description of (3.4), lb ≤ x ≤ ub denotes that every element of vector x is

constrained by the following inequality condition: lb ≤ xi ≤ ub. The solution of

(3.3) provides the driving amplitudes allowing the net force f total to be applied

on the object at position r.

3.2 Control

3.2.1 Algorithm

Here we consider how to determine the driving powers u of the AUPA devices

such that the net force a desired force f tgt is applied to the target object.

one thing to note is that the matrix F in Eq. (3.3) depends on the position

of the object. Now we assume the position r is observed without delay. In

that case, F (r) can be determined in real time by referring to the ARF model,

which is represented by (3.7). To dynamically stabilize the position, F (r) should

be estimated in a short time. To quickly estimate the ARF, ARF of various

combinations of distances and beam angles in advance. We used two methods to

estimate ARF from the data. One is to use a fitting curve, e.g. a cubic polynomial,

of a relative distance as follows:

FM(r) = a3r
3 + a2r

2 + a1r + a0. (3.7)

Table. 3.1 shows the coefficients for a plane wave beam and a focusing beam

obtained from the measurement data in Chapter 2. Estimating using only a

relative distance means that the transducer directivity and the change of the
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virtual aperture size are negligible. This assumption is reasonable for cases where

the beam angle is small considering that the transducers mounted on the AUPAs

have 100◦ of half-amplitude full angle and that the virtual aperture size (see Fig.

2.1 left) is proportional to cos(θ). Another method is to store the ARF data

in a table and interpolate the data samples. In this approach, we used both a

distance and a beam angle to estimate ARF. We used the former approach in the

experiments in Chapter 6 and the latter approach in the experiments in Chapter

4. As shown later, it is confirmed that both approaches work. Predicting ARF by

(2.19) requires complete information about the wave field and the object shape.

Because the incident wave is diffracted and not perfectly planar due to the finite

aperture of the AUPA, exact calculation of such incident and reflected wave field

requires complex numerical analysis such as finite element method and boundary

element method, which hinders real-time ARF prediction.

As previously mentioned a cubic function was fitted to the measured data (Fig.

2.12 and Fig. 3.2) and obtained an ARF model described as follows:

Beam type a0(mN) a1(mN/m) a2(mN/m2) a3(mN/m3)

Plane wave 3.60 6.77 -9.24 2.71

Focusing beam

(focus on the surface)
9.17 -5.12 -0.858 0.712

Focusing beam

(focus on the center)
10.5 -8.22 1.40 0.184

Table 3.1. Coefficients of a cubic polynomial fitted to ARF measurement data.

Then, (3.3) can be regarded as linear equations about u of constant coefficient

F (r) and f tgt − mg. The solution to the equation yields duties that applies

desired force.

The other thing to note is that AUPA devices can exert only repulsive force

and cannot exert pulling force*1. This is represented by the inequality condition

*1 For small spheres, there may be a case that AUPA can generate only pulling force. But,

we focus on the case of a macroscopic sphere.
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Fig. 3.2. Cubic polynomials fitted to ARF measurement data of focus on the

surface (upper) and focus on the center (lower).

of Eq. (3.4). This limitation prevents us from using direct algebraic least squares

methods such as a psudo-inverse matrix method. Although the direct algebraic

least squares solution promptly provides an exact solution, such solutions are

likely to violate the feasibility constraint designated by (3.4). When we solve the

problem, we should consider the constraint explicitly. Let me give an example to

show the reason. For the sake of simplicity, we provide a two-dimensional example

here. See Fig. 3.3, in which we want to apply upward force using three AUPAs

arranged in trianglar manner (fig. 3.3 left). In this case, the psudo-inverse matrix

method gives a solution of pulling force because the method yields the solution of

the minimal square norm. Clearly, the solution is invalid. The correct solution is

pushing the sphere with upper AUPAs with equal forces.
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Fig. 3.3. Two-dimensional Example problem of finding duties that apply desired

force on a sphere. (Left) Desired force. (Middle) Invalid solution yielded

without consideration of constraints on duties. That contains pulling

force by AUPA 1. (Right) Valid solution yielded with consideration on

constraints on duties which consists of repulsive forces only.

One may say that offsets in powers may work. In other words, what about

defining control variables as u′i = (pi/pM)2 + 1/2 (−1/2 ≤ u′i ≤ 1/2). This

strategy can avoid the problem stated just above. However, this strategy fails

when the gravity force exists. Let me show another example shown in Fig. 3.4, in

which we want to apply a downward force using three single-sided AUPAs. (This

example is important for manipulation by single-sided transducers array, which

is investigated in Chapter 4 in detail.) Again, L2 norm minimization without

inequality conditions yields an invalid solution that requires an AUPA to apply

pulling force to overcome the offset force by the other two AUPA devices. Such

situations easily occur.

To determine duties that apply the desired force while satisfying the inequality

constraints, we formulate the following optimization problem that minimizes the

square norm of the difference between the left- and right-hand sides of (3.3):

minimize
∣∣F (r)u−mg − f tgt

∣∣2 (3.8)

subject to 0 ≤ u ≤ 1. (3.9)

This formulation is known as a semi-definite quadratic programming problem.

This problem can be solved by iterative methods in a sufficiently short time for

dynamic stabilization.
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mg
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Fig. 3.4. Two-dimensional Example problem of finding duties that apply desired

force on a sphere. (Left) Desired force. (Middle) Invalid solution yielded

without consideration of constraints on duties. That contains pulling

force by AUPA 2. (Right) Valid solution yielded with consideration on

constraints on duties which consists of repulsive forces only. Note that

this is not the only solution.

Our prototype system tries to find the u by an iterative method. Instead,

we chose to use an iterative method to guarantee that the solution meets the

constraint. Such a solution provides not the smallest but still small squared

errors. There are many quadratic programming solver available [60, 61]. We

comfirmed that a quadratic programming solver provided in the Dlib Machine

Learning Library and CGAL works.

Strictly speaking, the time for the acoustic waves to arrive at the object surface

from the AUPA is finite. Therefore, it causes a delay in the applied ARF. However,

for the size of our workspace, this delay is in the order of milliseconds, hence it is

negligible compared to the moving speed of most objects, including the ones in our

experiments. For this reason, we regard the generation of ARF as instantaneous

one and we exclude any dynamic term in the force generation model described by

(3.3).

3.2.2 Stabilization

Stabilization of the object requires a restoring force to suppress the disturbance.

We used a Proportional-integral-differential (PID) controller to calculate such a

restoring force. With the position of the object observed by the tracking sensor,
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the force is calculated as follows:

f total = −kp∆r − kd∆̇r − ki

∫ t

0

∆rdt′ (3.10)

where ∆r is the error in the position, ∆̇r is the error in the velocity, kp, kd, and ki

are user-defined parameters, and t denotes time. The parameter value determined

in the following experiments is shown in Table 3.2.

Parameter Notation Value Unit

Proportional gain kp 6.0× 10−3 N/m

Differential gain kd 2.2× 10−2 N · s/m

Integral gain ki 2.0× 10−4 N/(m · s)

Table 3.2. PID control gains.

3.2.3 Maximum Controllable Weight and Workspace

Because the applicable ARF depends on the object position, so does the maximum

weight the system can manipulate. The maximum weight at position r can be

obtained by optimizing u such that it maximizes the vertical force under the

condition that lateral force is zero. Optimizing both control variables u and

position r determines the maximum weight it can support. The prototype can

manipulate an object of up to 8.54 mN weight.

In addition to counteracting gravity, stabilization requires the application of an

additional restoring force when the position of the object slightly deviates from

the target position. Therefore, the maximum weight it can practically manipulate

in a robust manner is smaller than the value mentioned above.

Here, we introduce the control variables ui = (pi/pM)2－ 1
2 . By substituting ui

into (3.3), the force exerted on the object can be represented as follows:

f total = F (r)u+ g′ (3.11)

−1

2
≤ u ≤ 1

2
. (3.12)

g′ is given as g′ = mg + 1
2

∑N−1
i=0 F i. Here, we define the workspace as a region

where the object has three translational DoF. This depends on the weight of the
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object. We propose checking the translational DoF at position r by finding a

solution to (5) that minimizes |u|∞, where |u|∞ = max{u0, u1, · · · , uN−1}. Such

a solution can be obtained using a linear programming technique. If and only if

|u|∞ is smaller than 1/2 and the rank of the matrix F is 3, the object has three

translational DoF at position r. A set of such points where a 3-DoF force can

be generated was considered as the workspace. Examples of the workspace of the

prototype system are shown in Fig. 8. Inside the workspace, the object can move

anywhere at a moderate speed.

3.3 Manipulation Experiment

3.3.1 Implementation of Manipulation System

We constructed a prototype system to conduct manipulation experiments. We

used the same AUPA device as that applied in [17]. The specifications of the

AUPA devices are described in Section 2.2.

Figure 3.6 shows the definition of the coordinate system and the arrangement

of the AUPA devices in our prototype system. Five AUPA devices were installed

in the system. One AUPA had its aperture oriented in the vertical direction, and

two pairs of opposing AUPA devices were arranged orthogonally in a horizontal

plane at a height of 1,085 mm.

We used Microsoft Kinect V2 for object tracking. Although Kinect V2 has an

RGB and a depth camera, the prototype system uses only the depth one. The

prototype system captures the object position and refreshes the driving amplitudes

and phases of all the transducers every 50 ms.

The balloon is assumed to have a rigid-body and sound-hard boundary because

solids in the air because the characteristic acoustic impedance of the air is much

smaller than that of solids [12].
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3.3.2 Performance of Suspension at a Fixed Position

Proportional Control

To gain an insight into the dynamics, we present a result of the case only propor-

tional (P) gain is applied. Figure 3.7 shows the recorded position for about 60

seconds.

As shown in the figure, the position oscillates about the target position. The

reason should be that the damping force generated by the drag force is too small

to suspend such a macroscopic object. This indicates that differential control

is required for stabilization. It is also shown that the average altitude is below

the target value. This is due to the gravity force is larger than expected. To

compensate for the mismatch in weight expectations, integral control should be

applied.

Proportional-integral-differential (PID) Control

We conducted an experiment to suspend an object at a fixed 3D position.

We used a spherical balloon of 200 mm in diameter as the object to be ma-

nipulated, which was filled with helium gas. Pieces of adhesive tape were stuck

onto the balloon surface to adjust the weight of the object, to be as close as

possible to air buoyancy. The resultant force of gravity and buoyancy in the air

during the experiment was 1.3 mN downward. The target position was set to

r = [0 0 1300]T . We initially placed the object near the target position inside

the workspace by hand.

The recorded trajectory is shown in Fig. 3.8. As can be seen, the object position

successfully converged to the target position.

Note that the object is not perfectly spherical, as shown in Fig. 3.9. This

implies that the proposed method is robust against the unevenness of the object

shape.
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3.3.3 Performance of Translation Maneuver

Next, we conducted an experiment to move the object along a specified route.

The route is shown in Fig. 3.10. We specified six target positions in the

first quadrant of the xy plane, considering the symmetric arrangement of AUPA

devices. The target position was sequentially updated every 10 s. As with the sta-

tionary suspension described in the previous section, we used a spherical helium-

filled balloon with a diameter of 200 mm and adhesive tape applied as described

in the previous experiment. The resultant force in the air during the experiment

was 3.13 mN downward. The recorded trajectory and control variables are shown

in Fig. 3.11. As shown in Fig. 3.11, the object followed the sequentially changing

target positions. As shown in Fig. 3.12, we succeeded in stabilizing the object

even at a point not right in front of the AUPA apertures. Because the same ma-

nipulation is considered possible in the other quadrants, this result indicates that

a 1 meter diagonal manipulation is possible with the proposed method.

The tracking accuracy varied according to the target position. At positions

A, B, D, and F, the actual positions converged to the target positions within a

deviation of 20 mm within 10 seconds. Meanwhile, deviations of 40 to 60 mm were

observed at positions C and E. Such deviations may be due to the upper limit of

the actuation force that the vertical AUPA device could exert. At these positions,

the control variables reached their maximum at these positions as shown in Fig.

3.11.

3.3.4 Evaluation of the Workspace

We verified the actual workspace size of the prototype. For each of the altitudes

1300mm, 1500mm, and 1700mm, the target position is moved by 50mm in the

direction of the x axis and the xy direction every 20 seconds from the center of

the workspace shown in the figure 3.13. The error from the target position was

recorded. Figure 3.14 shows a plot of the deviation from the target position with

respect to the distance from the center.
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3.4 Discussion

In this paper, we demonstrated a new robotic framework where a lightweight ob-

ject with no actuators or batteries is manipulated in the air by acoustic driving

forces remotely provided from the workspace. Technically, it is a sensor-feedback-

based meter-scale 3D acoustic manipulation of a sphere 10 times larger than the

sound wavelength. This was achieved by dynamically controlling the directions

and amplitudes of the plane waves emitted from distributed airborne ultrasound

phased array devices. Based on the experimentally obtained radiation force model,

we formulated a 3D motion control algorithm based on PID control. Experiments

on object manipulation were conducted, the results of which demonstrated that

dynamic meter-scale position control is possible within the workspace. The po-

sition error increased at a specific position where the available maximum control

force was insufficient for the feedback control criteria of the object movement.

The primary limitation of the system is that manipulated objects must be

extremely light, ensuring their buoyancy is almost in balance with the gravity

force. This is because a force that an AUPA provides is less than 100 mN typically.

In addition, the lateral movement of the objects in our current prototype system

is much slower than that of quadrotors. Another major limitation is that the

movement of the robot is confined within the workspace and vulnerable to ambient

wind, which renders it unsuitable for outside applications.

Despite such restrictions, the proposed system possesses its intrinsic advantage

that stable long-time 3D operation of robots with multi-DoF is possible without

the need for onboard batteries. For instance, the proposed framework can be ap-

plied to a 24-hour indoor surveillance system with no blind spots when a miniature

camera is mounted on the flying object. Another application could be an airborne

transportation robot that can carry lightweight items to a specific user in a room

where many obstacles such as tables, chairs, or wiring exist on the floor. It should

be noted that our method does not require numerous ultrasound sources installed

across the workspace. A sparse arrangement of AUPAs is sufficient for the correct
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operation of our system, which is important for practical use.
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Fig. 3.5. Workspace of the prototype system. The object has three translational

DoF inside the white area. The work volume for an object of 1.3 mN

in weight is shown in the left-side column, namely, (a-1), (a-2), and

(a-3), and that for an object of 3.1 mN in effective weight is shown in

the right-side column, (b-1), (b-2), and (b-3). The top, middle, and

bottom images show the workspaces at an altitude of 885, 1085, and

1285 mm, respectively
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Fig. 3.6. Definition of coordinate system and arrangement of AUPA devices in

the prototype system

Fig. 3.7. Recorded trajectory in the case only proportional gain was applied.

Black and gray lines indicate recorded and target values respectively.
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Fig. 3.8. Recorded trajectory during the stationary suspension task
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Fig. 3.9. A spherical object suspended at a fixed position.

Fig. 3.10. Route in the translation task
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Fig. 3.11. Record of positions (left) and control variables (right) during the trans-

lation task. The black lines indicate the recorded position of the ob-

ject. The gray lines in the left figure indicate the target position.

Fig. 3.12. A sphere suspended at a position r = [0 250 1285]T mm
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Fig. 3.13. Translation sequence for workspace analysis.

Fig. 3.14. Average position error at distances from the origin at various altitudes.
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Chapter 4

Manipulation by Single-sided Array

for Scalable Workspace

In Chapter 3, I discussed a control algorithm and analyzed the workspace for a

given arrangement of AUPAs. In this chapter, I discuss the inverse problem: how

to arrange AUPA to achieve the desired workspace. This problem always occurs

when we apply the manipulation system to a real application. Of course, enclosing

the whole workspace with AUPA devices satisfies the workspace requirement.

However, it is unpractical because it suffers from low visibility, poor access to

the floating object, and complex installation process. For practical installation, a

sparse arrangement is desirable. The trade-off makes this problem untrivial. To

meet such needs, the author proposes to design workspace by arranging AUPA

devices in a single-sided lattice manner (Fig. 4.1). Especially, if the balloon

is filled with helium gas and the buoyancy is greater than gravity, the balloon

position can be controlled only by the AUPA placed on the ceiling.

4.1 Design of Lattice

4.1.1 Design Criteria of AUPA Arrangement

To make sure that the object can stably float at specified position, what condition

on AUPA arrangement should be satisfied? In the case of triangular lattice,
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AUPAs in lattice

Ultrasound beam

Floating object

Fig. 4.1. Acoustic manipulation by single-sided AUPA devices arranged in lat-

tice.

how to determine the interval of AUPA devices L ? As stated in chapter 3, the

requirement for stable position keeping is that AUPA devices can apply force to

counteract the gravity force and the disturbances. The maximum applicable force

around the equilibrium, where the gravity force and ARF are balanced, changes

according to the direction. I define force margin M along a direction e as the

minimum available force as following:

M = min|e · (Fu+mg)| (4.1)

0 ≤ u ≤ 1

We adopt force margin as the criteria to evaluate the goodness of an AUPA

arrangement for keeping an object at the specified position. The goodness of

AUPA arrangement for keeping.

F = [F 1F 2 · · ·FN ]


u1

u2
...

uN

 (0 ≤ ui ≤ 1) (4.2)

where e is a unit vector of an arbitrary direction. The condition is graphically

described in Fig.4.2. The available force set is the polyhedron that consists of

all weighted sum of ARF vectors for AUPA devices. To counteract the gravity,
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Fig. 4.2. Available force set.

it should be inside the polyhedron. The margin is the minimum distance from

equilibrium force point F eq = −mg to the convex hull of points F 1,F 2, · · ·FN.

4.1.2 Design of AUPA Lattice

Here, we aim to make the margin larger than the specified value ε at all positions

in the workspace at target altitude h. One way to satisfy the requirement at a

position r is to have at least at least three maximum radiation force vectors that

satisfy the following three conditions:

• (A) The vertical component must be greater than or equal to the threshold

Fz(min).

• (B) The horizontal component must be greater than or equal to the thresh-
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old value Fr(min).

• (C) The maximum value of the azimuth angle of each maximum radiation

vector is less than φ(max) degrees

Conditions (A) and (B) are about one AUPA. If conditions (A) and (B) are

satisfied at position r for the AUPA, we say that the AUPA is effective at position

r. We define effective area of an AUPA as positions set at the target altitude where

the AUPA is effective. Assuming that the AUPA device has axisymmetric force

directivity, The effective area can be described by two radii (Fig. 4.4). These

radii are determined from an ARF-directivity plot. Let me show an example

of determining the radii from the threshold values Fz(min) and Fr(min) using the

case of manipulation by focusing beams. Figure 4.3 plots vertical and radial

component of ARF of focusing beam at the altitude of 1000 mm. Suppose that

the threshold values of a vertical and horizontal components of ARF are set to

1.0 mN and 0.5 mN respectively. In this case, to meet the requirement on a

vertical component, the distance between a target point and the AUPA should

be smaller than threshold value rmax (Fig. 4.3 upper). On the other hand, to

meet the requirement on a horizontal component of ARF, the distance should be

larger than another threshold value rmin. After all, effective area is the area that

is enclosed by the circle of radius rmax and that of rmin. (Of course, rmax may

be determined by the requirement on a horizontal component according to the

threshold value.)

To satisfy condition (A) and (B), all the area of workspace should be have at

least three effective AUPA devices. If the inner boundary circle of each AUPA

device is inscribed in the outer boundary circles of neighboring AUPA devices,

the condition is clearly satisfied. This requirement yields the first condition on

the AUPA interval L.

L ≤ rmax − rmin. (4.3)

Next, let me consider condition (C), a requirement on the azimuthal angles.

Figure 4.6 shows four AUPA devices in the lattice. For the symmetry of hexagonal

lattice, I only need to consider in triangle △BEH. Note that the number of
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Fig. 4.4. Effective area of an AUPA.
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inner boundary

outer boundary

Fig. 4.5. Geometric relationships among effective areas of neighboring AUPA

devices.

effective AUPA devices depends on the position. If the following condition

L ≤
√
3

2
rmax (4.4)

is satisfied, all the points in △BEH have more than three effective AUPAs. This

may be automatically satisfied by condition of Eq. (4.3). If it is not satisfied, the

gray area in the figure has three effective AUPAs. In this region, azimuthal angles

are likely to be small. Therefore, I analyze maximum azimuth angles in this area.

The maximum azimuthal angles become largest on point F and point G. Figure

4.7 hows the maximum azimuth angle of each points. As shown in this figure,

condition (C) also impose a limit on AUPA interval length in terms of rmax. In

this figure, the limit for the case of a maximum azimuthal angle 140 deg is shown.

As a result, the second requirement on AUPA interval is described as following:

L ≤ αrmax (4.5)

where α = (L/rmax)max, which can be determined from figure 4.7.

After all, condition (A), (B), and (C) at target altitude h are equivalent to the

two requirements on AUPA interval represented by (4.3) and (4.5).
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Fig. 4.6. Geometric relationship between AUPAs.
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Fig. 4.7. Azimuth on the linear boundary (the line EF) and the circular boundary

(the arc FG) in Fig. 4.6

4.2 Manipulation of Multiple Objects

Objects in close proximity share the AUPA devices. To accommodate the situ-

ation, time-division multiplexing of beam direction is implemented. To keep the

average of the ARF the same, the beam power of the beam is multiplied by the

number of objects that shares the AUPA device.
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4.3 Translation Maneuver Experiment

An experiment of lateral translation maneuver was conducted to demonstrate the

scalability of the workspace and multiplexing control. The target altitudes from

the transducers were set to 500 mm and 700 mm.

4.3.1 Experimental Setup

Figure 4.8 shows the experimental setup. The AUPA devices were installed on

the ceiling so that the the heights of the apertures are 1931 mm from the floor.

The arrangement is intended to suspend objects that ascends naturally by their

buoyancy (Fig. 4.9). In this experiment, hellium-filled spherical balloons of ap-

proximately 20 cm diameter were used as target objects. The threshold value of

horizontal ARF, vertical ARF, and azimath angles were set to 0.43 mN, 0.6mN

and 130 degrees respectively (Fig. 4.10). Note that the requirement on the az-

imuth angles is automatically satisfied by the other requirements. Following the

guildline described in Section 4.1, the interval of the AUPA devices was set to

520 mm (Fig. 4.11). AUPA is arranged to draw a hexagonal lattice, and in the

prototype, two hexagons are arranged. If the balloon can be moved from one

hexagonal region to the adjacent hexagonal region, it is considered that the mov-

ing range can be expanded as much as desired by expanding this hexagonal lattice

arrangement.

4.3.2 Result

Figure 4.13 shows the balloons moving to the adjacent blocks. Figure 4.12 shows

the recorded trajectory of the two objects. The figures shows that the objects suc-

ceeded in translation to adjacent along the target trajectory. The result demon-

strates the lateral scalability of the workspace, that is, Floating objects can move

further by moving by cell.
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Fig. 4.8. Installation of ceiling-sided AUPA devices.

Buoyancy

ARF

ARF

ARF

Fig. 4.9. Schematic illustration of AUPA devices suspending an object that nat-

urally ascends.



56 Chapter 4 Manipulation by Single-sided Array for Scalable Workspace

0 200 400 600 800 1000

Radius (m m )

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.0

F
o

rc
e

 (
m

N
)

rmax

Fz(min)

0 200 400 600 800 1000

Radius (m m )

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

F
o

rc
e

 (
m

N
)

rmin

Fr(min)

Fig. 4.10. Vertical and horizontal ARF applied by a single AUPA device at the

target altitudes. Black lines indicate ARF at an altitude of 500 mm.

Dotted lines indicate ARF at an altitude of 700 mm.

Fig. 4.11. Dimensions of ceiling-sided AUPA devices in the experiment.
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Fig. 4.12. Recorded trajectory of balloons manipulated by single-sided AUPA

devices.

Fig. 4.13. Manipulation of two balloons.
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Chapter 5

Floating Balloon Display for

Body-scale Augmented Reality

In this chapter, the author presents a floating display system for device-free aug-

mented reality (AR) of full-body scale (Fig. 5.1). The system projects an image to

helium-filled balloon screens that is controlled by the dynamic manipulation syt-

stem. The power supply for actuation and display from the environment provides

long operational time, which is limited only by the helium loss. For this feature,

it is effective for presenting static objects that should float continuously in the air

such as menus, icons, and public art. This chapter describes the implementation

and evaluation of the floating display system.

5.1 Background and Motivation

Augmented reality (AR), which superimposes digital information on the real world

[62] has been acknowledged as a promising technonoly. The expected applications

include manufacturing [63], medical care [64], education [65], and entertainment

[66].

The display methods can be classified into two types: non-device-free AR and

device-free AR. Displays of the former type include see-through head-mounted-

display and tablet devices. Recently, the author sees prevailing of non-device-
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Fig. 5.1. Balloon display system for body-scale augmented reality.

free AR in our daily life. AR Application softwares such as games for tablet

devices has become widespread. HMD such as Mircosoft HoloLens [67] have been

commercialized. One of the technical challenges of AR is to make wearable visual

displays such as AR glasses and head-mounted displays more light-weight and

power-saving to reduce the stress of wearing and the operational time.

Device-free AR displays digital contents to the users who have no display de-

vices. The advantages of device-free AR includes no stress of wearing devices, the

sharability of contents. The typical example is spatial AR (SAR), or projection-

mapping-based AR. Its applications include theme park attractions [66], work-

bench [68], and collaborative digital workspace [69].

First series of SAR was exclusively designed to project a planar image onto an

existing plane. Following them, several researches proposed display and interac-

tion system for digital objects at an arbitrary position in 3D space. For example,

a 3D workbench has made it possible to collaborate up to two people using 3D

shutter glasses [70]. Another examples include methods to project an image onto

floating objects in the air such as fog [71, 72], water drops [73, 74], and bubbles

[75]. ZeroN created a 3D interaction in a range of several centimeters in height
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by projecting an image onto a magnetically suspended magnet [43]. Pixie dust

[76], LeviPath [77] realized a voxel display using acoustically suspended particles.

Freeman used levitated particles to enhance physical objects [78]. Acoustically

levitated particles can be combined for displaying chart [79], or pointers [80, 81].

Leviprop levitated a sheet for projection in the air [82]. Hirayama et al developed

a volumetric image by a scanning illuminated particle [83]. In recent years, many

AR applications using quadcopter have been proposed [8, 7, 9, 84]. The merit

will still be able to achieve human-scale interactions. For example, LightBee has

increased the presence of avatar using the ability to move at the height of a person

[85]. Another platform to display an image in the air is a blimp [86, 87].

Although dynamic contents can be presented by active-type displays, it remains

to be difficuto to present passive contents in the air, which steadily floats, within

a full-body immersive AR environment because it requires a long flight time. The

examples of passive contents include menus, icons, public art. Such objects should

stay calm in the air until the user intentionally interferes to avoid distracting the

user and to be noticed instantly when needed. Displays that have such properties

are called ambient displays or calm technologies. The previous research suggests

that such calmness is important to reduce mental workload [88]. It should be noted

that being calm does not necessarily mean that the movement has to be stopped.

For example, the bar indicating the communication strength must always change

the mark according to the communication strength.

We propose a floating display to express such ambient contents. The video

is presented in the air by projecting the video onto a floating balloon using the

proposed method. Because all the power is supplied from the environment, the

proposed system achieves long operational time of one day or more, which depends

only on helium loss from the balloon screens.

Note the difference from the conventional acoustic based display [76, 77]. Both

are the same in that an image is projected onto an object suspended by acoustic

radiation force, Its purpose and implementation method are different. The tra-

ditional acoustic based display was a voxel display, which levitated particles as

voxels. On the other hand, what we are trying to realize is a spherical display
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that aims to project a high-resolution image onto a surface with an area, and as

a representation method, [89, 90, 91]. The method proposed in this paper was

used to levitate an object with sufficient area to project an image. It may be used

as a tangible interface. Mid-air tangible objects with one-dimensional movements

were formerly developed using aerodynamic levitation. [47, 46]. We believe that

the proposed system provides a platform to explore tangible interaction in 3D

space.

5.2 System Overview

The block diagram of this system is shown in Fig. 5.2. This system consists of a

projector-camera system and the dynamic manipulation system that is described

in chapter 3 and chapter 4. In this system, The system projects images onto

helium-filled balloons that are controlled by AUPA devices. The system also

tracks the user to detect his/her interaction with the balloon screen. Images are

rendered based on the geometric relationship among the projectors, screens, and

the user.

The prototype uses a Microsoft Kinect V2 sensor to track the screen in real

time. Although the Kinect V2 has both a color and a depth camera, we used only

the depth camera because it is not affected by the change in the illumination by

the projector. The author uses a commodity projector BenQ TK 800.

5.3 Tracking System

5.3.1 Estimating Screen Position

The prototype determines the screen position using the following procedure. First,

it subtracts the background from the depth image. Next, it performs binarization

based on whether each pixel is inside the workspace. Then, it captures the depth

of the center of the binarized image in order to estimate the 3D position of the

frontmost point of the screen. Finally, it estimates the center of the screen by

extrapolating the frontmost depth by its radius. This simple binarization-based
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Fig. 5.2. Schematic diagram of floating display system

tracking technique works only if nothing is in contact with the screen. However,

the user touches the screen, the mass center shifts. To reduce the shift, it applies

an adaptive circular window (Fig. 5.3). As the window, we use the projection

of the virtual circle of a predefined radius at the screen position to the depth

image plane (Fig. 5.3). The radius of the circular window is adaptively changed

in proportion to the distance between the screen and the depth camera. This

prevents tracking failure caused by the user’s touch to the screen (Fig. 5.5)

Fig. 5.3. Schematic illustration of adaptive circular window. (Left): Calculation

of adaptive circular window in a scenario wherein a user touches a

floating screen. (Right) Application of window to depth camera view.
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5.3.2 Registration between AUPA Devices and Depth Camera

Registration between the AUPAs and the Kinect depth camera is required to place

the display at the specified position in the space. Especially in large spaces, an

accurate and flexible method is required. This chapter describes the registration

method of AUPA and Kinect V2.

We used color markers, a color camera, and a depth camera on Kinect V2 placed

at known positions in space. Here, it is assumed that the arrangement of AUPA

and the positional relationship between the color camera and the depth camera

are already known. First, color markers are placed at known locations. Acquire

a color image with a color camera and a point cloud with a depth camera. From

the geometric relationship between the color camera and depth camera, calculate

the position of the point cloud captured by the depth camera on the color camera

image, and obtain the correspondence between each pixel of the color camera and

the point cloud. Kinect V2 has a function that maps each pixel of the depth

camera to a pixel on the color map (note that the reverse is not possible). Next,

extract the marker from the Color image. The position of the marker in the depth

camera coordinate system is obtained from the correspondence between each pixel

of the color image obtained earlier and the point cloud. Note that the point cloud

is not necessarily associated with all color pixels. For example, if you can see from

the color camera by occlusion but not from the depth camera, you cannot get the

3D position corresponding to the color pixel. If the marker position cannot be

obtained correctly, the point is discarded.

Once the position of the color markers in the Kinect depth camera coordinate

system is obtained in this way, the position and orientation of the depth camera

relative to the AUPA can be determined by associating the positions of the color

markers in the AUPA coordinate system with the positions in the depth camera

coordinate system. This time, we use the singular value decomposition to find

the least-squares solution of the position and orientation that correspond to the

points obtained in the two coordinate systems [92].



64 Chapter 5 Floating Balloon Display for Body-scale Augmented Reality

Fig. 5.4. Registration of AUPAs and Kinect V2. Arrows direct the color marker

attached on an aluminum frame.

Let the positions of the markers in the AUPA coordinate system be

x1,x2, · · ·xN, their positions in the depth camera coordinate system be

x′
1,x

′
2, · · ·x′

N , the position and the attitude of the depth camera relative to the

AUPA coordinate system be t,R, and the noise be n1,n2, · · · ,nN. Then, the

following equation holds:

xi = Rx′
i + t+ ni. (5.1)

Now, we want the position and the posture of the depth camera that minimizes

the following quantity

Σ2 =

∣∣∣∣∣
N∑
i=1

xi − (Rxi + t)

∣∣∣∣∣
2

. (5.2)

Let the least square solution of the position and the attitude be t̂, R̂. These

solutions map the centroid of the positions in the depth-camera coordinate system

c′ to the centroid of the positions in the AUPA coordinate system c [93].

c =
1

N

N∑
i=1

xi, c′ =
1

N

N∑
i=1

x′
i (5.3)

c = R̂c′ + t̂. (5.4)
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Fig. 5.5. Adaptive circular window applied to depth map. (Left) A View from

the color camera. (Center) Raw depth image from depth camera.

(Right) depth image with an adaptive circular window applied.

Let:

∆xi = xi − c ∆x′
i = x′

i − c′. (5.5)

Then, the function to minimize is written as follows:

Σ2 =
N∑
i=1

|∆xi −R∆x′
i|
2
. (5.6)

Now, I define 3x3 matrix H as following:

H =
N∑
i=1

(∆xi)(∆x′
i)
T . (5.7)

Perform singular value decomposition on this matrix.

H = UΛV T (5.8)

if det(V UT ) = +1, then

R̂ = V UT . (5.9)

Now, the attitude of the depth camera is obtained. Finally, the position can be

obtained from Eq. (5.4) as follows:

t̂ = c− R̂c′. (5.10)
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5.4 Natural User Input System

A natural user input system is implemented to allow the users to manipulate the

screen position intuitively by dragging and dropping the screen directly with their

hands. The prototype determines whether the screen has been“grabbed” based

on the distance between the screen and a user’s hand. To determine the position

of the user’s hand, we used a body tracking function provided in Kinect V2

Software Development Kit. If the distance is below a predefined threshold for a

predefined duration, the prototype regards the screen as having been grabbed. In

this state, the target position of the screen is updated using the current position

at every frame. Updating the target position makes the projected image move

along with the screen at this state because of the projection strategy described in

Section 3.2. When the distance again becomes greater than the threshold distance,

the prototype regards the screen as having been released and stops updating the

target position. Consequently, the target position is set to the position at which

the screen is released.

5.5 Projection System

5.5.1 Registration between Projectors and Depth Cameras

We estimated the internal and external parameters of the projector by the fol-

lowing procedure. First, the projector projects a 9 × 9 circle grid pattern on a

whiteboard. Next, the Kinect v2 detects the pattern using its color camera and

captures their 3D position using its depth camera. Third, the inclination of the

whiteboard is estimated and their 2D positions on the white board were deter-

mined. We repeated this procedure for whiteboards of various directions and

positions. Finally, it retrieves the extrinsic parameters and the intrinsic param-

eters using CalibrateCamera function of OpenCV [94] library, which is based on

[95, 96] using the collected pairs of positions on the whiteboard and that on the

original image of the projected points.
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5.5.2 Projecting Virtual Contents to Real World

To project the virtual world to the real world via a projector, Copy the view of

the created virtual world from the camera object using the projector. For this

purpose, the position, orientation, and internal parameters of the actual projector

must be correctly reflected in the camera object placed in the virtual world. This

section describes the method.

Fig. 5.6. Projection of a scene viewed by a camera object in virtual world.

Matching Views of Real Projector and Virtual Camera

Now, the internal parameters of the projector are calculated in the form of camera

matrix Cprojector by the method described in Section 5.5.1.

Cprojector =


fx 0 cx

0 fy cy

0 0 1

 (5.11)

where:

• fx, fy: focal lengths of the projector.

• (cx, cy): principal point. Note that the principal point of a typical projector

is off the center of the image.
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We consider projecting an image captured by a camera in the virtual world (virtual

camera object). The view of the virtual camera object is given by projection

matrix Mprojection in a general graphic pipeline in order to accelerate rendering

processes. The projection matrix is expressed in terms of the coordinates of each

vertex in the camera coordinate system of the view volume (frustum) as follows:

Mprojection =


2∗n
r−l 0 r+l

r−l 0

0 2n
t−b

t+b
t−b 0

0 0 − f+n
f−n − 2fn

f−n

0 0 −1 0

 (5.12)

where:

• r, l, t, b: right, left, top, and bottom boundary values of the front clipping

plane

• n: the distance between the camera and the front clipping plane

• f : the distance between the camera and the back clipping plane.

The following geometric relationship holds between the camera matrix parameters

and the dimensions of the frustum of the virtual camera object:

r = (w − cx)
n

fx
(5.13)

l = (−cx)
n

fx
(5.14)

t = cy
n

fy
(5.15)

b = (cy − h)
n

fy
(5.16)

where:

• w, h: the resolutions of the projector image in width and height.

Substituting these to (5.12) yields the following representation of the projection

matrix of the virtual camera in terms of parameters of the projector in the real
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world

Mprojection =


fx
w 0 w−2cx

w 0

0
fy
h

2cy−h
h 0

0 0 − f+n
f−n − 2fn

f−n

0 0 −1 0.

 (5.17)

Here, the internal parameters of the projector is configured in accordance with

the virtual camera object.

Position and Attitude of Virtual Camera Object

Next, we describe how to make the camera object in the virtual world correspond

to the position and orientation of the projector in the real world.

In this section, the position and orientation are represented by a homogeneous

transformation matrix. If the rotation matrix representing the posture is set as

R and the vector representing the position as t, the homogeneous transformation

matrix T is expressed as follows

T =

R t

O 1

 . (5.18)

The homogeneous coordinates x corresponding to the position r are expressed as

follows:．

x =

r
1

 . (5.19)

Let a homogeneous transformation matrix that maps a homogeneous coordinate

xA expressed in a coordinate system A to a coordinate system B representation

be TA→B. Then,

xB = TA→B xA. (5.20)

The list of homogeneous transformation matrices that have been found in previous

sections.

• x
(real)
aupa : AUPA coordinate system in the real world.

• x
(real)
kinect: Depth camera coordinate system in the real world.

• x
(real)
projector: Projector coordinate system in the real world.
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• x
(virtual)
base : Base coordinate system of the virtual world.

• x
(virtual)
camera :Camera coordinate system in the virtual world.

In general, coordinate systems in the real space are defined in the right-handed

coordinate system following the conventions of the mechanical system, while the

coordinate systems in the virtual space are defined in the left-handed coordinate

system following the conventions of graphics. The author indicates which is used

by (real), (virtual) superscripts.

The current interest is to determine the position and orientation of the camera

object in the virtual world, that is T camera→base = [Rcamera|tcamera]. The homo-

geneous transformation matrices that have been found up to the previous chapter

are the following two.

• T kinect→aupa: the transform relating the pose and position of Kinect depth

camera (Section 5.3.2)

• T projector→kinect: the transform relating the pose and position of projector

(Section 5.5.1)

In addition to the above, the following information is required to determine the

position of the camera.

• T aupa→base: The transform relating to the conventions of the AUPA coor-

diante and the base coordinate of the virtual world, which is usually defined

by the user. This transform may include reflection.

• T camera→projector: the transform relating the conventions of the camera

coordinate and the projector coordinate. This transform may include re-

flection.

Using these homogeneous transformation matrices, the position and orientation

of the camera object are expressed as follows.

T camera→base = T aupa→baseT kinect→aupaT projector→kinectT camera→projctor. (5.21)

Note that the rotation matrix contained in T camera→base is a virtual coordinate

system (which is typically left-handed). To express the same rotation in the right-
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handed coordinate system, when the mirror image transformation about the yz

plane is set to T ,

Ra(right) = TR(left)T (5.22)

Process. In particular, if you want to obtain the quaternion notation in the left-

handed coordinate system, find the R(real) once using the above equation, then

find q(real), Sometimes it is convenient to obtain q(virtual) by multiplying the x

and w components of q(real) by −1.

5.6 Stereoscopic Image Rendering

This section presents a method of presenting a stereoscopic image.

5.6.1 Perspective-correct Image Rendering

In order to achieve stereoscopic viewing, it is necessary to present a perspective-

correct image to the viewer (Fig. 5.7).

Here we assume that the shape of the screen is perfect sphere. The system

creates a mesh-discretized sphere object in the virtual space and places it in the

virtual space at a position corresponding to the balloon display in the real space.

In addition, a camera object to capture a scene to be shown to the user is placed

in the virtual space. Then, Project each mesh of the sphere object onto the user’s

view and calculate which coordinate of the user’s view corresponds to (Fig.5.8).

The user’s view pattern corresponding to mesh is mapped to the mesh by an

affine transformation. The affine transform is an approximate transform, but if

the mesh is fine enough, you can draw an image without any sense of incongruity.

Performing this operation for all meshes yields a semi-perspective-correct image.

5.6.2 Stereoscopic Image

In this system, stereoscopic images are presented using active shutter glasses.

Images for the right and left eye are displayed at 120 Hz. 3D shutter glass syn-

chronizes with it to close the right and left eye shutters so that separate images
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are input to the right and left eyes which yields a stereoscopic image (Fig. 5.9).

Fig. 5.7. Schematic illustration of perspective-correct projection

Fig. 5.8. Projection to mesh-discretized sphere.

5.6.3 Projection Point

We have two options for image projection approaches. One is a projection onto

the current position of the screen. The other is a projection onto the target

position of the screen. In the case of the former approach, a position instability
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Fig. 5.9. Stereoscopic image of a Utah teapot.

results in a fluctuation in the image position. In the case of the latter approach,

the screen position fluctuation with respect to the projected image distorts the

image. In this paper, the latter approach when the screen is not moving because

we empirically found that the latter effect is less significant. A detailed evaluation

of this effect is presented in Section 5.7.

5.7 Preliminary Experiment on Visibility

Although the closed loop controller described in Chapter 3 stabilizes the screen

position, its fluctuation cannot be eliminated in reality. This causes distortions

and movement of the projected image, which may degrade its visibility. This

effect seems to be greater when the image is viewed from an oblique direction

than when the image is viewed from the front because the movement of the screen

leads to not only distortions and scaling but also a translation of the image in the

view from an oblique direction.

We conducted a user study to evaluate the effect of the instability in screen

position on the accuracy of the user’s image recognition of the image. In this

study, we measured the minimum size of the recognizable pattern. We used a

Landolt ring as a target. We projected the target onto the screen and measured

an identifiable target threshold size. We then compared the threshold sizes of the
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floating and fixed images.

5.7.1 Procedure

The configuration used in this study is shown in Fig. 5.10. In the fixed-screen

condition, the screen is fixed on a tripod. In the floating-screen condition, the

target position of the screen is set to the position at which it is fixed in the

fixed-screen condition. In both conditions, the same balloon screen was used.

To obtain the required resolution for displaying Landolt rings, the projector was

placed sufficiently closer to the screen. The distance between the screen and the

subject was two meters. When viewing the image from the front, the subject stood

behind the projector, and when viewing the image from an oblique direction, the

subject stood at an angle of 20 degrees. The gap of the Landolt rings ranged

from 0.5 to 2.0 arcmin. The target gaps were oriented in horizontal or vertical

directions. Subjects were instructed to make a guess in case they were not sure

about the answer. Landolt rings were presented in descending order until the

subject answered incorrectly. For each trial, we recorded the minimum size of

the Landolt ring that the subject answered correctly. We repeated the procedure

three times per subject. We used the average of the three measurements as the

subject’s threshold target size. The image presentation time was limited to two

seconds in order to prevent a subject from waiting for a Landolt ring to appear

larger as the screen approached them. Prior to the experiment, subjects practiced

the task expected of them until they understood the task. Subjects observed the

target with binocular vision.

After the experiment, the subjects were asked to answer the following questions

in four grades (0 - 3).

Q 1) Did the fluctuation and distortion of the image interfere with your image

recognition?

Q 2) Did the fluctuation of the screen position interfere with your image recogni-

tion?
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Fig. 5.10. Schematic illustration of experiment configuration.

Q 3) Did you feel frequently dazzled?

Q 4) Did you feel more stress when you saw the screen floating?

Five male university students participated as subjects. Their ages ranged from

22 to 25 years.

In this experiment, AUPA devices are arranged in the same manner as in the

experiment described in Section 3.3.1.

5.7.2 Result

The threshold target sizes of each participant in the case of the front-view and

oblique-view conditions are shown in Fig. 5.11. Figure 5.12 shows their answers

to the questionnaire. Regardless of the view point, no decrease in target threshold

size was observed. (The difference of threshold target size ranged from -0.05 to

0.366 in the case of the front-view condition，and from -0.0667 to 0.233 in the

case of the oblique-view condition.) This result is consistent with the subjective

evaluation that the negative effect of the screen motion was small (Q1: Negative

Effect of image distortion, average score:1, standard deviation: 0.8, Q2: Negative

effect of screen movement，average score: 0.8, standard deviation:0.837). Many

subjects expressed the impression that the image sometimes dazzled them and

became invisible. This suggests that the distance of the projector from the bal-

loon and the amount of light should be carefully adjusted for stress-free image



76 Chapter 5 Floating Balloon Display for Body-scale Augmented Reality

presentation.

Fig. 5.11. Threshold target sizes of front-view condition (Right) and oblique-

view condition (Left).

5.8 Demo at Siggraph Asia 2019

The demonstration of the floating display system was performed in Siggraph Asia

2019 held in Australia. Figure 5.13 shows the demo system. The AUPA devices are

arranged on the ceiling in the same manner as in Section 4.3. This configuration

allows participants to see and touch the display from any directions. The balloons

of 25.4 cm (10inch) radius were used as screens. The demonstration continued for

three days (Fig. 5.14). [htbp]
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Fig. 5.12. Mean ratings and unbiased standard deviations for negative effects of

floating screen.

Fig. 5.13. Floating display system with ceiling-sided AUPA devices.

5.9 Application Scenarios

5.9.1 Personal Display for Workers

As is shown in Fig. 5.15, multiple balloons can be used for multiple people. Users

can use it as if they were wearing an eyeglass-type display individually, although
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Fig. 5.14. Demonstration at Siggraph Asia 2019.

it does not superimpose the image over real objects. It does not narrow the

workspace as the display is floating in the air.

5.9.2 Guidance

The proposed system can be used for guiding people (Fig. 5.16). Users only need

to follow the balloon moving toward the destination. Since the balloon is floating,

the condition on the ground does not affect the motion of the balloon. Even if

the user loses sight of the balloon, the system can make the user aware by moving

in front of them or by actively tapping them. Projected images can be used for

showing the supportive information such as the distance to the destination.

5.9.3 Avatar for Telecommunication

Figure 5.17 shows the telecommunication system using the prototype. The floating

display can be used as an avatar for the remote people. Since the size of the balloon

is comparable to that of a human head, and the height can be controlled so that

it comes to the eye-contactable height, this screen is suitable for use as an avatar.
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It can move freely in the room.

5.10 Discussion

We developed a passive-type midair display that is capable of presenting a float-

ing image in a one-meter-cubic workspace. We have also shown that users can

recognize an image on the floating screen as accurately as that on a fixed screen

However, the current system has some limitations.

The first limitation is that the workspace is still confined to a space that is

defined by an arrangement of AUPA devices, although that is larger than that of

previously proposed passive-type midair displays. We should note that occlusion

of the screen from an AUPA device disables the AUPA and shrinks the workspace.

Close interaction between users and the screen may cause such occlusion. A

properly planned arrangement or redundant installation of AUPA devices may

prevent this problem.

The second limitation is the small magnitude of the force that an AUPA device

can apply. This leads to a vulnerability to ambient winds, which limits the appli-

cations of this system to indoor ones. In addition, the translation speed is much

slower than drone-based midair displays for the same reason. The Installation of

a greater number of AUPA devices or the use of stronger transducers will solve

this problem.

One concern of the system is the safety of the ultrasound. Though the ultra-

sound intensity into the body is much less than the safety standard determined for

the medical imaging [97], the effect on the human auditory system is still under

examination. The safety standard must be confirmed before the practical use,

which is still under examination.
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Fig. 5.15. Personal display for workers

Fig. 5.16. Person guided by an arrow displayed on a balloon display

Fig. 5.17. Person talks with floating avatars.
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Chapter 6

Encounter-type Haptic Feedback

System Using an Acoustically

Manipulated Floating Object

This Chapter presents another application system: an encounter-type haptic feed-

back system for virtual reality (VR). It utilizes a balloon that can move around in

three dimensional space to provide haptic sensation at arbitrary three-dimensional

positions. By locating a balloon at a position corresponding to that of a virtual

object, the user equipped with a head-mounted display feels a contact sensation

when his or her hand touches a virtual object. The balloon is remotely actu-

ated by the dynamic acoustic manipulation system. We constructed a prototype

system and performed a demonstration.

6.1 Background

A contact sensation is indispensable for virtual reality (VR) for its users to natu-

rally interact with its contents. Many approaches have been proposed to achieve

a natural contact sensation. Encounter-type haptic feedback [98, 99, 100] is one

approach to present a natural contact sensation of an object in a virtual world

or in a remote place. Encounter-type haptic devices present a contact sensation
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Fig. 6.1. Concept illustration of encounter-type haptic feedback system.

by controlling a real proxy object so that it touches the user only when he or she

touches a virtual object. Conventionally, a proxy object is controlled by a robot

arm [98, 99] or is implemented in an exoskeleton [100].

In this chapter, we propose a novel encounter-type haptic feedback system uti-

lizing a balloon whose position is synchronized with the position of a virtual object

(Fig. 6.2). The balloon is manipulated in three-dimensional space using airborne

ultrasound. The system features no necessity to equip special haptic devices. This

allows the user to move their hands freely. In comparison with midair haptic dis-

plays using ultrasound [13, 12, 15, 24] or air flow [101, 102], the proposed system

requires smaller number of devices to be install to cover the full body.

6.2 System Configuration

The proposed system presents a contact sensation consistent when a user touches

a virtual object. Figure 6.2) shows the system configuration. The proposed

system consists of a VR system and the dynamic acoustic manipulation system

descibed in Chapter 3. The virtual contents are generated by Unity game engine.
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The virtual contents are displayed to the user through a head-mounted display

(HMD). The target position of the proxy object is send from VR software running

on Unity to the dynamic manipulation system after correct transformation from

virtual space coordinates to real space coordinates. The mathematical detail of

the transoformation can be found in Chapter 5. The positions of the hand and the

head is tracked by a Leap Motion sensor and a HMD tracker. Using the tracking

information, the relative positions of the virtual object and the avator’s body is

consistent with that of the proxy object and the user. Therefore, the avator’s

touch to the virtual object coincides the user’s touch to the proxy object, whichi

provides haptic sensation.

The demonstration was performed in Asia Haptics 2018. A balloon was used

as a proxy object. In the demo, attentants punched a virtual monster floating in

the air. Attendants expressed many kinds of impressions such as ”interesting”,

”creepy”, and ”too light”.

Fig. 6.2. System configuration of encounter-type haptic feedback system.



84

Chapter 7

Conclusion

7.1 Summery of Contributions

This thesis presents a dynamic acoustic manipulation method of macroscopic

spheres within human-body scale workspace. The method stabilizes the objects

using sensor-feedback control of an acoustic field. This thesis also presents two

application systems: a floating display system and an encounter-type haptic-

feedback system.

Chapter 2 presents models of acoustic radiation force on a macroscopic sphere

located at various distances from the aperture of an AUPA. Especially, the effect

of changes in the distance and the radius of the sphere in focusing beam is in-

vestigated via ray-acoustics. The comparison with the traditional wave-acoustcs

approach shows the validity of the application of a ray-acousitcs approach to fo-

cusing beams of 40 kHz ultrasound to a sphere of 20 cm. Practical ARF models

for focusing beams and plane-wave beams were also presented.

Chapter 3 presents algorithms to manipulate a macroscopic sphere using

sparsely distrubuted AUPA devices. The AUPA devices emit axisymmetric

ultrasound beams of appropriate powers such that the position of the sphere is

stabilized in a PID manner. Such powers are deived by numerically solving a

quadratic programming problem. The algorithm successfully manipulatated a

macroscopic object of 20 cm diameter at a height of more than one meter.

Chapter 4 discusses manipulation by single-sided AUPA devices to achieve lat-
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eral scalability of the workspace. While naturally-descending objects can be sus-

pended in a floor-sided configuration, naturally-descending objects can be sus-

pended by a ceiling-sided configuration, which is useful for interface and surveil-

lance applications. The triangular lattice arrangement allows users to enlarge the

workspace by repeating the same pattern. This chapter also presents time-division

multiplexing control of the beam directions for the manipulation of multiple ob-

jects. Simultaneous translation of two spheres to the adjecent cells by ceiling-sided

devices was succeeded in an experiment. The result demonstrates the lateral scal-

ability of the workspace.

Chapter 5 presents a floating display system as an application system. The sys-

tem dislays a planar or stereoscopic image at an arbtrary 3D position by image

projection to a helium-filled balloon screen controlled by the dynamic acoustic

manipulation system. The supply of the actuation power from the environment

provides long operational time limited only by the helium loss. The system is

effective for presenting static objects in the air in spatial augmented reality ap-

plications. The preliminary experiment suggested that the instability should not

degrede the user’s discrimination of projected patterns.

Chapter 6 presents an encounter-type haptic feedback system as another ap-

plication system for virtual reality as another application system. The system

synchronizes a floating object position with a corresponding virtual object which

is rendered to the user through a head-mounted display. The coincidence of the

touches to the floating object and the corresponding provides the user a touch

sensation.

7.2 Future Works

This paper demonstrated the concept of dynamic acoustic manipulation of macro-

scopic objects and presented its application examples. The author sees room for

further development. The author lists future works below:
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7.2.1 Higher Speed Control

The fast movement is valuable in many application scenarios. In the avatar sce-

nario, it allows the avatar to move as fast as humans. In the surveillance scenario,

it allows the robot to go to the destination in a short time. In the guidance

scenario, it enables the guidance of fast-walkers.

Fast movement may require evaluations on the effect of the delay. In this thesis,

the dynamics is treated as a time-invariant linear system by assuming that the

position and the ARF are determined without delay. However, if the movement

becomes fast, the assumption fails. This requires modification to system modelling

and the corresponding control algorithm.

Using high speed optical system will be effective. Hopping-pong system suc-

ceeded in changing the trajectory of ping-pong ball using high-speed stereo cam-

eras and airborne ultrasound phased arrays [103]. For a faster balloon display, a

system configuration similar to [104] may be effective.

Fast movement also requires the modification to the evaluation method of

workspace. The evaluation method provided in this thesis assumes the quisi-

static movements of objects. Therefore, there is no need to suppress momentum.

On the other hand, the evaluation of the workspace of fast-moving objects requires

not only the balance of forces but also the suppression of the momentum.

7.2.2 Six-degree-of-freedom Manipulation of Objects of Various Shapes

Rotational control in addition to translational control of objects of various shapes

will enable a wide variety of applications. The technology is essential for ver-

satile manipulation in microgravity environments. When it is used for control

camera-equipped robot, it enables rotate itself and direct onboard camera toward

its target. As a first step, Kasai et al and the author demonstrated rotational

manipulation of a planar object in the air using single-sided AUPA devices [105].
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7.2.3 Development and Evaluation of Application Systems

In this paper, a balloon display system is implemented and demonstrated as an

example of the application. To use it in real application systems, an interaction

design, or how and for what users use the balloon display, should also be explored

more.

In chapter 1, other application scenarios such as externally-actuated robots

and manipulators in microgravity environments are proposed. Implementation

and demonstration of such systems would be interesting.



88

Bibliography

[1] Xiaoyun Ding, Sz-Chin Steven Lin, Brian Kiraly, Hongjun Yue, Sixing

Li, I-Kao Chiang, Jinjie Shi, Stephen J. Benkovic, and Tony Jun Huang.

On-chip manipulation of single microparticles, cells, and organisms using

surface acoustic waves. Proceedings of the National Academy of Sciences,

109(28):11105–11109, 2012.

[2] Ljiljana Puskar, Rudolf Tuckermann, Torsten Frosch, Jürgen Popp,

Vanalysa Ly, Don McNaughton, and Bayden R. Wood. Raman acous-

tic levitation spectroscopy of red blood cells and plasmodium falciparum

trophozoites. Lab Chip, 7:1125–1131, 2007.

[3] J. K.Richard Weber, D. Scott Hampton, Dennis R. Merkley, Charles A.

Rey, Mark M. Zatarski, and Paul C. Nordine. Aero-acoustic levitation:

A method for containerless liquid-phase processing at high temperatures.

Review of Scientific Instruments, 65(2):456–465, 1994.
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