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Abstract 
It has been suggested that multiple-quantum-well (MQW) solar cells reveal a superior 

radiative emission nature than the bulk solar cell, implying a possibility of improving 

the conversion efficiency with a seemingly-enhanced output voltage. Meanwhile, 

carrier transport in MQW suffers due to the potential barriers of the hetero-structures 

in general, which implies a degraded output current. Several factors that limit the 

efficiency must be taken into account when one attempts to design MQW solar cells. 

On the other hand, in the previous research, MQW cells and bulk cells had been 

compared in an unfair manner due to their unidentical optical absorption thresholds. 

Furthermore, the complexity of designing MQWs targeting at a particular wavelength 

is rather high, because there are at least four parameters to investigate: the well material, 

the barrier material, the well thickness, and the barrier thickness.  

In this dissertation, we are interested in exploring the optimum MQW design as well as 

the limiting factors of the efficiency of InGaP solar cells. In chapter 2, fundamental 

knowledge related to this research are firstly summarized, which is followed by a brief 

introduction of the experimental equipment and their basic principles in chapter 3.  

In chapter 4, in order to explore an optimum MQW design for multijunction solar cells, 

a general design guideline for strain-balanced MQWs at a targeted absorption threshold 

based on carrier transport analysis is proposed. The critical mobility for maintaining an 

acceptable level of the degraded carrier transport as a QW solar cell is estimated. Its 

validity is further examined by comparing it with a QW solar cell design derived by an 

epitaxial growth strategy.  

In chapter 5, by applying the InGaP/InGaP strain-balanced MQW designs derived in 

chapter 4, we make a fair comparison among the optimum solar cell designs that 

provide their maximum available conversion efficiency. The limiting factors of the 

efficiency of the MQW solar cell are discussed.  

In chapter 6, the applications of the general design guideline for the strain-balanced 

MQW device is demonstrated. By growing a strain-balanced InGaP/InGaP design for 

multi-junction solar cells and a strain-balanced InGaAs/GaAsP design for a photonic 

power converter, we validate the fidelity of the proposed general design framework.  
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Chapter 1 Introduction 

1.1 Overview 

The tremendous amount of excessive heat to the earth and several notorious green-

house gases have been largely released by consuming fossil fuels such as oil, coal, and 

natural gas, owing to the rapid development of industry and increasing demand for 

electricity worldwide. However, these naturally-available resources are in limited 

supply, which causes the energy crisis, especially in nations that are poor in fossil 

resources. What's worse, massive usage of fossil fuels may have not only accelerated 

the process of global warming but also launched various irreversible environmental 

devastation to the earth as our home. As witnessed by signs in recent years, there is the 

increasingly frequent surge of large, destructive forest wildfires that destroy the 

ecosystem and burn down forests in Australia, California, and Amazon. A 

transformative massive ice melt has been observed in Greenland and Antarctica. Urgent 

protection protocols to mitigate such global devastations have become more demanded 

than ever and must be done.  

Although there are challenges on low conversion efficiencies and power generation 

costs remaining, solar energy based on photovoltaic devices has been regarded as one 

of the safest, sustainable, environmentally-friendly renewable energy supplies. The 

efficiencies of various significant technologies in photovoltaics are summarized in 

Figure 1. 1. Crystalline silicon is the mainstream in the current market. In addition to 

the solar panel based on crystalline silicon (c-Si), there are other promising technologies 

such as single-junction GaAs cells, multi-junction cells, thin-film technologies, and the 

other emerging photovoltaics. Despite the immature technology, thin-film solar cells 

have the greatest advantages of low manufacturing processes and low material 

consumption. Relying on different photovoltaic substances with higher light absorption 

such as amorphous silicon (a-Si), cadmium telluride (CdTe), and copper indium gallium 

selenide (CIGS), it is suggested that the material cost can be 100 times much less than 

conventional solar cells made from crystalline materials.  CIGS cell, for example, varies 

its bandgap value between 1.0–1.7 eV with the material content and has marked a record 

efficiency of 23.4 %. Nevertheless, outdoor usage of such cell causes severe light-

induced degradation. Toxic ions diffuse out of the deposited semiconductor onto the 
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support glass under illumination particularly, which may lead to undesirable 

contamination to the environment though. 

 

Figure 1. 1 A summary of the best research-cell efficiencies of various significant 
technologies provided by the National Renewable Energy Laboratory (NREL)  [1]. The 
efficiencies are confirmed independently by institutions, e.g., NREL, AIST, JRC-ESTI, and 
Fraunhofer-ISE. 

The recent breakthrough that occurred in the emerging photovoltaics is the research on 

perovskite materials. One of the most commonly-studied perovskite materials is 

the methylammonium lead trihalide (CH3NH3PbX3. X represents a halogen element of 

use), with bandgap between 1.5–2.3 eV controlled by the halide content. Such novel 

materials demonstrate superior light absorption, carrier lifetimes, and mobilities, 

ensuring high conversion efficiencies with great opportunities to implement a low-cost, 

industry-scalable technology. Starting from 2013 with efficiency around 13 %, the 

efficiency has been rapidly boosted to a record 25% in 2019, which is comparable to 

the long-developed crystalline silicon technologies of 26.7% under one-sun 

illumination. One great challenge in perovskite solar cells is their chemical stability and 

reliability issue. Due to the water-solubility of the constituent organic absorber material, 

devices experience rapid degradation in moist environments, especially. Yet, featuring 

with low cost and high performance comparable to the commercially-available 

crystalline Si solar cells, perovskites have gathered a great deal of attention in both 

industry and a wide variety of research fields in recent years.    
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1.1.1 Shockley-Queisser limit 

 

Figure 1. 2 (a) A schematic of the band diagram of an ideal Shockley-Queisser (SQ) diode 
as a solar cell (b) Typical current-voltage characteristics of a solar cell [2], [3]. qV is the 
quasi-Fermi level splitting.  

Single-junction solar cell based on III-V compound semiconductor GaAs has revealed 

a remarkable energy yield of 27.8 % close to the so-called radiative limit of 32.6 % 

anticipated by Shockley and Queisser on the basis of detailed balance analysis in 1961 

[4]. According to the theory, some relevant fundamental assumptions to estimation the 

efficiency of a p-n junction as a solar cell, are: 

(1) Carriers have infinite mobility, which enables a complete carrier separation and 

collection wherever they are generated. 

(2) Zero reflectivity. The absorptance above the bandgap is 100 %, whereas below 

is 0 %. 

(3) The electron-hole pairs relax to the band edges immediately as they are 

generated. The temperature of the p-n junction reaches thermal equilibrium with 

its ambient environment.  

(4) Radiative recombination, modeled by the black-body radiation, is the only 

recombination loss mechanism. The associated quasi-Fermi level-splitting is 

uniformly distributed across the solar cell.  

As a result, the current-voltage curve under illumination in the SQ limit follows as: 

 𝐽 = 𝐽𝑠𝑐
𝑆𝑄

− 𝐽0
𝑆𝑄

ຕ
𝑒

𝑞𝑉
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ຖ
, (1. 1) 

where 𝐽𝑠𝑐
𝑆𝑄 is the short-circuit current and 𝐽0

𝑆𝑄 is the so-called saturation current density due to 
radiative loss. The second term is also known as the dark current Figure 1. 2 shows the band 
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structure and the J-V characteristics of an ideal SQ-diode.   

 

Figure 1. 3 The fraction of power of an ideal Shockley-Queisser (SQ), adapted from [5], [6].  

The conversion efficiency of an ideal SQ-diode is hence estimated by dividing the 

output power at the maximum power point (MPP) with the incident spectral power. The 

dependence of the fraction of power generation on the bandgap of the absorber is shown 

in Figure 1. 3. Fundamentally, an ideal SQ-diode suffers from the transmission loss 

(green area), the relaxation loss (or, thermalization loss, the yellow area), and the 

‘‘isothermal dissipation’’ loss due to carrier collection of the electron-hole pair[6]. The 

isothermal dissipation loss refers to the loss of potential energy as it generates heat in 

the solar cell without a change of the temperature of electrons and holes, and the carriers 

do not recombine. Designs that exceed the Shockley–Queisser limit work by 

overcoming one or more of these three loss processes. 

It should be noticed that a more general form taking into account arbitrary absorption 

profile, limited mobilities, non-radiative recombination can be expressed as follows[2], 

[3], [7]:  

 𝐽 = 𝐽𝑆𝐶 − 𝐽0
𝑟𝑎𝑑

ຕ
𝑒

𝑞𝑉
𝑘𝐵𝑇 − 1

ຖ
− 𝐽01 ຕ

𝑒
𝑞𝑉

𝑘𝐵𝑇 − 1
ຖ

− 𝐽02 ຕ
𝑒

𝑞𝑉
2𝑘𝐵𝑇 − 1

ຖ
, (1. 2) 

where 𝐽𝑆𝐶  and 𝐽0
𝑟𝑎𝑑  are the diminished short-circuit current and radiative current due 

to the imperfection of materials. 𝐽01 and 𝐽02 are the non-radiative saturation currents 

with the ideality factor of 1 and 2, respectively.    
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1.1.2 Multi-junction solar cells to exceed Shockley-Queisser limit 

Among the third generation of new types of solar cells, the multi-junction solar cells 

(MJSCs), also known as the tandem solar cells, not only have been successfully 

achieved efficiency over 40% but also keep breaking the efficiency record year-by-year. 

By staking single-junction solar cells with distinctive bandgaps in a decreasing order to 

absorb more photons from the solar spectrum, both the transmission and relaxation loss 

can be substantially reduced. In this case, dividing the spectrum equally, the output 

current reduces while the output voltage is greatly promoted as the stacked absorbers 

increase, resulting in efficiencies that exceed the Shockley-Queisser limit for single-

junctions. Due to the extraordinary electronic properties, direct bandgap nature, and 

easier integration by using epitaxial growth, tandem sells composed of III-V 

semiconductors have been the mainstream over the past years. Typical architectures of 

such photovoltaics and their conversion efficiencies are presented in Figure 1. 4.    

 

 

Figure 1. 4 Multi-junction solar cells (MJSCs) based on III-V compound semiconductors on 
an active Ge substrate and their corresponding theoretical efficiencies [8]. 

 

In 2019, a six-junction solar cell made by employing an inverted-metamorphic (IMM) 

architecture with AlGaInP/AlGaAs/GaAs/GaInAs(3) (2.15/1.72/1.41/1.17/0.96/0.70 

eV) has achieved a record efficiency 47.1% under 143-suns remarkably [9]. Although 

challenges such as cost reduction remain, their high efficiencies and long-term stability 

ensure applications in space systems.  
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1.1.3 Significance of GaInP solar cells 

As shown in Figure 1. 4, because of its large bandgap and lattice-matched nature, GaInP 

(1.82-1.91 eV) has been widely applied to top cells for the MJSC technology.  Figure 

1. 5 demonstrates the external quantum efficiency (EQE) and the current-voltage 

characteristics of the record GaInP single-junction cell, where the open-circuit voltage 

is 1.49 V, short-circuit current is 16.31, and the conversion efficiency is 21.4% [10]. 

The SQ-limit of the GaInP solar cell with bandgap 1.91 eV is around 25%. This 

suggests that there are rooms for pushing the conversion efficiency toward the limit, 

which is critical for further enhancing the efficiency of an MJSC based on a GaInP 

device as a whole. 

 

Figure 1. 5 The external quantum efficiency (EQE) and the current-voltage characteristics of 
the record GaInP single-junction cell and other significant photovoltaic devices [10].  
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1.1.4 What makes a good solar cell? 

The approach for improving the efficiency of a solar cell, in general, can be studied 

from its internal parameters, such as the absorption coefficient, the mobility, the 

lifetime, and internal quantum efficiency as a light-emitting diode (LED)[7]. For 

example, it has been pointed out that luminescence efficiency, or radiative efficiency, 

of a solar cell, can possess a critical impact on its conversion efficiency by O. D. Miller 

et al.[11] and  U. Rau [12].  Figure 1. 6(a) displays the dependence of conversion 

efficiency on non-100% internal radiative efficiencies. It can be observed that a drop of 

radiative efficiency from 100% to 90% leads to severely degraded performance, 

whereas a drop from 90% to 80% leads to little additional impact. With sufficient 

internal radiative efficiency, photons due to radiative recombination inside gain a better 

chance to overcome total internal reflection and escape from the solar cell, which 

contributes to a better quasi-Fermi level splitting and thereby a larger output voltage. 

On the contrary, with limited internal radiative efficiency, the emitted photons are 

trapped by total internal reflection readily. In this case, they experience a higher chance 

of dissipated as heats due to some parasitic loss effects, resulting in a poor output 

voltage. 

 

Figure 1. 6 (a) The conversion efficiency versus bandgap under non-100% radiative 
efficiencies (red and blue curves, the int. denotes for internal radiative efficiency) [11]. (b) 
The conversion efficiency versus bandgap under finite mobilities for carrier transport [13], 
where mn represents the electron mobility, and ref represents the characteristic mobility used 
for solving the Poisson-Drift-Diffusion equations in the literature.  
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With only 2% escaping per emission event, even a 90% internal luminescence yield on 

each cycle would appear inadequate [11]. Since a good solar cell should also be a good 

LED [12], promoting radiative efficiency toward 100% provides a hint to improve the 

output voltage of solar cells. 

On the other hand, carrier transport in terms of mobility plays a crucial role in carrier 

collection for generating the output current, as shown in Figure 1. 6(b). The Shockley-

Queisser limit is denoted by the stars in the figure. It can be preserved that a drop in 

carrier mobility is accompanied by a drop in conversion efficiency. Even if the 

recombination mechanism of carriers is assumed to be purely radiative, the conversion 

efficiency diminishes drastically, suffering from a reduced carrier collection as well as 

a limited short circuit current. Satisfactory carrier transport is demanded in carrier 

collection for the output current. 

 

1.1.5 Can multiple-quantum wells improve efficiencies? 

Thanks to an engineerable optical absorption threshold, solar cells based on multiple-

quantum-wells (MQWs) have been proposed as a flexible technique to ensure current 

matching for multi-junction solar cells [14]. For example, a 1.15-eV MQW design 

based on InGaAs/GaAsP for quad-junction solar cells toward 50.1% conversion 

efficiency has been developed successfully [15]. Such design not only reveals an 

optimum optical absorption threshold for the MJSC but also is compatible with a 

successive epitaxial growth with other subcells on a Ge substrate, suggesting a 

promising candidate to improve the efficiency for MJSCs as a whole device. 

In addition to bandgap engineering, quantum-well structures have been applied to 

various optical active devices such as laser diodes and LEDs because of their high 

radiative efficiency nature. Since a solar cell with high radiative efficiency suggests a 

close operation with an ideal Shockley-Queisser diode, quantum-well solar cells 

(QWSCs) may provide a new route to realizing an ideal Shockley-Queisser diode. 

Figure 1. 7 shows a comparison between a p-i-n QWSC based on a 50-periods 

InGaAs/GaAsP quantum-well design and a reference p-i-n GaAs solar cell [16].  



Chapter 1 Introduction 
 

9 
 

 

Figure 1. 7 (a) A p-i-n quantum-well solar cell (QWSC) and a p-i-n GaAs reference solar 
cell. (b) The external quantum efficiency (EQE) and the dark current of the solar cell designs. 
Figures are adapted from Ref. [16]. 

From the external quantum efficiency (EQE) measurement results, the optical 

absorption threshold of the QWSC is located at 940 nm, whereas that of the reference 

GaAs cell is located at 875 nm. Although the transition edges start at distinctive 

wavelengths, it is observed that the ideality factor of the dark current switches from 2 

to 1 from ~103 mA/cm2 for the QWSC, while even at ~104 mA/cm2, where the series 

resistance comes into play, the ideality factor holds 2 for the reference GaAs cell. This 

indicates that the QWSC, in this case, behave a closer characteristic to an ideal 

Shockley-Queisser diode than the GaAs reference cell. 

Another relevant previous research in which MQW solar cells with different periods 

are compared with a GaAs reference cell is displayed in Figure 1. 8. In this research, 

the MQW solar cells demonstrate 1-order-of-magnitude higher external radiative 

efficiency than the GaAs reference cell, which reveals their highly-radiative nature than 

the bulk reference. Although the measurement results of the open-circuit voltage remain 

lower than that of the bulk reference, the highly-radiative nature suggests a possibility 

to achieve a better output voltage toward the Shockley-Queisser limit.  
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Figure 1. 8 (a) A p-i-n strain-balanced quantum-well solar cell design. (b) The open-circuit 
voltage Voc as a function of equivalent concentration ratio (c) The external radiative 
(luminescence) efficiency as a function of equivalent concentration ratio. This figure is 
adapted from Ref. [17]. 

1.2 Research outline  

It has been suggested that multiple-quantum-well (MQW) solar cells reveal a superior 

radiative emission nature than the bulk solar cell, implying a possibility of improving 

the conversion efficiency with a seemingly-enhanced output voltage. Meanwhile, 

carrier transport in MQW suffers due to the potential barriers of the hetero-structures 

in general, which implies a degraded output current. Several factors that limit the 

efficiency must be taken into account when one attempts to design MQW solar cells. 

On the other hand, in the previous research, MQW cells and bulk cells had been 

compared in an unfair manner due to their unidentical optical absorption thresholds. 

Furthermore, the complexity of designing MQWs targeting at a particular wavelength 

is rather high, because there are at least four parameters to investigate: the well material, 

the barrier material, the well thickness, and the barrier thickness.  

In this dissertation, we are interested in exploring the optimum MQW design as well as 

the limiting factors of the efficiency of InGaP solar cells. In chapter 2, fundamental 

knowledge related to this research are firstly summarized, which is followed by a brief 

introduction of the experimental equipment and their basic principles in chapter 3.  
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In chapter 4, in order to explore an optimum MQW design for multijunction solar cells, 

a general design guideline for strain-balanced MQWs at a targeted absorption threshold 

based on carrier transport analysis is proposed. The critical mobility for maintaining an 

acceptable level of the degraded carrier transport as a QW solar cell is estimated. Its 

validity is further examined by comparing it with a QW solar cell design derived by an 

epitaxial growth strategy.  

In chapter 5, by applying the InGaP/InGaP strain-balanced MQW designs derived in 

chapter 4, we make a fair comparison among the optimum solar cell designs that 

provide their maximum available conversion efficiency. The limiting factors of the 

efficiency of the MQW solar cell are discussed.  

In chapter 6, the applications of the general design guideline for the strain-balanced 

MQW device is demonstrated. By growing a strain-balanced InGaP/InGaP design for 

multi-junction solar cells and a strain-balanced InGaAs/GaAsP design for a photonic 

power converter, we validate the fidelity of the proposed general design framework.  
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Chapter 2 Fundamentals  
 

In this chapter, fundamental knowledges regarding optical absorption, carrier transport, 

strain effects on the electronic properties of epitaxial layers, thermodynamics of crystal 

growth, critical layer thickness for avoiding defect generations in epilayers, strain-

balance conditions reducing the average strain for realizing a thermodynamically-stable 

multiple-quantum-wells (MQWs), and the atomic ordering effects on InGaP alloys. 

2.1 Optical absorption of materials 

Optical responses, such as the refractive index, extinction coefficient, and absorption 

coefficient are essential for determining the device performance of photovoltaics. For 

examples, the photon-generation rate of carriers follows the Beer–Lambert law, which 

requires the information of the optical absorption coefficient. Reflectivity of the solar 

cell is evaluated by the refractive indices. Here, essential formulae for evaluating the 

absorption coefficient of bulk material in this research are summarized [1], [2].  

Given the complex dielectric function: 

 𝜀(𝜔) = 𝜀1(𝜔) + 𝑖𝜀2(𝜔) , (2. 1) 

, the complex refractive index is derived by: 

 𝑛∗(𝜔) =  𝜀(𝜔)1/2 = 𝑛(𝜔) + 𝑖𝑘(𝜔) , (2. 2) 

where 𝑛(𝜔) is the real part of the refractive index, and 𝑘(𝜔) is the attenuation coefficient, 

or, the so-called attenuation coefficient.  It should be noticed that these two quantities 

can be determined by optical measurements. Based on the above expressions, 𝑛(𝜔) and 

𝑘(𝜔) are written by:   

 𝑛(𝜔) =
ໄ

ฤ𝜀1(𝜔)2 + 𝜀2(𝜔)2
ล

1/2
+ 𝜀1(𝜔)

2 ໅

1/2 

, (2. 3) 

 𝑘(𝜔) =
ໄ

ฤ𝜀1(𝜔)2 + 𝜀2(𝜔)2
ล

1/2
− 𝜀1(𝜔)

2 ໅

1/2 

, (2. 4) 

The absorption coefficient is evaluated by the attenuation coefficient: 
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 𝛼(𝜔) =  
4𝜋𝑘(𝜔)

𝜆
=

4𝜋

𝜆 ໄ

ฤ𝜀1(𝜔)2 + 𝜀2(𝜔)2
ล

1/2
− 𝜀1(𝜔)

2 ໅

1/2 

 , (2. 5) 

where 𝜆 is the wavelength in the vacuum. Additionally, both the real part and the 

imaginary part of the complex dielectric function are related by the Kramers–Kronig 

relations as follows [3]: 

 𝜀1(𝜔) = 1 +
2

𝜋 ฆ

𝜔༠𝜀2(𝜔༠)

(𝜔༠)2 − 𝜔2
𝑑𝜔༠

∞

0

 , (2. 6) 

 𝜀2(𝜔) = −
2

𝜋 ฆ

𝜀1(𝜔༠)

(𝜔༠)2 − 𝜔2
𝑑𝜔༠

∞

0

 , (2. 7) 

The theoretical approach for estimating the complex dielectric function relies on 

evaluating  𝜀1(𝜔) given a known explicit form of 𝜀2(𝜔) by the above relation. The 

imaginary part of 𝜀(𝜔) is strongly dependent on both the joint density-of-states function 

and the momentum matrix element. That is to say:    

 𝜀2(𝜔) =
4ℏ2𝑒2

𝜋𝑚2𝜔2
𝑀0

2𝐽𝑐𝑣(𝜔), (2. 8) 

where ℏ is the reduced Planck constant, 𝑒 is the unit charge, 𝑚 is the unit electron mass, 

𝑀0 is the momentum matrix element for transitions from the conduction band to the 

valence band, and 𝐽𝑐𝑣(𝜔)  is the joint density-of-states. It is noted that 𝐽𝑐𝑣(𝜔)  is a 

significant quantity that can be used to interpret the behaviors of optical transitions in 

at various sorts of critical points (CPs) in the Brillouin zone [4].  

For typical III-V compound semiconductors, such as GaAs, InP, GaP, InSb, AlGaAs, 

InGaAsP, …etc.), similar transition peaks can be identified in their optical spectra. 

Because these crystals are in a zinc-blende arrangement, the joint density-of-states 

𝐽𝑐𝑣(𝜔)  for optical transitions derived by considering each significant critical point 

demonstrates a similar behavior. In this research, 4-kinds of significant transitions are 

taken into account for deriving the relevant optical properties. 

(1) 𝐸0 and 𝐸0 + Δ0 transitions: The transition in the diamond- and zinc-blende-

type semiconductors take place in the center of the Brillouin zone. 

(2) 𝐸1  and 𝐸1 + Δ1  transitions: A sort of typical transitions in the InGaAsP 

quaternary alloys occurs at L-points or along the Λ-direction in the Brillouin 

zone. 
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(3) 𝐸2 (𝐸0
༠) transitions: This type of transitions appears more profound especially 

in the higher energy region above than the previous two types of transitions. 

Such transitions are believed to reveal at the Γ-point, or in the Λ-direction near 

the Γ-point.  

(4) Indirect-band-gap transitions: Significant transitions at 𝐸g
𝑋(Γ8

𝑣 → X6
𝑐 )  and 

𝐸g
𝐿(Γ8

𝑣 → 𝐿6
𝑐 ) are included in the model.  

Figure 2. 1 shows an example of the theoretical 𝜀2(𝜔) compared with the measurement 

result of an In0.52Ga0.48As layer. The aforementioned characteristic profiles are 

indicated by the arrows in the figure. 

 

Figure 2. 1 The imaginary part of the complex dielectric function of an In0.52Ga0.48As film 
[2].  

 

2.2 Carrier escape from quantum wells  

The escape probability functions for estimating the escape mechanisms of thermionic 

escape and tunneling escape are summarized below. These functions have been widely-

employed for qualitatively analyzing the transport mechanism by which photo-carriers 

in the multiple-quantum-well structures are extracted in some previous research [5]–

[8].   
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Thermionic escape 

For the carriers staying the quantum wells with quantized energies 𝐸𝑛, the thermionic-

emission lifetime can be expressed as: 

 
1

𝜏𝑡ℎ.

=
1

𝑡𝑤 ຩ

𝑘𝑇

2𝜋𝑚𝑤
∗ exp (−

Δ𝐸𝐶,𝑉 − 𝐸𝑛 − 𝑞𝐹 𝑡𝑤/2

𝑘𝐵𝑇
), (2. 9) 

where 𝑡𝑤 is the well thickness, 𝑚𝑤
∗  is the effective mass in the well layer, Δ𝐸𝐶,𝑉  is the 

potential offset for carriers, 𝐸𝑛 is the 𝑛-th confinement energy accessed from the center 

of the well, and F is the electric field. It is noticed that, the term Δ𝐸𝐶,𝑉 − 𝐸𝑛 − 𝑞𝐹 𝑡𝑤/2 

represents the effective barrier height seen from the 𝑛-th confined state. Secondly, the 

derivation of this formula involves in assuming that carrier density is equal to the 3D 

carrier density of the well layer in the entire energy range. A more precise 

approximation should take into account the contribution from the confined carriers, 

especially as the barrier height is rather high so that the 3D carrier density becomes 

negligible. This expression suggests a higher escape probability from the well, which 

facilitates carrier extraction for photovoltaics.  

Tunneling escape 

Confined carriers in the n-th state of the wells can transport via direct tunneling escape. 

The tunneling lifetime of the carriers through a set of a well and a barrier tunnel is given 

by the product of the transmittance per barrier T and the inverse of the transport time 

per well. By using WKB approximation for the transmittance T, the tunneling lifetime 

is written in: 

 
1

𝜏𝑛,𝑡𝑢𝑛.±

=
1

2𝑡𝑤 ຩ

2𝐸𝑛

𝑚⊥𝑛
∗ exp (−

2

ℏ ฆ ๹2𝑚𝑏
∗(Δ𝐸𝐶,𝑉 − 𝐸𝑛 ∓ (

1

2
𝑡𝑤 + 𝑧)𝑞𝐹 )

𝑡𝑏

0

𝑑𝑧(2. 10) 

where 𝑡𝑏 is the barrier thickness, 𝑚⊥𝑛
∗  is the perpendicular effective mass in the n-th 

state of the quantum well, and 𝑚𝑏
∗ is the barrier effective mass.  

These two expressions provide basic intuition to distinguish the transport mechanism 

by which carriers are collected. 
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2.3 Strain effects on strained hetroepitaxy layers 

When designing optoelectronic devices consisting of strained quantum wells or 

superlattices in particular, one must carefully take into account the effects caused by 

strain.  For epitaxial layers pseudomorphically grown on a lattice-mismatched substrate, 

with external strain imposing on the epilayers, the atomic lattice is correspondingly 

deformed according to the elastic theory. As a result, the interaction of potential 

energies among atoms can either be dwindled or enhanced considerably, which is 

responsible for the modification of several electronic properties such as bandgap 

energies and effective masses compared to that of bulk materials. Figure 2. 2 illustrates 

an example showing the effects of strain on the conduction (C), heavy-hole (HH), light-

hole (LH) band structure in the momentum space for a GaxIn1-xAs epilayer grown on 

InP substrate under biaxial compression, lattice-matched condition, and biaxial tension. 

In this section, we introduce the fundamental physics behind and the essential formulae 

based on perturbation theory and model-solid theory employed in this research.  

 

 

Figure 2. 2 Schematic diagram of how the band structure in the momentum space for a bulk 
GaxIn1-xAs material under (a) biaxial compression, (b) no-strain (lattice-matched condition), 
and (c) biaxial tension for different composition ratio of gallium [9]. 
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Bikus-Bir Hamiltonian  

Assume that only biaxial strain present in the epilayer for simplicity, that is to say: 

 𝜖𝑥𝑥 = 𝜖𝑦𝑦 ≠ 𝜖𝑧𝑧, 𝜖𝑥𝑦 = 𝜖𝑦𝑧 = 𝜖𝑧𝑥 = 0, (2. 11) 

where 𝜖 represents the subjected strain. This consideration fundamentally covers one of 

the most significant strained systems of our interest: a strained-layer semiconductor 

pseudomorphically grown a (001)-oriented substrate. To evaluate the strain for such a 

case in this sense, it follows the relations:  

 𝜖𝑥𝑥 = 𝜖𝑦𝑦 =
𝑎𝑠𝑢𝑏 − 𝑎𝑒𝑝𝑖

𝑎𝑒𝑝𝑖

, 𝑒𝑧𝑧 = −
2𝐶12

𝐶11

𝜖𝑥𝑥, (2. 12) 

where asub and aepi are the lattice constants of the substrate and the epitaxial layer, and 

C is for the elastic constant. 𝜖𝑧𝑧 is derived by the stress tensor  related to strain 𝜖 by 

the elastic stiffness tensor with the corresponding elastic constants Cij.  

Now, we solely focus on the six valence bands (i.e., all the doubly degenerate heavy-

hole (HH), light-hole (LH), and spin-orbit split-off bands (SO)) and neglect the 

coupling to the two degenerate conduction bands with both spins. By considering the 

strain contributions, Bikus and Bir proposed a Hamiltonian for a strained 

semiconductor extended from the full 6×6 Luttinger-Kohn Hamiltonian for an 

unstrained semiconductor. If we further restrict ourselves to the circumstance that the 

band edge at k = 0 in the momentum space, the Bikus-Bir Hamiltonian H then can be 

simplified to be:  

     𝑯(𝐤 = 0) = −

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑃𝜖 + 𝑄𝜖 0 0 0 0 0

0 𝑃𝜖 − 𝑄𝜖 0 0 −√2𝑄𝜖 0

0 0 𝑃𝜖 − 𝑄𝜖 0 0 √2𝑄𝜖
0 0 0 𝑃𝜖 + 𝑄𝜖 0 0

0 −√2𝑄𝜖 0 0 𝑃𝜖 + Δ 0

0 0 √2𝑄𝜖 0 0 𝑃𝜖 + Δ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , (2. 13) 

where 𝑃𝜖  is denoted for contribution from the hydrostatic strain deformation potential 

energy, 𝑄𝜖 is for the contribution from shear strain deformation potential energy, and 

 is for the spin-orbit splitting energy. 𝑃𝜖  and 𝑄𝜖  are obtained from the following 

expressions, 
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 𝑃𝜖 =  −𝑎𝑣ม𝜖𝑥𝑥 + 𝜖𝑦𝑦 + 𝜖𝑧𝑧ย, 𝑄𝜖 =  −
𝑏

2 ม𝜖𝑥𝑥 + 𝜖𝑦𝑦 − 2𝜖𝑧𝑧ย, (2. 14) 

where av represents hydrostatic deformation potential for valance band, b represents the 

shear deformation potential.  According to the model-solid theory, the volume change 

of the strained layer determines the hydrostatic contribution (𝑃𝜖) of the strain, and will 

enter into the overall band lineups. In contrast, the non-hydrostatic components (𝑄𝜖) 

due to shear strains, which determine the uniaxial (or biaxial) strains, will cause 

splitting of degenerate bands. 

By solving the eigenvalues for the above Hamiltonian H(k = 0), the band-edge energies 

can be derived,  

 𝐸𝐻𝐻 (𝐤 = 0) = −𝑃𝜖 − 𝑄𝜖, (2. 15) 

 𝐸𝐿𝐻 (𝐤 = 0) = −𝑃𝜖 +
1

2 ๥𝑄𝜖 − Δ + ูΔ2 + 2Δ𝑄𝜖 + 9𝑄𝜖
2 ๦

, (2. 16) 

 𝐸𝑆𝑂(𝐤 = 0) = −𝑃𝜖 +
1

2 ๥𝑄𝜖 − Δ − ูΔ2 + 2Δ𝑄𝜖 + 9𝑄𝜖
2 ๦, (2. 17) 

Interestingly, it can be readily observed that the spin-orbit splitting contribution  is 

decoupled from the heavy-hole band, whereas the light-hole band edge is coupled 

with the spin-orbit splitting.  

 

Figure 2. 3 The bandgap energy of an In1-xGaxAs layer with the composition ratio x ranging 
from 0 to 1 psudomorphically grown on an InP substrate. The solid curves represent the 
associated transition energies from the heavy-hole (HH) and light-hole (LH) band to the 
conduction band (C). The dashed curve is the transition energy from the light-hole band (LH) 
to the conduction (C) without the effect due to spin-orbit coupling (SO). The dotted-dashed 
curve is the transition energy of an unstrained In1-xGaxAs layer as a reference [9]. 
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Figure 2. 3 shows the transition energies from HH, LH, and SO band to the conduction 

band evaluated by the above equations with the same example shown in Figure 2. 2. 

When x = 0.468, the layer material is lattice-matched to the InP substrate. It can be 

clearly seen that the transition energies, especially from HH and LH, deviate a few meV 

to ~100 meV from the unstrained bandgap energy, suggesting a non-negligible impact 

on the electronic properties in the presence of strain. 

Please be aware that on the basis of Luttinger-Kohn model, the effective masses parallel 

(∥ or t) or perpendicular (⊥ or z) to the interface of the substrate are attained by the 

Luttinger parameters 𝛾  from: 

 
𝑚ℎℎ 

𝑧

𝑚0

=
1

𝛾1 − 2𝛾2

           
𝑚ℎℎ 

𝑡

𝑚0

=
1

𝛾1 + 𝛾2

, (2. 18) 

 
𝑚𝑙ℎ 

𝑧

𝑚0

=
1

𝛾1 + 2𝛾2

           
𝑚𝑙ℎ 

𝑡

𝑚0

=
1

𝛾1 − 𝛾2

, (2. 19) 

The longitudinal effective mass can be used to calculate the energy levels of quantum 

well. The transverse effective mass can be used to calculate 2D density of states, …etc. 

Models for band alignment  

Here, we summarize the detailed formulae taken from Krijn, quantifying the band-

alignment of strained layers in this research. Although the expressions appear different 

from what introduced previously, they do not contradict the physics behind. In the 

following discussion, we mainly focus on strain effects that occur at the -point of a 

Zincblende structure. Grown pseudomorphically on a (001)-oriented substrate with 

lattice constant asub, the epilayer with relaxed lattice constant aepi is subjected to a 

biaxial strain 𝜖∥  parallel to the plane of the interface and a uniaxial strain 𝜖⊥ 

perpendicular to it: 

 𝜖∥,⊥ =
𝑎∥,⊥

𝑎𝑒𝑝𝑖

− 1, (2. 20) 

where the deformed lattice constants follow the relations: 

 𝑎∥ = 𝑎𝑠𝑢𝑏, 𝑎⊥ = 𝑎𝑒𝑝𝑖 ຕ
1 − 2

𝐶12

𝐶11

𝜖∥ຖ
. (2. 21) 

Here, C represents the elastic constant. Note that the subscript || is equivalent to xx and 

yy, ⟂ is to zz in the previous discussion.   
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Then, the hydrostatic components leading to a shift of the average valence-band energy 

Δ𝐸𝑣,𝑎𝑣
ℎ𝑦  (namely, 𝐸𝑣,𝑎𝑣 = (Ehh + Elh + Eso)/3) and the conduction band energy Δ𝐸𝑐

ℎ𝑦 can 

be described by: 

 Δ𝐸𝑣,𝑎𝑣
ℎ𝑦

= 𝑎𝑣ม2𝜖∥ + 𝜖⊥ย, Δ𝐸𝑐
ℎ𝑦

= 𝑎𝑐ม2𝜖∥ + 𝜖⊥ย. (2. 22) 

where av and ac are the hydrostatic deformation potentials for the valence and 

conduction band, respectively.  

On the other hand, the shear strain contribution leading to an additional splitting of the 

valence-band energies associated with the split-orbit energy Δ0 is described by: 

 Δ𝐸ℎℎ
𝑠ℎ = −

1

2
𝛿𝐸𝑠ℎ   . (2. 23) 

 

 Δ𝐸𝑙ℎ
𝑠ℎ = −

1

2
Δ0 +

1

4
𝛿𝐸𝑠ℎ +

1

2 ๹Δ0
2 + Δ0𝛿𝐸𝑠ℎ +

9

4 ม𝛿𝐸𝑠ℎย
2. (2. 24) 

 

 Δ𝐸𝑠𝑜
𝑠ℎ = −

1

2
Δ0 +

1

4
𝛿𝐸𝑠ℎ −

1

2 ๹Δ0
2 + Δ0𝛿𝐸𝑠ℎ +

9

4 ม𝛿𝐸𝑠ℎย
2. (2. 25) 

where the strain-dependent shift Esh caused by a (001)-oriented substrate follows:  

 𝛿𝐸𝑠ℎ = 2𝑏ม𝜖⊥ − 𝜖∥ย. (2. 26) 

b is defined as the tetragonal shear deformation potential. 

Once the absolute value of the average valence-band energy 𝐸𝑣,𝑎𝑣 is determined, using 

the above equations, we can obtain the valence-band and conduction-band edges Ev and 

Ec on an absolute scale from: 

 𝐸𝑣 = 𝐸𝑣,𝑎𝑣 +
Δ0

3
+ Δ𝐸𝑣,𝑎𝑣

ℎ𝑦
+ maxมΔ𝐸ℎℎ

𝑠ℎ , Δ𝐸𝑙ℎ
𝑠ℎ

ย, (2. 27) 

 𝐸𝑐 = 𝐸𝑣,𝑎𝑣 +
Δ0

3
+ 𝐸𝑔 + Δ𝐸𝑐

ℎ𝑦
. (2. 28) 

 

Please notice that the average valence-band energy 𝐸𝑣,𝑎𝑣, spin-orbit splitting energy 

Δ0 and bandgap energy 𝐸𝑔are quantities in the absence of strain. 
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2.4 Essence knowledge on epitaxial layers 

In this section, we introduce the essential concepts of epitaxial layers that have been 

taken into account when encountering and involving the design and actual growth of 

epitaxial layers in this research.    

2.4.1 Thermodynamics of Epitaxial Growth  

Common epitaxial growth techniques based on gas phase to solid phase reaction include 

Metal-Organic Vapor Phase Epitaxy (MOCVD), Molecular Beam Epitaxy (MBE), and 

Halide Vapor Phase Epitaxy (HVPE). Through flowing gas-phase sources on top of a 

substrate heated moderately to the desired growth temperature, it is possible to transfer 

the gas-phase precursors to the solid phase on the substrate forming the epitaxial layer. 

Since the associated chemical reaction is essentially driven by the variation of their 

Gibss free energy, the mechanisms and compositions of resultant films of the chemical 

reaction can hence be predicted and analyzed with thermodynamics. It should be 

noticed that such a discussion on the basis of thermodynamics is general and applicable 

to all the aforementioned epitaxial growth techniques.   

 

 

Figure 2. 4  The dependence of the growth rate on the growth temperature [10].  
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The processes behind vapor phase epitaxy involve in the mass transport of the reactants 

and the occurrence of reaction at the substrate surface, which can be summarized as 

below: 

     (1) Mass transport of the reactants to the growth region in the reaction chamber  

     (2) Diffusion of the reactants from the mainstream of the bulk gas to the substrate 

     (3) Attachment of the reactants to the surface of the substrate 

     (4) Nucleation reaction at the substrate surface 

     (5) The detachment of the reaction products 

     (6) Diffusion of the reaction products to the mainstream of the bulk gas flow 

     (7) Mass transport of the reaction products from the growth region in the chamber  

The growth rate of the epitaxial layer is determined by the slowest process of the above 

reactions. For example, if the growth rate is limited by each of the (1), (2), (6), and (7) 

processes, it is referred to as the mass transport limited regime. On the other hand, if 

the process (3), (4), or (5) dominates the reaction rate, it is referred to as a kinetically 

limited regime. Figure 2. 4 illustrates the general features of the growth rate dependence 

on the reverse of growth temperature in the vapor phase epitaxy. At the low-temperature 

regime, as the growth temperature increases, the growth reaction increases drastically 

as well. This regime is recognized as a kinetically limited regime. Secondly, when the 

temperature increases to the moderately to the middle and to the high-temperature 

regime, it reaches the mass transport limited regime. In this case, theoretical analysis 

with thermodynamics becomes valid. According to the theory, if the nucleation reaction 

is much faster than the diffusion of the reaction precursors from the mainstream of the 

bulk gas flow, it can be assumed that the growth reaction involving the reactants 

arriving at the substrate surface reaches the equilibrium of the chemical reaction. In this 

sense, the partial pressure of each reactant at the substrate surface can be considered to 

be nearly equal to their pressure at equilibrium.  
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Figure 2. 5  Schematic of the thermodynamics of crystal growth of MOVPE, adapted from 
[11].  

 

Then, the growth rate Rg can be approximated as follows: 

 𝑅𝑔 = 𝐾𝑔ม𝑃𝑖
0 − 𝑃𝑖

𝑒𝑞
ย = 𝐾𝑔Δ𝑃 , (2. 29) 

where Kg is the so-called mass transport coefficient, 𝑃𝑖
0 is the partial vapor pressure of 

each precursor in the bulk gas mainstream, and 𝑃𝑖
𝑒𝑞 is the equilibrium vapor pressure 

of the associated with each of the reactants, as depicted in Figure 2. 5. Here, the Δ𝑃  is 

identified as that property quantifying the driving force of the epitaxial growth. With a 

positive sign, the formation of epitaxial layers is expected to have a theoretical 

maximum growth rate described by the above formula. With a negative sign, if the last 

material grown on the substrate has the exact same materials for growing that layer, the 

etching process is expected to occur in this case.           

In additional to the basic thermodynamics described previously, the growth rate of 

epitaxy based on MOCVD, in particular, reveals other crucial characteristics, i.e., 

proportional to the total partial pressure of group-III precursors, insensitive to a certain 

range of growth temperature, and uncorrelated with the ratio of the group-V supply to 

the group-III supply (or, V/III ratio). Because the precursors used for MOCVD (group-

III supply, especially) are readily decomposed fully over 300 °C, the primary growth 

chemicals are considered to be completely reacted, and therefore the evaluation with 

thermodynamics is applicable. The commonly employed growth temperature range of 
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GaAs grown by MOCVD, for instance, is roughly located around 550 °C to 900 °C, 

which is considered to be satisfied with the theory.  

Figure 2. 6 shows the diagram of solid composition versus input mole ratio for the 

quaternary InGaAsP alloys calculated by thermodynamics, where the growth 

temperature is 650 °C, V/III ratio is 10, and the partial pressure of group-III materials 

is 5×10-5 atm. The dashed lines indicate the alloy compositions lattice-matched to InP 

and GaAs substrates.  Interestingly, it can be observed that the alloy compositions in 

the solid phase of group-III material (Ga and In) hold the exact ratios as in the gas phase, 

whereas for group-V material it turns out to be different. From this result, it can be seen 

that arsenic exhibits an extremely high incorporation rate in solid-phase than phosphors 

under the current growth condition. For example, even with input ratio As/(As + P) as 

low as 4 %, arsenic incorporation in solid-phase remains as high as 20 %, indicating the 

difficulty achieving InGaAsP (or, GaAsP) with high phosphors content at 650 °C. This 

manifests a significant, and typical behavior of III-V alloys. When doing the 

conditioning for epitaxial growth, the incorporation ratio of group-V elements in the 

solid phase tends to reveal a highly nonlinear relation to their ratio in the gas phase.    

 

Figure 2. 6  The composition ratio in solid-phase versus input mole fraction for InGaAsP 
alloys. The dashed lines represent the lattice-matched conditions for InP and GaAs substrates 
[10].  
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2.4.2 Critical thickness 

The critical thickness has always been an essential subject in heteroepitaxy. According 

to Frank and van der Merwe, as the thickness of the “pseudo-morphic” epitaxial layer 

increases, the strain energy accumulates proportionally and distributed homogeneously 

over the film initially. When the strain energy stored in the epitaxial layer exceeds a 

certain threshold, this excess cumulative energy tends to release to the generation of 

misfit dislocation. It is considered to be thermodynamically stable, as long as the 

thickness of the epitaxial layer doesn’t go beyond a particular threshold known as the 

“critical thickness”. In this section, two rigorous, and robust approaches for estimating 

the maximum available film thickness subjected to a uniformly distributed elastic strain 

are presented. These two methods have been widely employed when it comes to 

designing the desired thickness for various heterostructure optoelectronic devices, and 

thereby are taken into account in this research. 

 

 

Matthews-Blakeslee critical thickness 

Via balancing the force due to the line tension of misfit dislocation and the driving force 

from the elastic strain, Matthew and Blakeslee derived an explicit expression for the 

critical thickness. The derivation was based on a study of accommodation of misfit 

dislocation in epitaxial multilayers. It should be noted that such an assumption leads to 

the resulting critical thickness 4 times greater than that of a single epitaxial layer 

without additional layers on top, resulting from the strain sharing in two conjugate 

interfaces and the occurrence of a conjugate pair of misfit dislocations at these 

interfaces. In practice, the critical thickness for a single epitaxial layer by Matthew and 

Blakeslee is expressed as follow,  

 ℎ𝑐 =
𝑏

8𝜋𝑓

1 − 𝑣 cos2 𝜃    

(1 + 𝑣) cos 𝜆 ຕ
ln

ℎ𝑐

𝑏
+ 1

ຖ
, (2. 30) 

where f is denoted for the lattice misfit (or, lattice-mismatch) between the epitaxial layer 

and the substrate, b is for its Burgers vector of the misfit dislocation,  is for the 

Poisson's ratio,   is for the angle between the dislocation line and the associated 

Burgers vector, and is for the angle between the slip direction and that direction in 
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the film plane which is perpendicular to the line of intersection of the slip plane and the 

interface. The Poisson's ratio can be evaluated by C12 / (C11 + C12), where C represents 

the associated elastic constant. 

 

 

People-Bean critical thickness 

In contrast to the mechanically balanced assumption of the previous model, the critical 

thickness model proposed by People and Bean not only explicitly includes the effect 

from misfit dislocation, but also treats the issue by minimizing the free energy of the 

screw and edge dislocation of the epitaxial layer additionally. It is assumed that 

interfacial misfit dislocations will be generated when the areal strain energy density of 

the film exceeds the energy density associated with the generation of a screw 

dislocation at a distance from the free surface equal to the film thickness h. For epitaxial 

film thicker than this critical thickness h, screw and edge dislocations will be formed at 

the interface between the grown layer and the substrate. The People-Bean critical 

thickness is defined by: 

 ℎ𝑐 ≈ ๥
1 − 𝑣

1 + 𝑣๦ ໄ

1

16𝜋√2໅ ຘ
𝑏2

𝑎(𝑥)ນ ຘຕ
1

𝑓 2ຖ
ln

ຕ

ℎ𝑐

𝑏 ຖນ
, (2. 31) 

where a is the lattice constant of the epitaxial layer, and f, b, and  are the same as the 

symbol previously introduced.   
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Figure 2. 7  Comparison of the People-Bean critical layer thickness (the solid curve) against 
the Blasklee-Matthew critical layer thickness [12]. 

 

The results obtained in the research are in excellent agreement with critical thickness 

measurements for GexSi1-x films on Si substrates, which was confirmed with crystal 

growth over the entire alloy composition range. As shown in Figure 2. 7, among all the 

presented models in the paper including the mechanical equilibrium Matthews-

Blakeslee model, the energy equilibrium model by People and Bean remarkably agree 

with the experiment results. The most distinct difference between the Matthews-

Blakeslee model and People-Bean model from the expression is the exponents of f, 

leading to the drastic discrepancy of the solved thicknesses in orders of magnitude in 

the lower misfit (< 1 %) and greater misfit (> 2 %) region.  

 

In this research, we employ both criteria for examining whether the well and barrier 

thicknesses optimized by our proposed design framework for quantum well solar cells 

are feasible for epitaxial growth or not. Please noted that for Zincblende structure,  

and is equal to 60°. The magnitude of Burgers vector b is equal to a/√2, where a is the 

lattice constant.  
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2.4.3 Miscibility gap 

 

 

Figure 2. 8  Spinodal curves for InGaAsP (solid lines) at different growth temperatures. The 
dashed lines represent the lattice matching conditions for InP and GaAs. [13] 

 

By adjusting the composition ratios of quaternary alloys, it has been considered as a 

promising approach to tune the bandgap energy of the material for various 

optoelectronic device applications. However, mixing binary constituents together may 

not be always thermodynamically stable depending on the growth temperature and the 

binary constituents of interests. This phenomenon is notoriously known as the so-called 

miscibility gap. For instance, quaternary InGaAsP alloys lattice-matched to GaAs 

substrate reveal theoretical bandgap energy ranging from 1.4 to 1.9 eV. Nonetheless, 

due to the substantial mismatch in the lattice constants and electron negativity among 

InP, InAs, GaP, and GaAs, the immiscible domain (gap) of the binary constituents 

presents, which limits composition range that can be synthesized as well as the 

tunability of bandgap energy.  Figure 2. 8 illustrates the spinodal contour curves 

showing the immiscible domain for InGaAsP alloys at various temperatures by Onabe. 

Within the domain of each contour, phase separation will take place. It can be observed 

that only when the temperature exceeds 800 °C, the miscibility gap falls out of the 
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lattice-matched line for GaAs substrate (right dashed line). Although growth 

temperature as high as 800 °C is not practical for optoelectronic devices. 

On the other hand, with the Delta-Lattice-Parameter (DLP) model developed by 

Stringfellow, one can roughly estimate the minimum demanded critical temperature 

above which the immiscible domain does not exist. For example, it is suggested that 

the critical temperature avoiding phase separation for InGaAsP, AlGaInP, and 

AlGaInAs are 908 K, 973 K, and 735 K respectively. Although it has been observed 

from the experiment results that this a sort of underestimation, these values can still 

serve as a basic reference when deciding the desired growth temperature. 

In this research, refraining from the miscibility gap issue, we employ InGaP-well 

InGaP-barrier quantum wells as our design building blocks for solar cells, and InGaAs-

well GaAsP-barrier quantum wells for designing the photonic power converter. 

 

2.4.4 Strain-balanced Criteria 

Solar cells as absorber normally require absorber thickness of micrometer order. 

Especially for quantum-well solar cells, the required absorber thickness tends to 

become much greater due to the less density of states for optical absorption compared 

to that of bulk materials. In this sense, to establish an overall stack thickness over a 

micrometer as a good absorber (i.e., the “overall critical thickness” of the stack), 

balancing the subjected compressive and tensile strain for the well and barrier layers is 

considered as a necessary condition designing the quantum well structures. For 

materials with a larger relaxed lattice constant than the substrate, the epitaxial layer will 

be subjected to a compressive strain on the substrate. On the contrary, for materials with 

a smaller relaxed lattice constant, it will be subjected to a tensile strain (“relaxed” means 

not pseudomorphically strained). 

In the following discussion, the average lattice method, thickness weighted method, and 

zero-stress method for achieving a strain-balanced quantum-well design are introduced 

and compared. Here, we define asub as the lattice constant of the substrate, aw and ab as 

the relaxed lattice constants for well and barrier layers, tw and tb as the thicknesses for 

stacking the well and barrier layers, and A as the elastic stiffness coefficient. C as the 

elastic constant. 
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Average lattice method   

It is suggested that a strain-balanced structure can be derived by forcing the thickness 

average of the compressive and tensile lattice constants to be equal to the lattice 

constant of substrate:   

 𝑎0 =
𝑡𝑤𝑎𝑤 + 𝑡𝑏𝑎𝑏

𝑡𝑤 + 𝑡𝑏

, (2. 32) 

Thickness weighted method 

This method manifests that strain-balanced structure arises from forcing the thickness 

average of the compressive and tensile strain in a single-barrier single-well unit stack 

to be zero:   

 𝑡𝑤𝜖𝑤 + 𝑡𝑏𝜖𝑏 = 0, 𝑎𝑠𝑢𝑏 =
(𝑡𝑤 + 𝑡𝑏)𝑎𝑤𝑎𝑏

𝑡𝑤𝑎𝑏 + 𝑡𝑏𝑎𝑤

, (2. 33) 

where strain 𝜖𝑥 is given by (asub – ax)/ ax.  

On account of materials with different elastic parameters, the above relation can be 

further extended to be: 

 𝐴𝑤𝑡𝑤𝜖𝑤 + 𝐴𝑏𝑡𝑏𝜖𝑏 = 0, 𝑎𝑠𝑢𝑏 =
(𝐴𝑤𝑡𝑤 + 𝐴𝑏𝑡𝑏)𝑎𝑤𝑎𝑏

𝐴𝑤𝑡𝑤𝑎𝑏 + 𝐴𝑏𝑡𝑏𝑎𝑤

, (2. 34) 

where the elastic stiffness coefficient is given by: 

 𝐴 = 𝐶11 + 𝐶22 −
2𝐶12

2

𝐶11

. (2. 35) 

 

Zero-stress method 

The target of this model is to attain zero average in-plane stress in the tensile and 

compressively strained layer stack so that there is no shear force generated at the 

interfaces of the hetroepitaxy structure. Starting from obtaining the expression of the 

average in-plane stress from the average elastic energy density stored in the stack unit 

and letting it reach zero, yielding the strain-balanced condition: 

 𝐴𝑤𝑡𝑤𝜖𝑤𝑎𝑏 + 𝐴𝑏𝑡𝑏𝜖𝑏𝑎𝑤 = 0, 𝑎𝑠𝑢𝑏 =
𝐴𝑤𝑡𝑤𝑎𝑤𝑎𝑏

2 + 𝐴𝑏𝑡𝑏𝑎𝑏𝑎𝑤
2

𝐴𝑤𝑡𝑤𝑎𝑏
2 + 𝐴𝑏𝑡𝑏𝑎𝑤

2
. (2. 36) 
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It should be noticed that, while both average lattice and thickness weighted methods 

appear to be intuitive and straightforward, none of them are supported with any physics 

background.  

 

  

Figure 2. 9 Comparison of strain-balance models with respect to the zero-stress model [14]. 

 

Figure 2. 9 shows a comparison of the above models with a 10 nm-InxGa1-xAs-well 10 

nm-InyGa1-yAs-barrier stack unit on InP substrate. According to the literature, the 

indium content y is firstly solved with the given x based on the zero-stress method. By 

substituting the x, y and the thicknesses into the average thickness model, thickness 

weighted model, and extended thickness weighted model, and using thickness average 

value to estimate the equivalent elastic parameters of the stack unit as a whole, both 

strain with respect to the zero-stress model and the associated critical stack thickness 

can be derived. As can be observed from Figure 2. 9, considering the elastic components 

in the model, the extended thickness weighted model exhibits the least cumulated strain 

and critical stack thickness with one order of magnitude larger than the other models 

especially at the relative highly-strained range (x > 0.7). In conclusion, the zero-stress 

method ensures a more accurate strain-balanced structure with high tolerance against 

defect formation and errors in growth parameters (i.e., the resulting material contents, 
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and the thicknesses of each layer). In this example, as high as the indium content of 

~0.75 with less cumulated strain on the stack unit, the critical stack thickness above ~1 

m by the extended weighted strain model with respect to the zero-stress model holds 

a promising candidate serving as the thick absorber for solar cells. 

In this research, we are interested in investigating a wide material content range that 

covers both slightly and highly strained cases. Distinguished from our previous research, 

the zero-stress method is adopted instead of the average lattice method and thickness 

weighted method, ensuring a more thermodynamically stable design as solar cells.  

 

2.5 Ordering effects on InGaP alloy 

Due to the rapid development of optoelectronic devices (e.g., lasers, LEDs…etc.), and 

high-speed high-power electronic devices (e.g., HBTs, HEMTs…etc.) based on III-V 

semiconductors, tailoring the composition contents of the alloy toward achieving high-

performance devices had been a commonly employed technique in all the relevant 

research fields. Until the early 1980s, it had been believed that all the physical 

properties (e.g., bandgap energy, carrier mobility…etc.) of III-V semiconductors could 

be uniquely determined by the alloy composition of their group-III and group-V atoms, 

even if each group of atoms can distribute randomly on the associated sublattices. For 

example, no matter how the group-III In and Ga atoms distribute in In1-xGaxP on the 

group-III sublattice, it had been assumed that material properties such as the bandgap 

energy is a single-valued function of alloy composition x. Later on, however, it was 

discovered that the bandgap energy of In0.49Ga0.51P in red-light laser diodes and LEDs 

fabricated using MOCVD was almost 50 meV lower than the most reliable value of 1.91 

eV obtained from a material grown using liquid phase epitaxy (LPE) regardless of the 

identical compositions of the In and Ga atoms. This means that even with a fixed 

composition x of 0.51, the bandgap energy of In1-xGaxP was not unique. According to 

transmission electron microscopy (TEM) measurement, the occurrence of alternating 

Ga-rich and In-rich atomic planes was revealed in the [-111] and [1-11] directions, 

resembling ordering in CuPt alloys. This kind of ordering is known as CuPt-B ordering, 

denoting the fact that only the (111)B planes are ordered. In fact, among all the 

categories of ordering in III-V semiconductors, CuPt-B ordering is one of the most 
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commonly observed atomic arrangements, which is also known as a sort of 

spontaneously formed superlattice. Theoretically speaking, when CuPt-B ordering 

occurs, this spontaneously formed superlattice induces effects such as the L-point of 

the Brillouin zone to fold back to the -point and so on, leading to a narrowing of the 

bandgap energy. 

 

Figure 2. 10 (a) The unit cells of disordered and ordered GaInP. The group III lattice sites 
are randomly occupied by Ga and In-atoms in disordered GaInP [15]. (b) Schematic of the 
unit cell of a CuPt-B ordered crystal [16]. 

Figure 2. 10(a) shows the unit cell of disordered (left, Zincblende structure basically) 

and order InGaP (right). The Group-III atoms (In- and Ga-) randomly occupy the group-

III site on the lattice. Figure 2. 10(b) depicts the structure model with the site convention 

of -A and -B sites denoted by the associated direction vectors [-111]:B+, [1-11]:B-, [11-

1]:A+, and [-1-1-1]:A-.   

Figure 2. 11 shows the transmission electron diffraction (TED) patterns of In0.49Ga0.51P 

samples grown by MOCVD at 670 °C (a) on an exact (001)-oriented GaAs substrate, 

(b)(c) on an exact (001)-oriented GaAs substrate with etched [110] grooves taken from 

different domains of the sample (see reference). The area of the domain is reported to 

be several square micrometers. For both samples, the formation of both (-111) and (1-

11) variants of the CuPt structure reveals that ordered In0.49Ga0.51P was grown. On the 

other hand, the distinct intensities of the super spots (e.g., ½(-111), ½(1-11),…) relative 

to that of the Zincblende spots for the two samples reflect the distinct degrees of 

ordering under different growth conditions. In this case, the epilayer with grooves 

exhibits a higher degree of ordering.   
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Figure 2. 11 Transmission electron diffraction pattern of In0.49Ga0.51P samples grown 
on various oriented substrates [17]. 

 

In fact, by varying growth conditions, such as growth rate, V/III ratio, substrate 

orientation, and growth temperature, different degrees of the CuPt-B ordering of 

In0.49Ga0.51P can be intentionally altered, as is summarized in Figure 2. 12.  It is clear 

that the bandgap energy of In0.49Ga0.51P characterized by the peak of photoluminescent 

measurement (although PL peak is not necessary to be exactly matched with the 

bandgap energy in general), due to the modification of electronic band structure caused 

by the ordering of the group-III atoms.   

In the literature, phosphine was employed as the precursor gas of the group-V element, 

as indicated by the relatively high V/III ratio. The GaAs substrates adopted here were 

2°-misoriented toward [011], which is fairly closed to (001). The V/III ratio was altered 

from 62 to 412 whereas the growth temperature was varied from 600 to 750 °C as shown 

in Figure 2. 12 (a). At high temperature, for example, 700 °C, as V/III ratio rises, the 

bandgap energy decreases, while at lower temperature such as 600 °C it goes the other 

way around.  
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Figure 2. 12 (a) The dependence of the photoluminescent peak energy on the growth 
temperature and V/III-ratio and (b) orientation of the substrate of Ga0.5In0.5P [16]. 

 

Additionally, as demonstrated in Figure 2. 12 (b), the effect of substrate orientation on 

CuPt-B ordering is quite intriguing as well. The bandgap energy measured at room 

temperature for In0.49Ga0.51P grown by MOCVD at 660 °C on distinct misoriented GaAs 

substrate toward [-111] (B+) and [-1-1-1] (A-). The respective misorientation angle for 

each case is denoted byB and A. When B increases from 0°, the bandgap energy 

initially drops slightly until 6°, and then rises rapidly as B approaches 15° (nearly 

reaches the (-115) surface). When B goes beyond 15° to 54° (or, the so-called (111)B 

surface), the bandgap energy goes gradually to 1.91 eV, the completely disordered case. 
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Figure 2. 13 Schematic of the disorder-order-disorder (DOD) LED as well as the band 
alignment (left) and the electroluminescence (EL) measurement result (right) [18], [19]. It 
should be noticed that the compositions of InGaP in the device are consistent. 

 

Figure 2. 13 demonstrates an intriguing p-i-n double hetero-structure red LED 

composed of a disorder/order/disorder (DOD) proposed by Lee et al. in 1992. Via 

controlling the growth temperature and doping level for In0.49Ga0.51P, they proved that 

the electroluminescent (EL) efficiency can be improved or diminished significantly due 

to the presence of the ordering effects.   

In this section, we discussed the CuPt-B ordering of In0.49Ga0.51P. Under various growth 

conditions, even with the identical composition ratio, physical properties such as 

bandgap energy could no longer be a unique value due to the ordering effects. In fact, 

alloys commonly adopted in the absorber layer, the window layer, or the back-surface 

field for solar cells, such as GaInP, AlInP, AlGaInP, and GaAsP, have been identified 

to present CuPt-B ordering, which implies its potential impact on the performance as 

solar cells. In this research, although, we do not take into account the ordering effects 

to avoid the redundant complexity when designing the quantum-well structures based 

on GaInP, one should always keep in mind that not only the conventional quantities 

(i.e., SRH-lifetime, background dopants, …) but the ordering effects may play a critical 

role in influencing the crystal quality and alloy properties of the exact fabricated devices, 

as indicated by the example in Figure 2. 13.  
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Chapter 3 Experiment equipment 
 

3.1 Metal-Organic Vapor Phase Epitaxy (MOVPE) 

Metal-organic vapor phase epitaxy (MOVPE) is a process in which monocrystalline 

compound semiconductor layers are grown by the reaction of molecules in the gas 

phase on a heated substrate. Because of its capability of mass production of high-quality 

epitaxial layers and compatibility with a wide verity of precursors for III-V 

semiconductors, it has been widely employed in the industry and several research fields 

for device fabrication. The precursor injected in the reactor is carried by carrier gases 

such as hydrogen. Relying on the concentration gradient as well as the pressure gradient 

between the substrate, the precursor can diffuse on the heated substrate and thus the 

chemical reaction process for crystal growth can be launched. The schematic diagram 

of the MOVPE system employed in this research is depicted in Figure 3. 1. The liquid 

metalorganic precursors are contained in stainless containers called bubblers. Gas-

phase sources at the saturated vapor pressure are extracted to the reactor by bubbling 

the liquid source with a highly-purified carrier gas. The saturated vapor pressure for 

each precursor depends on the holding temperature of the thermal bath that keeps the 

bubblers, following the Antoine equations: 

 log10 𝑝𝑠𝑎𝑡[Torr] = 𝐴 −
𝐵

𝐶 + 𝑇
 , (3. 1) 

where T is the temperature of the bubbler. A, B and C are Antoine parameters. C is 

assumed to be zero for simplicity in this research.  The precursors used in this research 

are: trimethylgallium (TMGa: (CH3)3Ga), trimethylindium (TMIn: (CH3)3In) and 

Trimethylaluminum (TMAl: Trimethylaluminum) for the group-III sources, and 

tertiarybutylarsine (TBAs: (CH3)3CAsH2) and tertiarybutylphosphine (TBP: 

(CH3)3CPH2) for group V sources. For p-type and n-type dopants, dimethylzinc (DMZn: 

(CH3)2Zn) and tellurium are used, respectively. The Antoine parameters A, B, melting 

points TM, boiling point TB for each bubbler, and the holding temperatures and 

pressures in the experiments in this study are summarized in the Table 3-1. 
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Figure 3. 1 Schematic diagram of the MOVPE system employed in this research [1]. 

Table 3.1 Properties of metal-organic precursors used in this research [2]. 

Source A B TM (°C) TB (°C) Tbubbler (°C) Pbubbler (mbar) 

TMGa 8.07 1703 -15.8 55.8 17.0 1000 

TMIn 10.52 3014 88.4 133.8 17.0 400 

TMAl 8.224 2135 15.4 127 17.0 1000 

TBAs 7.243 1509 -1 69 17.0 1000 

TBP 7.586 1539 4 56.1 17 1000 

DMZn 7.802 1560 -42 46 -10.0 1000 

 

3.2 X-ray diffraction (XRD) 

With a short wavelength of X-ray comparable to the target sample, the crystal structure 

and the detailed information epitaxial layers are resolved by using a diffractometer 

based on X-ray diffraction. The theory in X-ray diffraction relies on the elastic 

scattering of the incident X-ray from the atoms in the crystal lattice. According to 

Bragg’s diffraction theory, the diffractive X-ray is constructively interfered and thus 

can be observed from its far-field pattern, as the following relation is fulfilled: 

 2𝑑ℎ𝑘𝑙 sin 𝜃 = 𝑛𝜆  , (3. 2) 

where dhkl is the spacing between the (h k l) planes of the atomic planes in the crystal 

lattice, n is an integer that indicates the order of the diffractive wave, λ is the wavelength 

of the incident X-ray. The schematic of the basic principle is illustrated in Figure 3. 2(a) 

where the atomic plane of the target sample is separated with a distance d.  
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By taking the advantage of its high resolving power, the fine structure of the samples 

such as the material compositions and the thickness of epitaxial layers, and the quality 

of the grown crystals in terms of mosaicity and the extent of lattice relaxation can be 

derived by fitting the measured diffraction pattern with a simulation pattern. Figure 3. 

2(b) demonstrates a standard setup of a diffractometer composed of an X-ray source 

(X-ray generator, or a goniometer) and a 2-detector. These two components are 

mounted on two independent arms that can rotate freely for different purposes of 

measurement. Three typical scan schemes are summarized as follows: 

(1) 𝜔 − 2𝜃 scan: A radial scan also known as 2𝜃 − 𝜔 scan. Both 𝜔-axis and 2𝜃-axis 

are rotated at the same speed. The incident angle is not identical to the exit angle 

of the X-ray. This scheme is adopted for analyzing the material content as well 

as the thicknesses of the grown samples in this research.  

(2) 2𝜃 scan: A radial scan also known as 2𝜃 − 𝜃 scan. The exit angle is equal to the 

incident angle of the X-ray. The scattering angle is the same as the scanned 

angle of the 2𝜃 detector.  

(3) 𝜔 scan: A transverse also known as the X-ray rocking curve (XRC) scan. In this 

case, the scattering angle measured by controlling the 2𝜃-axis is fixed, whereas 

the incident angle controlled by the 𝜔-axis is scanned.        

More detailed information can be found in Ref. [3], [4]. 

 

Figure 3. 2 (a) Principle of X-ray diffraction (XRD) from a crystal with atomic plane spacing 
by d. (b) Schematic of a typical diffractometer setup for XRD measurement. 
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3.3 Solar simulator 

The characterization of a photovoltaic device is done by using a solar simulator in this 

research. Significant profiles of the I-V curve and quantum efficiency (QE) are 

determined by using a setup as shown in Figure 3. 3 (CEP-2000LS, Bunkokeiki).   

A xenon lamp with 150 W for I-V measurement is utilized as the light source. An 

AM1.5G filter (100 mW/cm2) is inserted along the optical path to produce a spectrum 

with resembled features of one-sun. On the other hand, the measurement for quantum 

efficiency is performed by using another xenon lamp with 300 W. The incident light is 

firstly monochromated and then passes thought a neutral-density filter (ND filter) so 

that consistent intensity of 2.5 mW/cm2 is illuminated on the solar cell. In the 

monochromator, the reciprocal linear dispersion of the diffraction grating is 6 nm/mm. 

The slit width is set to be 4 mm to ensure a sufficient incident intensity, which 

corresponds to a resolution of 24 nm in the QE spectra. To ensure accuracy for the QE 

measurement under sunlight, the AM1.5G output is employed as the bias illumination. 

Due to the relatively low power of the monochromatic light compared to AM1.5G, the 

QW is measured in AC mode with a lock-in amplifier as well as a chopper. In this case, 

the current signal is converted into a voltage signal as the input signal. The setup is 

arranged for a four-terminal measurement. Therefore, the bias voltage of the solar cell 

is independently adjusted by using the source meter. 

 

Figure 3. 3 Schematic of a solar simulator setup employed in this research. 
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